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FOREWORD

For many years the Handbook of Methods in Nonverbal Behavior Research (Scherer &
Ekman, 1982) has served researchers looking for methods to study nonverbal behavior
and the expression of affect. This new handbook, The New Handbook of Methods in
Nonverbal Behavior Research (Harrigan, Rosenthal, & Scherer, 2005), is an updated
volume with new material on coding and methodological issues for a variety of areas in
nonverbal behavior: facial actions, vocal behavior, and body movement. Issues relevant
to judgment studies, methodology, reliability, analyses, etc. have also been updated.

The topics in this volume are broad and include specific information about meth-
odology and coding strategies in education, psychotherapy, deception, nonverbal
sensitivity, and marital and group behavior. There is also a chapter detailing specific
information on the technical aspects of recording the voice and face, and specifically in
relation to deception studies. The material in this volume will be beneficial for both
new researchers and those already working in the fields of nonverbal behavior, affect
expression, and related topics. One of the outcomes of this volume will be to help in
further refining research methods and coding strategies that permit comparison of
results from various laboratories where research on nonverbal behavior is being con-
ducted. This will advance research in the field and help to coordinate results so that a
more comprehensive understanding of affect expression can be developed.
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efforts contributed to the development of this volume. They also express their gratitude
to their families and friends for their kind support and interest.






CHAPTER 1

INTRODUCTION

JINNI A. HARRIGAN, ROBERT ROSENTHAL, AND
KLAUS R. SCHERER

The renaissance of theorizing and research on emotion in the last 30 years (after decades
of neglect during the hegemony first of learning theory and then the excesses of the
cognitive revolution) has been primarily due to the influential work on facial expression
pioneered by Tomkins (1962, 1963) and vigorously pursued by Ekman (Ekman
& Friesen 1975, 1978), Izard (1971, 1991), and their collaborators (Ekman et al. 1972,
1982, 1987; Ekman & Rosenberg 1997; Izard et al. 1980). Photos with the prototypical
expressions of the basic emotions adorn most textbooks of psychology and remind
students and researchers alike of the powerful role of nonverbal behavior during
emotional episodes. Even though much of present-day emotion research is carried
out with paper-and-pencil assessment of verbal reports of emotional experiences, the
affective sciences are probably one of the areas that assign a privileged role to the study
of the nonverbal concomitants of emotional experiences. The chapters in this Hand-
book are intended to provide an overview of the methodology that is available for this
purpose, along with examples from the use of these methods in current research on
affective phenomena, focusing on particular channels or modalities of nonverbal
expression or on important domains of application. In this introductory chapter, we
discuss some of the basic issues inherent in any research activity that aims at the analysis
of naturally occurring or experimentally induced behavior on the one hand or the
inferences observers draw from such behavior on the other.

It has been 20 years since an earlier volume on research methods in nonverbal
behavior research was published—Handbook of methods in nonverbal behavior research
(Scherer & Ekman 1982). Since then, there have been almost 50 articles and books
published each year featuring nonverbal behavior as a subject in its own right (i.e. facial
expression, gaze, vocal quality, paralinguistic features, posture and body position, head
nods, hand gestures, etc.) or as a measure of various attitudes, personality styles,
diagnoses, or abilities. Online Psych Info indicates that 489 articles and books appeared
between 1960 and 1981 in which nonverbal behavior was either the subject of study or
used as a measure. The number has swelled to over 3000 articles and books since 1982,
representing a six-fold increase. Examples include a broad range of research using
nonverbal behavior (e.g. in relation to American Sign Language, as a measure of
prejudice, as an aid in eyewitness memory, as an indicator of power and status, as
reflecting communication difficulties for those suffering anorexia nervosa, as part of
courtship signals, as reflecting emotional arousal in alexithymia, in judging personal-
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ities of strangers, and in detecting deception). There is hardly an area in the study of
human behavior where nonverbal behavior is not involved.

There is a remarkable variety and number of research questions in many areas of
psychology, anthropology, sociology, linguistics, psychotherapy, medicine, education,
and the law where some form of nonverbal behavior has been used as an index.
Consider, for example, studies of infant social development; expressions of attraction,
persuasion, prejudice, compassion, compliance, affiliation, etc.; cultural differences in
expressive behavior; clinical assessment and intervention; personality and attitude (e.g.
extraversion, dominance, independence, defensiveness); legal testimony and jury selec-
tion; person perception; language acquisition; job interviews and evaluations; social
cognition and information processing. In many of these areas, the assessment of
nonverbal behavior serves as a measure of underlying affect. In consequence, the precise
measurement of nonverbal behavior and the observer inferences based on it, are of
central importance to the affective sciences.

The reasons for the relevance of this Handbook are several. One reason, indicated
above, is that there has been a burgeoning of nonverbal behavior research since the earlier
methodology volume was published. In addition, since nonverbal behavior is so readily
used in research on human behavior (i.e. as a measure and as a subject in its own right), it
is studied by researchers and theorists who come from the ranks of many diverse
disciplines. A volume focused on research methodology specific to the nonverbal behav-
ior area will enhance the efficiency, reliability, and comparability of the data collected
within these diverse disciplines, and will help promote communication among discip-
lines. Data organized in such a fashion will spur the development of theories to better
understand nonverbal behavior and its role in the many facets of human life.

The field of nonverbal behavior has graduated through the developmental stages of
any new field, with well-formed subfields of behavior within the general domain of
nonverbal behavior. These subfields include: facial actions, vocalizations, eye contact,
body movement, and the perception of interpersonal space. Coding procedures have
been developed, measures of reliability have been advanced, and specific techniques for
data analysis have evolved.

For the new researcher coming into this vast field of inquiry, a methods text is
invaluable, permitting the researcher to learn the various subsets of behavioral categor-
ization, recording devices and techniques, appropriate reliability measures, and
statistical analyses. Using well-established classification systems and methodological
procedures allows researchers to concentrate on their specific questions and on the
theoretical implications of their work, rather than having to create behavioral categor-
ies, coding strategies, reliability procedures, etc. This will lead to greater efficiency and
reliability, and will permit comparability of data collected by different research labs and
directed by different research questions. In time, such building on the work of pioneers
in the field of nonverbal behavior and their followers, will allow for refinement of
measurement techniques and analyses and, overall, will advance knowledge and theory
in this rapidly growing field of inquiry.

For researchers from the diverse disciplines who study nonverbal behavior, the
opportunity to select measures, coding and recording procedures, and analytic tech-
niques, will allow comparison across research questions and theoretical orientations.
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Finally, for the experienced nonverbal behavior researcher, this volume will provide
updated material and information about the latest techniques available, presented by
experts in the various subfields of nonverbal behavior.

This volume on nonverbal behavior methodology will inject a measure of organiza-
tion in codification of nonverbal behaviors so that more standard and more reliable
data are collected, and results from studies of divergent topics can be compared. To
mention but a few examples of recommendations made in different chapters of this
Handbook that are likely to greatly enhance the quality of the data and augment the
comparability and cumulativeness of the results—recording techniques that ensure
high quality of the research records for coding or judgment, observational and experi-
mental designs that allow clear inferences from the behavioral data, objective and
reliable measurement of standard sets of parameters in different domains, the use of
standard measures of rater or judge reliability and validity, and the regular reporting of
information such as confusion matrices and effect sizes.

There was no coherent theory to organize the study of nonverbal behavior in 1982,
and today, 20 years later, there is still no articulated theory linking all the various
categories of nonverbal behavior in a meaningful way. This state of affairs may be
partially due to the different conceptual and categorization systems used to define and
code nonverbal behavior. In addition, the amorphous nature, complexity, variety, and
interactive quality of nonverbal behavior make it a difficult subject to unify. Describing
all of a human being’s behavior (save the verbal channel) is a daunting task. Complex-
ities abound in the variety, fluidity, patterning, and environmental influence on single
or combined nonverbal behaviors. However, a common theoretical foundation for
nonverbal behavior has enormous potential for understanding human behavior. The-
oretical progress is being made across the subfields of nonverbal behavior. For example,
relationships have been found in the experience of emotion among physiology, facial
action, and vocal signals. Associations have been revealed among personality charac-
teristics, nonverbal displays, and medical and psychological conditions.

Technology (in the form, for example, of inexpensive, good-quality videography) has
helped immensely in recording, preserving, analyzing, and comparing collected data. In
addition to educating new researchers on these available technical methods, this
volume will bring together research findings and knowledge from a variety of scattered
journals and books.

Another value of this volume is the comprehensive overview of the field by leading
researchers who provide informative, scholarly, and empirical as well as theoretical
foundations for their work.

In the chapters of this book we will discover how the actions and patterns of the human
subject in interactions with others can be studied across a diverse empirical framework.
These writings will tell us where the field of nonverbal behavior has taken us in the last 20
years, what and how coding methodologies have been refined, and what is new in recording
and data analysis. In summary, this volume will provide an up-to-date overview and hands-
on information concerning the many methods and techniques that are available to code or
rate affective behavior and emotional expression in different modalities.

The volume, apart from this introduction, is organized into three major sections:
basic research methods and procedures, domains of application, and supplemental



4 HANDBOOK OF METHODS IN NONVERBAL BEHAVIOR RESEARCH

materials. The first section describes the basic research methods and procedures in the
main subfields in nonverbal behavior: facial actions, vocalizations, and proxemics/
kinesics/gaze. These chapters are devoted to discussions of relevant variables, coding
strategies and instruments, methodology and research design considerations, and
special analytic techniques. Probably the most widely recognized areas in nonverbal
behavior are the face and the voice. Each of these chapters includes the most recent
research on methods of studying the face (Chapter 2 by Jeffrey Cohn and Paul Ekman)
and the voice (Chapter 3 by Patrik Juslin and Klaus Scherer) as signaling systems and
offers critical comparisons of the procedures for distinguishing among facial move-
ments and among vocal parameters, with assessment methods and instruments for each
of these important subfields. Proxemics (use and perception of interpersonal space),
kinesics (body/head movement), and gaze behavior are explored in Chapter 4 (by Jinni
Harrigan). This chapter includes delineation of pertinent categories of head and body
movement and position, and information on coding instruments and systems devel-
oped to describe the various actions of the body. Methods used for studying proxemics
and eye contact are covered in this chapter, with attention to relevant variables for
operationalizing gaze behavior and spatial parameters in social settings with respect
to territoriality, intimacy, personal space, public behavior, and cultural differences.
Chapter 5 (by Robert Rosenthal) describes research designs and methods for investi-
gating the inferences observers draw from different nonverbal behaviors in judgment
studies. It includes a systematic discussion of such matters as judge sampling and
stimulus presentation, as well as various statistical analysis techniques.

The second section (domains of application) involves research investigations using
composites of nonverbal behaviors and shows how these variables can be studied and
understood in conjunction with one another. We begin with Chapter 6 in which Judy
Hall, Frank Bernieri, and Dana Carney describe research methodology and analysis of
data on interpersonal sensitivity with respect to the decoding or judging of others’
affect and the encoding (i.e. exhibiting) of nonverbal behavior. In Chapter 7, Elisha
Babad presents information regarding measurement issues of nonverbal behavior in the
classroom from the perspective of the student and the teacher. Ann Kring and Barbara
Stuart (Chapter 8) cover methodological issues with respect to psychopathology
including both the therapists’ and clients’ nonverbal behavior, and important consid-
erations for this special population. In Chapter 9, Mark Frank focuses on an area in the
nonverbal behavior literature which has received a good deal of attention—deception.
There are many important issues regarding the assessment of nonverbal behaviors
which can reveal or conceal deceptive communication. Information on coding systems
used in research on marital interaction is presented in Chapter 10 (by Dan Yoshimoto,
Alyson Shapiro, Kelly O’Brien, and John Gottman). Their work discusses research
design points, coding and reliability issues, and decisions for analyzing the intricate
interplay of concomitant behaviors (i.e. facial actions, vocal tone, body movement,
etc.). In Chapter 11 (by Janine Giese—Davis, Karen Altree Piemme, Caroline Dillon, and
Susan Twirbutt), a detailed strategy is presented for coding and integrating variables
composed of various nonverbal, vocal, and verbal behaviors that have been combined at
a macrovariable level and representing conceptual domains such as emotion regulation,
affect suppression, emotional self-efficacy, emotion restraint and repression.
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Finally, the chapter in the supplemental materials section (Chapter 12 by Mark
Frank, Patrik Juslin, and Jinni Harrigan) contains advice, including important technical
information, which can serve as a guide for the acquisition of hardware and the design
of the recording process. This section also contains the comprehensive introductory
chapter from the first handbook, Handbook of methods in nonverbal behavior research
(Scherer & Ekman 1982). This chapter is reproduced here, with extensive annotations
and additional references, as many of the issues raised in that chapter remain relevant to
the concerns of researchers today.

The reviews of the methodology for the measurement of nonverbal behavior in the
affective sciences show that high-quality research in this area is complex, often strad-
dling the disciplinary boundaries, costly, and time-consuming. However, the chapters
in this Handbook also highlight the rewards, in particular the powerful insights into
emotion processes and their role in social interaction gained through this type of
research and the important potential for application in health, education, criminology,
and organizational behavior. We hope that this volume can counteract the regrettable
tendency in the study of affective phenomena to rely primarily on verbal report of felt
affect. Feeling states are certainly a very important component of emotion, integrating
many of the underlying component processes (Scherer 2004), but provides only one
access to the phenomenon. In addition, given the many problems with verbal report,
such as reliance on fallible memory, response, and self-presentation biases (Rosenthal &
Rosnow 1969), asking people how they feel is hardly a royal road to understanding
emotion or a gold standard for the ‘true’ state of the person (Scherer & Ceschi 2000).

Of course, nonverbal behavior is also subject to control or regulation in the interest
of self-presentation or the manipulation of others. However, there is also ‘leakage’, in
the form of markers for the use of display rules (e.g. pressing the lips together—Ceschi
& Scherer 2003) or clues to deception (such as micromomentary facial movements—
Ekman 2001; see also Chapter 9). Researchers can use such nonverbal cues to evaluate
the total pattern of verbal and nonverbal behavior, much of which might be strategically
controlled or strategically manipulated. Researchers focusing exclusively on verbal
report, especially when it is obtained with standardized scales administered in an
anonymous fashion via questionnaire or computer screen, lack this information and
have to take the participant’s verbal report at face value.

Just as researchers often place greater reliance on the interpretation of subtle non-
verbal cues than on verbal statements, in everyday life, we all tend to scrutinize
nonverbal facial, vocal, and gestural delivery as we interpret the verbal message. Thus,
the inferences made from nonverbal cues constitute a topic of central importance to
researchers in the affective sciences. Research has shown the incredible capacity of
human beings to extract essential, and often valid, information from very small ‘slices’
from the stream of nonverbal behavior (Ambady & Rosenthal 1992). Such inferences
are often at the root of our first, and often even more lasting impressions, of other
people’s personality, affect, competence, or behavioral intentions. Most of the processes
described above, both with respect to the production of certain behaviors and of the
rapid, automatic inferences, operate at an unconscious level and thus would not even be
available for verbal report, even if the person concerned did not try to censor the
information given or unwittingly bias the report. Thus, it is through the techniques
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described in this Handbook that researchers are able to access processes that are of
central importance in understanding human affect, especially in sensitive contexts such
as interpersonal relations, health, or deception.
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CHAPTER 2

MEASURING FACIAL
ACTION

JEFFREY F. COHN AND PAUL EKMAN

Introduction

Of all the nonverbal behaviors—body movements, posture, gaze, proxemics, voice—
the face is probably the most commanding and complicated, and perhaps the most
confusing. In part, the face is commanding because it is always visible, always providing
some information. There is no facial equivalent to the concealment maneuver of
putting one’s hands in one’s pockets. Whereas sounds and the body movements that
illustrate speech are intermittent, the face, even in repose, may provide information
about some emotion or mood state. Many nonverbal behaviors simply do not occur
when a person is alone, or at least do so very rarely. For example, it would be unusual
for someone to shrug or gesture hello when totally alone. Yet facial expressions of
emotion may be quite intense even when a person is alone. They are occasioned not
only by the presence of others. In fact, social situations can dampen facial expression of
emotion (Ekman & Friesen 2003).

The face is commanding also because it is the location for the senses of smell, taste,
sight, and hearing. It is the site of the intake organs for inputs of air, water, and food
necessary to life. It is the output source for speech, and what we hear in part is
determined by the lip movements we see with the speech (McGurk & MacDonald
1976). It commands attention because it is the symbol of the self. The faces of those we
care about are hung on walls, displayed on desks, carried in wallets.

Multimessage, multisignal system

This commanding focus of attention is quite complex. The face can be considered as a
multimessage, multisignal semiotic system (Ekman & Friesen 1978). It conveys not only
the message of individual identity, but also messages about gender and race. Certain
changes in the face reveal, more or less truthfully, age. There are standards for beautiful
and ugly, smart and stupid, strong and weak faces. And apart from stereotypes, there
have been claims for accurate information about personality traits, psychopathology,
and intelligence from facial behavior (Bruce & Young 1998).

These different messages (identity, gender, beauty, traits, etc.) have, as their source,
one of four types of facial signal systems: static, slow, artificial, and rapid. Static signs
include the size, shape, and relative locations of the features and the contours produced
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by the underlying bony structure. These static signs are the likely vehicles for transmit-
ting information about identity and beauty. Examples of slow sign vehicles would be the
accumulation of wrinkles, pouches, and bags, which occur with and convey informa-
tion about age. Artificial signs, such as cosmetics and plastic surgery, attempt to disguise
these slow age signs. The rapid signs include the actions produced by the muscles
(typically called expressions or displays), as well as changes in muscle tonus, blood flow,
skin temperature, and coloring.

Most research on the face has focused just upon these rapid signs, in particular, the
momentary movements of the face and the muscle tonus changes as sign vehicles for
information about emotion and mood. Rapid signs may also be relevant sources for
other messages, for correct or incorrect information about traits, attitudes, personality,
and so on. Our focus in this chapter is upon methods for measuring momentary facial
movement (expressions). We first distinguish between sign vehicle based and judgment
based measurement, and then focus on three approaches to measuring sign vehicles of
facial action: human observer based coding systems, facial electromyography, and
automated measurement by computer vision (an emerging approach that shows
promising concurrent validity with manual coding, increased efficiency, and powerful
capabilities for analyzing the timing of facial action).

Sign-based versus judgment-based approaches

Ekman and Friesen (Ekman 1964, 1965; Ekman & Friesen 1969) distinguished two
conceptual approaches for studying nonverbal behavior—namely, measuring judg-
ments about one or another message and measuring the sign vehicles that convey the
message.' Often either approach can be used to answer a question. Take, for example,
the question whether facial expressions vary with psychopathology. Suppose a sample
was available of facial behavior during interviews with patients who had a diagnosis of
schizophrenia or depression, and with a control group who had no psychiatric prob-
lems. To utilize the message judgment approach, the facial movements in these inter-
views would be shown to a group of expert clinicians, who would be asked whether each
person they viewed was normal, schizophrenic, or depressive. If the judgments were
accurate, this would answer the question, showing that facial expressions do convey
messages about psychopathology. To utilize the measurement of sign vehicles approach,
some or all of the facial movements would be classified or counted in some fashion. If
the findings showed, for example, that depressives raised the inner corners of their
eyebrows more than the other two groups, whereas schizophrenics showed facial
movements that very slowly faded off the face, this would also answer the question
affirmatively.

' Over the years Ekman has proposed a number of different phrases to distinguish these two
approaches. In previous discussions, the message judgment approach has been labeled the
stimulus, communicative, or judgment approach, and the measurement of sign vehicles
approach has been labeled the response, indicative, or components approach. It is to be
hoped that the present terms, taken from semiotics, allow a more lucid differentiation of
these two methods.
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Although both approaches can answer the same or related questions, they yield
different information. The message judgment approach would show that expert clini-
cians can tell from viewing a face whether a person is schizophrenic, depressive, or
normal. That cannot be learned from the other approach, which does not determine
whether observers can accurately judge this message. But by measuring the sign
vehicles, it is possible to find out exactly what differs in the faces of the diagnostic
groups. Is it the timing or the particular movements, or both, that show whether a
person is depressive or schizophrenic? That cannot be learned from the first approach,
which never determines exactly what the observers respond to when making their
judgments.” Let us turn now to some of the other relationships between the outcomes
of these two approaches. Consider these cases:

1. Negative findings with message judgment and positive findings with sign vehicle
measurement. This suggests that people (at least those used in the study) do not
know what to look for or cannot see the differences in facial behavior. Careful
measurement of the facial sign vehicles might have revealed hitherto unknown
differences. Once known, these clues to psychopathology might make it possible
for observers to make judgments accurately. Or perhaps the clues are such that
people will never be able to make this judgment accurately when viewing the
behavior at real time—the differences in facial behavior might be too subtle to be
seen without repeated or slowed viewing and precise measurement.

2. Positive findings with message judgment and negative findings with sign vehicle
measurement. The positive results show that there must be some difference in the
facial sign vehicles, for how else would the observers achieve accuracy in their
judgment? This outcome shows that something must be faulty in the measurement
of the sign vehicles. Either the measurement was not reliable or it was selective rather
than comprehensive. The sign vehicles may have omitted movements or related cues,
such as blushing, that may have differed between diagnostic groups and there was
bad luck in selecting just those sign vehicles that did not differ.

3. Negative findings with message judgment and negative findings with sign vehicle
measurement. This all-too-frequent outcome may occur because the face simply
does not provide information about the topic being studied. Or something may have
been faulty in the sampling. For example, there may not have been sufficient care in
obtaining high agreement among experts about the diagnosis of the patients. Or
perhaps the patients were receiving medications that suppressed some behavioral
differences. Also, this outcome does not eliminate the possibility that there were
differences in facial movement related to psychopathology that the observers did not
know about or could not see (thus the message judgment approach failed), and that
were missed by a faulty technique for measuring the facial sign vehicle. Was the

% The two approaches are complementary. One could use the sign vehicle approach to determine
what facial expressions differ among diagnostic groups and the message judgment studies to
determine which of those expressions influence message judgments about diagnosis. (Juslin
and Scherer, in Chapter 3, discuss use of a modified Brunswikian lense model in this context.
See also Hess et al. 1989.)
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measurement of sign vehicles comprehensive rather than selective? If it was selective,
the possibility always remains that movements unrelated to psychopathology were
measured.

The difference between these two approaches—message judgment and the measure-
ment of sign vehicle—has sometimes been confusing, because both may involve obser-
vers and many of the methodological issues, such as inter-observer agreement, are
similar (see Chapter 5). It is what the observers do that matters. In message judgment,
they make inferences about something underlying the behavior—emotion, mood, traits,
attitudes, personality, and the like. For this reason, typically they are referred to as
judges’ or ‘raters’. In measuring sign vehicles, the observers describe the surface of
behavior—they count how many times the face moves, or how long a movement lasts,
or whether it was a movement of the frontalis or corrugator muscle. As an example, upon
seeing a smiling face, an observer with a judgment-based approach would make judg-
ments such as ‘happy’, whereas an observer with a sign-based approach would code the
face as having an upward, oblique movement of the lip corners.

Observers with a sign-based approach are supposed to function like machines, and
often are referred to as ‘coders’ In the final section of this chapter, we review the
considerable progress that has been made, through research in computer vision, toward
actually replacing human coders with machines and the prospects for automatic coding
by computer facial image analysis.

Though message- and sign-based approaches can sometimes answer the same ques-
tions, they can also answer different questions, for they focus on different phenomena.
Message judgment research is not typically focused on the face. The face is but an input,
although there may be study of different types of faces, as in the psychopathology
example. In message judgment studies, the focus is instead on the person observing the
face and/or on the message obtained. Questions have to do with whether a difference is
detectable or accurate; there are individual differences among observers, reflecting skill,
gender, personality, etc. Messages obtained are best represented as dimensions or
categories.

Facial sign vehicles are measured when the focus is upon unearthing something fairly
specific about facial behavior itself, not about the perception of the face. It is the only
method that can be used to answer such questions as:

1. To what extent is the facial activity shown by newborns and infants systematic, not
random, and which particular actions first show such systematic organization? To
answer this question, facial behavior shown during samples taken at different
developmental points or in different situational contexts can be measured. Then
the probabilities of particular co-occurrences and sequential patterns of facial
actions can be evaluated (Cohn & Tronick 1983; Oster & Ekman 1978).

2. Which particular facial actions are employed to signal emphasis in conversation?
Facial actions that co-occur with verbal or vocal emphasis must be measured to
determine whether there are any actions that consistently accompany any emphasis
(Ekman 1980).

3. Is there a difference in the smile during enjoyment as compared to a discomfort
smile? The particular facial actions evident in smiling movements must be measured
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when persons are known, by means other than the face, to be experiencing positive
and negative affect (Ekman et al. 1980; Frank et al. 1993).

4. Are there differences in heart rate that accompany nose wrinkling and upper
lip raising versus opening the eyes and raising the brows? Facial behavior
must be measured to identify the moments when these particular facial
configurations occur in order to examine coincident heart rate activity (Levenson
et al. 1990).

These examples are not intended to convey the full range of issues that can be
addressed only by measuring facial sign vehicles. They should, however, serve to
illustrate the variety of questions requiring this approach. One might expect the
measurement of sign vehicles approach to have been followed often, as it is required
for study of many different problems. But there have been only a few such studies
compared to the many that have measured the messages judged when viewing the face.
It is much easier to perform the latter sort of study. The investigator need not tamper
with the face itself, other than by picking some sample to show. Data are obtained
quickly: one can measure observers’ judgments much more quickly than one can
describe reliably the flow and variety of facial movement.

Until recently, an important obstacle to research measuring sign vehicles has been the
lack of any accepted, standard, ready-for-use technique for measuring facial movement.
Each investigator who has measured facial movement has invented their technique, to a
great degree, de novo, rarely making use of the work of their predecessors. Some have
seemed to be uninformed by the previous literature. Even the more scholarly have
found it difficult to build upon the methods previously reported, because descriptions
of facial activity are often less clear than they appear upon first reading. A facial action
may seem to be described in sufficient detail and exactness until an attempt is made to
apply that description to the flow of facial behavior. For instance, descriptions of brow
motion that omit specific appearance changes in facial lines and furrows and in the
appearance of the upper eyelid omit information that may be needed to discriminate
among related but different facial actions.

Three types of method for measuring facial sign vehicles

Three types of method for measuring facial sign vehicles are manual coding, facial
electromyography (EMG), and automatic facial image analysis. Manual coding has
been used the longest and is the most frequent approach for theoretical and applied
research in facial expression. It has been especially informative to the development of
automatic facial image analysis by computer vision (Cohn et al. 1990). Manual coding
is unobtrusive and can be used both for live observation and for analysis of pre-
recorded analogue or digital images. Facial EMG requires the use of surface or needle
electrodes attached to the face and is typically the method of choice in laboratory
studies of psychophysiology. Automatic facial image analysis by computer vision is an
emerging methodology. Computer vision has been an active area of research for some
30 years (Duda & Hart 1973). Early work included attempts at automatic recognition of
faces (Kanade 1973). Within the past decade, there has been increasing effort in
automatic recognition of facial expression. We review techniques for measurement of
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facial sign vehicles by each of these approaches, as well as some of the initial applica-
tions of these techniques to theory and research in facial expression.

Manual coding techniques

The 14 techniques for measuring facial actions reviewed in this chapter cover a span of
78 years, from the 1924 report by Landis to the work of Ekman, Friesen, and Hager in
2002. Five were not presented by the authors as methods that could be used by others,
but were reported in the course of describing substantive results. They have been
included for various reasons. Landis is included because he was among the first to
build a measurement system based on the anatomy of muscle action, and his negative
findings were influential for the next 40 years. Frois—Wittmann (1930) and Fulcher
(1942) were both innovative for their times, but their methods and findings have been
largely forgotten by the current generation of researchers. McGrew’s (1972) behavioral
checklist has influenced those studying children from an ethological viewpoint.
Nystrom (1974) has been included because there is much interest today in measuring
facial action in infants. The other nine techniques reviewed represent all of the systems
for measuring facial movement that have been proposed, some of which have attracted
considerable interest and research activity.

A few reports describing facial actions in detail have been omitted. Discussions of
facial behavior that did not report a procedure for measurement—such as Hjorstjo
(1970) and Lightoller (1925), both of which provided enlightening discussions of the
anatomical basis of facial movement—are not included. Depictions of facial expres-
sions primarily designed to train observers to recognize emotion rather than measure
facial movement (Ekman & Friesen 2003) are excluded, even though some investigators
have used them to measure facial expression. Izard’s Affex (1983), previously called
FESM (19794), has also been excluded because observers are required to judge emotion
rather than describe the appearance of facial movement, which would fall under the
judgment-based approach. Unlike most message judgment approaches to the measure-
ment of the face, Izard’s Affex provides the observers with training about the various
clues believed to signal each emotion. There is no way to know, of course, what clues the
observers actually rely upon when they make their emotion judgments, because all the
investigator obtains is the end point in the observers’ inferences. Though the aim of
Affex is to provide quick data about emotions, it cannot allow investigation of what
indeed are the facial clues to each emotion. Other techniques designed to provide
economical measures of emotion—EMFACS (Ekman & Friesen 1982) and MAX (Izard
1983)—are considered in this chapter because they involve describing facial appearance
rather than making direct inferences about underlying states. Reports that used but did
not add new methodological features to one of the techniques reviewed here are
excluded.

The measurement techniques that are reviewed share the features of being unobtru-
sive; of requiring a permanent visual record (still image or video) that allows slowed or
multiple viewing, rather than being applicable to behavior as it occurs; and of relying
upon an observer who scores or codes behavior according to a set of predetermined
categories or items.
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This chapter cannot teach the reader how to measure facial actions. Nor does it fully
describe most of the measurement techniques, many of which would require a whole
chapter, and some an entire book. Exceptions are the techniques of Birdwhistell (1952),
Landis (1924), and Nystrom (1974), each of whom provided a little more detail than
what is reported here. Instead, the emphasis of this chapter is upon the criteria to be
considered in evaluating any measurement technique, either one of those available or
one that the reader might devise. These criteria are:

. the basis for deriving facial behavior units;

. comprehensiveness;

. separation of inference from description;

. types of image records and persons with which the technique has been or may be
used;

. reliability;

. validity;

. individual differences;

cost.

S W N~
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The strengths and weaknesses of each technique will be made evident so that the
reader is better able to choose which might be best for a particular research problem.
Tables 2.1-2.3 and the appendix at the end of the chapter summarize the comparisons
and provide examples. The techniques are organized in terms of their basis for deriving
units of facial behavior: linguistic, ethological, theoretical, and anatomic.

The basis for deriving units

Each of the 14 human observer based measurement techniques contains a list of facial
actions such as a brow raise, nose wrinkle, lip corners down, and so on. Measurement
includes noting whether any action (or, with some techniques, combination of actions)
is present. Later, we will consider how each technique describes actions and differenti-
ates one action from another, but here we are concerned with the question of how the
author decided upon his or her particular list. The lists vary in the number of items
from a low of 22 to a high of 77. Some actions appear in all techniques, other actions in
only some techniques, and still others in just one technique. Sometimes behavior that is
treated as a single action by one technique appears subdivided as two distinct actions by
others. For example, raising the eyebrows is treated as one behavioral unit by some
techniques, but appears as three separate units—inner brow raise, outer brow raise, and
the combination of inner and outer brow raise—in other techniques. Most authors did
not explain what they considered when they included or excluded a facial action, what
basis they had for subdividing that which another researcher had treated as a single
action, or why they found it wise to collapse a distinction drawn by another investiga-
tor. In fact, most did not acknowledge the work of their predecessors, but instead acted
as if they had invented their system and had no knowledge of differences between it and
the systems of their earlier or contemporary colleagues.’

* Tzard (1979b) said that, as part of an attempt to establish independent discovery, he deliberately
did not examine Ekman and Friesen’s Facial Action Coding System, even though it had already
been published at the time when he was developing his measurement techniques.
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Investigators—often failing to specify the sample, setting, or persons viewed—usually
said only that they looked at behavior and that their list of facial actions was simply the
product of what they saw. Something more is needed, however, to account for the
differences among these techniques, even allowing for the fact that each investigator
observed a different behavior sample. What stood out, which attributes were noticed
when an action occurred, and how the flow of behavior was segmented by the investi-
gator probably depended upon theoretical commitments. Only a few were explicit.

Birdwhistell (1952) tried to organize units and select behavior to construct a system
to parallel linguistic units. Grant (1969) advocated the selection and organization of
measurement units according to function. Brow raising, for instance, was chosen by
Grant because it was said to serve an attention-getting function. This puts the cart
before the horse, because the measurement technique so constructed was to be used to
discover the function of those very behaviors. Among ethologists, Blurton Jones (1971)
was most explicit in considering the anatomical basis for facial actions. In the case of
brow raising, contraction of the frontalis was believed responsible. Blurton Jones did
not say that anatomic basis of facial actions was the final or even the major basis for his
decisions about what to include, and he did not specify how he arrived at his list of
minimal units of behavior.

Ekman, Friesen, and Tomkins (1971), in contrast to the aforementioned investiga-
tors, derived their list of facial actions from explicit theory about the facial actions
relevant to emotion, rather than from observation of some sample of behavior. The
‘cart before the horse’ criticism applies to them also. Although they could learn whether
the actions proposed for an emotion accurately reflect that emotion, they could not
discover signals for the emotion that they did not know about in advance. Izard, eight
years later, also used theory about emotion signals as the basis for selecting actions to
score in his measurement technique, MAX. His decisions were based on inspection of
still photographs of posed emotions that had yielded high agreement among observers
who made global judgments about emotion.

The anatomical basis of facial action provided another basis for deriving units of
behavior. The measurement units were presumably based on what the muscles allow the
face to do. Because we all have the same muscles (for all practical purposes), this
approach might be expected to have led the investigators who followed it to arrive at the
same listings of facial actions. This is not the case. For example, Landis (1924) had 22
actions and Frois-Wittmann (1930) 28, and yet they both claimed to have based their
measurement units on the anatomy of facial action. In part, the discrepancies occurred
because of explicit decisions to select only certain actions. Most standard anatomy texts
list many, usually not all, facial muscles with rather simple, only partially correct, and
usually quite incomplete accounts of how each muscle changes appearance. Most
investigators who based their technique on anatomy selected only some muscles and
usually did not explain the basis for their selection. Ekman and Friesen (1978; Ekman
et al. 2002) and Ermiane and Gergerian (1978) were exceptions, each attempting to
determine all the actions the anatomy allows by systematically exploring the activity of
each single muscle. Ekman and Friesen also resurrected Duchenne’s (1862) technique of
determining how muscles change appearance by inserting a needle into and electrically
stimulating muscles.
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The discrepancies between the techniques of Ekman and Friesen (1978; Ekman et al.
2002), Ermiane and Gergerian (1978), and Izard (1983) are due to differences in
purpose and in procedure for obtaining reliability. Both Ekman and Friesen and
Ermiane and Gergerian attempted to include in their lists changes in appearance that
are independent of each other. If a muscle contraction would produce two or three
changes in appearance, these were gathered together as multiple indexes of the activity
of one unit or muscle. For example, when the entire fontalis muscle acts, it will:

1. raise the eyebrows;

2. produce horizontal furrows running across the forehead (except in infants, who have
a fatty pad in the forehead blocking such wrinkles);

3. expose more of the eye cover fold (the skin between the upper eyelid and the
eyebrow).

Both Ekman and Friesen and Ermiane and Gergerian listed these multiple signs
together as different ways of recognizing that this one action had occurred. Izard,
however, treated signs (1) and (2) of frontalis muscle activity as separate measurement
units, giving each equal, independent, separate status, failing to recognize that they are
signs of the same action. He ignored sign (3). Alternatively, Izard failed to distinguish
among facial actions that have different anatomic bases. As an example, pulling the lip
corners down and raising or pulling up the lower lip are assigned the same MAX code
even though they are produced by contraction of different facial muscles (Oster et al.
1992). These actions are coded separately in FACS (AU 15 and AU 17, respectively).

Izard (1983) also differed from the others in selecting only movements that he judged
relevant to emotion. Any movements that did not figure in MAX formulas for proto-
typic emotions were excluded (Oster et al. 1992). Ekman and Friesen (1978; Ekman
et al. 2002) and Ermiane and Gergerian (1978) aimed to include all the possible
appearance changes that the muscles can produce. This sometimes meant creating
more than one measurement unit, if use of different strands of a single muscle or
different portions of that muscle was found to produce visible different changes in
appearance. For example, they distinguished a number of different facial action units
that are based on various uses of what anatomists have termed one muscle—the
orbicularis oris, which circles the lips. Izard included only some of these separate
appearance changes.”*

The Ekman and Friesen technique differed from the others in another important
respect. Anatomy was only part of their basis for the derivation of measurable units.
They also determined whether observers could reliably distinguish all of the appearance
changes resulting from the various muscles. If two appearance changes could not be
reliably distinguished, they were combined, even if different muscles were involved. If

* Strangely, Izard excluded specific actions that are said by many theorists to signal emotions and
that are shown by Ekman and Friesen’s data to be emotion signals. Izard and Dougherty (1981)
say that actions were dropped that were not efficient, but inspection of that article and of earlier
versions of Izard’s scoring technique (FMCS) ( Izard 1979a) suggests, instead, that Izard never
considered a number of facial actions important to differentiating among emotions, especially
in infants (Oster et al. 1992).
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Ekman and Friesen erred, it was on the side of caution, by excluding distinctions that
observers with considerable training might perhaps be unable to distinguish. The
opposite error may have been made by Ermiane and Gergerian and by Izard (1983).
They included distinctions in absence of evidence that each and every distinction could
reliably be made by those who learn their system (see section below on reliability).

Comprehensiveness or selectivity

Three aspects of facial movement can be measured either selectively or comprehen-
sively. Type refers to whether the facial action was a brow raise, inner brow raise, brow
lower, or some other action. Intensity refers to the magnitude of the appearance change
resulting from any single facial action. Timing refers to the duration of the movement,
whether it was abrupt or gradual in onset, and so on. Most investigators have con-
sidered how to measure only the type of action, not its intensity or its timing. Type of
action, intensity, and timing are discussed here and summarized in Table 2.1.

Type of action

A technique for measuring the type of facial action can be selective, measuring only
some of the actions that can occur, or it may claim to be comprehensive, providing a
means of measuring all visible facial action. There are advantages and disadvantages in
each case. If the technique is selective, it is important to know what has been excluded;
and if it claims to be comprehensive, there must be some evidence to establish that this
is indeed the case.

The great advantage of a selective technique is economy. Because only some of the
mass of facial actions must be attended to, the work can be done more quickly. Suppose
an investigator wants to measure whether fear is reduced by exposure to one set of
instructions versus another. A measurement technique that allows measurement of just
the occurrence of three or four signals of fear would be ideal, because it will not matter
if the occurrence of anger, disgust, distress, or some other emotion signal is missed.
Even if the technique does not include all of the fear facial expressions (and at this time
there is no conclusive or even definitive evidence about all the facial actions for any
emotion), a selective technique could be useful. It might not matter that some or even
most fear expressions were not scored, nor that blends of fear with other emotions were
not scored; enough might be measured to show the effect. If the findings were negative,
however, the investigator would not know whether the cause was an inadequate
experimental treatment (in this example, the instructions might not have differed
sufficiently) or failure to measure all of the fear expressions. In such an instance, the
investigator might want to turn to a comprehensive technique.

Some questions require a comprehensive technique and cannot be answered with a
selective one. Suppose the investigator wishes to discover which facial actions signal
fear, anger, sadness, and so on, or to discover whether different actions are employed to
serve a linguistic rather than an emotive function, or to learn what people show on their
faces when their heart rate shows a sharp acceleration, or whether there are cultural or
social class differences in facial actions during a greeting—a comprehensive technique
would have to be employed. Once there was reasonably conclusive evidence on any of
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these issues, then such evidence could provide the basis for selective use of portions of a
comprehensive system. For example, Ekman and Friesen (1978); Ekman et al. (2002)
and Ekman, Friesen, and Simons (1985), building upon the earlier research of Landis
and Hunt (1939), have strong evidence about the particular combination of facial
actions and the timing of those actions that index the startle reaction.” Once that has
been replicated by other laboratories, those interested in the startle, in particular, could
utilize just that portion of Ekman and Friesen’s comprehensive scoring technique.

Only a comprehensive technique allows for discovery of actions that the investigator
did not know about in advance and permits a complete test of an a priori theory about
facial sign vehicles. Another advantage of a comprehensive technique is that it provides
a common nomenclature for descriptions of facial behavior. If many investigators were
to use the same comprehensive technique, comparison of findings would be facilitated
because investigators, even those who used it selectively, would key their units to a
single list of facial actions. Investigators considering selective scoring might well want
first to study a comprehensive technique, in order to become acquainted with the entire
array of facial actions, so that they could be explicit about what it is they are choosing
not to measure.

Wedded to these advantages of comprehensive facial scoring is the disadvantage of
cost. It takes more time to learn a comprehensive technique, and it takes more time to
apply it, for nothing (presumably) is left out.

It is no accident that the only techniques that claim to be comprehensive—Ekman
and Friesen (1978) and Ermiane and Gergerian (1978)—were anatomically based. An
inductive approach would be too costly if comprehensiveness was the goal. Too large a
sample of diversified behavior would have to be observed to have a reasonable likeli-
hood of achieving completeness. By contrast, it should be possible to achieve compre-
hensiveness by exploring how each muscle works, because the muscles produce the
actions observed. This is not as simple as it might first seem, because muscles can act in
concert, not just singly. Facial expressions are rarely the consequence of the activity of a
single muscle. Even the smile, which is principally the work of the single zygomatic
major muscle, typically involves two or three other muscles as well, and not every smile
involves the same other muscles. Moreover, what happens to appearance when muscles
act in concert is not always the sum of the changes associated with each of the
components. Analogous to co-articulation effects in speech, contraction of one muscle
can modify the appearance change of another. The activity of one muscle also may
obscure the presence of another. It is important, therefore, that a comprehensive
technique lists not simply the ways of recognizing how each single facial action appears,
but also the ways of scoring the occurrence of these units of facial action when they
combine in simultaneous or overlapping time. Only the Ekman and Friesen technique
has done so.

> In part because of its very uniformity, Ekman and Friesen consider the startle reaction to be not
an emotion but instead a reflex. Some writers about emotion (Tomkins 1962) disagree and
classify startle with the emotion of surprise. For further discussion and data on this issue, see
Ekman et al. 1985.
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A last issue regarding how comprehensively a technique measures the type of facial
action is what evidence is provided to demonstrate that the system is what it claims to
be. One wants to know whether the universe of facial movement can be described by the
technique, or at least what part of the universe has been omitted. If there is uncertainty
about comprehensiveness, it should be clear whether it is about just some or all actions.
An empirical answer would be possible if either of the techniques claiming compre-
hensiveness (Ekman and Friesen and Ermiane and Gergerian) had scored large samples
of facial actions of males and females of diverse ages, from various cultural, ethnic, and
class backgrounds, in a wide variety of social and individual settings. The system of
Ekman and Friesen has been used extensively in cross-cultural, developmental, and
medical populations, and evidence for comprehensiveness, so far, is strong. A sample of
this literature can be found in Ekman (1997).

Alternatively, comprehensiveness could be determined by experimentally generating
all possible permutations of facial actions. Ekman and Friesen explored the
comprehensiveness of their technique by producing voluntarily, on their own faces,
more than 7000 different combinations of facial muscular actions. These included
all permutations of the actions in the forehead area and, for the lower face, all of
the possible combinations of two muscles and of three muscles. Although they
believe their system is relatively comprehensive®, only time and application to diverse
samples of facial behavior will establish it to be so. Ermiane and Gergerian provided
no evidence of comprehensiveness. They determined only that their system would
describe the actions of single muscles and a few of the combined actions of two or
three muscles.

Intensity of action

Actions vary not only in type (inner corner brow raise versus raise of the entire brow)
but also in intensity. A brow raise may be weak or strong; the lift of the brow, the extent
of exposure of the eye cover fold and gathering of skin on the forehead may be very
slight or great. The intensity of a facial action may be of interest for a variety of reasons.
For example, Ekman et al. (1980) found that the intensity of zygomatic major muscle
action was correlated with retrospective self-reports about the intensity of happiness
experienced.

Ermiane and Gergerian was the only one of the 13 other techniques to provide for
comprehensive measurement of intensity. Nine of the techniques treated facial action as
an all-or-nothing phenomenon, or as if there were evidence that variations in intensity
are without significance. One (Grant) even confused intensity with type of action,
listing as different action types appearance changes that are due only to variations in
intensity. A few made provision for scoring the intensity of four or five actions (see
Table 2.1). Good reliability and precision have been found for intensity scoring using
FACS (Sayette et al. 2001). Ekman et al. (2002) found that the logic provided in the
original version of FACS for measuring the intensity of four actions could be extended

6 They acknowledge that for certain actions (for example, the movements of the tongue), their
technique is not complete.
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to the other facial actions, but evidence has not yet been provided that such extensions
can be made reliably for all the actions in their technique.

Timing of action
A facial action has a starting and a stopping point. It is often more difficult to ascertain

the exact determination of these points than to decide which action occurred. From
start to stop, other aspects of timing may be distinguished:

1. Onset time: the length of time from the start until the movement reaches a plateau
where no further increase in muscular action can be observed.

2. Apex time: the duration of that plateau.

3. Offset time: the length of time from the end of the apex to the point where the muscle
is no longer acting.

Onsets and offsets may vary not only in duration but in smoothness. For example, an
onset may increase at a steady rate or steps may be apparent (Schmidt et al. 2003a).
Similarly, an apex may be steady or there may be noticeable fluctuations in intensity
before the offset begins. When examined closely, the separate actions that compose a
facial expression do not start, reach an apex, and stop simultaneously. In even a
common expression, such as surprise, the raising of the eyebrows may reach an apex
while the dropping of the jaw is still in onset.

For some questions, it is possible that simple counts of the occurrence of particular
actions may be sufficient, without measurements of onset, apex, and offset. The
investigator may want to know only how often or for how long a person raised the
brow, wrinkled the nose, or depressed the lip corners. Even when interest is limited to
simple summary measures of the occurrence of single actions, there is no rationale for
using frequency rather than duration measures (which require stop-start determin-
ation) other than economy. A frequency count will under-represent those actions that
go on for long periods of time and over-represent frequent brief actions.

Limiting measurement to single actions is hazardous, regardless of whether fre-
quency or duration is measured. Nose wrinkling, for example, may signify one thing
when it occurs in overlapping time with a lower lip depression (disgust) and something
quite different when it flashes momentarily while the lip corners are pulled upwards (an
action that Ekman and Friesen suggest functions like a wink to accentuate a smile). A
pulling down of the lip corners may signify sadness when it accompanies raised inner
corners of the brows with drooping upper eyelids. When this same action occurs with
the entire brow raised and the lower lip pushed up it may be a disbelief gesture. These
interpretations, which have not all been tested, cannot be tested unless the timing of
actions is measured. What evidence does exist (Ekman & Friesen 1978) suggests that it
is unwise to measure the face as if each action can be counted separately, as if each
action has an invariant meaning apart from other actions that overlap in time.

Measurement of combinations of facial actions (what is usually meant by an expres-
sion) requires at least a determination that actions overlap, if not precise determination
of the stopping and starting points of each action. Ekman and Friesen (1978) further
suggest that it is overlap in the apex that is crucial to determining whether actions that



24 HANDBOOK OF METHODS IN NONVERBAL BEHAVIOR RESEARCH

co-occur are organized as part of the same event, signal, or expression. Their reasoning
is that when one action begins (onset) while another action is fading (offset), it is not
likely that they have been centrally directed as part of the same signal. Suppose, for
example, that there has been an overlap in the apex of brow lowering, tightening and
pressing together of the red parts of the lips, and raising the upper eyelid. Ekman
and Friesen have hypothesized that these elements compose one of the anger expres-
sions. Overlap in the apex of these actions would support their notion that an anger
signal had occurred and that these actions should be so counted, and not tallied
separately. Let us suppose that there was also a nose wrinkle, with an apex overlapping
these anger actions. Ekman and Friesen suggest that this would be a blend of disgust
with anger. If the nose wrinkling reached its apex as these anger actions were in offset,
they suggest that it be characterized as a sequence of anger followed by disgust. Testing
of these hypotheses requires precise measurement of onset, apex, and offset.

A number of other research questions also require comprehensive measurement of
the timing of facial actions. For example, does a brow raise and upper eyelid raise occur
before or during an increase in loudness in speech or a deceleration in heart rate?
Ekman et al. (1985) found that onset time is crucial in isolating from idiosyncratic
facial actions those muscular actions that always occur in unanticipated startle reac-
tions. Only actions that began within 0.1 second were evident in all unanticipated
startles; offset time did not distinguish the idiosyncratic from uniform facial actions. In
another situation, offset time, rather than onset, may be crucial. For example, Ekman
and Friesen (2003) hypothesized that stepped offsets occur more often in deceptive
than in felt emotional expressions.

Most of the 14 techniques do not describe procedures for measuring starting and
stopping points and ignore onset, offset, and apex measurement. The data reported
usually consists only of frequency counts. While other features could be coded, no
criteria are provided for how to do so. Ekman and Friesen’s technique is the only one to
describe how to measure these different aspects of timing.

Depicting facial measurement units

It is not as easy as it may at first seem to depict clearly what is referred to by a facial
measurement unit. Some authors did not bother because they did not expect others to
try to use their methods. Regrettably, this lack of clarity also has caused some uncer-
tainty about their substantive results. Take the example ‘down corners mouth’, which is
found in the measurement techniques of Birdwhistell (1952), Brannigan and Humph-
ries (1972), Grant (1969), and Nystrom (1974). Does this phrase describe instances in
which the mouth corners have been pulled down? Or those in which the mouth corners
are down because the chin and lower lip have been pushed up in the middle? Or does it
refer just to expressions in which the mouth corners are down because the center of the
upper lip has been raised? Or is it all of them?

The first column in Table 2.2 describes how measurements were depicted in each of
the 14 techniques. The chapter appendix lists how a particular facial action (brow raise)
was depicted by each technique.
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Table 2.2 Summary of human observer based methods for measuring facial behavior: unit depiction,
inference/description, and application

Way in which each unit is
depicted

Use of inference or
description

Types of records and
persons to which
measurement has been
applied

Linguistically based
Birdwhistell (1952)

Ethologically based
Blurton Jones (1971)

Brannigan & Humphries
(1972)

Grant (1969)

McGrew (1972)

Nystrom (1974)

Young & Decarie (1977)

Theoretically based
Ekman et al. (1971)

Izard (1983)

Anatomically based
Ekman & Friesen (1978);
Ekman et al. (2002)

Frois—Wittmann (1930)
Fulcher (1942)

Ermiane & Gergerian
(1978)

Landis (1924)

Two or three words

Verbal description of
changed appearance of
features, a few drawings
and illustrative photos

Verbal description

Primarily verbal
description, some
photos

Verbal description;
compared to Grant,
Blurton Jones

Verbal description

Verbal description

Photographs of descriptor

Verbal description,
photos, drawings, and
video

Verbal description, still
photos, and video
examples of each action
and certain
combinations of
actions

Verbal description; very
brief

Verbal description; very
brief

Verbal description, still
photos

Verbal description

Mixed (e.g. pout, smile,
sneer)

Mostly description but a
few inferential terms
(e.g. frown, pout)

Mixed (e.g. wry smile,
angry frown, sad frown,
threat)

Mixed (e.g. sad frown,
aggressive frown, smile,
sneer)

Mostly description but a
few inferential terms
(e.g. pout, frown, grin)

Description

Mixed (e.g. fear face, sad
face, shy smile)

Description

Description

Description

Only one inferential term:
frown
Description

Description

Description

Not known

Infants and children

Children and adults

Children and adults

Children

Neonates
Infants in last quarter of
first year

Video and still photos of
adults’ posed and
spontaneous
expressions

Video of infants

Spontaneous, deliberate,
and posed video and
photos of neonates,
children, adults, deaf
stutterers, mental
patients

Still photos of poses by
one adult

Films of poses by blind
and sighted children

Adult poses and patients’
spontaneous
photographs

Neonates
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Most techniques used but a few words to describe each measurement unit. Some
supplemented this description with a few still photographs. Only three techniques went
beyond this step to provide more thorough illustration of each unit. Ekman and
Friesen, Ermiane and Gergerian, and Izard’s MAX technique all provided visual illus-
trations of every measurement unit. All provided some explanations of the anatomical
basis of each action—Ekman and Friesen and Ermiane and Gergerian more thoroughly
than Izard. Ermiane and Gergerian provided still photographs of each action and
combination considered; Izard provided videos, photographs, and drawings; and
Ekman and Friesen provided still photographs and video illustrations.

Separating inference from description

Although many investigators have been interested in inferring something about the
signal value or function of facial actions, not all have recognized that such inferences
should not be intermixed with descriptions in their measurement techniques. The
measurement must be made in non-inferential terms that describe the behavior so
that inferences about underlying states, antecedent events, or consequent actions can be
tested by empirical evidence.

Mixing inference with description may also make the measurements quite mislead-
ing. Few single-muscle actions have an invariant meaning. Take the example of the so-
called frown (lowering and drawing the brows together). This action is not always a sign
of negative affect; depending upon the timing of the action, what other actions co-occur
with it, and the situational context, it may signify quite different matters (Scherer
1992). It would be misleading to identify the occurrence of a frown when the brow
lowering is signaling concentration or conversational emphasis.

Because humans make the measurement, inferences cannot be eliminated, but they
need not be encouraged or required. If the person scoring a face identifies the brows
being lowered and/or drawn together, the scorer may still make the inference that he or
she is describing a frown. But Ekman and Friesen (1978) reported that when people use
a measurement technique that is solely descriptive, as time passes the scorer increas-
ingly focuses on the behavioral discriminations and is rarely aware of the possible
meaning of the behavior. Although there can be no guarantee that inferences are not
being drawn, a measurement technique should neither encourage nor require infer-
ences about meaning by the terminology or descriptions it employs.

Both Ekman and Friesen and Izard separated their hypotheses about the signal value
of facial actions from the descriptive materials to be used in training a person to
measure facial behavior. Ermiane and Gergerian intermixed inferences about the
meaning of behavior with the information necessary to learn their descriptive system.
Theirs is the only technique to contain inferences about how given facial actions are
indicative of specific personality processes and types of psychopathology. Birdwhistell
(1952), Blurton Jones (1971), Brannigan and Humphries (1972), Grant (1969),
McGrew (1972), Young and Decarie (1977), and Frois—Wittmann (1930) all mixed
some inferential or emotional terms (e.g. frown, smile, sneer, angry frown) in with
descriptive terms. (This is not always evident from the chapter appendix, because not
all who mixed inference with description did so for the brow raise.)
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Both Ekman and Friesen and Izard listed hypotheses about the emotion signaled by
particular facial actions. Ekman and Friesen were explicit about the particular combin-
ations of units they considered as emotion signals. Izard’s MAX contains only those
facial actions which, he claims, distinguish among the emotions. Ekman and Friesen
have evidence that Izard is wrong, that he has excluded a number of actions relevant to
emotions. For example, Izard does not include levator labii superioris caput infraorbi-
talis, which is relevant to both disgust and anger, except when this muscle acts
unilaterally. Ekman et al. (1980) found that bilateral evidence of this muscle correlated
with the subjective report of disgust. Ekman, Friesen & Ancoli (1980) also found that
when this action is accompanied by the narrowing of the red margins of the lips
(another action ignored by Izard), the signal changes from disgust to anger.” As another
example, MAX omits reference to the buccinator, unilateral action of which is associ-
ated with contempt (Darwin 1872/1998; Ekman & Heider 1988).

Types of records and persons to which the measurement has been applied
Still or motion records

Although a number of techniques claim that they can be used with motion records, most
have not dealt with the complexities in the timing of facial action that a motion record
reveals. These investigators may never have been confronted with the complexity of the
temporal organization of facial actions because of either the type of behavior or the type
of record they examined. If only posed expressions were measured (as in the case of
Ermiane and Gergerian), variations in timing might not be apparent. Posers generally try
to perform all the required movements at once, in overlapping time, with similar very
short onsets, long-held apexes, and abrupt short offsets. Preliminary data suggest that
the relationship between intensity and duration of smile onsets varies, as well, between
posed and spontaneous smiles. In the former, these parameters are uncorrelated, whereas
in the latter they are highly correlated and consistent with automatic movement (Cohn
& Schmidt 2004). An investigator who used his or her method only to score still
photographs might not know of these complexities in timing because the camera shutter
freezes all action. Though Izard (1983) has scored some motion records, he pre-selected
only certain brief segments of videotape to score, segments in which the infants seemed
to be emitting expressions that looked like those in posed photographs of adults. Thus he
has not dealt with the complexities that a motion record reveals. Other investigators may
have failed to consider the timing of facial movement because they tried to apply their
systems in real time, as the behavior occurred, and even if they had videotape or film,
they may not have examined the records in slowed or repeated replay.

It will be most important for investigators to make use of motion, measuring the
timing of facial actions, whenever they want to study spontaneous behavior, taking a
strictly descriptive approach; or to interrelate facial activity and some other simultaneous
behavior (speech, respiration, body movement, etc.); or to distinguish configurations in
which the temporary organization of multiple facial actions suggests that they be

7 These errors are the product of limited sampling: Izard chose his actions on the basis of what he
observed in a set of photographs of posed emotions.
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considered parts of the same signal or expression. (See the discussion below of the
research questions that require measurement of timing.)

Modifications for varying age levels

Ideally, a facial measurement system should be applicable to the study of individuals of
any age by making provision for any modifications needed to measure infants or the
aged. The appearance of certain facial actions is quite different in neonates and infants
from what it is in young children and adults. Oster (1978), who worked with Ekman
and Friesen during the final stages in the development of their measurement system,
has studied the neuro-anatomical basis for these differences. She has provided (Oster &
Rosenstein undated) a set of transformations for utilizing the Ekman and Friesen
system with neonates and infants. Izard’s MAX technique was specifically designed to
measure infant facial expression. He provides only a few overly general descriptions of
potentially confusing infant—adult differences. For investigators wishing to use MAX to
code facial actions in adults (e.g. Sayette et al. 1992), it becomes important to know
about how criteria may change with development. No other investigator has attended
to the problem of how coding criteria may change with development.

Parallel problems may occur in measuring facial activity in quite elderly people,
because age signs may necessitate some modifications in scoring rules to avoid mistakes
in identifying certain actions. No one has considered this.

Reliability

The need for reliability is obvious to psychologists. To some anthropologists and
sociologists, the quest for reliability has seemed a peculiar madness that deflects
psychologists from the real problem at hand. For example, Margaret Mead, in the last
years of her life, wrote ‘Psychologists ... are more interested in validity and reliability
than in what they are actually studying’ (Mead 1973). Yet if a measurement
system cannot be shown to be reliable, there is no way of knowing whether even the
investigator who invented the system recognizes the same facial action when it twice
occurs. The need to demonstrate reliability seems especially important with facial
behavior. For here, there is an enormous variety of behaviors that can occur, with no
names for most. And those who have observed facial actions have produced very
different catalogs.

Some ethologists (Young & Decarie 1977) have argued that if the same finding is
obtained in two independent studies, there is no need to demonstrate that the meas-
urement technique was reliable. This reasoning should not be applied to the area of
facial measurement, where there have been completely contradictory reports by differ-
ent investigators (e.g. the argument about universality between Birdwhistell and
Ekman). If we knew that Birdwhistell and Ekman had each used a reliable measurement
technique (preferably the same one), at least we could be certain about what was seen,
and search for differences in sampling, situation, or interpretation as sources of their
disagreement. When a measurement technique is intended to be usable by other
investigators, it is especially important for its originator to demonstrate that he or
she, as well as others, can use it reliably. (See also the first section of Chapter 1 in which
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reliability was discussed in the context of the relationship between the outcomes of
message judgment studies and measurement of sign vehicle studies.)

Let us now consider various aspects of reliability, for it is not a simple matter to
establish. A number of requirements can be enumerated:

1. The researcher, rather than just giving an overall index of agreement, should provide
data to show that high agreement can be reached about the scoring of specific facial
actions. Typically, some actions are easier to recognize than others. Unless reliability
data are reported for the scoring of each facial unit, it is not possible to evaluate
which discriminations may be less reliable.

2. Data on reliability should be reported from the measurement of spontaneous, not
just posed, behavior, and from the flow of behavior as revealed in a motion record,
not just from still photographs or slices abstracted from video, which may yield
higher agreement.

3. Reliability data should be provided for (a) infants, (b) children, (¢) adults, and (d)
aged populations, because reliability for just one group does not guarantee reliability
for the others.

4. The most common source of unreliability in behavioral measurement, whether it be
of face or of body, is the failure of one person to see what another scores. Usually this
occurs when an action is small in size. This source of disagreement can be attenuated
if the technique specifies a threshold that must be surpassed for the action to be
scored. Specifying minimum thresholds alerts the persons doing the scoring to
subtle signs and provides explicit bases for decisions about when a change in
appearance is likely to be ambiguous. A technique that provides such threshold
definitions should therefore yield higher agreement.

5. Reliability should be reported not only for the person(s) who developed the tech-
nique, but also for learners who did not previously have experience with facial
measurement. Data about the range of reliabilities achieved by new learners should
be provided and compared to those for experienced or expert scorers. A technique will
be more generally useful if it can be learned independently, without direct instruction
from the developer. This usually requires a self-instructional set of materials, practice
materials with correct answers, and a final test for the learner to take.

6. Reliability should be reported for the scoring of not just the type of action, but also
of the intensity and timing of actions.

Of the 14 measurement techniques, five did not report data on any aspect of
reliability. Others provided fairly sparse data on reliability—with the exception of
Ekman and Friesen and Izard. Even these techniques did not meet all the requirements
just listed. Table 2.3 lists the specific reliability requirements met by each technique.

Validity
Descriptive validity

The validity of a technique designed to measure facial movement entails questions on a
number of levels. Most specifically (and concretely), validity requires evidence that the
technique actually measures the behavior it claims to measure. When a technique
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claims to measure brow raise, are the brows actually raised, or is it just the inner corners
that are raised? If the technique claims to measure the intensity of an action, such as
whether the brow raise is slight, moderate, or extreme, do such measurements corres-
pond to known differences in the intensity of such an action? The problem, of course, is
how to know what facial action occurs, what criterion to utilize independently of the
facial measurement technique itself. Two approaches have been taken:

1. Performed action criterion: Ekman and Friesen trained people to be able to perform
various actions on request. Records of such performances were scored without
knowledge of the performances requested. Ekman and Friesen’s Facial Action Cod-
ing System (FACS) accurately distinguished the actions the performers had been
instructed to make.

2. Electrical activity criterion: Ekman and Friesen, in collaboration with Schwartz
(Ekman et al. 1978) placed surface EMG leads on the faces of performers while the
performers produced actions on request. Utilizing the extent of electrical activity
observed from the EMG placements as the validity criterion, they found that FACS
scoring of facial movement accurately distinguished the type and the intensity of the
action. (This study is described in more detail in the section on EMG below.)

Utility or validity

Some measurement techniques contain hypotheses about the particular facial actions
that signal particular emotions (Ekman and Friesen; Ekman, Friesen, and Tomkins;
Ermiane and Gergerian; Izard). For these techniques, it is appropriate to ask whether the
hypotheses are correct, but the answer does not pertain to the validity of the techniques,
only to that of the hypotheses. Suppose the facial behaviors found to signal emotion were
exactly the opposite of what had been hypothesized by the developer of the technique.
Such evidence would not show that the technique was invalid, only that the hypotheses
were wrong. In fact, the discovery that the hypotheses were wrong would itself require
that the technique measure facial movement accurately. Suppose a study not only failed
to support the investigator’s hypotheses about the actions that signal emotions but found
that there were no facial actions related to emotion. If one could discount the possibility
that the sample did not include emotional behavior, this might suggest that the facial
measurement technique was not relevant to emotion. It might have measured just those
facial behaviors that are unrelated to emotion. Another technique applied to the same
sample of facial behavior might uncover the actions related to emotion.

Two techniques (Ekman and Friesen and Ermiane and Gergerian) claim not to be
specific to the measurement of any one type of message such as emotion, but to be of
general utility, suitable for the study of any question for which facial movement must be
measured. Such a claim can be evaluated by evidence that the technique has obtained
results when studying a number of different matters.

Posed expressions

Many techniques can differentiate poses of emotion or judgments of emotion poses:
Ekman and Friesen; Ekman, Friesen, and Tomkins; Ermiane and Gergerian; Frois—
Wittman; Fulcher; Izard. In the studies that used a selective technique, it is not possible
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to know whether there might have been other facial actions, not included in the scoring
technique, that might have predicted the emotion poses or judgments just as well or
better. The two comprehensive techniques—Ekman and Friesen and Ermiane and
Gergerian—provided that information. They were able to show that it was the move-
ments they specified as emotion-relevant, not other movements, that were signs of
particular emotions. Ekman and Friesen’s FACS also predicted not only which emotion
was posed or judged, but the intensity of emotion as well.

However, poses are, by definition, artificial. Although they may resemble spontan-
eous facial expressions in some respects (Ekman & Friesen 1982), one difference is that
they are likely to be easier to score. The onset may be more coordinated and abrupt, the
apex frozen, and the scope very intense or exaggerated. The velocity of smile onsets in
relation to intensity also appears to differ markedly between posed and spontaneous
smiles (Cohn & Schmidt 2004). Evidence that a technique is a valid measure of emotion
cannot rest just upon measurement of poses; it is necessary to determine that the
measurement will be valid when it measures spontaneous emotional expression.

Spontaneous expressions

A number of studies have shown the validity of Ekman and Friesen’s FACS in measuring
the occurrence of spontaneous emotional expressions. Ancoli (1979) studied auto-
nomic nervous system (ANS) responses when subjects watched a pleasant or stress-
inducing film. A different pattern of ANS response during the two films was found only
during the times in each film-viewing period when the face registered maximal emo-
tional response. In another study of that data, Ekman et al. (1980) found that FACS
accurately predicted the subjects’ retrospective reports of their emotional experience
while watching the films: the intensity of happy feelings, the intensity of negative
feelings, and, specifically, the intensity of the emotion of disgust. Ekman et al. (1985)
differentiated the specific facial actions that signify a startle reaction from the emotional
reactions subsequent to being startled. Both the type of actions and the onset time were
crucial to this distinction. They also were able to differentiate a genuine from a
simulated startle accurately. Ekman et al. (1981) and Hager & Ekman (1985) examined
the differences between deliberate facial movements and spontaneous emotional ex-
pressions. Scoring the intensity of each specific facial action on each side of the face,
they found that requested facial movements were asymmetrical more often than
spontaneous emotional expressions: usually, the actions were more intense on the left
side of the face for the deliberate, but not for the spontaneous, emotional expressions.
Krause (1978) utilized FACS to measure facial actions during conversations among
stutterers and non-stutterers. As he predicted, the facial actions specified in FACS as
relevant to anger occurred more often among the stutterers. There is little or no
comparable evidence that the other facial measurement techniques listed in Table 2.3
can be used to measure spontaneous emotional expressions.

The only exception is Izard’s use of his MAX technique to study infants. He found
that observers scoring brief segments of videotape showing infant expressions selected
to correspond to adult posed expressions could reliably identify the actions making up
those expressions. This shows that his technique can be used to identify at least those
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particular expressions when they occur in spontaneous behavior. At this point, how-
ever, there is no evidence to support Izard’s claim that an infant producing a particular
expression is experiencing a particular emotion or blend of emotions (Oster et al.
1992). The evidence suggests that emotion-specified expressions in infants may com-
monly occur in the absence of the hypothesized emotion (Camras 1992; Camras et al.
1996), and hypothesized emotions may occur in the absence of expression-specified
expressions (Scherer et al. 2004). Infant expression also appears to be less differentiated
than claimed by Izard (Matias & Cohn 1993). Because Izard has not described infants’
facial behavior comprehensively, he cannot even specify how representative the selected
expressions are in the behavior of infants of a given age and in a variety of situations.

Oster (1978; Oster & Ekman 1978) has provided more complete information about
the range of facial muscle activity observed in infants and the infant’s capacity for
coordinated facial movement. Unlike Izard, she began not by looking for adult posed
expressions but by analyzing the configurations and sequences of facial actions actually
produced by infants in a variety of situations. Oster found that almost all of the single
facial actions included in FACS are apparent early in life. Though certain combinations
of facial actions common in adult facial expression can be observed in the newborn
period, others have not been observed in infants. Oster (1978) has argued that the only
way to determine the affective meaning and signal function of infants’ facial expressions
is by a detailed description of the expressions themselves—including their timing and
sequencing—combined with a thorough functional analysis of their behavioral correl-
ates and stimulus context. Though far from complete, Oster’s work has provided
evidence that complex, spontaneous facial actions observed in infants (e.g. smiling,
brow knitting, pouting) are not random but represent organized patterns and sequences
of facial muscle activity that are reliably related to other aspects of the infants’ behavior
(e.g. looking at or away from the caregiver, motor quieting or restlessness, crying). Such
relationships can provide insights into the infant’s affective state and cognitive processes.

Stable individual differences

Several studies have found moderate stability in FACS action units and predictive
validity for a wide range of personality and clinical outcomes. Cohn et al. (2002)
found moderate to strong stability in FACS action units over a 4-month interval;
stability was sufficiently robust as to suggest that facial behavior could function as a
biometric. Person recognition from FACS action units was comparable to that of a
leading face recognition algorithm. Harker and Keltner (2001) found that FACS action
units predicted adjustment to bereavement, teacher ratings of problem behaviors, and
marital adjustment over periods as long as 30 years. Malatesta et al. (1989) found low to
moderate stability in infant facial behavior over several months using MAX. There is no
comparable evidence of stability or predictive validity for personality-related measures
for the other measurement techniques.

Costs

This last criterion for evaluating measurement techniques was not included in Table 2.3
because Ekman and Friesen was the only study to provide information about time costs
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for learning to measure and for scoring a specified sample of behavior. It takes
approximately 100 hours to learn FACS. More than half of the time is spent scoring
practice materials (still photographs and video) included in FACS at the end of each
chapter in the instructional manual. Ekman and Friesen do not know whether people
will still achieve high reliability if they skip such practice; they do know that high
reliability was achieved when all the instructional steps were followed.

The costs for using a measurement technique once it is learned are much more
difficult to estimate. For FACS, and probably any other technique, the costs depend
upon how densely the facial behaviors are packed in the time sample to be scored.
Consider, first, comprehensive scoring in which FACS is used to measure all visible
facial activity in a 15-second period. This could take as little as one minute if only one
or two easily distinguished actions occurred and the investigator wanted only to locate
start-stop points for each action. It could take as long as 10 hours, however, if the
behavior was as densely packed as it is in the facial activity of deaf persons signing, and
if onset—apex—offset was scored for every action. Ekman and Friesen have not observed
any other instances in which facial behavior is so densely packed over so many seconds.

If selective rather than comprehensive scoring is done, the costs are lower. Presume
that the investigator wants to score only actions that are said to be indicative of disgust,
and they select the actions listed in the Investigator’s Guide to FACS (Ekman & Friesen
1978; Ekman et al. 2002) that are predicted to be prototypic for that emotion. A 2:1
ratio, 30 seconds of scoring time for every 15 seconds of live action, is probably a
reasonable estimate. Ekman and Friesen developed a more economical system for
measuring the occurrence of single emotions, based on FACS. Occurrences of actions
considered to be the most common signs of anger, fear, distress and/or sadness, disgust
and/or contempt, surprise, and happiness are noted. In what they call EMFACS (Ekman
& Friesen 1982) (EM standing for emotion), time is saved in three ways:

1. Scoring does not extend to the particular action, but only to whether a member of a
group of specified actions occurred. For example, there are seven signs grouped
together that Ekman and Friesen consider relevant to disgust. EMFACS does not
differentiate among nose wrinkling, nose plus upper lip raising plus lower lip
depression, nose wrinkling plus lower lip elevation, and so on. If any of these is
seen, a check is made for that grouping. All actions not in one of the groupings are
ignored.

2. Intensity of action is not scored, although intensity is included in the requirements
for particular actions within a grouping. For example, a slight depression of the lip
corners with slight pushing up of the lower lip is included in the sad grouping, but
when those two actions are moderate or strong they are not included.

3. The timing of actions is not measured; only a frequency count is taken. EMFACS
takes one-fifth the time of FACS, but of course it suffers from all of the problems
already discussed in detail for selective as compared to comprehensive measurement
techniques.

For a similar method of identifying action unit composites in infants, see Camras
et al. (1992).
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Izard’s MAX technique is similar to Ekman and Friesen’s EMFACS. It, too, combines
actions presumed to be relevant to the same emotion, and makes no provision for
scoring the timing or the intensity of action. Unlike FACS, it requires the scorer to
examine different regions of the face separately and, admittedly, it includes in some
regions changes in appearance that are due to actions in another region. By contrast,
FACS and EMFACS alert the scorer to all the appearance changes resulting from
particular muscles. Rather than inspecting an arbitrary division of the face in three
regions, the scorer learns where to look in the face for those changes. Izard’s MAX
technique was developed by collapsing some of the distinctions he had made in his
earlier FMCS technique, but FMCS was itself selective, not comprehensive. A benefit of
EMFACS and the approach of Camras ef al. in defining composites of action, in
comparison to Izard’s MAX and other selective techniques, is that what has been
excluded is exactly specified.

Facial electromyography

Facial electromyography (EMG) measures the electrical activity of motor units in the
striated muscles of the face. The force and velocity of movement are controlled by the
number of motor units and their rate of firing. The size and shape of the waveform
represents the movement, which may be visible to the eye or occult depending on the
degree of activity and characteristics of the overlying tissue. The signal is recorded using
surface electrodes attached to the skin, which is first prepared by a slight scraping and
application of paste or solution to enhance electrical contact. Alternatively, fine wire
needles are inserted into the muscle, which increases specificity. Thin cables or leads are
run from the electrodes to a bio-amplifier.

The electrophysiology of EMG and its acquisition and processing are described in
several sources (Cacioppo et al. 1990; Fridlund & Cacioppo 1986; Soderberg 1992). We
discuss here the comprehensiveness, reliability, validity, and utility of facial EMG for
measurement of facial motion. Unless otherwise noted, the material presented here
refers to surface facial EMG.

Comprehensiveness or selectivity

Facial EMG has relatively low specificity but high spatial and temporal resolution.
Because there is more than one muscle in most facial areas, and their fibers interweave
or lie on top of each other (Fig. 2.1), placing leads on the surface of the face often has
the consequence of picking up activity in more than just the muscle targeted by the
investigator. Although investigators using surface EMG have usually been careful to talk
about a region rather than a muscle, their reasoning and much of their interpretation
assumes success in isolating the activity of specific muscles. Ekman and Friesen, in a
joint study with Schwartz (1978), found that in the corrugator region, the activity of
many muscles other than the corrugator itself was recorded by the electrode placed in
this region: orbicularis oculi; levator labii superioris alaeque nasi; frontalis, pars
medialis. The activity of these other muscles could be distinguished from that of
corrugator and from each other, but these distinctions require more electrodes, some
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Figure 2.1 Muscles of the face (Clemente 1997).

of which must be placed in adjacent facial regions. Another way to obtain measurement
of specific muscles, as noted above, is to insert fine wires into a muscle—a procedure
that, though not as painful as it sounds, requires medical training and certification and
is not practicable for many studies.

An advantage of facial EMG is its high temporal resolution, which makes it well
suited for measuring emotions, which have rapid onset and short duration. An example
of the temporal resolution of facial EMG is shown in Fig. 2.2 from Dimberg et al.
(2002). Subjects were asked to contract their zygomatic major or corrugator supercilli
muscles (AU 12 in FACS) in response to a picture of a happy or an angry face.
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Figure 2.2 The mean facial EMG response for the zygomatic major and corrugator supercilii
muscles plotted in intervals of 100ms during the first second of exposure when subjects were
instructed to react as quickly as possible to a happy or an angry face (Dimberg et al. 2002).

Consistent with hypotheses that emphasize automaticity, contraction of zygomatic
major was facilitated by the happy face, while contraction of the corrugator supercilii
muscle was facilitated by the angry face. The temporal resolution of the recordings was
sufficient to discriminate differences in response time within about a half second.

Types of persons to which the measurement has been applied

With few exceptions, use of facial EMG is limited to older children and adults. Infants
and young children are difficult to test with facial EMG because they are less likely to
tolerate electrodes attached to their faces. When the method has been used with this
population, it has typically been restricted to the orbicularis occuli region for meas-
urement of potentiated startle (Balaban et al. 1989; Schmidt & Fox 1998). In older
children, use of EMG presents no special problems. We routinely record EMG in the
zygotmatic major, corrugator supercilii, levator labii, and orbicularis occuli regions in
children age 13 years and older, without event (Forbes et al. submitted).

Reliability
In the past, a problem with facial EMG was the lack of a standard system for specifying
exactly where to place an EMG electrode in order to detect activity in a particular facial
region. The efforts of Fridlund and Cacioppo (1986) to introduce guidelines for EMG
placement have led to increasing standardization, which has largely overcome this
problem. Method variance due to unknown variation in electrode placement has
been reduced with increased adoption of these standards.

Nevertheless, some variation in placement is inherent in the use of electrodes on the
face. Consider the use of surface EMG to measure whether there is more or less activity in
the zygomatic major region on the two sides of the face. Any differences obtained might
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not be due to the greater involvement of the right or left hemisphere but might, to an
unknown extent, reflect differences in placement of the EMG electrode in relation to the
muscle mass on the two sides of the face or to asymmetry in facial structure or tissue (Liu
et al. 2003). Between-subjects designs, in which, for example, a measure of zygomatic
major was correlated with a personality test score, would also be vulnerable to error
owing to electrode placement. These problems can be circumvented by utilizing research
designs in which EMG activity is compared in two or more conditions for each subject.

When EMG is used to measure change over time, and the leads must be placed on the
face more than once, variations in placement of the leads on each occasion can
introduce errors. Miller (1981/2) addressed this problem by devising a template that
can be attached to a subject repeatedly, to ensure that electrode placement is identical
on different occasions.

Reliability for EMG intensity has been shown by comparing EMG and FACS intensity
scoring. Persons highly skilled in activating specific muscles (Ekman and Oster) con-
tracted them on command at different intended intensity levels while a video record was
made and surface EMG was recorded. FACS scoring was later found to be highly
correlated with the EMG readings (Pearson r = 0.85) (Ekman et al. 1978). Figure 2.3
shows an example from this data—a plot of the relationship between EMG measures of
electrical activity and FACS scoring of the intensity of action for a specific muscle.

Validity
A number of studies have used surface EMG to measure muscle activity in relation
to emotion and found evidence of good concurrent and predictive correlation with
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self- and observer-reported emotion (Cacioppo et al. 1988, 1992; Cohn et al. 2002;
Dimberg et al. 2002; Fridlund et al. 1990; Tassinary & Cacioppo 1992). Most of this
literature has used facial EMG to discriminate between positive and negative emotion
(Cacioppo et al. 1986).

An issue is whether EMG can provide measurement of more than just one or two
emotional states. Most emotions cannot be identified by the activity of a single muscle.
Happiness may be the only exception, but even here, evidence (Ekman et al. 1990; Frank
et al. 1993) suggests that the differentiation of felt from simulated happiness, of
controlled from uncontrolled happiness, and of slight from extreme happiness requires
measurement of more than one muscle. Disgust might be measured by the activity
of two muscles, and surprise by the activity of three. To measure anger, fear, or
sadness, many muscles need to be measured. There are limits, however, to the number
of leads that can be placed on a person’s face without unduly interfering with the
behavior under study. Nevertheless, there have been some successful efforts in discrim-
inating among three or more emotions using facial EMG (Fridlund et al. 1984; Vrana
1993).

Utility

Facial EMG has had an important role in certain methodological studies of facial
behavior. Mention was made earlier of Ekman and Friesen’s use of fine-wire EMG to
stimulate and record facial movement in order to discover how the muscles work to
change appearance. Facial EMG could be used to help teach people how the muscles
work as part of the process of teaching them a visual measurement procedure such as
FACS or as part of physical rehabilitation in the case of facial neuromuscular disorders.
Facial EMG can be used to calibrate and investigate measurement of visible facial
behavior.

Another important use for facial EMG is to measure phenomena that are difficult or
impossible to measure with techniques based on visible movements (Tassinary
& Cacioppo 1992). Ekman et al. (1978) found that there are reliable electrical
changes associated with muscle tonus changes that are not visible. For two muscles
studied systematically (corrugator and frontalis, pars medialis), there were significant
changes in EMG without any visible sign of activity when the performer was instructed
just to think about each muscle. This study also showed that there are visible clues to
muscle tension, measurable by EMG, when there is no movement. The persons
measuring the faces with FACS guessed which muscle had been tensed when
they could not see any movement. Sometimes the person guessing felt that there was
no basis for the guess. At other times, there seemed to be evidence of very
slight tightening or bulging of skin. Analyses showed that when these guesses were
correct—when the scorer predicted which muscle the performer was tensing, even
though no movement was visible—there was a greater increase in EMG than when the
guesses were incorrect.

For measuring visible changes in the face, work reported in the next section suggests
that facial EMG has high concurrent validity with visible intensity changes in onset
phase of zygomatic major, with average correlation above 0.90.
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Stable individual differences

Facial EMG shows moderate test—retest stability over relatively long intervals, compar-
able to that for self-reported emotion. As one example, in a longitudinal study of
emotion regulation, 66 adults viewed short film clips on two occasions, 12 months or
more apart. On both occasions, EMG was measured in four facial regions. After viewing
each film, subjects rated their degree of enjoyment on Likert-type scales. EMG in the
zygomatic major region was analyzed for the film intended to elicit enjoyment. Stability
coefficients for facial EMG and self-reported emotion were nearly identical, 0.58 and
0.56 respectively (Cohn et al. 2002).

Costs

EMG requires specialized equipment and staff trained in psychophysiology, which
entails significant laboratory and personnel costs. Data processing is efficient, however,
and significantly less time-intensive than manual coding. The need to attach electrodes
to the face, on the other hand, is mildly intrusive and is a limiting factor in use of EMG.
Cabling from the electrodes to an acquisition device effectively confines the wearer’s
activity to a relatively small area, making use in naturalistic settings difficult. Telemetric
recording, which dispenses with cabling, could be helpful in this regard (Gerleman &
Cook 1992). Another limitation is that facial EMG may inhibit facial activity. Large or
sudden head or facial motion can loosen the electrodes. To prevent these problems,
subjects usually have been studied in isolation. Even when subjects have been studied in
a social context (Fridlund 1991), social interaction among subjects tends to be avoided.
Subjects typically have been measured when trying to pose, imagine, remember, or
create for themselves an emotional experience. Even in these situations, if a subject
makes a large expression, they will feel the tape that holds the electrode in place pull or
tear, which could inhibit large expressions, even if the experimenter does not explicitly
discourage large expressions by instruction, limit choice of task for the subject to
perform, or impose restrictions on context, such as limiting social interaction. The
seriousness of these concerns is difficult to evaluate since comparisons between manual
coding and facial EMG have been few (Cohn & Schmidt 2004).

In summary, EMG may be the only method for measuring non-visible changes in
muscular tension and for measuring changes that, while barely visible, involve not
movement but bulging of the skin and would be hard to measure with any of the
techniques described in Table 2.1. It also may be useful as a method for automatically
measuring quantitative change in facial muscles related to emotion-eliciting stimuli.
The need to attach electrodes to the face limits applications to those for which intrusive
methods are feasible. To automatically measure quantitative change in facial muscles
non-intrusively, other methods are needed.

Automatic facial image analysis

Within the past 5-10 years, there has been considerable effort toward automatic
measurement and recognition of facial expression by computer vision, which is the
science of extracting and representing feature information from digitized images and
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recognizing perceptually meaningful patterns. Early work used markers to enhance
facial features (Kaiser & Wehrle 1992; Terzopoulos & Waters 1990), and markers are
used still in some applications (Wachtman et al. 2001). What are referred to as motion
capture techniques use reflective markers attached to the skin to facilitate feature
extraction. Commercially available systems include those from Vicom@ and Peak
Performance@®). As with facial EMG, motion capture approaches are expensive and
require specialized training and expertise to use; and reflectors attached to the skin may,
as with electrodes, inhibit facial expression. Most current research in automatic facial
image analysis requires no markers or other enhancement of facial features. We review
progress here in the development of markerless systems for measurement of facial
actions.

Most of the work in automatic facial expression recognition has focused on emotion-
specified expressions, such as joy and anger (Black & Yacoob 1994; Essa & Pentland
1997; Lyons et al. 1998; Padgett & Cottrell 1998; Yacoob & Davis 1997). Within the last
five years, the more challenging task of recognizing facial sign vehicles has received
increasing attention. At least four research groups (see Table 2.4) have reported results
for automatic recognition of facial sign vehicles in digitized video without aid of facial
markers. All used FACS to define facial sign vehicles, due in large part to its descriptive
power in modeling facial action.

Each of these four research groups has automatically recognized FACS action units
without relying on artificial enhancement of facial features. Comprehensive reviews of
the literature in automatic facial expression analysis and recognition can be found in
Fasel & Luettin 2003; Pantic & Rothkrantz 20004, 2003; and Tian et al. in press.

Automatic recognition of facial actions must solve four tasks: extraction of facial
features, image alignment, action unit recognition, and system integration. We review
each of these in turn and then evaluate the current state of the art in automatic action
unit recognition. Before doing so, we first consider the type of video records required
for analysis.

Table 2.4 Automatic recognition of facial action units

Research group Key publications

Carnegie Mellon University / University of Pittsburgh Cohn et al. 1999
Lien et al. 2000
Tian et al. 2001, 2002
Cohn et al. 2004a

Delft University of Technology Pantic & Rothkrantz 20005, 2003, 2004
Valstar et al. 2004

Institut Dalle Molle d’Intelligence Artificielle Fasel & Luettin 2000

University of California San Diego Bartlett et al. 1999

Donato et al. 1999
Littlewort et al. 2001
Bartlett et al. 2004
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Types of records and persons to which the measurement has been applied
Still or motion records

While image data may consist of either static images (e.g. photographs) or image
sequences (video), analysis of the latter is much further advanced, and many of the
methods (e.g. optical flow for feature extraction and head tracking for recovery of head
orientation) require video input®. Video may be recorded using either analog or digital
recordings. If recorded using analog tape, digitizing prior to analysis will be needed.
Digitizing, until recently, required specialized equipment and training and was costly.
As digital video becomes more common, the expense and expertise required in acquir-
ing digital video or converting from analog video is greatly reduced.

Modifications for varying age levels

Most approaches to automatic facial image analysis have been applied only to adults.
Analysis of infant facial actions is challenging because infant faces have relatively little
texture and head movements are often sudden and large. Facial texture is important to
feature extraction methods such as optical flow (described below), and sudden and
large head motion is more difficult to track. Large variation in pose across an image
sequence is challenging as well. We have some experience with automatic infant facial
image analysis, and efforts are continuing (Cohn et al. 2000; Messinger et al. 2004).
Other individual differences such as skin color, racial background, and gender have
been examined. Action unit recognition appears to be unaffected by these factors (Cohn
et al. 1999, 2003; Moriyama et al. 2004; Tian et al. 2001).

Tasks in automatic facial image analysis
Feature extraction

A number of approaches have been used to extract feature information from face
images. These include difference imaging, principal components analysis (PCA), op-
tical flow, and edge detection. A given system may use one or more of these in
combination.

Difference imaging

In a digitized grayscale image, each pixel has an intensity value that varies between 0
and 255. Digitized color images have a larger range of intensity variation. Change from
one image to the next may be computed by subtracting one image from another. Figure
2.4a shows an example of an infant with a relaxed facial expression and partially opened

® In contrast, until recently almost all research in the related field of automatic face recognition has
used static images. This is in part because applications in this area are driven by large databases,
numbering millions of images, that already exist and the belief that face and head motion
contribute little to person recognition. Evidence for the importance of face motion and
video input and a broadening application base contribute to increasing interest in video for
automatic face recognition (e.g. 1st IEEE Workshop on Face Processing in Video, 2004,
Washington DC).
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Figure 2.4 Example of difference images. Row (a) shows infant’s facial expression changing from
neutral to a Duchenne smile (AU 6+12). Row (b) shows the difference between the first and each
subsequent image in row (a). Areas of white indicate motion caused by change in facial
expression and/or head motion (Lien et al. 2000).

lips (AU 25 in FACS). Subsequent images in this row show the same infant beginning
to smile (AU 6+12). The corresponding difference images appear in the next
row (Fig. 2.4b). Pixels that change from one image to the next appear as white in
the difference image. While this method is relatively efficient in identifying areas
of motion, it fails to capture pixel-wise correspondence between face images.
Different facial actions might produce identical patterns of intensity differences. Also,
difference images are easily confounded by head motion, which can be seen in the
example.

Principal components analysis (PCA)

Principal components analysis of digitized face images is another approach, initially
developed for face recognition. High dimensional face images (e.g. 640 x 480 grayscale
pixel arrays) can be reduced to a lower dimensional set of eigenvectors (or ‘eigenfaces’)
(Turk & Pentland 1991). Under controlled conditions, eigenvectors can capture differ-
ences between action units. A generalization of PCA, referred to as independent
components analysis (ICA), appears useful when covariation among pixels includes
nonlinear relations. Like other approaches, PCA and ICA perform best when face
images are viewed from the front and any head motion is small and remains parallel
to the image plane of the camera. When these conditions are not met, image alignment,
as discussed below, becomes a critical issue.
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Figure 2.5 Example of dense flow extraction using the method of Wu et al. (2000). (From Lien
et al. 2000)

Figure 2.6 Example of feature-point tracking (Cohn ef al. 1999).

Optical flow

In FACS, each action unit is anatomically related to contraction of a specific facial
muscle. AU 12 (oblique raising of the lip corners), for instance, results from contraction
of the zygomatic major muscle; AU 20 (lip stretch) from contraction of the risorius
muscle; and AU 15 (oblique lowering of the lip corners) from contraction of the
depressor anguli muscle. Muscle contractions produce motion in the overlying tissue.
Algorithms for optical flow quantify the magnitude and direction of this motion. When
optical flow is computed for the entire face image, it is referred to as dense flow.
Figure 2.5 shows an example of dense flow extraction. In the initial image, each point
represents a selected pixel whose motion will be represented by motion vectors across
the image sequence. As the jaw drops, the eyes widen and the brows are raised. Dense
flow systematically captures these facial actions.

Obtaining dense flow for the whole face image is computationally intensive. In our
experience, it is more efficient to compute feature motion for a small set of localized
facial features. Tracking specific ‘feature points’ in these regions yields motion that is
highly consistent with that obtained from dense flow (Fig. 2.6). For action unit
recognition, Lien et al. (2000) found that the two approaches to optical flow compu-
tation achieved similarly high accuracy for action unit recognition.
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Edge detection

Facial motion produces transient wrinkles and furrows perpendicular to the motion
direction of the activated muscle. These transient features provide information relevant
to the recognition of action units. Contraction of the corrugator muscle, for instance,
produces vertical furrows between the brows, which is coded in FACS as AU 4, while
contraction of the medial portion of the frontalis muscle (AU 1) causes horizontal
wrinkling in the center of the forehead. Some of these lines and furrows may become
permanent with age. Permanent crows’ feet wrinkles around the outside corners of the
eyes, which is characteristic of AU 6 when transient, are common in adults but not in
infants. When lines and furrows become permanent facial features, contraction of the
corresponding muscles produces changes in their appearance, such as deepening or
lengthening. The presence or absence of these lines and furrows in a face image can be
found by edge feature analysis or by the use of spatial and frequency filters (Bartlett et al.
1999; Tian et al. 2000, 2002). Wrinkles and furrows present at rest may be ‘removed’ by
thresholding the edge image. In our work, we detect wrinkles and furrows in the
forehead (e.g. AU 1 and 2), lateral to the eye corners (AU 6), the nasal root (AU 4),
and the nasolabial region (e.g. AU 10 and 12) by a combination of edge detection and
spatio-frequency filters.

Image alignment

Facial actions often co-occur with head movement, such as when people raise their
head in surprise or turn toward a friend while beginning to smile (Camras et al. 1996;
Kraut & Johnson 1979). Expression may also vary as a result of individual differences in
facial proportions (Farkas & Munro 1994; Schmidt et al. 2003b). Head motion,
individual differences in facial proportions, and camera orientation are all potential
confounds in extracting feature information from digitized face images (Kanade et al.
2000). Camera orientation may be frontal (that is, parallel to the image plane of the
face) or to the side, which changes the appearance of face images. While variation due
to pose and motion may be eliminated by securing the head in a clamp, as is typically
done in neuro-imaging studies, or by wearing a head-mounted camera (Pantic &
Rothkrantz 2004), these solutions are not without limitations. We seek accurate and
efficient image alignment, which is critical for valid feature extraction, without impos-
ing any constraints on subjects’ activity.

When out-of-plane rotation of the head is small, either an affine or a perspective
transformation of images can align images so that face position, size, and orientation
are kept relatively constant across subjects, and these factors do not interfere sign-
ificantly with feature extraction. The affine transformation is computationally faster,
but the perspective transformation gives more accurate warping for a higher degree of
out-of-plane rotation (Lien et al. 2000). For larger out-of-plane motion, it is necessary
to model the head as a 3D object. Xiao et al. (2003) developed a 3D head tracker using a
cylindrical head model. The tracker estimates, resonably precisely, the six degrees of
freedom of head motion: movement in the horizontal and vertical planes, movement
toward and away from the camera (i.e. scale), rotation, pitch, and yaw. Once these
parameters are estimated, the face image is stabilized by warping each frame to a
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common orientation and size. In this way, motion due to expression is not confounded
by rigid head motion. Figure 2.7 shows an example of automatic head tracking, image
alignment, and feature localization.

An alternative to a cylindrical head model is to use either a generic face or person-
specific face model. The UCSD group (Bartlett et al. 2001) used a generic face model to
estimate 3D head position and warp face images to a common view. To date, this model
requires manual initialization of each frame and so is not yet functional for automatic
processing. The CMU/Pittsburgh group has developed a person-specific face model
that automatically initializes and recovers full six degrees of freedom of head motion as
well as tracks facial expression and direction of gaze (Xiao et al. 2004). Before the
person-specific head model may be used, some training is required. Typically, 15-20
images are hand labeled prior to use. Like the cylindrical head model, the person-
specific head model is robust to occlusion and runs at frame rate (30 frames per second)
or faster (Gross et al. 2004; Xiao et al. 2004)

Action unit recognition

Once quantitative information is extracted from an image sequence, the measurements
can be used to recognize facial actions. The data first are divided into a ‘training’ set and
a ‘testing’ set. One is used for training a classifier; the other is used to test its validity and
utility in an independent sample. A number of classifiers have been used. The most
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Figure 2.7 3D head tracking and image alignment (Cohn et al. 2003).
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common are artificial neural networks (NN) and hidden Markov models (HMM).
HMMs use temporal information, whereas NN algorithms, with few exceptions, do not.
Lien et al. (2000) found that HMM and discriminant analysis produced highly similar
results for their data. Bartlett et al. have been especially active in comparing the
strengths and weaknesses of various classifiers (Bartlett ef al. 2001, 2004). Their findings
suggest that system performance may be optimized by careful selection. Whatever
classifier is used, to ensure generalizability, it is important that training and testing
images be independent, preferably with no subjects included in both training and
testing image sequences, and that the number of image sequences and samples of target
action units in each set be sufficiently large. While some investigators have used
upwards of 500 or more sequences from 100 subjects with a minimum of 25 action
units of each type (Cohn et al. 1999), others have used much smaller samples of
action units and subjects, for which results may generalize poorly to new situations.
Fasel and Luettin (2000), for instance, used image data from a single subject for training
and testing their method of automatic action unit recognition.

System integration

For research purposes, the various components of an automated system need not be
integrated. To be useful for theoretical and applied research in behavioral science, ease
of use is an important feature. The CMU/Pitt automated facial analysis (AFA) system
affords an example of how components may be integrated. Shown in Fig. 2.8 is an
overview of version 3 of their system (Cohn & Kanade, in press; Cohn et al. 20044).
Given an image sequence, the face and approximate location of individual face
features are detected automatically in the initial frame. Then, the contours of the face

Input image sequence

Face detection & feature localization

v !
Head tracking Image stabilization
v

Feature extraction
& representation

™ : v

Head motion Facial feature

trajectories trajectories
Figure 2.8 System diagram for CMU/Pittsburgh Automated Facial Image Analysis (AFA),
version 3 (Cohn et al. 2004a).

Action unit
recognition
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features and components are adjusted manually, as needed in the initial frame, and the
image sequence is processed. A cylinder-based 3D head model is used to estimate the six
degrees of freedom of head orientation and to stabilize the face image across the image
sequence. Stabilization entails warping each face image to a common frontal view. Both
permanent (e.g. brows, eyes, lips) and transient (lines and furrows) face feature changes
are tracked in the image sequence using a combination of optical flow, color, and edge
detection (Tian et al. 2000, 2002). Facial feature parameters are fed to a neural network-
based classifier for action unit recognition. Output from all processing steps is auto-
matically stored in linked database files for export to statistical packages. The feature
trajectories may be used to model the timing of facial actions as well as for action unit
recognition (Cohn et al. 2004b; Schmidt et al. 20034).

The system uses multiple types of image features (e.g. optical flow and edge infor-
mation). For some action units, only one or another type of feature may provide useful
information. For instance, with AU 14, which causes dimpling lateral to the lip corners,
texture information rather than motion is needed. For most action units, the use of
multiple features provides convergent information (as when smiling, or AU 12, is
indicated by oblique motion of the lip corners and deepening and change in orientation
of the nasolabial furrows), which increases precision of measurement and accuracy of
action unit recognition (see also Bartlett et al. 1999).

Reliability

Approaches to automatic facial image analysis often entail some manual preprocessing,
such as manually marking permanent facial features (e.g. eyes) in the initial image. To
evaluate reliability of manual feature marking, Cohn and colleagues (1999) compared
the results of pairs of coders for manual feature marking of 33 feature points. Mean
inter-observer error was 2.29 and 2.01 pixels in the horizontal and vertical dimensions,
respectively. Mean inter-observer reliability, quantified with Pearson correlation coeffi-
cients, was 0.97 and 0.93 in the horizontal and vertical dimensions, respectively. Most
important, agreement on FACS coding between automated facial image analysis and
manual FACS coding in several studies was comparable to that of manual FACS coding
(Cohn et al. 1999, 2003; Tian et al., 2001, 2002). This finding suggests that any error in
feature labeling is unrelated to the accuracy of system performance. As techniques
change, however, it will be important to continue to assess the reliability of any human
preprocessing.

Validity

Concurrent validity for action unit recognition has been evaluated by comparing
automatic and manual FACS coding of both directed facial action tasks and spontan-
eous facial behavior. Concurrent validity for intensity has been evaluated by comparing
automatic facial image analysis and both facial EMG and g-sorts by human judges of
spontaneous facial behavior. Spontaneous facial behavior included non-frontal orien-
tation to the camera, small to moderate out-of-plane head motion, and occlusion by
glasses.



50 HANDBOOK OF METHODS IN NONVERBAL BEHAVIOR RESEARCH

Concurrent validity with manual FACS coding

Directed facial action tasks

Fasel and Luettin (2000) analyzed facial action in a subject who was an expert in FACS.
For nine action units and seven action unit combinations, they achieved 74% accuracy.
Pantic (2000b; Valstar et al. 2004) achieved moderate to high accuracy for 29 action
units. This result was attained using dual views (frontal and profile), and facial actions
were recorded using a head-mounted camera, which effectively eliminated head motion
and pose variation. Others have used a single, tripod-mounted camera.

The most extensive studies of directed facial action tasks have been conducted by the
CMU/Pittsburgh, UCSD, and Delft groups. The CMU/Pittsburgh group achieved 81—
96% accuracy for 19 action units: six in the upper face (AU 1, 2, 4, 5, 6, 7) and 13 in the
lower face (AU 9, 10, 12, 15, 17, 20, 25, 26, 27, 23, 41, 42, 45) (Tian et al. 2001, 2002). The
action units recognized were ones most common in emotion expression and social
behavior and represent 19 of 31 action units that have a known anatomical basis (Kanade
et al. 2000). Moreover, action units were recognized whether or not they occurred in
combinations, many of which involved co-articulation effects, which suggests that the
system is capable of making the kinds of complex perceptual discriminations made by
human observers. This capability is important because the number of possible action
unit combinations numbers in the thousands. If the system had to learn each combin-
ation separately, the task would become intractable. These findings suggest that these
systems are on course toward achieving the comprehensiveness of manual FACS coding.

Spontaneous facial behavior

Spontaneous facial behavior presents greater challenges to automatic facial image
analysis than do directed facial action tasks. Orientation to the camera typically is
non-frontal, moderate to large head motion is common, and facial occlusion by glasses,
facial jewelry, and hand gesture occurs. In initial tests, we (Cohn et al. 2003) analyzed
image data from Frank and Ekman (1997) in which subjects were interviewed about a
mock theft as part of a study of deception. Image data from 10 subjects were analyzed.
The subjects were ethnically heterogeneous, two wore glasses, and small to moderate
out-of-plane head motion was common. All instances of AU 45 (blinking) during one
minute of each interview were analyzed. Automatic facial image analysis (AFA) and
manual FACS coding agreed in 98% of cases. In related work using the same image
database of spontaneous facial behavior, AFA achieved 76% agreement between manual
FACS coding of action units in the brow region and automatic recognition (Cohn et al.
2004a). These initial findings suggest concurrent validity of AFA with manual FACS
coding of AU 142, 4, and 45 in spontaneous facial behavior with variable pose,
moderate out-of-plane head rotation, and occlusion.

Concurrent validity with facial EMG for action unit intensity in spontaneous facial
behavior

To evaluate concurrent validity for degree of eye closure (AU 45) in the Frank and
Ekman image data described above, luminance intensity of the upper eye region, as
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determined automatically, was normalized over the range of 0 to 1. Luminance was
darkest when the eye was open (normalized luminance = 1) and brightest (luminance
= 0) when the eye was closed. Then, the digitized images were randomly sorted. Two
researchers, blind to the results of automatic processing, manually sorted (i.e. g-sort)
each sequence from eye open to closed to open. They next estimated the degree of eye
closure on a scale from 0 (eye closed) to 1 (eye open). A representative example is
shown in Fig. 2.6. In each of 10 sequences examined, automatic analysis and human
judgment were highly consistent. An example is shown in Fig. 2.9.

To evaluate concurrent validity for contraction of zygomatic major (AU 12), Cohn
et al. (2002) collected image and EMG data from subjects while they watched a film clip
intended to elicit enjoyment. Contraction of the zygomatic major was determined by
EMG. When visible smiling was observed, it was confirmed by manual FACS coding.
Feature vectors from the lip corner were highly consistent with onset EMG recorded
from the zygomatic major region. In 72% of cases with a distinct EMG and visible smile
onset, feature point tracking by optical flow and facial EMG were highly correlated,
with an average time lag of 0.23 seconds. An example is shown in Fig. 2.10.

Utility
AFA has been used to investigate theoretical and applied issues involving facial action.

Some of the applications include assessment of facial neuromuscular disorders (Wacht-
man et al. 2001), facial asymmetry in biometrics (Liu et al. 2003), the timing of

Opening ratio (s004)
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Figure 2.9 Comparison of manual and automatic ordering of blink sequence (Cohn et al. 2003).
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Figure 2.10 Example of the relation between zygomatic major EMG and displacement of the lip
corner as determined by AGA (Cohn & Schmidt 2004).

spontaneous and deliberate smiles (Cohn & Schmidt 2004; Schmidt et al. 2003a), the
relation between head motion, smiling, and direction of gaze (Cohn et al. 2004b), brow
raising and lowering (Cohn et al. 20044), and facial expression in infants (Cohn et al.
2000; Messinger et al. 2004). The scope of applications in theoretical and applied
research can be expected to increase further as development efforts continue and the
system becomes available to other investigators.

Remaining challenges

Before AFA and related systems are ready for release, several challenges must be
addressed. These include how to parse the stream of behavior, prevent error accumu-
lation, and increase automation. AFA and other systems have assumed that facial
actions begin and end from a neutral face. In actuality, facial expression is more
complex. Transitions among action units may involve no intervening neutral state.
For AFA, parsing the stream of facial action units under these circumstances is a
challenge. Human FACS coders meet this task, in part, by having a mental representa-
tion of a neutral face. For AFA, parsing will likely involve greater higher-order pattern
recognition than has been considered to date.

Many of the methods used in AFA so far involve dynamic templates for which
estimates are continually updated. With dynamic templates, error tends to propagate
and accumulate across an image sequence. So far, most AFA applications have involved
relatively short image sequences up to 10 seconds or so, for which error accumulation is
not a significant problem. For longer sequences, an appropriate measure is required.
The head tracking module in AFA overcomes this problem through a combined use of
robust regression and reference images. Robust regression identifies and discounts the
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effects of outliers, and reference images provide a way to reinitialize estimates so as to
reduce error accumulation. For head tracking, this approach has been highly successful.
The cylinder model head tracker has performed well for image sequences as long as 20
minutes. Similar capability will be needed for action unit recognition.

Almost all current methods entail some manual initialization, such as labeling
permanent facial features (e.g. eyes or mouth) with a computer mouse in one or
more face images. This is especially the case when person-specific face models are
used. These models may require hand labeling of 20 to 30 images. Once this is
completed, these models are relatively robust to error accumulation and operate
automatically on long sequences. While a fully automated system is not always neces-
sary for all applications, increased automation will reduce the personnel costs of using
the system and increase the kinds of applications for which it may be used.

Conclusions

This chapter has reviewed measurement techniques for only one type of signal—rapid,
not slow or static. Among these, only one kind of rapid signal—visible movement—has
been considered. Most of the studies that have used one or another technique to
measure visible movement were concerned with only one of the many messages rapid
signs may convey—information about emotion. Presumably, future research will ex-
pand to consider other messages and to develop methods for measuring rapid signals
other than movement, as well as the variety of slow and static signals.

A few manual coding techniques have become widely used, especially that of Ekman
and Friesen and, to a lesser extent, Izard. The former was designed to be applicable to
the study of any message, not just emotion. Wedding studies of facial sign vehicles to
studies using the more traditional message judgment approach should allow discovery
of the particular actions that form the basis for correct and incorrect inferences when
people judge facial expression (see Chapter 3; Oster et al. 1992). These techniques may
also allow discovery of particular facial actions that are not customarily known or even
knowable by the usual observer, movements that are too subtle and/or complex to
notice or interpret when seen once, at real time.

As further research is generated by the facial measurement techniques reviewed here,
the techniques themselves may undergo further development or be replaced by other
measurement approaches. This development may be seen in the system of Ekman and
Friesen, which exists now in three versions: the initial version (FACS 1978), FACS 1992
(update document based), and FACS 2002, which includes significant improvements in
scoring criteria and in didactic materials, including extensive use of hyperlinked cross-
referenced text and embedded video links in the CD version. With the release of new
versions, such as that of FACS 2002, it becomes critical that those who publish findings
using one or the other version identify which version they have used. Even better would
be for investigators to use the most current version of a system, as is done routinely in
fields such as intelligence testing and clinical diagnosis in which new versions of
assessment instruments are common.
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In part because of its descriptive power, the technique of Ekman and Friesen has
encouraged a wide range of research on facial movement (Ekman & Rosenberg, in
press) as well as become influential in the fields of computer animation (e.g. Parke &
Waters 1996) and automated facial expression recognition, in which fine-grained
description of motion parameters is needed.

The development of automated methods of facial expression analysis, in particular, is
exciting. Automated analysis using computer vision produces both action unit recog-
nition and quantitative measures of feature trajectories (e.g. Schmidt et al. 2003a).
Initial work suggests that AFA has high concurrent validity for both action unit
recognition and intensity variation, as assessed by trained observers and facial EMG.
Automatic analysis has several potential advantages. By computing quantitative meas-
ures of facial action over time, powerful statistical techniques may be used to asses
individual facial behavior and dyadic behavior, such as synchrony and dominance
(Boker et al. 2002; Cohn & Tronick 1988). From an information processing perspective,
comparisons between automated and human observer based facial expression analysis
would afford a new means of studying social perception. In addition, a system that
operates in real time could provide continuous monitoring and feedback for research
and clinical applications. While work in this area is still in the early stages, initial
applications to theoretical and clinical issues are encouraging.

Author notes

An earlier version of this chapter appeared in K.R. Scherer and P. Ekman (ed.) (1982)
Handbook of methods in nonverbal behavior research, pp. 45-90. New York: Cambridge
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Appendix: How the facial action, brow raise, is described
in each of the 14 measurement techniques

Birdwhistell

Raised brows.

Blurton Jones
A very conspicuous movement of raising the eyebrows which can be rather difficult to judge on

photographs because of the individual variations in the resting position of the brows. One or
more of the following criteria could apply:

(a) The height of the brow above the eye corner appears to be equal or more than the width
of the open eye (Blurton Jones 1971, Fig. 3a—measure B equal or greater than A).

(b) Horizontal lines visible across the forehead above the brows.

(c) There is an enlarged area between the brow and the eyelids which is often high-
lighted (very pale) in photographs.
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(d) There is a less sharp fall from the brow into the eye socket (orbit) because the brow
is raised beyond the edge of the orbit which it normally covers. Therefore, there is
less shadow between brow and eye than usual.

(e) The shape of the eyebrows change, becoming more curved when they are raised (but
they are not curved when the brows are slanted or oblique as well as raised).

Brow raising is presumably a result of contraction of the frontal belly of the occipto-frontalis,
which can occur simultaneously with corrugator or orbicularis occuli contraction. Thus, many
oblique brows were also scored as raised.

Brannigan & Humphries

One or both eyebrows are raised and are held, at least briefly, in the raised position. They are not
drawn in towards the midline and are not tilted.

Grant

The eyebrows are raised and stop in the raised position for an appreciable time (see Grant 1969,
Plate 10A).

Flash. A quick raising and lower of eyebrows.

These two elements are very similar in use. They seem to have an attractive function, drawing
the attention of the other person to the face. They are concerned with regulation and timing of
speech.

Nystrom

Horizontal wrinkles.
Elevated brows.
(Note: These are listed by Nystrom as separate scoring items in his technique.)

Young & Decarie

Brow raise stare—

Brow: the eyebrows are raised and held giving them a curved appearance and creating
horizontal creases on the brow. There is no inward movement of the eyebrows and no vertical furrow.
Eyes: the eyes may be held wide open but not sparkling, wrinkling at the corners and
forming pouching under the eyes. Blinking may be decelerated, and the head is definitely held in
its regular forward position. Visual fixation on a specific target is characteristic of this expression.
Mouth: as in normal face.

Other: as in normal face.

(Note: Young & Decarie present this as a total face score. No provision is made for scoring if the
brow raise action occurs without the eye action or with some other mouth action.)

Ekman, Friesen, and Tomkins

(Note: Two photographs depict this scoring item. The authors’ Facial Affect Scoring Technique
contains only visual, not verbal, descriptions.)

Izard: MAX (Maximally Discriminative Facial Movement Coding System)

Code 20: the brows are raised in their normal shape. The forehead shows some thickening and the
tissue under the eyebrows some thinning out as a result of the eyebrows being raised. The
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thickening or massing of tissue in the forehead gives way to long transverse furrows with increasing
age. The nasal root is narrowed. The skin directly below the eyebrows is stretched upward.

Code 21: one brow is lifted higher than the other.

Code 30: the eyes have a widened and roundish appearance. The furrow above the eyelashes of
the upper lid may be visible. The widened, roundish appearance of the eyes is brought about
mainly by the eyebrow raise of code 20 that lifts and stretches the tissue between the eyebrow and
the eyelid. The upper eyelid is not raised. The artist’s drawing for 20 also illustrates 30.

(Note: 1zard furnishes video examples of this action in addition to the artist’s drawing.)

Ekman, Friesen, and Hager: FACS (Facial Action Coding System, 2002 version)
Action unit (AU) combination 142
(Note: This section on brow raise from the FACS manual is preceded in the manual by separate

sections on the two components of this action—AU 1 (inner brow raise) and AU 2 (outer brow
raise). All sections include still and video examples not included in this Appendix.)

Appearance changes due to AU combination 142

The combination of these two action units raises the inner (AU 1) and the outer (AU 2) corners of
the eyebrows, producing changes in appearance which are the product of their joint action.

1. Pulls the entire eyebrow (medial to lateral parts) upwards.

2. Produces an arched, curved appearance to the shape of the eyebrow.

3. Bunches the skin in the forehead so that horizontal wrinkles appear across the entire
forehead. The wrinkles may not appear in infants, children, and a few adults.

4. Stretches the eye cover fold so that it is more apparent.

5. In some people (those with deeply set eyes), the stretching of the eye cover fold
reveals their upper eyelid, which usually is concealed by the eye cover fold.

In the FACS manual, compare the image 142 with image 0; inspect the video of AUs 14-2.

How to do AU combination 1+2

(Note: FACS teaches learners how to perform each action so that they can utilize their own facial
actions to understand the mechanics and appearance of the face.)

This behavior should be easy for you to do. Simply lift your eyebrows up, both ends as high as
you can. Note the wrinkling in your forehead. In some people the wrinkling does not occur but
the skin is still bunched up. In some people these wrinkles are permanently etched (see 0 and w0)
but they deepen noticeably when 14-2 acts. Suppress any tendency you may also have to lift your
upper eyelid (AU 5) when performing 1+2. Make sure you are not pulling your brows together
(AU 4) when you lift them.

Intensity scoring for AU combination 142

The criteria for AU 1 and those for AU 2 are altered significantly in this combination from the
criteria for each alone. Do not use Section C for AUs 1 and 2, you must use the criteria listed
below for the total configuration 142. The criteria for intensity scoring are described for roughly
equal intensities of AUs 1 and 2. Of course, any combination of intensities of AUs 1 and 2 can
occur in action unit combination 142, and to score these intensities (e.g. 1B42C), you must
consider the relative contribution of the separate AUs in the combination you score against the
criteria listed below. When considering whether AU 2 is present when the action of AU 1 is clearly
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evident, be sure that any lifting of the outer eyebrows is not due merely to the action of AU 1
alone, as can occur with stronger AU 1s.

AUs 1A+2A in AU combination 142

The appearance changes for AUs 142 are sufficiently present to indicate AU 142, but are
insufficient to score 1B+2B (e.g. the entire brow is raised a trace).

AUs 1B+2B in AU combination 1+2

1. Entire brow raised slightly.
If you did not see the brows move it must also meet the additional criteria:

2. Slight horizontal wrinkles or muscle bunching reaching across forehead. If horizon-
tal wrinkles are evident in the neutral face, change from the neutral appearance must
be slight. (If you are scoring the face of an infant or child who never shows forehead
wrinkles with AUs 142 or 14244, then the wrinkling criterion needs to be dis-
counted, and you must rely on the other criteria.)

and

3. Slightly more exposure of eye cover fold than in neutral.

or

4. If there is no wrinkling or bunching in the brow, but the brow raise and exposure of
the eye cover fold is marked, you can score 142.

AU 1C+2C in AU combination 1+2

Entire brow is raised at least markedly, but less than for level 1D+2D. Wrinkling and eye cover
fold exposure should both be evident and at least one should be at least marked, but the evidence
is less than the criteria for 1D+2D.

AU 1D+2D in AU combination 1+2

Entire brow is raised at least severely. Wrinkling and eye cover fold exposure should both be
evident and at least one should be at least severe, but the evidence is less than the criteria for 1E+2E.

AU 1E+2E in AU combination 1+2

The entire brow is raised maximally.

Frois—Wittmann

Brows raised.

Fulcher

Frontalis—which raises the brows wrinkling the forehead transversely.

Ermiane & Gergerian

Frontalis: the eyebrow levator. Externalized emotionality.
(Raises the eyebrows.)
Letting himself go to an impression.
(Note: A few photographic illustrations show this action.)

Landis

Frontalis: this is the vertical sheet muscle of the forehead, the contraction of which produces
transverse wrinkles (‘the wrinkled brow’).



CHAPTER 3

VOCAL EXPRESSION OF
AFFECT

PATRIK N. JUSLIN AND KLAUS R. SCHERER

Introduction

Imagine yourself sitting in a cafeteria. Suddenly, you can overhear another person’s
conversation without being able to see the person in question. Within a few seconds of
hearing that person’s voice, you are able to infer the person’s gender (a female), age (a
young woman), and perhaps even her origin (from the south), social status (upper
class), and physical health (having a cold). All this you can tell from hearing her voice,
even though you are unable to understand the verbal contents of her conversation.
Perhaps most importantly, through an immediate and seemingly effortless process of
inference, you can obtain a rather precise impression of the woman’s affective state, for
example, irritation, anxiety, or cheerfulness.

Inferences about affective states and intentions from voice cues are fallible, but they
are valid often enough to make your social life easier. They help you to navigate the
complex terrain of social interactions that pervade everyday life. Effective action in
social relationships requires an understanding of the covert psychological processes that
underlie people’s overt behavior and the environmental circumstances to which they
are responding. We want to understand what people are trying to do and why. Any
means that help us to achieve this goal is valuable.

The human voice is a common and ecologically important sound structure of our
auditory environment. People may spend more time listening to voices than to any
other type of sound (Belin et al. 2002). Judging from the results of self-report studies,
relying on voice cues (e.g. volume, speed of talking) could actually be the most common
way in which people infer other people’s emotions in everyday life (Planalp 1998).
Cross-cultural research confirms that people express emotions by screaming, yelling,
speaking with a trembling voice, or using a low, quiet, slow, and monotonous voice (e.g.
Wallbott et al. 1986). Hence, the voice is sometimes referred to as ‘the mirror to our
soul’ (Sundberg 1998, p. 121). However, it has long been recognized that people also
may use their voice to influence others. For instance, they may want to change someone
else’s opinion, communicate emotion to obtain support, create a certain impression,
deflect criticism, or reinforce social bonds (Planalp 1998; Scherer 1985; see also Darwin
1872/1998). Thus, besides being an interesting topic in its own right, perception of
emotions from voice cues serves as an important mediating factor for many other social
phenomena (Zebrowitz 1990).
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Understanding how the voice can be used to express and communicate emotions,
and how people make inferences about emotions based on voice cues, is a fascinating
but surprisingly difficult endeavor that falls under the purview of the study of vocal
expression. In this chapter, vocal expression refers to qualities of speech apart from the
actual verbal content. These aspects are usually referred to as paralinguistic or non-
verbal, and they are nicely captured by the well-known phrase, ‘It’s not what she said, it’s
how she said it’. Speech researchers still debate the extent to which verbal and nonverbal
aspects can be neatly separated, though that there is some degree of independence is
illustrated by the fact that people often perceive ‘mixed messages’ in speech utter-
ances—that is, that the words convey one thing, but the nonverbal cues convey
something quite different (e.g. Bugental 1974). Indeed, it is one of the characteristic
features of vocal affect expression that an evolutionarily old nonverbal signal system,
coded in an iconic and continuous fashion, carries and intermeshes with verbal
messages that are coded in an arbitrary and categorical fashion (Scherer 1982; Scherer
et al. 1984). This interrelatedness, while contributing to the power of speech as a
communication system, has had the consequence that many nonverbal communication
researchers have regarded vocal expression as determined mainly by the rules of the
language code, whereas many linguists have tended to ban nonverbal characteristics
from their study. One can easily get the impression that nonverbal communication is
‘after all a residual topic and that once orthodox language has been subtracted all that is
left is a rubbish heap of nudges, shrugs, pouts, sighs, winks, and glances’ (Miller 1990,
p. 115). Yet, it has been recognized by philosophers and linguists that speech acts convey
considerable meaning over and above the literal meaning of verbal content (Caffi &
Janney 1994).

Largely neglected by language researchers, vocal expression research has often been
the poor cousin of facial expression research, perhaps because in many people’s eyes,
emotional expression is nearly synonymous with facial expression (Planalp 1998). Re-
search on facial expression has been highly successful (see Chapter 2), and there is some
evidence suggesting that in humans, visual information may be more effective than
auditory information (e.g. Burns & Beier 1973; Levitt 1964; Zaidel & Mehrabian 1969).
Hence, the vocal channel has been somewhat overshadowed by the facial channel. Yet,
the two channels share a number of similarities: faces and voices are similar in that both
are characterized by a constrained physical structure, around which inter- and intra-
individual variations convey information about the person’s identity and emotional
state, as well as linguistic information (Belin et al. 2002, p. 25). Like the face, the voice
may convey discrete emotions such as anger and sadness reliably to a perceiver (Juslin &
Laukka 2003), and it may even convey some emotions with cross-cultural accuracy
(Elfenbein & Ambady 2002; Scherer et al. 20014; see also p. 108).

However, there are also some important differences between the face and the voice,
which renders each channel unique. Firstly, each channel has its advantages as well as
drawbacks. For example, vocal expression may be more effective than facial expression
over large distances (it is less sensitive to obstacles) and in dim light, whereas facial
expression may be more effective than vocal expression in crowds of people where
visual signals are easier to locate (Marler 1977).
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Secondly, whereas facial expression seems to involve an elaborate spatial coding of
visual features, whose configurations can be grasped almost instantly (and that can be
‘frozen’ in time without losing all vital information), vocal expression may be relatively
more time-dependent, featuring a set of relatively independent cues that contribute, in
an additive fashion, to emotion judgments (see p. 84). The fact that different emotions
can be inferred with differential accuracy from the voice and the face (Scherer 1999)
also suggests important differences in the nature of the underlying coding systems. The
idea that the face and the voice involve different types of coding could perhaps be
evoked to defend the (otherwise) unfortunate, and somewhat artificial, separation of
the two channels, which seem to affect real-life emotion judgments in a complementary
and integrated fashion (de Gelder 2000).

Thirdly, some authors have argued that vocal affect expression is particularly effective
in producing ‘emotional contagion’ in perceivers (Eibl-Eibesfeldt 1989, p. 691; Lewis
2000, p. 270). One explanation could be that hearing is the perceptual modality that
develops first. In fact, because hearing is functional even prior to birth, some associ-
ations among acoustic patterns and affective states may reflect prenatal experiences
(Mastropieri & Turkewitz 1999).

Finally, whereas the face is strongly related to the visual arts, the voice is strongly
related to music (e.g. Darwin 1872/1998; Spencer 1857), rendering it feasible to import
research methods from voice research to music research, and vice versa (Juslin &
Laukka 2003; Juslin & Sloboda 2001; Scherer 1995).

In order to understand current research on vocal expression, it is useful to consider
its origin. Nonverbal aspects of speech have been discussed throughout most of Western
intellectual history as one aspect of rhetorical techniques (Kennedy 1972). Modern
research on vocal expression has seen peaks and troughs since its beginnings in the late
19th century, when the first recording and analysis systems were being developed. Early
interest in how the voice reveals affect was mainly motivated by psychiatrists’ attempts
to diagnose various emotional disturbances (Scripture 1921; Skinner 1935), although a
number of early efforts were also made to develop novel methods of measuring the
emotional states of astronauts on space travel based on speech samples (Williams &
Stevens 1969). Studies of vocal expression peaked during German ‘expression psych-
ology’ (Helfrich & Wallbott 1986), only to decrease during the heyday of behaviorism
and the advent of cognitive psychology. Since then, the field has been relatively
fragmented, reflecting both that researchers have lacked theoretical frameworks (but
see Scherer 1986, for one attempt) and that vocal expression is a multidisciplinary
research field with contributions coming from psychology, acoustics, speech science,
linguistics, medicine, engineering, and computer science.

Unfortunately, studies in different disciplines are not always easily integrated. For
instance, there are differences between psychological and linguistic approaches to affect
in speech in terms of both definitions and focus. While linguists may argue that
psychologists do not take language and interaction into consideration, psychologists
may retort that linguists stay psychologically uninformed and focus too much on ill-
defined concepts such as ‘involvement’ (Caffi & Janney 1994). Another difficult issue is
the study of prosody and intonation, as a large number of highly intertwined cues
(pitch, amplitude, pauses, rhythm, etc.) carry syntactic, semantic, and pragmatic
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information (including affect and relational discourse structure). Given the complexity
of these issues, we cannot discuss them in this chapter (for overviews, see Binziger &
Scherer, in press; Scherer et al. 2003). Another issue we cannot discuss in the current
chapter, which focuses mainly on voice rather than speech style, is the set of variables
linked to speech delivery, in particular disfluencies such as silent and filled pauses, false
starts, hesitations, repetitions, and self-repair. While such disfluencies can be produced
as a consequence of affective arousal, many other factors may be involved. In conse-
quence, these phenomena have not been consistently studied in the literature on
emotional expression. Overviews can be found in Feldstein and Siegman (1987).

After a promising start, during which certain vocal correlates to emotional arousal
were established (Davitz 1964), the domain has stagnated, unable to resolve the debate
on whether different emotions have different vocal profiles or whether the voice only
conveys information about the speaker’s arousal. Part of the problem has been the lack
of differentiation and clear definitions of affective phenomena (but see Box 3.1 for
proposed working definitions of different affective phenomena), and a general ten-
dency to concentrate on just a few emotion categories or dimensions (see Module A).
Another problem is that the domain has lacked systematic, long-term research pro-
grams. Only recently, as the affective sciences have gained a stronger foothold (e.g.
Davidson et al. 2003), has research on vocal expression surged once again (e.g. Cowie
et al. 2000). The number of studies devoted to vocal expression of different emotions in
the 1990s represented more than a three-fold increase compared with the number of
similar studies in the 1980s (Juslin & Laukka 2003). Given this renewed interest, it
seems useful to take stock of what previous research has generated in terms of improved
methodology and new empirical findings, so as to set the stage for continued fruitful
research on this topic. This brings us to the aims of the present chapter.

The aims of this chapter are manifold. First, it is intended as a general introduction
to the field for the newcomer. Thus, the chapter offers hands-on information on how to
conduct studies of vocal affect expression. Second, we hope to contribute to increased
cumulativeness and comparability across studies, for instance with respect to defini-
tions, classification categories, methods, and reporting. Third, we want to highlight
new developments in the field that have occurred since a previous chapter on this
subject was written (Scherer 1982). There has actually been reasonable progress on
several issues, and it is crucial that future research proceeds from the current state of the
art. Fourth, we hope to encourage using the voice as a tool in testing emotion theories.
Fifth, we want to offer the reader examples of applications in various practical domains
that involve vocal affect expression. Finally, and perhaps most importantly, the aim of
the chapter is inspirational: throughout the text, we will try to convey the enthusiasm
we have for this field of study.

In our attempt to achieve these aims, we have opted for a chapter structure of a
somewhat unusual kind. The chapter consists of a main text, which is interspersed with
boxes (background material) and modules (practical guidelines) on particular topics
that we refer to in the main text. We hope this will make it easier for the reader to
quickly locate relevant information. The first section offers theoretical foundations. The
following two sections focus on voice cues to affect and affect inferences from voice
cues. In attempting such a broad review, it is difficult to avoid simplifying many
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Box 3.1: 'Working definition for affective phenomena

In this chapter, we discuss methods to analyze vocal behavior as a marker of
affective processes. Although many of the techniques discussed are rather general,
and could be equally applied to examine the specific voice qualities of individual
speakers to determine age (Hummert et al. 1999) or other speaker characteristics
(Brown et al. 1975), the focus here will be on changes in the voice that occur as a
concomitant of affect. Consequently, it seems useful to briefly define the different
types of affective processes that may occur. This is all the more necessary since there
is a strong tendency in the field to use terms such as affect, mood, emotion, and
feeling as virtually synonymous. As a result, there is a great deal of confusion, and
many debates in the field could simply reflect that protagonists are using the same
terms to refer to different phenomena.

We suggest using affect as a general, umbrella term that subsumes a variety of
phenomena such as emotion, stress, mood, interpersonal stance, and affective
personality traits. All of these states, which we will differentially define below,
share a special affective quality that sets them apart from ‘neutral’ states. The root
of the word ‘affect’ contains the most important element defining the difference:
during an affective state, the person is ‘affected’ by something (e.g. an event, a
thought, a social relationship, or a long-term behavior disposition) which has a
consistent influence on the person’s motivation, thought processes, physiology, and
behavior (in particular, motor expression). These influences make the affective
episode stand out from neutral, baseline states, both in the subjective experience
of the person and in the perception of this person by an observer. Moreover, there
are medium or long-term predispositions to act in affectively valenced fashion. For
example, one might adopt an interpersonal stance in interacting with another
person (e.g. hostility) or have a certain affective personality trait (e.g. neuroticism).

As shown in Table 3.1, one could use seven dimensions to differentiate different
kinds of affective state in what is called a design-feature approach (e.g. Scherer
2000). The first three dimensions describe the nature of the affective reaction—its
intensity and duration as well as the degree of synchronization; that is, how much the
individual organismic systems are deflected from their normal functioning and work
in a more coordinated fashion to adapt to a new situation or an emergency. Other
discriminating dimensions are concerned with the type of elicitors that can bring
about the respective state. Thus, event focus refers to the likelihood of the affect state
being triggered by a specific object, event, or situation, as opposed to a strategic
decision of the individual or a permanently existing personality disposition. Ap-
praisal elicitation refers to the degree to which the type of reaction is due to the
subjective evaluation of the significance of the event to a person, given momentary
motives and goals or more long-term values. Finally, rapidity of change refers to how
quickly the state can change (onset, offset, and change in quality), whereas behavior
impact refers to the strength of the impact of the respective affect state on physio-
logical responses, motor expression, and action tendencies.

Continued
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Box 3.1: Contd

The distinction in Table 3.1 suggests three broad classes of affective states:

1. emotions and stress
2. moods and interpersonal stances
3. preferences/attitudes and affect dispositions (e.g. personality).

Emotions and stress are quite short but intense reactions to specific events of high
pertinence to the individual. They produce reactions that entail a high degree of
synchronization of all the subsystems; that is, coordinated changes in cognition,
physiological arousal, motor expression, and motivational urge. These reactions are
generally powerful and have a strong impact on behavior. On the other hand, they are
likely to change very rapidly (e.g. due to a re-appraisal of the situation). Most research
onvocal affect expression has focused on these two classes of affect, in particular stress
due to workload or time pressure (e.g. Hecker et al. 1968; Tolkmitt & Scherer 1987),
and emotions such as anger, fear, sadness, happiness, and disgust (e.g. Juslin & Laukka
2001; Murray & Arnott 1995; Scherer et al. 1991; see Module A, Table 3.4).

Moods and interpersonal stances are rarely generated by specific events or objects,
and are not usually based on appraisal. Moods may occur for many different reasons,
often unknown to the individual, triggered by factors such as fatigue, hormonal
influences, or even the weather. Interpersonal stance refers to the affective style in
which a person interacts with someone else, for instance in a cold and distant as
compared to a warm and friendly fashion. Such stances, which may be adopted quite
intentionally or may reflect an unconscious interpersonal attitude, usually last
throughout an interaction episode or characterize the relationship between two
individuals. For both of these affect states, which may last for hours or days and change
only slowly, intensity is low, organismic subsystems are not highly synchronized, and
theimpact on behavior varies from weak to average. While perhaps more frequent than
emotions (Cowie & Cornelius 2003) and often occurring in public situations, these
states are rarely investigated regarding voice cues. This is possibly due to the lower
intensity and the absence of strong physiological arousal, which may seem less prom-
ising in discovering strong voice effects (see p. 81). However, there is increasing
evidence that speech style, as part of a particular interpersonal stance adopted in a
particular situation, could have a powerful effect on the voice. For instance, Scherer
etal. (1984) found that voice qualities judged as specific to a ‘polite’ style of speech were
more resistant than other affective states to various kinds of manipulation.

Finally, preferences/attitudes are long-term affective evaluations of objects or
persons that have a low intensity and relatively little impact on behavior, because
situational factors are often stronger determinants of behavior (Scherer 2000). Little
is known about the vocal correlates of the expression of such attitudes. There is more
evidence on vocal markers of long-term affective predispositions or personality traits
(e.g. Scherer 1979; Scherer & Scherer 1981), which are characterized by very low
affective intensity, very low synchronization, and a behavioral impact which is
usually felt only in interaction with situational variables. There is also a lot of
work on vocal indicators of affective disorders that reflect short- to medium-length

Continued
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personality changes, in particular depression (e.g. Darby 1981; Ellgring & Scherer
1996; Kuny & Stassen 1993).

Although we will mention many of the different types of affective state in this
chapter, the emphasis will be on stress and emotions. While stress is usually
measured as a one-dimensional construct (although one could argue that there is
not one type of stress but that each emotion can occur in a stressed variant e.g. anger
stress, fear stress; Scherer 1990), there is considerable disagreement about how
emotion should be conceptualized. Proponents of the discrete emotions approach
(Ekman 1999; Izard 1993) argue that one should distinguish among a limited
number of ‘basic emotions’ (following Darwin 1872/1998 and Tomkins 1962).
This approach, which assumes emotion-specific patterning for vocal as well as facial
and physiological responding, has strongly influenced research on vocal expression,
and most studies in the field have attempted to identify vocal profiles for a certain
number of such basic emotions (Juslin & Laukka 2003). This is also true for recent
research in speech technology (Cowie et al. 2001).

In recent studies, however, many researchers have instead adopted a dimensional
approach (e.g. Bachorowski 1999; Laukka et al., in press; Schroder et al. 2001) that
defines affective states as points in a two-dimensional space formed by valence
(pleasant/unpleasant) and activation (aroused/sleepy) dimensions (Russell 1980;
Russell & Feldman Barrett 1999). This approach involves traditional expectations
about how arousal might affect the voice, but there has been little effort to under-
stand the underlying mechanisms.

A third approach has been suggested by Scherer (1984), who argues that bodily
expression, including the voice, is driven by the nature of the cognitive appraisal.
Thus, Scherer (1986), in his component process theory, proposed a set of detailed
predictions of vocal (and acoustic) changes based on the physiological effects of
particular appraisal outcomes. (Examples of each of these theoretical approaches are
provided in pp. 88-92.)

complex issues and omitting certain aspects of the topics discussed. However, through-
out the chapter, we will continually provide references for further reading.

Theoretical foundations of vocal affect expression

The paradigm outlined in this section is partly based on Egon Brunswik’s (1956) theory
of perception. Reading this section may offer a better understanding of the reasons why
we tend to recommend some research designs rather than others in later sections.
Indeed, one of the crucial insights of the Brunswikian paradigm is that research
methods should not be considered separate from their subject matter. Brunswik
proceeded from a consideration of biological function in a particular environment to a
description of a psychological process that reflects and exploits that environment. Then,
he developed a methodology that matched the specific characteristics of this environ-
ment—mechanism relationship (Gigerenzer 2001).
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Brunswik’s paradigm is highly suitable for the study of vocal expression for three
reasons. First, it takes an evolutionary perspective on human behavior, which implies a
focus on the relationship between the organism and its ecology. Because the voice could
be the most phylogenetically continuous of all nonverbal channels, it is useful to try to
understand vocal expression in terms of a ‘solution’ to a certain adaptive problem in a
particular environment.' Secondly, Brunswik’s theory is a so-called cue theory, accord-
ing to which perceivers make ‘unconscious inferences’ about objects or states of affairs
on the basis of a set of fallible cues in the environment. Because this scenario seems to
apply to inferences from voice cues, Brunswik’s theory offers important insights that
can help us to explain some of the peculiar characteristics of the vocal channel. Finally,
Brunswik’s theory involves a methodology (the lens model, representative design) that,
we argue, is particularly suited to the study of vocal expression, and that offers a
promising avenue towards a better understanding of vocal expression of affect. Each
of these three aspects will be considered in turn.

Evolutionary perspectives

There seems to be wide agreement among researchers about the pertinence of evolu-
tionary approaches to an understanding of vocal affect expression (e.g. Juslin & Laukka
2003; Owren & Bachorowski 2001; Papousek et al. 1992; Scherer 1985). Vocal expres-
sion may be construed as an evolved psychological mechanism that serves crucial
functions in social interaction: expression of emotions allows individuals to commu-
nicate important information to others, which may influence their behavior; recogni-
tion of emotions allows individuals to make quick inferences about the probable
intentions and behavior of others (e.g. Buck 1984, Chap. 2; Plutchik 1994; Chap. 10).
Because speech is a relatively recent addition to the human repertoire of communica-
tion systems, it is highly likely that our speechless forefathers had to make do, for
millennia, with the same nonverbal signaling systems used by most nonhuman species
(Scherer 1982). Consequently, we may learn a lot about vocal expression by considering
its origins.

Many animals use sounds as a means of communication (e.g. Busnel 1977; Scherer
1985; Snowdon 2003), and following Darwin’s (1872/1998) seminal work, many re-
searchers of vocal communication have assumed that there is phylogenetic continuity
of vocal expression (e.g. Papousek et al. 1992). Ploog (1992) described the morpho-
logical transformation of the larynx, from a pure respiratory organ (in lungfish) to a
respiratory organ with a limited vocal capability (in amphibians, reptiles, and lower
mammals), and, finally, to the sophisticated instrument that humans use to speak in an
emotionally expressive manner. The function of an organism’s vocal behavior reflects
both physical and ecological constraints.

Physical constraints include the actual physiological mechanism producing the
sounds. The range of sound emission organs found in animals is large, and such organs

' This is in accordance with Brunswik’s (1956) principle of behavior-research isomorphy:
research should focus where behavior focuses. That is, to understand an organism’s behavior in
a particular context, we must understand the ultimate goals of its behavior.



74 HANDBOOK OF METHODS IN NONVERBAL BEHAVIOR RESEARCH

may be located on all different parts of the body. However, in many higher vertebrates,
specialized vocalization organs are found, usually working by means of propelled or
aspirated air in a more or less differentiated tube equipped with modulating mem-
branes or slit systems (e.g. vocal cords). These mechanisms often have additional
organs, resonators, that amplify certain sound frequencies (Busnel 1977). This basic
principle of sound source and filter (or resonator) applies to human voice production as
well (see Box 3.2). For many lower animals, the form of the acoustic signal is a close
physical expression of the mechanical structure that produces the sound, but higher

Box 3.2: Voice production and speech acoustics

Audible speech consists of sound waves produced through the processes of
respiration, phonation, and articulation. Advanced measurement of vocal affect
expression requires basic knowledge about voice and speech production and speech
acoustics to interpret the meaning of various acoustic parameters extracted from the
sound waves. In this box, basic principles of voice production and speech acoustics
are introduced. For a more detailed discussion of these topics, the reader is referred
to classic textbooks in this field (e.g. Borden et al. 1994; Denes & Pinson 1993; Kent
1997; Ladefoged 1993; O’Shaughnessy 2000).

Basic acoustic phenomena and parameters

Simple wave forms: amplitude and frequency. The simplest case is the sinusoidal
wave form shown in Fig. 3.1a, produced by a vibrating sound source such as a tuning
fork, graphed here as the periodic variation of sound pressure amplitude (on the y
axis) over time (x axis). Because amplitude (a correlate of the perceived loudness of
the sound) is always one of the terms used in displaying properties of wave forms,
this type of description is referred to as display in the time domain. Sinusoidal wave
forms oscillate in a regular, periodic fashion, going through complete cycles. The
number of cycles per second indicates the periodicity or frequency of the wave, as
measured in Hertz (Hz). The wave form can also be displayed in the frequency
domain by an amplitude-by-frequency plot—the spectrum—which shows the max-
imal amplitude of the wave form at its specific frequency in the frequency range (see
Fig. 3.1 f). In the spectrum display, amplitude is usually plotted logarithmically in
decibels (dB) relative to the threshold of hearing and is referred to as the energy of
the wave at its respective frequency. Figures 3.1b and 3.1g show a sine wave that has a
higher frequency and a lower amplitude than that in Fig. 3.1a.

Complex wave forms: spectral decomposition. Most sound waves are much more
complex than the simple sinusoid in Fig. 3.1a, but as the French mathematician
Fourier has shown, it is possible to decompose any complex wave into sinusoid
components (via Fourier analysis; e.g. Morrison 1994). In the example shown in
Fig. 3.1, the complex wave (c) consists of the sinusoidal components (a) and (b),
which differ in frequency and amplitude. Consequently, the spectrum of the com-
plex wave (h) shows the relative energy of the two sinusoidal components at their
respective frequencies.
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Figure 3.1 Wave forms and their spectra: (a, f) low-frequency sine wave; (b, g) high-frequency
sine wave; (¢, h) complex wave form—composite of (a, f) and (b, g); (d, i) square wave; (e, j) noise
(see Box 3.2 for further explanation).

Fundamental frequency and harmonics. As shown in Fig. 3.1c, the periodicity of
the complex wave form as a whole (the number of cycles per second) is determined
by the sinusoidal component with the lowest frequency—the fundamental frequency
(F0). This frequency roughly corresponds to what a listener perceives as the pitch of
the sound. The higher-order components of complex waves are called harmonics (or
overtones); they occur at frequencies that are integral multiples of the fundamental
frequency. For example, a complex wave with FO = 100 Hz can be decomposed into
constituent sinusoids with frequencies of 200, 300, 400, and so on, representing
energy concentrations in the frequency domain, as illustrated in the spectrum of the
wave form in Fig. 3.1d. As the spectrum in Fig. 3.1i suggests, the relative energy of
the higher harmonics decreases over the frequency range, and the slope of the
harmonic spectrum is called spectral tilt.

Speech wave forms. Figure 3.2 shows a typical wave form (or time signal) for
speech—the utterance ‘she had been sad’. As the zoomed portion of the waveform
(the word ‘she’) shows, the speech signal consists of a sequence of quasi-periodic and
non-periodic portions. Quasi-periodic portions correspond to voiced sounds (based
on vocal fold vibration); for example, vowels and consonants such as glides (i.e.

Continued
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Figure 3.2 Illustration of a speech wave form with different degrees of temporal resolution. Time
signal segments are given for: (a) the utterance ‘she had been sad’; (b) the word ‘she’; and (c) a
segment from the vowel (i:) showing demarcation of individual periods.
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vowel-like sounds that serve as consonants). Non-periodic portions correspond to
unvoiced sounds (turbulent noise); for example, consonants such as fricatives (pro-
duced by air flowing through a narrow channel made by placing two articulating
organs close together e.g. the tip of the tongue and the upper teeth, as in the
pronunciation of English initial ‘th’ in ‘thick’) and stops (produced by obstructing
airflow in the vocal tract by the lips or tongue). The spectra of the quasi-periodic
speech sounds generally resemble the examples for periodic wave forms given in
Fig. 3.1, but there are some specificities due to the fact that the vibrations produced
at the voice source are filtered by the vocal tract (see ‘Resonance’ below).

The mechanism of voice and speech production

The basis of all sound making with the human vocal apparatus is air flow through the
vocal tract powered by respiration. The type of sound produced depends on whether
the air flow is set into vibration by rapid opening and closing of the glottis (so-called
phonation), producing quasi-periodic voiced sounds, or whether it passes freely
through the lower part of the vocal tract and is transformed into turbulent noise by
friction at the mouth opening (non-periodic, unvoiced sounds). The quality of the
sound is further determined by articulation and resonance. Figure 3.3 illustrates the
major structures of the voice production mechanism as described below.

Respiration. The raw material for vocal behavior is air flow generated in the lungs
through the joint action of the diaphragm and the thorax with the help of the
respiratory muscles. The air column in the trachea below the glottis builds up
pressure and thus serves as the power supply for phonation or frication.

Phonation. At the beginning of phonation, the vocal folds are set into a closed
position by the muscular action of the laryngeal muscles. The continuous respira-
tory air flow compresses the air in the column below the glottis and builds-up
subglottal pressure. When the pressure exceeds the closing force of the laryngeal
muscles, the vocal cords open for a fraction of a second to release some of the
pressure. The reclosing of the vocal cords is achieved by the elastic recoil of the folds
themselves, and a so-called Bernoulli effect produced by the sudden drop of pressure
in the glottis resulting in a sucking action. Both the overall tension and the
adduction and abduction of the vocal folds are regulated by a large number of
extra- and intralaryngeal muscles that act in combination to produce a laryngeal
setting for voicing. The most important factors are the length, thickness, mass, and
tension of the vocal folds. Thus, for example, the greater the length and the tension,
and the smaller the mass and thickness of these ligaments, the faster they will open
and close (which represents a higher rate of vibration and thus higher F0). Both FO
and voice quality (e.g. breathiness, roughness, sharpness) are strongly influenced by
the timing of the glottal cycle (e.g. the relative duration of closing, closed, opening,
and open phases). Figure 3.4 shows a graph of the glottal cycle that illustrates these
variables. Depending on the slopes of opening and closing and the relative durations,
the spectrum of a glottal wave form (i.e. glottal spectrum) will show different
characteristics (e.g. with respect to spectral tilt).

Continued
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Figure 3.3 Schematic diagram of the human vocal mechanism.

Box 3.2: Contd

While the details of the phonation process and the precise roles of the structures
involved, especially of the different muscles, are not yet completely understood (but
see Titze 1994 for a comprehensive overview), we do know that the nature of
phonation is a powerful determinant of vocal features (and, consequently, of
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Figure 3.4 Wave form produced by the opening and closing of the vocal folds (glottal cycle) and
the resulting spectrum: (a) time signal of wave form; (b) spectrum.

acoustic parameters). It is further important to note that the laryngeal setting in
phonation is likely to be strongly affected by emotional arousal. The effects of
psychological factors on the larynx are demonstrated by the quite frequent psycho-
genic voice pathologies involving phonation problems (see Moses 1954; Perkins 1971;
Stemple et al. 2000). Scherer (1986) has suggested that higher muscle tension during
psychological arousal can produce shorter glottal pulses (higher FO) and more explo-
sive opening and closing phases, with steeper onset and termination gradients in the
glottal pulse wave form. The latter aspects will produce more relative energy in the
higher frequencies, yielding a sharp, metallic-sounding voice quality. Conversely, in a
state of high relaxation, the vocal folds may not close completely, or leave an anterior
‘chink’ open. This will influence the timing and shape of the glottal pulses in the
opposite direction, yielding an auditory impression of ‘breathiness’ (Alku et al. 1997).
Articulation. Tongue, lips, teeth, hard and soft palate, and jaw all combine to
produce specific configurations of the shape of the pharynx and the nasal and oral
cavities in the service of producing language-specific speech sounds, either in the form
of unvoiced sounds (mainly stops and fricative consonants) or voiced sounds (differ-
ent vowels and voiced or semi-voiced consonants such as glides). Vowels are acous-
tically distinguished by different formants in the vowel spectrum (explained below).
Resonance. The characteristics of a speech wave form (and of its spectrum) are
determined by two quite different and largely independent factors: the glottal wave
or pulse (determined by the subglottal pressure and the laryngeal setting) and the
vocal tract resonance characteristics (transfer or filter function, mainly determined
by the supralaryngeal articulatory setting). The glottal pulses pass through the
acoustical filter of the vocal tract. This process is shown in Fig. 3.5, which illustrates
the source-filter theory of speech production (Fant 1960) accepted by most speech
scientists today. As a result of the glottal pulse’s passage through the transfer
function of the vocal tract, some of the harmonics in the spectrum of the pulse
are amplified (producing local energy maxima called formants) and others are
attenuated (antiformants). Both effects depend on the resonance characteristics of
the exact articulatory setting in the vocal tract. Wave forms in Figs. 3.5a—c show the

Continued
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Box 3.2: Contd

result of this filtering process in the time domain and wave forms in Figs. 3.5d-f, its
equivalent in the frequency domain. It is this type of wave form, radiating at the
mouth of the speaker, that serves as the basis for the objective measurement of
acoustic parameters (see Module D).
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Figure 3.5 The source-filter theory of speech production: (a) glottal wave; (b) vocal tract shape;
(c) radiated sound wave; (d) glottal spectrum; (e) vocal tract transfer function; (f) acoustic
spectrum at mouth opening (adapted from Fant 1960).

animals have a more flexible physical structure, thanks to the possibility of varied use of
the same organ and a higher degree of brain control (Busnel 1977). The exact level of
differentiation in the sound-producing apparatus is reflected in the organism’s vocal
behavior. Thus, for example, the primitive sound-producing apparatus in amphibians
(e.g. frogs) permits only a few calls, whereas the larynx of nonhuman primates makes
possible a great variety of vocal expressions (Ploog 1992).

Vocal behavior also depends on ecological constraints. In general, it appears that the
extent and richness of vocal behavior in an organism is correlated with its degree of
social cooperation. Thus, it may not be surprising to find that vocal expression seems
especially important in social mammals (e.g. MacLean 1993). It has been argued that
social grouping evolved as a means of cooperative defense, and that some kind of
nonverbal communication system had to develop to allow sharing of tasks, space, and
food (Boone & Buck 2003; Plutchik 1980). Vocal expression provides a means of social
coordination, and the need for efficient vocal communication may be particularly
pressing in humans, who display an unprecedented complexity of social interaction
(e.g. Buss & Kenrick 1998). Hence, one of the defining attributes of vocal expression
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could be its social role: it provides ‘markers’ for the biological and social identity of
individuals and their affective states (Scherer 1982).

Vocal expression seems to often occur in situations associated with basic survival
problems that different organisms have in common (e.g. avoiding predators, finding
food, competing for resources, and caring for offspring). Although biologists and
ethologists have tended to shy away from using words such as affect or emotion in
connection with animal behavior (Plutchik 1994, Chap. 10; Scherer 1985), a strong case
could be made that most animal vocalizations (at least in social mammals) involve
motivational states that are closely related to emotions (Hauser 2000; Marler 1977;
Ploog 1986; Goodall 1986; Scherer 1985; Snowdon 2003). The affective states usually
have to be inferred from the situations in which the vocalizations occurred. Compara-
tive research has provided evidence of correspondences between the particular acoustic
characteristics of an animal’s vocalizations and particular emotional situations (Scherer
1985). One explanation of this finding may be that the expressive forms that such
vocalizations take indirectly reflect the related situations or, more specifically, distinct
physiological patterns that support the emotional behavior called forth by these urgent
situations. Animal vocalizations often occur in tandem with autonomic arousal (e.g.
Marler 1977), and physiological factors influence an organism’s voice production in
differentiated ways through their effects on the nature of phonation and resonance (see
Box 3.2). Consequently, as a general principle, depending on the specific physiological
state, one can expect to find specific acoustic features in the voice, even in humans
(Scherer 1986; see also Spencer 1857).

However, although vocal affect expressions initially arose from physiological pat-
terns, it is plausible that their precise form also reflects how they gradually became
ritualized into formal signals shaped by ecological constraints. For example, vocal affect
expression in animals seems to involve both categorical signals and graded signals, and
the precise extent to which one or the other is used by a given animal seems to depend
partly on its physical environment. As noted by Marler (1977, p. 56), accurate iden-
tification of an acoustic signal at a distance and under ‘noisy’ conditions, due to signal
degradation (e.g. during hunting), should be easier with stereotyped and discrete
signals than with highly variable signals. Because conditions such as these may apply
to the human ecology also, we could expect to find at least some categorical effects in
human vocal expression (Laukka 2004). On the other hand, even in discrete vocal
expressions, fine variations may have informative value as well, indicating, for instance,
the urgency of the situation.

Ecological constraints involve not only the physical environment but also the social,
and although human vocal affect expression is based on phylogenetically old parts of
the brain that are in many respects relatively similar to those of nonhuman primates,
what is characteristic of humans is that they have much greater voluntary control over
their vocalization (Jirgens 2002). Therefore, an important distinction must be made
between so-called ‘push’ and ‘pull’ effects in the determinants of vocal expression
(Scherer 1989). Push effects involve various physiological processes, such as respiration
and muscle tension, which are ‘naturally’ influenced by emotional response; for in-
stance, increased muscle tension produced by arousal of the sympathetic nervous
system may influence breathing pattern, the shape of the vocal tract, and facial
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expression, all of which influence voice production. Pull effects, on the other hand,
reflect external conditions that may lead to strategic posing of emotional expressions
for manipulative purposes (e.g. Krebs & Dawkins 1984). This may involve social
processes such as self-presentation (wanting to create certain impressions of oneself
in the perceiver in terms of identity, ability, moral, and prestige) and conventionaliza-
tion (stereotyping to enhance the clarity and shared meaning of signals; see Scherer
1985).

The evolutionary value of being able to simulate certain emotions (or intentions) is
dependent on the initial existence of genuine expressions of emotions, wherefore the
form of strategic signals should be based on genuine signals. Because vocal affect
expression frequently involves a combination of push and pull effects, spontaneous
and strategic vocal expression may be difficult to disentangle in real life.”> Further
research is clearly needed to better understand the relationship between push and
pull effects.

Brunswik’s lens model

So far, we have seen that vocal expression of affect can be regarded as an evolved
mechanism that reflects both push (physiological reactions) and pull (strategic signal-
ing) effects. The situation is further complicated by the fact that speakers may produce
vocal effects in both an involuntary (automatic) and voluntary (controlled) fashion
(Scherer 1994). Perceivers try to infer a covert variable—the underlying emotion or
intention—on the basis of a set of overt voice cues. Unfortunately, individual voice cues
are not wholly reliable indicators of the emotion. The uncertain nature of these cues
reflects a number of variables including:

individual differences among speakers

interactions that involve the linguistic contents
degradation of acoustic signals in natural environments
interactions between push and pull effects

Ll .

% The distinction between expression of genuinely felt affect and strategic signaling of affect that
is not necessarily felt has, in fact, a long history in both philosophy and pragmatics (Caffi &
Janney 1994). This is evident from many similar distinctions by authors in different disciplines:
cathartic vs. instigative uses of speech (Aristotle 330 ca. BC/1932); emotional vs. emotive
communication (Marty 1908); ausdruck vs. appell functions of language (Biithler 1934); and
spontaneous vs. symbolic communication (Buck 1984). It is thus surprising that some emotion
researchers have recently advocated strategic vocal signaling as a ‘new’ approach that should
somehow replace the view that people express genuine emotions (e.g. Russell et al. 2003). There
is no doubt that people spontaneously express emotions through the voice, and that they may
even find it difficult to avoid doing so. In fact, it has been argued that the voice channel might be
more susceptive to ‘leakage’ of emotion than other nonverbal channels (Ekman et al. 1976). On
the other hand, it is equally clear that people often intentionally (whether consciously or not)
pose emotions for strategic reasons. This dual aspect of vocal expression is something that one
should take into consideration when designing studies of vocal expression (see Module B).
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5. that a cue may be similarly associated with more than one emotion (e.g. fast speech
rate may occur in both joy and anger signals, and thus speech rate is not a perfect
indicator of either emotion).

The point is that the voice channel is inherently filled with noise. (Noise refers to that
extraneous variability or information in the channel that is not part of the wanted
signal or ‘message’.) The implication is that researchers should expect to find much
noise in data from studies of vocal expression, and in subsequent sections, we suggest
ways of coping with noise in research designs. Understanding this aspect may be one of
the keys to progress in the field (Juslin & Laukka 2003).

Studies of vocal affect expression have shown that individual voice cues are not
perfectly correlated with the expressed affective states, and that there are intercorrel-
ations between cues (Banse & Scherer 1996; Juslin & Laukka 2001) that partly reflect the
voice production process (see Box 3.2). For instance, an increase in subglottal pressure
increases not only the loudness, but also the fundamental frequency to some extent.
These voice production constraints could help to explain some of the peculiar and often
inconsistent results that have been obtained in studies of vocal expression. The char-
acteristics of the vocal communication process may be quantitatively described using a
variant of Brunswik’s (1956) lens model (Scherer 1978, 1982). The lens model was
originally intended as a model of visual perception, but it was later used mainly in
judgment research (see Hammond & Stewart 2001). However, it has also been used by
several researchers, including Brunswik himself, to study social perception (Brunswik
1956; Funder 1995; Scherer 1978), as well as music perception (Juslin 2000).

Figure 3.6 presents a modified version of Brunswik’s lens model from Scherer et al.
(2003). This model allows one to clearly distinguish between the expression (or encod-
ing) of emotion on the sender side, transmission of the sound, and the impression (or
decoding) on the receiver side, resulting in emotion inference. The model encourages
voice researchers to measure the complete process including:

the emotional state expressed

the acoustically measured voice cues

the perceptual judgments of voice cues

the cognitive process that integrates all cues into a judgment of the encoded
emotion.

Ll

The uncertain relationships between the various aspects can be modeled using
correlational statistics (e.g. multiple regression, path analysis; see Module I). The
transmission part is divided into acoustic voice cues and perceptual judgments of the
same cues to highlight that the perceptual representation of cues may not correspond,
in a one-to-one mapping, with their objectively measurable properties.” The subjective
dimensions or categories used by naive listeners to differentiate voices and voice
changes are referred to as proximal cues (see Module H). One further aspect of the
transmission part that can be investigated involves the degradation of the acoustic

*> Some versions of the lens model leave out subjective impressions of voice cues and index
relationships between objectively measurable voice cues and judgments directly.
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Figure 3.6 Modified form of the Brunswikian lens model applied to vocal expression of affect
(from Scherer et al. 2003).

signals that will occur in natural environments due to factors such as attenuation,
reverberation, and atmospheric turbulence (Wiley & Richards 1978).

Besides emphasizing the interdependent nature of the vocalization process, the lens
model may illustrate how the process depends on voice cues that are probabilistic
(uncertain indicators of the expressed emotion) though partly redundant (intercorrel-
ated). As a consequence, decoders have to combine several different voice cues to
achieve veridical perception. This is not a matter of pattern matching, however, since
the voice cues contribute in an additive fashion to decoders’ judgments—each cue is
neither necessary nor sufficient, but the larger the number of cues used, the more
reliable the communication. Brunswik’s notion of vicarious functioning can be used to
describe how decoders use the partly interchangeable cues in flexible ways, sometimes
shifting from a cue that is unavailable to one that is available. The lens model captures
the ways in which human perceivers have adopted perceptual strategies that reflect the
structure of the environment: vicarious mediation of cues in the environment (i.e.
multiple, fallible voice cues) is matched by vicarious functioning in the perceiver
(i.e. flexible utilization of multiple, intercorrelated cues).*

* Note that the lens model can be applied equally well to the simple process of emotion inference
based on vocal cues, and to the complete process of communication of emotion that includes
both sending intention and recognition. Seyfarth and Cheney (2003) observed that a vocaliza-
tion’s potential to convey referential information is separate from the question of whether the
vocalization is the result of affect or an intention or both. Similarly, in the classical rhetorical
perspective, ‘emotive activities are regarded as semiotic phenomena with communicative
potential, regardless of whether they are ‘sincere’ or not’ (Caffi & Janney 1994, p. 330).
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The coding captured by the lens model has one particularly important implication—
because the acoustic cues are intercorrelated to some degree, more than one way of using the
cues might lead to a similarly high level of decoding accuracy (e.g. Dawes & Corrigan 1974;
Juslin 2000). Further, different cues may substitute for one another (Slaney & McRoberts
2003, Appendix B). Brunswik’s lens model might explain why there is accurate communi-
cation of emotions in vocal expression (see p. 108) despite considerable inconsistency in
voice cues: multiple cues that are partly redundant yield a robust communicative system
that is ‘forgiving’ toward deviation from optimal code usage. However, robustness comes
with a price: the redundancy of the cues means that the same information is conveyed by
many cues. This limits the information capacity of the channel (Shannon & Weaver 1949).
A system of this kind involves ‘compromise and a falling short of precision, but also the
relative infrequency of drastic error’ (Brunswik 1956, p. 145).

In this chapter, we propose an expanded lens model that also encompasses the
processes of cognitive appraisal and physiological response (Fig. 3.7). In accordance
with Scherer’s (1986) theory, it is hypothesized that an emotion will reflect the
cumulative outcome of appraisal of the specific event on a number of appraisal
dimensions (see further discussion on p. 92). The outcomes of the separate appraisals
are further assumed to have specific effects on physiological indices that influence voice
production. Just as the cognitive appraisal will ‘scatter its effects’ in terms of a
differentiated response to the particular conditions of the emotion-producing situ-
ation, the voice production process will ‘scatter its effects’ in terms of differentiated
voice patterns that reflect the appraisal through its effects on physiology. This illustrates
why perceiving emotions in other individuals is useful for one’s own behavior orien-
tation: quite possibly, the perceiver infers not simply the emotion as such, but also the
speaker’s cognitive appraisal of the actual situation (Ekman 1997; Scherer 1988). This
hypothesis remains to be tested, although the present version of the lens model suggests
that it can be profitable to directly manipulate appraisal dimensions in order to study
their effects on physiological response patterns and voice cues (see Johnstone et al.
2001; see also p. 98). The extent to which the resulting voice patterns involve distinct
emotion categories (as predicted by the discrete emotions approach) or an infinite
number of different emotions (as predicted by the component process approach) is still
uncertain, because most studies have not included a sufficiently large and well-differ-
entiated set of emotion labels to be able to distinguish these approaches.

Implications for research

The characteristics captured by Brunswik’s lens model have important consequences
for how research on vocal expression should preferably be conducted. Specifically, the
following four aspects need particular consideration. Firstly, the lens model implies that
valid inferences about affect depend equally on the sender and the receiver. To under-
stand vocal expression of affect, researchers need to study both sides of the lens model
in combination. For example, the extent to which a speech sample features cues that
reliably index affect will necessarily set the upper limit on the accuracy with which
perceivers can infer the affect. Only an analysis of both aspects will allow a researcher to
explain poor accuracy in terms of encoding or decoding.
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Figure 3.7 Extended lens model of vocal expression of emotion.

Secondly, and partly following from the previous point, researchers should strive to
achieve representative sampling of both encoders and decoders (whereas most previous
studies of social perception have followed a double standard, since they have only
sampled decoders and not the social objects to be judged). Unless voice stimuli are
sampled representatively, almost any level of decoding accuracy (or lack thereof) may
be demonstrated in a given experiment. (Notably, several studies of vocal affect
expression have relied on a single encoder; see Juslin & Laukka 2003, Table 2.)

Thirdly, because social perception focuses on ‘distal’ variables (i.e. the underlying
emotion or intention) and not on proximal mediation (i.e. the cues themselves),
researchers should expect to find stability at the distal level (i.e. decoding accuracy),
albeit not on the mediation level (i.e. cue utilization). Researchers must adopt methods
that can accommodate this aspect, allowing for variability at the mediation level, while
still being able to demonstrate stability at the distal level. Traditional analysis of
variance (which has been the method of choice in psychology) may not be the best
way to capture this phenomenon. (See Module I for alternative analytic approaches.)

Fourthly, because each voice cue to affect is only probabilistic, researchers (like
encoders and decoders, incidentally) need to consider many cues in order to capture
the complete ‘code’ and thereby permit successful prediction of expressed as well as
inferred emotions (see Module D). Any study that measures only a subset of voice cues
runs the risk of leaving out significant aspects of the code involved in the process, which
could lead to the invalid conclusion that voice cues do not discriminate among
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emotions. Analyzing many cues is also needed in order to permit encoders and
decoders to display vicarious functioning of cues (e.g. cue substitution), which can
help to explain stability at the distal level despite variability at the mediation level.

Voice cues to affect

Research questions

The basic assumption underlying most work on vocal affect expression is that there is a
set of objectively measurable voice cues that reflect human affective states. While this
assumption seems reasonable considering the origin and physiological basis of vocal
expression (see p. 81), it has been called into question by some authors. Considerable
effort has thus been invested to examine the relationships between voice and affect. Key
questions include:

Can voice cues be used to reliably measure underlying emotional states?

Are different emotions expressed through different patterns of voice cues?

To what extent are affective states other than emotions expressed by voice cues?

Is it possible to detect lying on the basis of voice cues?

Are emotions portrayed by actors different from emotions expressed spontaneously?
Is there any theory that can account for the empirical findings?

Levels of description of vocal expression

Studies of vocal affect expression aimed at addressing the above questions could involve
different levels of description of vocal behavior. Human vocalization is produced by the
joint action of respiratory, phonatory, and articulatory processes (see Box 3.2). Con-
sequently, each vocal expression can be characterized on:

1. the physiological level (e.g. describing nerve impulses or muscle innervation patterns
that form the basis of the action of the structures involved in the voice production
process)

2. the phonatory-articulatory level (e.g. describing the position or movement of the
major structures involved, such as the vocal folds)

3. the acoustic level (e.g. describing characteristics of the speech wave form emanating
from the mouth).

A number of different objective methods are available for investigating vocal expres-
sion on each of these levels (see Modules D and E). Although the various levels of
description are not independent of one another (e.g. each articulatory setting of the
vocal tract can, in principle, be reduced to the precise underlying physiological pattern
of muscle innervation), it is crucial to keep these levels clearly differentiated. First, in
many cases, we do not yet know the precise relationship between one level of descrip-
tion and another (e.g. the exact phonatory-articulatory setting responsible for a
particular pattern of acoustic parameters). Secondly, in some cases, different processes
on one level may lead to the same result on another level (e.g. several different
phonation patterns may lead to the same acoustic parameter in the spectrum).
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Many of the categorical systems that have been proposed for research on vocal
expression (e.g. Crystal 1975; Crystal & Quirk 1964; Key 1977, pp. 92-100; Laver &
Hutcheson 1972, pp. 11-14; Poyatos 1976; Trager 1958) do not differentiate between
levels of description—a fact that makes it impossible to compare the various labels or
categories (leaving aside the problems of reliable operationalization of the concepts). In
many such systems, additional complications are created by the inclusion of various
linguistic criteria such as juncture, sender intentions such as manipulation attempts,
listener interpretations such as complaining voice, or cultural norms such as over-high
pitch. Because of these shortcomings, and because most of the systems have rarely been
used in empirical research, they will not be reviewed in this chapter. The primary
concern here is the description of parameters that can be objectively assessed for each
level of description or that seem useful for subjective measures of proximal cues in voice
perception.

Summary of previous research

A large number of studies of vocal expression have attempted to specify what aspects of
the voice are predictive of expressed or portrayed emotion. This endeavor, however, has
proved to be more difficult than expected. This is due to both the numerous practical
problems associated with studies of vocal expression (see Modules A-E and Chapter
12) and the complex nature of the voice production process itself (see Box 3.2). Hence,
reviews of the literature on vocal expression commonly mention inconsistent results
regarding voice cues to emotion (see Cowie et al. 2001; Frick 1985; Murray & Arnott
1993). Scherer (1986) thus pointed out an apparent paradox: whereas listeners seem to
be accurate in decoding emotions from voice cues, scientists have been unable to
identify a set of voice cues that reliably discriminate among emotions. Some researchers
have thus argued that voice cues may reflect only the so-called activation dimension of
emotions (Davitz 1964), or a combination of arousal and valence (e.g. Bachorowski
1999). However, these arguments could be premature, because recent research suggests
that there is a great deal of acoustic differentiation of emotions in vocal expression.
What seems needed to obtain such emotion differentiation is:

1. inclusion of a sufficient number of voice cues
2. precision in the labeling of the emotional states expressed
3. proper research designs (see Modules A-E).

In particular, it seems necessary to reach beyond single measures of the most
common voice cues (e.g. fundamental frequency, rate, intensity), which may involve
similar cue levels for different emotions, and to analyze other cues that differentiate
among such emotions. There is actually a whole range of voice cues that can be used to
index affective processes, but most previous studies have analyzed only a subset of these
cues (see Table 3.5).

As explained in Box 3.1, different theories of emotion (discrete emotions, dimen-
sions, and component processes) make different predictions about the results we
should expect to obtain. Table 3.2 shows a set of empirically-derived predictions for
patterns of voice cues for discrete emotions based on previous reviews of over a
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hundred studies of vocal expression of emotions (e.g. Juslin & Laukka 2003). Also
included are the predicted changes in voice cues associated with emotional stress. As
discussed earlier in p. 83, researchers should not expect to find that the data for any
single speaker in a single study will rigidly conform to the predictions shown in Table
3.2. There are numerous sources of variability that may introduce noise into the vocal
process (e.g. individual differences among speakers, interactions with the verbal ma-
terial, push and pull effects, signal degradation). Across studies and speakers, however,
one might expect results to converge around the patterns presented in Table 3.2, with
scope for revisions, of course.

It should be noted that the predictions are more certain in regard to those emotions
that have been more thoroughly studied (e.g. sadness) than for those investigated in
only a few studies (e.g. love). In general, the results in Table 3.2 support both discrete
emotion theories and component process theories in suggesting that there are emotion-
specific patterns of cues in vocal affect expression that go beyond the simple affective
dimensions of activation and arousal. However, there are several inconsistencies in the
results reported so far that need to be resolved (see Juslin & Laukka 2003, Table 7).

Most studies of vocal affect expression have used emotion portrayals by professional
actors, and an important question concerns the extent to which such portrayals differ
from natural vocal expressions (see p. 96). The jury is still out—primarily because we
have little data on natural expressions. However, a preliminary view of the available
findings from studies that used natural speech samples or emotion induction, in
comparison with those using emotion portrayals, is shown in Table 3.3. This compari-
son reveals, first of all, the urgent need for further studies using natural vocal expres-
sions. However, it also indicates that the pattern of results is generally similar for the
two types of speech samples. Hopefully, improved research methodology with regard to
emotion induction methods and real-life recordings will allow researchers to make
further comparisons of portrayals and natural expressions (see Module B).

In addition to discrete emotions, a number of studies have obtained preliminary
results with regard to affect dimensions such as activation, valence, and potency.
Activation is the dimension most studied, and the data are fairly consistent. High
activation is associated with high mean FO, large FO variability, fast speech rate, short
pauses, increased voice intensity, and increased high-frequency energy (Apple et al.
1979; Breitenstein et al. 2001; Davitz 1964; Huttar 1968; Laukka et al., in press; Levin &
Lord 1975; Pereira 2000; Pittam et al. 1990; Scherer & Oshinsky 1977; Schroder et al.
2001; Uldall 1960). The results for valence are much more inconsistent. Some studies
have found that positive valence is associated with low mean FO0, large FO variability, fast
speech rate, shorter pauses, and low voice intensity (Laukka et al. in press; Scherer 1974;
Scherer & Oshinsky 1977; Schroder et al. 2001; Uldall 1960). Other studies have failed
to obtain a particular set of cues that convey different levels of valence (Apple et al.
1979; Davitz 1964; Pereira 2000).

The potency dimension has been less studied than activation and valence, and the
results are inconsistent. High potency has been found to be associated with both high
and low mean F0, and with both fast and slow speech rate; and further with low FO
floor, large FO variability, high voice intensity, large voice intensity variability, and much
high-frequency energy (Apple et al. 1979; Harrigan et al. 1989; Laukka et al., in press;
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Table 3.3 Comparison of results from studies that used emotion portrayals with those that used natural or
mood-induced vocal affect expressions (based on Juslin & Laukka 2003, Tables 2 and 7).

Emotion
Voice cue Method Anger Fear Happiness Sadness
Speech rate Portrayal Fast: 17 Fast: 18 Fast: 15 Fast: 1
Medium: 3 Medium: 3 Medium: 2 Medium: 4
Slow: 3 Slow: 1 Slow: 6 Slow: 19
Natural Fast: 6 Fast: 2 Fast: 3 Fast: 0
Medium: 0 Medium: 0 Medium: 2 Medium: 1
Slow: 1 Slow: 1 Slow: 0 Slow: 6
Voice intensity mean Portrayal High: 24 High: 7 High: 16 High: 0
Medium: 1 Medium: 3 Medium: 4 Medium: 2
Low: 0 Low: 6 Low: 0 Low: 22
Natural High: 3 High: 3 High: 3 High: 1
Medium: 0 Medium: 0 Medium: 1 Medium: 0
Low: 1 Low: 1 Low: 0 Low: 4
FO mean Portrayal High: 25 High: 19 High: 26 High: 3
Medium: 5 Medium: 8 Medium: 2 Medium: 0
Low: 2 Low: 2 Low: 0 Low: 28
Natural High: 6 High: 6 High: 7 High: 1
Medium: 0 Medium: 0 Medium: 0 Medium: 0
Low: 2 Low: 1 Low: 1 Low: 10
FO variability Portrayal High: 21 High: 6 High: 24 High: 1
Medium: 4 Medium: 5 Medium: 1 Medium: 1
Low: 3 Low: 14 Low: 1 Low: 24
Natural High: 3 High: 2 High: 4 High: 1
Medium: 0 Medium: 0 Medium: 1 Medium: 0
Low: 0 Low: 1 Low: 0 Low: 3
Voice quality (HF) Portrayal High: 17 High: 5 High: 10 High: 0
Medium: 0 Medium: 2 Medium: 2 Medium: 0
Low: 0 Low: 4 Low: 0 Low: 15
Natural High: 2 High: 1 High: 2 High: 0
Medium: 0 Medium: 0 Medium: 0 Medium: 0
Low: 0 Low: 1 Low: 0 Low: 2

Note: Values show the number of studies that obtained each result (bold text = most frequent).

Scherer 1974; Scherer & Oshinsky 1977; Schroder et al. 2001; Tusing & Dillard 2000;
Uldall 1960). In sum, the findings support dimensional theories of vocal affect expres-
sion in that there seem to be some voice correlates of some affect dimensions, but, as in
the case of discrete emotions, there are some inconsistent findings that need to be
resolved. A dimensional approach may be especially suitable for studying affect states of
a relatively weak intensity, such as moods (see Box 3.1).

Many more specific predictions can be made on the basis of appraisal theories (see
Scherer etal. 2001 bfor a comprehensivereview). Appraisal theorists generally assume that
the efferent response patterns (e.g. physiological changes and facial/vocal expression) are
produced by specific appraisal outcomes, and that they serve as adaptive responses to the
need for information processing and action tendencies (see Scherer 1984 and Smith &
Scott 1997 for discussions of this hypothetical patterning mechanism).
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On the basis of his special brand of appraisal theory—the component process
model—Scherer (1986) presented an extensive set of predictions concerning the
physiological changes and the ensuing consequences for the voice production mech-
anism (componential patterning) that can be expected for appraisal results on specific
dimensions. Briefly put, the model relies on the assumed functional consequence of a
specific appraisal result to predict the pattern of peripheral physiological arousal that is
likely to occur. Then, the effects of the respective physiological pattern on the voice
production process are estimated and the acoustic concomitants are inferred. For
instance, an event that is appraised as goal-obstructive by the individual may require
strong action (e.g. fighting), which should lead to high sympathetic arousal with
consequent changes for respiration and muscle tension, and thus changes in phonation
(e.g. higher fundamental frequency, different glottal pulse shape producing energy
changes in the spectrum; see Box 3.2). Similarly, it is predicted that an appraisal of
high-coping potential (e.g. power to deal with an obstacle) will lead to facial changes
evolutionarily linked to biting behavior. The configuration of the vocal tract produced
by this setting will privilege certain filter characteristics of the vocal tract (see Kent 1997;
Gobl & Ni Chasaide 2003), and will thus influence the energy distribution in the
spectrum.

The evidence to date is consistent with many of Scherer’s predictions, but also
suggests important modifications (Banse & Scherer 1996; Juslin & Laukka 2001; Scherer
et al. 2003). Johnstone et al. (2001) discuss a number of crucial issues that need to be
taken into consideration when testing a theory of this kind. We foresee that novel
developments with regard to obtaining speech samples (Module B) and measuring
physiological changes (see Christie & Friedman 2004; Fahrenberg & Myrtek 1996;
Herrald & Tomaka 2002) may lead to increased opportunities for tests and comparisons
of different theories of vocal affect expression.

Conducting studies of voice cues to affect

Conducting a study of vocal affect expression involves a number of crucial steps
including:

choosing what affective states to investigate (Module A)

obtaining speech samples (Module B)

recording speech samples (see Chapter 12)

segmenting speech samples (Module C)

and measuring the voice at the acoustic (Module D) or physiological and phonatory-
articulatory levels (Module E).

Further steps that are related to the study of affect inferences from voice cues are
described in the section covering that topic (see p. 111). While few studies may
encompass all of these aspects at once, a systematic research program devoted to
vocal expression will probably involve most of these aspects in order to gain a deeper
understanding of the topic.
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Module A: Choosing affective states

Important questions for any study of vocal affect expression are what states to focus
on and how they should be labeled. An overall recommendation is that the selection of
labels is made in some systematic fashion (e.g. on a theoretical basis) rather than in a
post-hoc fashion, though the procedure may obviously depend on the nature of the
study to some extent. For instance, in some studies that use natural speech samples
(see Module B), the affect expressed may have to be rated or coded after the recording,
instead of being pre-determined by the researcher. Furthermore, the selection of affect
labels might be different depending on its intended use. It seems important to make a
distinction between pragmatic considerations and scientific considerations, which
should not be confounded. Pragmatic considerations could concern questions
about what would work in a practical application (e.g. how many emotions need to
be distinguished in order for a particular emotion recognition device to be useful?).
Scientific considerations, in contrast, concern the true nature of the phenomena in
question (e.g. how many emotions are required to give a satisfactory account of vocal
expression?) From a practical point of view, different theories of emotion may be
equally useful, depending on the application. From a scientific perspective, however,
it seems unlikely that all theories of emotion give an equally adequate account of vocal
affect expression. Examples of how different theoretical approaches may be adopted
in respect to vocal expression are provided on pp. 88-92. Below, we offer some more
general recommendations regarding choice of affect labels.

First, it is paramount to distinguish between the different affective phenomena
discussed in Box 3.1 (Table 3.1), such as emotions, moods, affective stances, and
attitudes. In previous research, it has been quite common to intermingle affect labels
that refer to different kinds of affect in the same speech sample. This may cause
problems, since different kinds of affect may have different characteristics in terms of
the time course, specificity, and strength of impact (Table 3.1). These differences
may introduce noise into the statistical analyses (that are frequently conducted
across different states; see Module I), which can obscure reliable effects. It seems
preferable to analyze speech samples that consist of homogenous types of affective
states. This implies that researchers must use precise procedures and instructions to
be able to determine that a specific type of affect is expressed or portrayed.

Secondly, for a given type of affective phenomenon, say emotion, it is important
to achieve sufficient precision in the labeling of the states so that all genuinely
different states have different labels, whereas similar states are treated as such.
There is currently no generally accepted system for classifying emotions, and the
relationship between language and emotions is highly complex. There are many
hundreds of words that refer to emotions in most Western languages, and studies of
vocal affect expression could not possibly include all these labels. Thus, some
reduction of the emotion labels is clearly necessary in order to make research
feasible. Still, this reduction should not go too far. Table 3.4 shows the frequency
with which 89 affect labels have been used in 104 studies of vocal expression. As may
be seen, the default choice of labels has been a small set of emotions, roughly
corresponding to the most commonly postulated basic emotions, such as joy,

Continued
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Table 3.4 Frequency of occurrence of 89 affect terms in 104 studies of vocal affect expression (based on Juslin
& Laukka 2003, Table 2)

Anger 85 Scornfulness 3 Desire 1
Fear 65 Shame 3 Disappointment 1
Sadness 65 Sorrow 3 Disdain 1
Happiness 44 Uncertainty 3 Dislike 1
Joy 31 Comfort 2 Dominance 1
Disgust 26 Confidence 2 Excitement 1
Surprise 24 Coquetry 2 Friendliness 1
Boredom 17 Disbelief 2 Fury 1
Contempt 15 Gladness 2 Grimness 1
Love 10 Hate 2 Hostility 1
Grief 9 Nervousness 2 Humor 1
Interest 7 Objectivity 2 Jealousy 1
Anxiety 6 Pleading 2 Indignation 1
Doubt 6 Pomposity 2 Insistence 1
Elation 5 Relief 2 Irritation 1
Satisfaction 5 Reproach 2 Kindness 1
Sympathy 5 Sarcasm 2 Lust 1
Admiration 4 Threat 2 Panic 1
Pain 4 Timidity 2 Pedantry 1
Tenderness 4 Accommodation 1 Pleasure 1
Affection 3 Aggression 1 Rage 1
Cheerfulness 3 Amusement 1 Relaxation 1
Contentment 3 Approval 1 Seductiveness 1
Determination 3 Astonishment 1 Shyness 1
Enthusiasm 3 Aversion 1 Solemnity 1
Impatience 3 Boldness 1 Startle 1
Irony 3 Calm 1 Tension 1
Laughter 3 Complaint 1 Terror 1
Longing 3 Defiance 1 Worry 1
Reverence 3 Delight 1

Note: For consistency, all terms have been converted to nouns.

Module A: Cont’d

sadness, anger, fear, disgust, surprise, boredom, and contempt (the mean number of
affect labels used in these studies was 5.89). However, it appears likely that vocal cues
communicate a much larger variety of affective states as well as index subtle
gradations within specific types of states. Consequently, apparent inconsistencies
in data from previous studies might be partly explained by insufficient precision
concerning the quality (Banse & Scherer 1996) as well as the quantity (Juslin &
Laukka 2001) of affect.

Though the ‘fuzziness’ in the relationship between emotions and emotion words
may never be fully resolved, it seems desirable to aim for more precision. To reduce
emotion labels to a practically feasible number, without obscuring important differ-
ences between states, is a challenge for researchers of vocal affect expression. Table
3.4 clearly shows the need for replication in regard to affective labels that have been
used in only a few studies. In addition, there is a need to examine the possibilities of
expressing ‘mixed’ emotions in the voice (Carlson et al. 1993).
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Module B: Obtaining speech samples

The question of how to obtain speech samples may seem to be just a technical
problem of minor importance in comparison with the grander issues in the study of
vocal affect expression. However, on the contrary, this aspect has important impli-
cations for a large number of theoretical issues in the field. Broadly speaking, there
are three types of speech samples that have been used in studies of vocal affect
expression, each with its own advantages as well as disadvantages:

1. emotion portrayals
2. natural vocal expressions
3. induced vocal expressions.

Precisely what kind of speech sample should be used in a given study obviously
depends on the goal of the study, as well as on certain theoretical and practical
considerations (discussed further below). For the field as a whole, however, the best
probable procedure is to combine the different approaches to obtaining speech
samples so as to mitigate the problems with each approach, thus making it possible
to find converging data from different methods.

First, it may be useful to outline some general desiderata for a speech sample. One
primary requirement is that the recording quality is as good as possible given the
practical circumstances (see Chapter 12). Some voice measures are quite sensitive to
poor recording quality, and could be distorted if the sound quality is deficient (see
Module D); how serious this problem is depends on the study. Secondly, it is a crucial
requirement that researchers can establish — beyond reasonable doubt — that a
particular emotion is really expressed, or intentionally portrayed, in a given speech
utterance, at least if the aim is to draw any conclusions about the ‘sender’ side of the
process. In other words, researchers need some independent criterion of the expressed
or portrayed emotion. Thirdly, it is important that the speech samples are natural-
sounding or, more specifically, that they are truly representative of real-world vocal
affect expressions (unless, of course, the goalis, for instance, to study how actors convey
emotions in theater). Fourthly, if the aim of the study is to investigate voice cues of
discrete emotions, the speech sample should consist of vocal affect expressions that are
sufficiently intense to make it possible to obtain reliable differences between emotions.

Finally, in order for the results to be generalizable (if that is a goal), the speech
sample must include utterances by many speakers. Notably, this is equally true
regardless of whether the study is focusing on encoding or decoding; for instance,
a listening test based on a single speaker may feature cues with a truncated range of
levels as compared to the full range of levels that may occur in vocal expressions in
general. The reason for this is that there are considerable individual differences
among speakers, and if one relies on a single speaker (as, in fact, several studies have
done in the past), there is a serious risk that obtained data (whether in terms of
decoding accuracy or patterns of voice cues) are at least partly an artifact of the
idiosyncratic features of the speaker.

Continued
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Under normal circumstances, researchers are rarely able to meet all of the above
requirements in one and the same study (hence, our recommendation for a ‘multi-
method’ approach). Recently, it has been proposed that researchers should attempt
to create more extensive and publicly available databases (instead of small data sets)
to increase generalizability of results (Cowie & Cornelius 2003). This is important in
ensuring that there is sufficient variability in the speech samples used with respect to
speakers, languages, gender, emotions, cues, judges, and contexts. (For a review of 32
emotional speech databases, see Ververidis & Kotropoulos 2003.)

Emotion portrayals

The most common method of obtaining speech samples in previous studies is by
recording emotion portrayals by professional actors (or, in some cases, lay persons) in
a laboratory setting. Actors are usually asked to perform given verbal material (with
standard content that remains the same throughout the session: numbers, letters of
the alphabet, nonsense syllables, or regular speech material like words, sentences, or
paragraphs) while portraying a set of discrete emotions, typically with high emotion
intensity (van Bezooijen 1984).

Advantages of this method include experimental control and the production of
strong effects on voice cues. (Itis also easy to obtain the kind of balanced data set that is
required for a number of voice manipulation techniques; see Module G.) One further
advantage is that it is rather easy to achieve a good sound quality on the recordings.

One serious problem with this approach is the risk that emotion portrayals by
actors in a laboratory may involve vocal affect expressions that differ in important
ways from those that occur in real life. For instance, actors may overemphasize some
voice cues, such as speech rate, at the expense of more subtle cues that are harder to
control, such as jitter (see Table 3.5). Also, it seems likely that emotion portrayals
involve more ‘stereotypical’ and conventional vocal affect signals than do ‘natural’
expressions. On the other hand, it may be argued that even in real life, people often
enhance and modify their own expressions according to display rules, in ways that
are not unlike acting (Banse & Scherer 1996; see also Chapter 2). A person who
always displays emotion in an honest and uninhibited fashion may soon find him or
herself in trouble!

There are ways to make emotion portrayals more similar to genuine vocal
expressions, including actors’ use of the Stanislavski technique (Stanislavski 1988),
respiration-induced physiological effects (Bloch et al. 1987), or realistic scenarios
(Banse & Scherer 1996), which can help them self-induce emotional states. Good
emotion portrayals can be quite realistic, whereas poor portrayals can be
very artificial. Thus, it is the responsibility of the researcher to assure that
portrayals are of sufficient quality. This can be partly ascertained by conducting
judgment studies of decoding accuracy and perceived naturalness (Banse & Scherer
1996).

Despite the problems associated with this type of speech sample, it is fair to say
that most of what we know today about vocal affect expressions is thanks to the use
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of emotion portrayals. However, it is now vitally important to extend and modify
the findings of this approach through the use of other types of speech samples.

Natural vocal expressions

The second most common method of obtaining speech samples is to record natural
vocal expressions that may be assumed to express different emotions. Most early uses
of this method involved recordings of conversation occurring prior to aviation
accidents (e.g. Kuroda et al. 1976; Williams & Stevens 1969) or in psychotherapy
(e.g. Eldred & Price 1958; Roessler & Lester 1976), with a consequent focus on
affective states like fear, stress, and depression. More recently, researchers have
recorded speech samples off the air (e.g. TV, radio), featuring journalists reporting
from dramatic events or extracts from reality shows or games (see Douglas—Cowie
et al. 2003; Greasley et al. 2000; Stibbard 2001). An unusual study by Brown (1980)
used speech samples recorded in a very special situation — a child’s birth.

The most crucial advantage of using natural vocal expressions is the increased
likelihood that one can obtain ‘ecologically valid’ speech samples, particularly if the
speaker is not aware that the speech is recorded. Also, naturally recorded speech may
preserve more of the natural context of vocal expression than do laboratory samples
(including the fact that speech is often part of an on-going dialogue).

The most serious problem with this method is the common difficulty of deter-
mining what state is felt or portrayed by the speaker in each utterance; the expressed
(or portrayed) emotion usually has to be inferred from a close analysis of the
situation in which the speech sample was obtained (as in animal research). However,
there is no way of reliably determining the precise nature of the cognitive appraisal
that might have induced the emotion, and different persons react differently to the
same ‘objective’ situation. This is the most difficult problem of this approach and
means that conclusions concerning vocal expression cannot be based on this method
alone.

Another problem is that the sound quality is usually inferior in real-world
recordings, which may prevent the analysis of certain voice cues. Unfortunately,
and somewhat paradoxically, these may be some of the same cues that are most
difficult to manipulate for actors and that, therefore, may be most likely to distin-
guish portrayed and natural vocal expressions of affect.

A number of systematic attempts to develop extensive databases featuring natural
vocal expressions have been made in recent years (e.g. Douglas—Cowie et al. 2003).
These provide an important complement to laboratory research. However, it would
be a mistake to assume that all samples of natural vocal expressions represent
genuinely felt emotions, ‘uncontaminated’ by acting or social conventions. As
noted in our discussion of push and pull effects (see p. 81), natural speech often
involves a combination of both effects. Further, previous attempts to rely on natural
vocal expressions have been compromised by the fact that vocal expressions of full-
blown emotions may occur relatively rarely in real life, and usually in intimate
settings, whereas most recordings of natural expressions so far involve public
situations.

Continued
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To the extent that researchers want to capture strong emotions, they may have to
dig deeper into the private life of people. Thus, for example, one possibility could be
to use small, portable digital recorders that participants are asked to wear at all hours
during the day, and that can be automatically activated by the voice of the speaker
during conversation. These voice recordings may be augmented by information
from electronic diaries (Bolger et al. 2003) and ambulatory physiological measures
(Fahrenberg & Myrtek 1996) to help classify emotional states. This method could
help to capture the rare moments of strong emotions in everyday life. On the other
hand, it may also be important to understand milder affective states in speech such
as moods and affective stances (especially for some computer applications; Cowie
et al. 2001), in which case regular samples of natural vocal expression are useful.

Induced vocal expressions

A method which is used rather rarely, although it has considerable promise, is to
actually induce vocal affect expression in the laboratory. Previous studies have used a
variety of emotion-inducing techniques, such as mental imagery, emotion-inducing
slides, the Velten technique (the speaker repeatedly reads highly emotional sentences
in a highly expressive fashion), as well as experimenter-induced mood in the classic
social-psychological tradition (for a review of mood-induction techniques, see, for
example, Westerman et al. 1996). One of the more exotic (but perhaps methodo-
logically and ethically questionable) procedures of induction used in vocal expres-
sion studies is hypnosis (Havrdova & Moravek 1979). Music has not been used thus
far, despite its proven effectiveness as a mood induction method (Vistfjill 2002).
Recent research has involved more sophisticated attempts to induce vocal expres-
sions by means of computerized emotion induction batteries, direct manipulation of
individual appraisal dimensions (Scherer et al. 2003), and computer games (John-
stone 2001; Kappas 1997). Other possibilities may be to manipulate facial expres-
sions (Ekman et al. 1983) or to ask participants to retell emotional events from the
past (Harrigan et al. 1991).

Advantages of the induction method include the combination of experimental
control with the possibility of obtaining natural affect expressions. Thus, the researcher
may obtain balanced data sets, while, at the same time, the expressions may not be as
stereotyped as those in emotion portrayals. Also, it is feasible to investigate the
complete chain of the expanded lens model (see Fig. 3.7). That is, one can manipulate
dimensions of cognitive appraisal, thereby producing physiological changes (that can
be indexed) that lead to certain voice changes (that are measured), which may be used
in judgment studies (analyzing the judgments as well). Experimental induction could
be especially efficient in studies of how stress affects the voice, for instance using
demanding cognitive tasks of gradually increasing difficulty. In contrast, certain
‘complex’ emotions (e.g. remorse) may be difficult to induce in a laboratory.

One problem with this method is that the induced emotions are usually weak,
which may render it difficult to establish reliable differences between discrete
emotions. It is predicted by certain theories (e.g. the ‘cone model’ by Plutchik,
1994, Figure 4.3, p.102) that weaker versions of emotions will tend to be more
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similar to each other than stronger versions of the same emotions. In principle, it
would probably be possible to induce stronger emotions as well, but not without
violating ethical principles. Another problem is that, unless the researcher is able to
manipulate the appraisals directly (which is rather uncommon so far), it is difficult
to make sure that every participant has experienced the same emotion. This problem
can perhaps be mitigated by using manipulation checks (e.g. emotion scales) or,
preferably, by manipulating appraisals as such. However, one additional problem is
then that the approach in this more sophisticated version is fairly demanding for the
researcher, who must be able to achieve experimental manipulation of cognitive
appraisal (itself quite a challenge; but see Herrald & Tomaka 2002), as well as obtain
appropriate physiological and acoustical measures (Johnstone et al. 2001).

Module C: Segmenting speech samples

The expression ‘flow of speech’ nicely characterizes the continuity of spoken
language, which, unlike written language, does not offer a ready-made hierarchy of
units such as letters, words, sentences, and paragraphs. In speech, the only ‘natural’
demarcations are typically the beginnings and endings of utterances, which may be
as short as a ‘yes’ or as long as a political speech. Generally, the stream of speech must
be segmented for purposes of analysis, to allow the quantitative description of fairly
homogeneous and thus comparable parts of an utterance. This is an important
prerequisite for proper analysis conditions and adequate interpretation of acoustic
analyses. Researchers can construct hierarchies of segments in which lower-level
segments, such as words, constitute a higher-level segment, such as a sentence. The
choice of segments and their demarcation depends both on the nature of the voice
parameter to be assessed and on the specific research aims. There are two major
types of segmentation: physical and perceptual.

Physical segmentation means that boundaries are determined exclusively on the
basis of physical criteria — that is, patterns of events or sound energy distribution.
This is often chosen if automatic processing of speech via electro-acoustic equip-
ment is desired. The simplest type of physical segmentation is to cut up the speech
signal into fixed-length time slots, for example, consecutive 300-millisecond periods.
Their length can be the result of many factors: limitations of the analysis equipment,
theoretical considerations, or constraints of the analysis conditions (e.g. temporal
resolution depending on sampling rate in digital analysis).

One type of physical segmentation consists of the differentiation between sound
periods and silent periods on the basis of presence or absence of sound energy (and
often involves fixed-length time slots as lower-order segments). This approach is
primarily used in interaction chronography — the automatic detection of sound-
silence patterns in dyadic conversations (e.g. Chapple 1948; Feldstein & Welkowitz
1978; Jaffe & Feldstein 1970; Matarazzo et al. 1965). Physical segments can also be
defined and automatically detected in terms of periodic and non-periodic portions
of the speech wave form, resulting in voiced and unvoiced segments (see Box 3.2).

Continued
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For voiced speech segments, the individual cycles of the wave form are sometimes
used as even more molecular segments.

Given the explosion of speech technology and its manifold uses in speech recog-
nition, there have been major advances in recent years in the techniques for
automatic or semi-automatic (i.e. computer-aided) segmentation of the speech
signal. The state of the art is documented in a special issue of the journal Speech
Communication dedicated to ‘Speech annotation and corpus tools’ (Vol. 33, Nos.
1-2, 2001). Annotation goes beyond segmentation in that the issue is not only to
segment the speech flow into meaningful units, but to also define and categorize
these units by assigning specific meaning or functionality. However, segmentation is
always a necessary component of annotation.

Perceptual segmentation requires that the human information-processing system
demarcates segments on the basis of prior categorization. This may involve criteria
similar to those used in physical segmentation. For example, rather than using
automatic devices, one can use a human listener to determine sound and silence
portions within an utterance. The results from these two types of segmentation do
not always match, because the human listener is influenced by his or her expect-
ations concerning the presence of short silent portions in articulated speech, and
may therefore not detect or report these silences.

Most of the perceptual segments normally used to cut up speech are derived from
phonology and linguistics. Obvious examples are phonemes (single speech sounds),
morphemes (the minimal meaningful units of language), clauses (subdivisions of a
sentence each containing a subject and a predicate), and sentences (combinations of
words that are complete as expressing a thought, satisfy the grammatical rules of a
language, and, in writing, are marked at the close by a period or full point). Though
phonological and lexical units such as phonemes, syllables (combinations of phon-
emes), and morphemes are fairly easy to delimit and categorize, the classification is
more difficult for the more molar units, such as clauses and sentences, because one
rarely finds well-formed sentences (in the classic linguistic sense) in spoken lan-
guage. One possible way of avoiding this problem is to segment phonemic clauses
(Boomer 1978; Dittmann & Llewellyn 1967; Trager & Smith 1957). These units are
defined by prosodic features of speech, such as the occurrence of a primary stress or
a juncture pause in a portion of speech.

Other potential perceptual segments are defined by criteria involving speech
content, such as the marking of speech acts (e.g. Gottschalk & Gleser 1969; Morley
& Stephenson 1977; Wish et al. 1980). More formal molar perceptual segments are
turns (i.e. periods of a conversation during which a speaker holds the floor) and
conversations or monologues as a whole. Of course, many more types of perceptual
segments involving categorizations by human listeners are possible. For example, a
student of rhetoric may attempt to segment a monologue into different types of
arguments. Sociolinguists try to distinguish segments of conversations in terms of
particular topics. Anthropologists may attempt to segment verbal interactions
according to the type of functions fulfilled: greetings, leave-takings, and the like.
These examples show that there is virtually no limit to the perceptual segments that
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can be differentiated in verbal utterances on the basis of structural or functional
criteria.

One major problem that is often overlooked in naive approaches to segmentation
is that the human observer is a fallible segmenter, and so the reliability of the
segmentation procedure must be assured. This is particularly important in cases
where content or functional criteria are used for the segmentation, rather than more
formal criteria that require less inference from the observer. In the general case,
segments consist of several units of analysis. Units of analysis are those portions of
the segments that form the basis for obtaining a value for some parameter; for
example, pauses might be the units of analysis for the parameter average length of
silent pauses per segment (e.g. an utterance). Similarly, 20-millisecond stretches of
speech arbitrarily demarcated in the voiced portions of the speech signal might be
the units of analysis for average fundamental frequency. One either computes means
and variability measures for the values of the parameters assessed on the basis of
these units, or plots these values across the segment (e.g. an intonation contour as a
plot of FO values across an utterance). For both of these types of measurement,
reasonably large numbers of units per segment are needed in order to assure stability
of average values or, in the case of sequential analysis, reliability of change patterns.

Module D: Measuring voice cues acoustically

Acoustic measurement of voice cues is probably the method that holds the great-
est promise for researchers of nonverbal markers of affect. Acoustic parameters may
be obtained objectively, economically, and unobtrusively from speech recordings,
and reflect both voice production and physiological determinants (Scherer 1989).
Acoustic analysis has been simplified by the recent development of some advanced
software packages for digital speech analysis (discussed below). Paradoxically, how-
ever, with more advanced measurement systems, the researcher is faced with nu-
merous choices and parameters that must be properly selected to get appropriate
measures of voice cues. Consequently, basic knowledge about speech acoustics (see
Box 3.2) is still required to make informed choices about appropriate measurements
and analytic techniques. The National Center for Voice and Speech in the USA made
several recommendations regarding procedures, methods, and technology that may
be consulted by researchers interested in conducting acoustic voice measurements.

A major problem in any study of vocal expression aiming to describe acoustic
correlates is to select what voice cues to analyze. There is actually a whole range of
possible voice measures that can be taken, each with its own pros and cons. Voice
cues can be broadly divided into those related to:

1. fundamental frequency (F0)
2. voice intensity

3. voice quality

4. temporal aspects of speech.

(For details on how these relate to voice production, see Box 3.2.) A number of
different measures can be obtained for each of these four types of voice cues, and it

Continued
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seems that a large number of cues may be required (see p. 88). Table 3.5 summarizes
the most important cues in the study of vocal affect expression, including definitions
of each cue.

Several considerations are relevant in selecting what cues to analyze. First, what
voice cues to measure depends strongly on the goals of the study. For example, if the
goal is to measure the overall level of affective arousal, no more than a handful of
voice cues may be needed to make a reasonably accurate prediction. On the other
hand, if the goal is to be able to distinguish discrete emotions based on voice cues, a
considerably larger number of voice cues is clearly required (see Banse & Scherer
1996; Juslin & Laukka 2001). In Table 3.5 we suggest minimum standard sets of voice
cues to measure in order to be able to index arousal and different emotions,
respectively. These are only rough guidelines, however, because the suitability of
specific cues may vary from one situation to another.

The possibilities of analyzing particular voice cues depend partly on the recording
quality of the speech samples (see Chapter 12) and the software for analysis used
(discussed below). Looking back on previous research, the amount of data available
for a given voice cue is inversely related to the amount of difficulty involved in
measuring and interpreting the cue. Most researchers have analyzed only the three
‘classic’ cues (speech rate, fundamental frequency, and voice intensity), whereas
other cues (e.g. pauses, formants, glottal wave form, rhythm) have received little
study (see Table 3.5). Rather than only relying on the measures used in previous
studies, a researcher may also want to consider using novel measures that involve, for
example, interactions among pairs of cues or ‘higher-order variables’ that reflect
combinations of measures in ways that are more similar to how humans actually
perceive the voice (see Module I for possible procedures for devising such higher-
order variables). Thus, for example, the percept of ‘vocal effort’ may represent a
combination of acoustic cues such as voice intensity and high-frequency energy.

Acoustic measurements are today usually conducted by means of some computer
software dedicated specifically to this purpose. A range of programs are commercially
available such as Speech Viewers, Dr. Speech Science, Computerized Speech Laboratory,
Cspeech, and Soundswell. Different programs use different storage formats, although
some programs handle many formats (e.g. WAV, NIST, and uncompressed AIFC).
MP3 and Atrac formats should be avoided, because their sound compression ser-
iously degrades the original sound quality. One of the most comprehensive commer-
cial programs currently available is Kay’s Computerized Speech Laboratory (CSL), a
complete hardware and software system with high performance standards, although
it is quite expensive. One of the more frequently used program packages is the PRAAT
software, which was developed by Boersma and Weenink (1999). PRAAT is a flexible
computer program for acoustic analysis of speech that can be freely downloaded at
the following website: http://www.fon.hum.uva.nl/praat/. This program permits an-
alysis of most voice cues of relevance to vocal expression of affect, including F0, voice
intensity, frequency spectrum, formants, voice onset time, shimmer, and jitter. (A
basic introduction to the PRAAT software can be found in van Lieshout 2003.)

Continued
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Speech samples can easily be imported to the PRAAT software by recording directly
onto the computer hard disk using the built-in sound card (in which case a number of
adjustments must be made with regard to recording level, sample frequency, mono/
stereo recording) or by importing a speech sample from a digital recorder (see
Chapter 12). One can then segment voiced and unvoiced sounds, words, and syllables
in the speech signal of each speech sample by using the ‘label and segment’ function in
PRAAT. This segmentation makes it possible to extract each segment either individu-
ally or simultaneously for further analyses. Thus, for example, one can select a
sustained vowel production of interest and then use the ‘edit’ function of PRAAT to
play, visualize, as well as extract information regarding the local F0, intensity, high-
frequency energy, formant frequencies, jitter, and shimmer. It should be noted that
because FO is directly proportional to the length of the vocal cords (see Box 3.2),
males, females, and children have different modal FOs (males 128Hz and females
260Hz). The cursor of the PRAAT display allows for measurement of different
durations (voiced and non-voiced parts of speech sounds, pauses, voice onset
time). A very useful feature of PRAAT is the ‘formant report’ option, which provides
a report on all formant values obtained for the analyzed segment. Note that only
formant values that are directly comparable (of the same vowel) should be averaged.
Though many of the algorithms for extraction of voice cues are fairly reliable, we
nevertheless recommend that automatic measures are checked manually, for example
by visually comparing obtained formant data with spectrograms. A wideband spec-
trogram with a bandpass filter of about 300Hz allows for comparison of obtained
formants with typical formant values for different vowels of men, women, and
children (see, for example, Malecot 1974; Minifie 1973; Peterson & Barney 1952;
Kent 1997). The results from acoustic measurements should preferably be analyzed
using multivariate statistical techniques (see Module I).

Module E: Measuring voice cues at the physiological and phonatory-articulatory
levels

Most of the methods available for the description of speech (or vocal expression
generally) at the physiological level are highly technical, and require that the re-
searcher has a high level of expertise. Among the methods adopted by physiologists
are the assessment of breathing patterns with the help of various devices (e.g.
thermistors to measure temperature differences between inhaled and exhaled air,
or strain gauges to measure chest movement) or electromyographic (EMG) meas-
urement of muscle activity (using surface or needle electrodes). Because the use of
such objective measurement devices is too costly, complicated, and obtrusive for
most research on nonverbal behavior, researchers have tried to measure variables on
the physiological level by using simpler procedures.

In those cases where physiological processes or correlates thereof are visible,
observational methods or coding procedures can be used. For example, changes in

Continued
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some actions of the facial musculature, particularly around the mouth, could play an
important role in assessing the effect of arousal on articulatory processes. It may thus
be possible to score some of the muscle action changes using Ekman and Friesen’s
Facial Action Coding System (see Chapter 2). Unfortunately, most of the muscles
that contribute to speech production are not visible and cannot be assessed in this
way. This is the case, for instance, with the musculature that regulates phonation
(intra- and extralaryngeal muscles). Breathing, on the other hand, may be amenable
to observation — either its visible correlates (e.g. chest movement, mouth opening)
or its auditory correlates (e.g. exhalation and inhalation noises) might be assessed.
Unfortunately, the possibilities for such observation appear to be very limited, and
the accuracy and validity of data obtained in such a manner have not been system-
atically evaluated.

Precise measurement of vocalizations at the phonatory-articulatory level of de-
scription is also restricted to experts with access to sophisticated apparatus. For
example, high-speed video devices may be used to film the movement of the vocal
folds, allowing exact determination of duration and shape of glottal openings. X-ray
films of the movement of articulatory structures, displaying the speed of movement
and the relationship of the major articulators to each other, can be produced.
Moreover, electrodes may be placed on various surfaces within the vocal apparatus
(e.g. the tongue and the hard palate), and computer-assessed plots of type and
duration of contact among parts of the articulators can be obtained in this way (Kent
1997). But such methods may be of little use for nonverbal behavior researchers who
want to obtain practicable measurements of vocal expression for a fairly large
number of speakers.

One possible approach to measurement of phonatory-articulatory variables is to
use auditory assessment techniques, in which experts try to infer the nature of the
phonatory and articulatory processes that have produced a particular audible sound.
Speech scientists and phoneticians are often able to infer many aspects of the nature
of the production process on the basis of acoustic patterns, because during their
training they will frequently have attempted to produce particular sound patterns,
trying to control the phonation and articulation apparatus, and will have observed
the resulting acoustic patterns. Furthermore, they have access to the accumulated
knowledge about the relationship between particular phonation and articulation
processes and the resulting acoustic patterns of sound waves.

Many coding schemes for paralinguistic phenomena involve auditory assessment
of voice quality variables produced by phonatory or articulatory processes (Crystal
1969, 1975; Key 1977; Poyatos 1976). However, the diverse use of terms available for
the description of phonation and articulation patterns has led to some confusion in
the definition of particular concepts and the underlying processes. Consequently,
voice quality concepts are used somewhat idiosyncratically, and assessment of
reliability is rare.

Auditory assessment procedures are often used to diagnose vocal pathology
associated with unusual voice quality (e.g. Greene 1972; Perkins 1971; Travis
1971). For example, a breathy voice is due to incomplete closure of the vocal folds
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during phonation, which allows excess air to escape into the superior vocal tract.
A harshvoice, on the other hand, is the description used for phonation characterized
by hypertense musculature, which results in irregular periods of vocal fold opening.
Similarly, as far as articulation processes are concerned, terms such as ‘slurred’ or
‘clipped’ refer to movements of the articulators that do not result in the ‘ideal’
position for the production of certain sounds. Titze (1994) has proposed a categor-
ization of voice qualities that combines perceptual categories and phonatory-articu-
latory processes that may be found at the following website: http://www.ncvs.org/
ncvs/tutorials/voiceprod/tutorial/quality.html.

More systematic efforts have been made to develop protocols for the perceptual
evaluation of pathological voice quality, including the GRBAS scale (Hirano 1981),
the Hammarberg and Gauffin (1995) perceptual scales, the Wilson voice profile
(Wilson 1971, 1972), and Laver’s voice profile analysis (Laver 1980; Wirz & Beck
1995). However, the validity and reliability of many of these scales cannot be
considered to be established yet (Kreiman et al. 1993; Kreiman & Gerratt 1996).

Affect inferences from voice cues

Research questions

Human inferences about emotion based on voice cues are extremely common and
important in everyday life (see the introduction). For instance, imagine that a man at a
call center receives a phone call from a customer. Within a few seconds, the man taking
the call is able to infer that the caller is angry, and that the person, in fact, is getting
increasingly angry during their conversation. Studies of affect inferences from voice
cues aim to explain how such judgments come about. Key questions are:

e Can listeners (reliably) judge the affect expressed in nonverbal aspects of speech?
e Do listeners from different cultures make similar affect inferences?
e What voice cues are listeners utilizing to make such inferences?
e How are these cues integrated into judgments?

e Isit possible to create a computer program that can automatically recognize emotion
from voice cues?

Are vocal affect expressions perceived in terms of categories or dimensions?

Summary of previous research

A primary question is to what extent listeners really are able to infer emotions, felt or
otherwise, based on voice samples. In the most extensive review to date (Juslin &
Laukka 2003), 39 studies of vocal affect expression, featuring a total of 60 listening
experiments, were included in a meta-analysis of decoding accuracy based on forced-
choice judgments. The meta-analysis included both within-cultural and cross-cultural
studies. The data were summarized in terms of Rosenthal and Rubin’s (1989) effect size
index for one-sample multiple-choice type data, pi (), that allows researchers to
transform decoding accuracy scores involving any number of response alternatives to
a standard scale of dichotomous choice, on which 0.50 is always the null value and 1.00
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corresponds to 100% correct decoding. The results indicated that overall decoding
accuracy was high for both within-cultural and cross-cultural vocal affect expression
(see Table 3.6). The accuracy for within-cultural vocal expression was equivalent to a
‘raw’ accuracy score of p. = 0.70 in a forced-choice task with five response alternatives
(Rosenthal & Rubin 1989, Table 1). However, overall decoding accuracy was nearly 7%
higher for within-cultural (7 = 0.90) than for cross-cultural vocal expression (7w =
0.84). It should also be noted that decoding was accurate for both emotion portrayals
and natural vocal expressions (see Module B), as well as regardless of whether the
stimuli were pre-selected from a larger pool of speech samples, or not.

The patterns of accuracy estimates for individual emotions were similar across the
sets of data. Specifically, sadness (7 > 0.91, M = 0.92) and anger (m > 0.88, M = 0.91)
portrayals were best decoded, followed by fear (w > 0.82, M = 0.86) and happiness
portrayals (m > 0.74, M = 0.82). Worst decoded throughout was tenderness (m > 0.71,
M = 0.78), but it should be noted that the estimates for this emotion were based on
fewer data points. This pattern of results differs from the pattern found in studies of
facial expression of emotion, where happiness is usually better decoded than other
emotions (e.g. Elfenbein & Ambady 2002). The standard deviation of decoding accur-
acy across studies was generally small. This result was surprising, as one would expect
the accuracy to vary a lot depending on the emotions studied, the encoders, the verbal
material, the decoders, the procedure, and so forth. However, it is consistent with the
Brunswikian lens model (see p. 86), which predicts stability at the distal level (decoding
accuracy), albeit not on the mediation level (cue utilization).

Table 3.6 Summary of results from a meta-analysis of decoding accuracy for different emotions (adapted
from Juslin & Laukka 2003)

EMOTION

Anger Fear Happiness  Sadness Tenderness Overall
Vocal expression
Mean (unweighted) 0.93 0.88 0.87 0.93 0.82 0.90
95% confidence interval + 0.021 + 0.037 + 0.040 + 0.020 + 0.083 + 0.023
Mean (weighted) 0.91 0.88 0.83 0.93 0.83 0.90
Median 0.95 0.90 0.92 0.94 0.85 0.92
Standard deviation 0.059 0.095 0.111 0.056 0.079 0.072
Range 0.23 0.35 0.49 0.20 0.19 0.31
Number of studies 32 26 30 31 6 38
Number of speakers 278 273 253 225 49 473
Cross-cultural vocal expression
Mean (unweighted) 0.91 0.82 0.74 0.91 0.71 0.84
95% confidence interval + 0.017 £+ 0.062 + 0.040 + 0.018 — + 0.024
Mean (weighted) 0.90 0.82 0.74 0.91 0.71 0.85
Median 0.90 0.88 0.73 0.91 - 0.84
Standard deviation 0.031 0.113 0.077 0.036 - 0.047
Range 0.10 0.38 0.29 0.15 — 0.16
Number of studies 6 5 6 7 1 7

Number of speakers 69 66 68 71 3 71
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Thus, previous research indicates that vocal communication of emotions is quite
accurate, even across cultures, at least for certain emotions. However, there are various
limitations of this research. Only a few emotions have been thoroughly studied (see
Module A). Further, the use of forced-choice formats has been criticized on the grounds
that participants are provided with only a limited number of response alternatives to
choose from (Russell 1994). It could be argued that listeners manage the task by
forming exclusion rules or guessing, without thinking that any of the response alter-
natives are appropriate to describe the expression (Frick 1985). Those studies that have
used free labeling of emotions, rather than forced-choice, suggest that communication
is still possible, though the accuracy is lower (Johnson et al. 1986; Kaiser 1962; Greasley
et al. 2000; see Module F for a discussion of different response formats).

Context cues are probably important in shaping our judgments of emotion based on
voice cues in everyday life (Planalp 1998). This may include such things as knowing that
the person had just received a letter or a phone call, was getting married, or had a school
assignment due. Context cues provide background information, and thereby alert the
observer to a possible, or even likely, emotion. However, context cues are usually
missing in laboratory experiments. An exception is a unique study by Cauldwell
(2000) that showed that people may interpret the same vocal expression differently
depending on the context. Hence, although the slightly stereotypical emotion por-
trayals by actors and the response formats most commonly used (e.g. forced choice)
may artificially inflate the estimates of decoding accuracy, the lack of context is likely to
deflate accuracy artificially. It has also been argued that perceivers may be more involved
in the task of forming impressions in real life, and that high involvement and account-
ability yields more active information seeking and more complex judgment strategies,
and thus greater decoding accuracy (Zebrowitz 1990). All things considered, the
reported estimates of decoding accuracy may not be too far off the mark.

How do listeners arrive at their emotion inferences? One implication of the Bruns-
wikian lens model discussed above (see p. 83) is that expression of emotion in the voice
is conceptually separate from the utilization of voice cues by listeners. Hence, although
a specific voice cue may be correlated with felt emotion in a speaker, this does not
necessarily say anything about whether a listener actually uses this cue in his or her
judgments. Conversely, if a listening test reveals that a listener is using a certain voice
cue to make inferences about emotions, this does not itself mean that this cue is a
reliable indicator of the expressed emotion. Each of the these processes has to be
investigated in its own right, although preferably in a combined fashion.

A number of studies have attempted to capture the nature of listeners’ emotion
inferences based on voice cues. Different methodological approaches have been used
that may be broadly differentiated in terms of type of experimental design (e.g.
representative vs. factorial design) and type of voice stimuli used (e.g. speech sample,
synthesis, or resynthesis). One method is to use speech samples that express different
emotions and to analyze the relations among listeners’ ratings of these voice samples
and measures of representative, or naturally occurring, variations in voice cues (e.g.
Banse & Scherer 1996, Table 8; Juslin & Laukka 2001, Table 7). Another approach is to
use speech synthesis in order to systematically manipulate individual voice cues
independently in a factorial design (including all possible combinations of cues) and
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to measure the effects of these cue manipulations on judgments (Scherer & Oshinsky
1977). This approach is effective in unequivocally establishing that a given cue really has
effects on listener inferences (because all intercorrelations are eliminated by the design),
although it may present listeners with certain cue combinations that would not occur
naturally. Thus, an alternative approach may be to manipulate synthesized voice cues in
such a way that they recreate the formal characteristics of the natural environment (e.g.
in terms of the distributions of cue levels and cue intercorrelations), something that
Brunswik (1956) referred to as formal situational sampling.

One final approach is afforded by resynthesis (copy synthesis), where one copies
selected acoustic characteristics from real vocal expressions, and then uses them to
resynthesize new expressions. This method makes it possible to manipulate certain cues
of a vocal affect expression, while at the same time leaving other cues intact (e.g. Ladd
et al. 1985; Schroder 2001). This procedure offers a useful combination of experimental
control and natural-sounding speech. Still, certain aspects of the resulting stimuli may
sound artificial.

To summarize, then, the pros and cons of analysis and synthesis have to be weighted
against each other, and although a researcher may be forced to select a particular
strategy in a specific investigation, research programs as a whole require the combined
use of analysis and synthesis to reach a good understanding of the roles of individual
voice cues (see Module G for a discussion of synthesis and manipulation techniques).

Studies of emotion inferences from voice cues using analysis and synthesis have
revealed strong and systematic relationships among emotion inferences and a number
of different voice cues. However, an important goal for future research may be to reach
beyond these correlations and to develop a model of the actual perceptual process: how,
exactly, are voice cues integrated in emotion perception? Some initial progress has been
made in recent attempts to develop tools for automatic recognition of affect (e.g.
Oudeyer 2003; Petrushin 2002; Slaney & McRoberts 2003), although these efforts
were mainly focused on creating a high-performance system rather than on developing
authentic models of how humans recognize emotions in speech. For instance, a call
center could feature an automatic dialogue system that is able to determine, on the basis
of a customer’s vocal expression of anger, when it is advisable to pass over to the human
operator (Batliner et al. 2003). However, from a basic research perspective, it is
important to model the manner in which humans integrate information from various
voice cues into emotion judgments.

One crucial problem is how human perceivers manage to infer not only the emotion
expressed, butalso the intensity of the emotion. It would seem thata computational model
of emotion decoding from vocal cues requires the dual features of emotion categorization
and intensity grading. In fact, a two-stage system for automatic emotion recognition and
intensity estimation based on Hidden Markow Models was presented by Song et al.
(2004). However, it is unclear whether that system works similarly to how human
perceivers handle this task. One hypothesis suggested in previous research (Juslin &
Laukka 2001) is that the emotion category is indexed by the pattern of voice cues, whereas
the emotion intensity is indexed by the absolute levels of a subset of these same cues.

Another important question is how vocal expressions of emotion are subjectively
perceived: are they perceived as discrete emotional categories or as varying along a few
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underlying emotion dimensions? Which of these perspectives best describe the phe-
nomenology of the perceiver? One line of research that could help to answer this
question, and that exploits some of the methods we have reviewed (e.g. synthesis,
speech sample manipulation) are studies of categorical perception (Harnad 1987).
Categorical perception occurs when continuous sensory stimulation is sorted out by
the brain into discrete categories. A discrete-emotions approach to vocal expression
(see Box 3.1) would predict that emotions are perceived as discrete categories. Some
preliminary evidence supporting this prediction has been obtained (de Gelder & Vroo-
men 1996; Laukka 2004), and these results are consistent with the results from studies
of perception of facial expressions (see Chapter 2). However, on the basis of the present
evidence, it cannot be ruled out that categorical responses are explicitly or implicitly
influenced by the existence of discrete, verbal emotion concepts.

Conducting studies of affect inferences from voice cues

The primary step in studies of emotion inferences from voice cues involves conducting
judgment studies (see also Chapter 5), in which participants are asked to rate or
recognize the emotions expressed (or portrayed) in speech samples (Module F). Further
steps include synthesizing and manipulating speech samples (Module G), measuring
proximal voice cues (Module H), and analyzing data using various multivariate statis-
tics (Module I). All these steps are critically dependent on previous steps (Modules A
and B), because the outcome from the procedures outlined in Modules F-I will reflect
the nature of the speech samples used.

Module F: Conducting judgment studies

Judgment studies are highly important in studies of vocal expression, and there are
many reasons why a researcher would like to conduct such a study. A listening test is
the only way to determine that a given vocal affect expression conveys a specific state
in a way that is correctly recognized by perceivers. Hence, in attempting to specify
what voice cues are used in emotion inferences, it is mandatory to first establish that a
speech sample indeed conveys such emotions. Furthermore, if the goal is to model
listeners’ cue utilization, the researcher needs to obtain, for instance, listeners’ ratings
on the relevant emotion dimensions that can be correlated with voice cues that have
been measured (see Module D) or manipulated (see Module G). There are several
issues that must be considered when planning a judgment study; here we will only
review some basic options. (For a more extensive overview, see Chapter 5.)

An important problem in planning a judgment study is to choose an appropriate
response format. The forced-choice format (i.e. choosing one emotion label from a
short list) is a simple technique, which makes it possible to compare the judgment
data with previous results involving the same response format. However, the accur-
acy could be artificially inflated or deflated if there is a small number of response
options simply because the participants are unable to choose other, potentially more
applicable response options. Frank and Stennett (2001) suggested that the latter

Continued
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problem may be partly alleviated by introducing an additional option (‘other
emotion’) that the participant can choose if none of the provided alternatives
appears appropriate.

One problem in comparing accuracy scores from different studies is that they use
different numbers of response alternatives in the decoding task. Rosenthal and
Rubin’s (1989) effect size index for one-sample multiple-choice type data, pi (1),
allows researchers to transform accuracy scores involving any number of response
options to a standard scale (see p. 107). Ideally, an index of accuracy should also take
into account the response bias in the decoder’s judgments (e.g. Wagner 1993).
However, this requires that results are presented in terms of a so-called confusion
matrix, which relatively few studies have reported. Table 3.7 shows an example of a
confusion matrix, which is arguably the best way to present forced-choice data,
because it reveals the exact distribution of correct and incorrect responses. A variant
of forced-choice is to use an adjective checklist (e.g. marking any number of suitable
affect labels from a list). This format does not force the judge to choose just one
affect label, regardless of what he or she perceives in the stimulus. On the other hand,
adjective checklists do not offer a standard measure of decoding accuracy, and the
results may thus be more complicated to analyze.

Quantitative ratings (i.e. rating the stimulus on selected adjective scales that range
from, say, 1 to 7) provide more information than do forced-choice data, and also
mitigate one of the problems with the forced-choice format by allowing subjects to
rate portrayals equally high on several emotion scales. However, quantitative ratings
(like adjective checklists) do not offer a standard measure of accuracy that is easily
compared across studies. (However, see Resnicow et al. 2004 for a suggested meas-
ure.) Still, if a researcher intends to use various multivariate statistics (see Module I)
to model listeners’ cue utilization, quantitative ratings are preferable to forced-
choice judgments because they provide data on a more nearly interval scale required
for these techniques. However, this format may also lead to difficulties with statis-
tical analyses due to the large number of zeros for dimensions not used by the judge.

Free description (i.e. describing the stimulus using any words that come to mind)
may be regarded as a more unbiased estimate of decoding accuracy because the
judge’s response is not influenced by the available response alternatives. As may be
expected, there is greater variability in judges’ responses when they use free descrip-
tion than when they use either forced-choice or adjective ratings. However, the use of
open-ended formats is not without problems. There are several different words for
the same emotion, and it is hard to decide whether or not different judges are
perceiving the same emotion (i.e. regardless of the particular verbal label used).

In any case, it is desirable to use a wider variety of response formats in future
research on vocal expression (Greasley et al. 2000), perhaps combining forced-choice
with free description (as proposed by Rosenthal 1982) or using computer tools for
continuous measurement of emotion perception from voice cues (Cowie et al.
2000).
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Table 3.7 Example of confusion matrix in terms of listeners’ forced-choice judgments of emotion in vocal
expressions (adapted from Juslin & Laukka 2001)

Emotion judgments
Anger Disgust Fear Happiness Sadness No expression

Emotions portrayed

Anger 58 18 6 4 2 12
Disgust 31 40 4 4 4 17
Fear 0 2 60 3 27 8
Happiness 6 3 21 51 6 12
Sadness 1 2 24 1 63 8
No expression 4 4 4 5 11 72

Note: The percent of correctly judged portrayals are given on the main diagonal. The off-diagonal cells show
the confusions. N = 2640.

Module G: Synthesizing and manipulating speech samples

Is it possible to create a computer system that can add emotional expressivity to
synthesized speech? Indeed, recent research has suggested that researchers are able
to synthesize vocal affect expressions that are decoded with accuracy similar to that
obtained for human speech (cf. p. 108). Synthesis of emotional speech has received
increasing interest, from the original attempts to synthesize speech-like sound se-
quences on Moog synthesizers (e.g. Scherer 1974; Scherer & Oshinsky 1977) to more
recent uses of speech synthesizers (Murray & Arnott 1995). Synthesis of vocal affect
expression is useful both for voice researchers who want to test predictions about
relationships among voice cues and emotion inferences, and for engineers who develop
practical applications (e.g. in robots, communication systems for motor- and vocally-
impaired individuals, call centers, lie detection, computer games, airport security; for
reviews, see, for example, Hudlicka 2003; McKenzie et al. 2003; Picard 1997).

Early interest in speech synthesis focused largely on making synthesized speech
intelligible, although with the intelligibility of synthetic speech approaching that of
human speech (Greene et al. 1986), focus has now shifted to increasing the natur-
alness. One of the primary aspects of the absence of naturalness in synthetic speech is
appropriate emotional expressivity. Hence, recent years have seen considerable
progress in the attempts to create computerized systems that reliably convey differ-
ent emotions to listeners. These systems usually consist of two main parts that are
partly independent:

1. A set of principles (e.g. prosodic rules) for how each of a set of different emotions
should be conveyed (commonly expressed formally in terms of a stand-alone
computer program with various input parameters).

2. An implementation of these principles in a system for speech synthesis, such as a
speech synthesizer.

The expressive principles for each emotion are normally derived from literature
reviews as well as from heuristic adjustments based on listening tests.

Continued
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There are, broadly speaking, three different approaches to synthesis (Schroder
2001). The choice of method depends on the researcher’s aims. The different
approaches involve a trade-off between flexibility of acoustic modeling and per-
ceived naturalness. The optimal balance between these vary from situation to
situation. For the researcher wanting to test detailed predictions about the effects
of a large number of voice cues, flexibility may be the primary requirement.
However, for the engineer trying to develop a system that works in applied contexts,
naturalness may have a higher priority.

Rule-based synthesis (formant synthesis) creates synthesized speech entirely based
on rules for how acoustic correlates of speech sounds should vary in order to achieve
desired effects. No recordings of human speech are used in the implementation of
the rules in the speech synthesis. The resulting speech sounds relatively unnatural
and robot-like compared to most concatenative systems (see below), though a large
number of parameters related to both voice source and vocal tract can be varied
quite freely. This is, of course, interesting for modeling emotional expression in
speech, where it is essential that a sufficient number of parameters can be included
and varied systematically. Examples of rule-based synthesis are Murray and Arnott’s
(1995) HAMLET and Cahn’s (1990) Affect Editor (which both rely on the commer-
cially available speech synthesizer DECtalk), as well as Burkhardt’s (2001) emoSyn
system. Table 3.8 summarizes a set of prosodic rule set-ups from various previous
studies that used rule-based synthesis (from Schroder 2001).

Another approach to synthesis is diphone concatenation, where audio recordings
of human speakers are concatenated in order to generate the synthetic speech. The
use of diphones, that is, stretches of the speech signal from the middle of one speech
sound (phone) to the middle of the next, is common. FO contours are produced
through signal processing techniques that generate a certain amount of distortion.
Yet, the resulting speech quality is usually considered more natural-sounding than
that of rule-based synthesis. Most diphone systems only allow control over FO and
duration (and, sometimes, voice intensity), whereas voice quality is usually impos-
sible to control. Studies using concatenative synthesis have shown that emotions can
be conveyed to some extent, despite the lack of voice quality variations (e.g. Murray
et al. 2000; Schroder 1999). But unless voice quality manipulation can be added also,
concatenative synthesis is not sufficient for testing comprehensive theories of vocal
affect expression. Examples of concatenative synthesis may be found in Schroder
(1999) and Vroomen et al. (1993).

A third approach to synthesis is unit selection (i.e. corpus-based, large-database
synthesis). This technique is usually perceived as sounding most natural, and
involves selecting speech units of variable size from a large database — units that
approximate a desired target utterance defined by a set of selection parameters. The
outcome of this method depends primarily on the quality of the database. If well-
matched speech units are found, the method may produce highly natural results,
even without further signal processing. On the other hand, if no appropriate units
are found for a particular case, the result may be quite inferior. Examples of synthesis
using unit selection can be found in lida et al. (2003) and Campbell (2004).




Table 3.8 Examples of successful prosodic rules
(adapted from Schroder 2001, Table 1)
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for synthesis of emotional speech from various studies

Emotion Language Rule settings
Anger British FO mean: + 10Hz
English FO range: + 9 semitones
Tempo: + 30 words per minute
Loudness: + 6dB
Voice quality: laryngealization +78%; F4 frequency
—175Hz
Other: increased pitch of stressed vowels (secondary,
+10% of pitch range; primary, +20% of pitch range;
empathic, +40% of total pitch)
Boredom Dutch FO mean: end frequency 65Hz (male speech)
FO range: excursion size 4 semitones
Tempo: duration relative to neutrality 150%
Other: final intonation pattern 3C; avoid final patterns
5&A and 12
Fear German FO mean: +150%
FO range: +20%
Tempo: +30%
Voice quality: falsetto
Joy German FO range: +50%
FO range: +100%
Tempo: +30%
Voice quality: modal or tense; F1, F2 +10%
Other: main stressed syllables are raised 100%, syllables
in between are lowered —20%
Sadness American FO mean: 0, reference line —1, less final lowering —5
English FO range: —5, steeper accent shape +6

Tempo: —10, more fluent pauses +5, hesitation
pauses +10

Loudness: —5

Voice quality: breathiness 410, brilliance —10

Other: stress frequency +1, precision of
articulation —5

Note: For further information, see the original studies cited in Schroder’s (2001) review.

Module G: Cont’d

Sound examples of synthesized vocal affect expressions based on different
methods can be found by searching the web, where many of the leading speech
research laboratories demonstrate their work. Speech synthesizers that allow ma-
nipulation of various aspects of speech rate, pitch contour, and voice quality are now
commercially available. Thus, for instance, DECtalk converts standard text into
highly intelligible speech using a computer sound card and offers a choice of nine
‘voice personalities, intonation and speed control, and built-in phonetic, linguistic,
and pronunciation rules. Similarly, TripleTalk (PCI) features eight predefined voices,
10 volume levels, 10 different speeds, 100 unique pitches, and is fully configurable.

Continued
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Parameters such as tone and intonation are also adjustable. Although both these
systems are highly flexible, they may require some expert knowledge in order to
make full use of their features. For further information on speech synthesis, see
Santen et al. (1997) and Tatham and Morton (2003).

In addition to the various possibilities for synthesis and resynthesis, there are also
several content-masking procedures that can be used in a systematic fashion. As the
term implies, these procedures were originally devised to mask the verbal contents of
vocal affect expressions (e.g. Starkweather 1956). However, because the procedures
also disrupt or degrade different aspects of the paralinguistic features, they may also
be used to investigate the role of specific voice cues.

Low-pass filtering (letting the speech signal pass through a filter that attenuates all
energy above, say, 400Hz; Rogers et al. 1971) preserves the FO contour, albeit it
reduces the spectral content and attenuates the perceived loudness. Crucial aspects
of voice quality are lost when using this method.

Random splicing (Scherer 1971), in contrast, preserves spectral contents but
disrupts the temporal organization and the FO contour (although summary meas-
ures, such as FO mean, are largely preserved). This method was developed by splicing
speech samples into small pieces of tape, randomly rearranging the pieces, and
splicing them back together again, having eliminated all pauses. In the age of digital
signal processing, this process is performed by means of an automatic editing
procedure, which features a smoothing algorithm for the boundary transitions. A
number of temporal aspects of speech (e.g. pausing, continuity of FO contour, and
rhythm) are disrupted by this method.

Reiterant speech is produced by replacing the syllables of an utterance with
‘nonsense syllables’ that generate a similar FO contour (Friend & Farrar 1994).
This method preserves FO level, range, and contour, and also temporal features
and voice quality.

It is important to note that although a fair degree of decoding accuracy can be
obtained even with content-masked procedures, all of these procedures ‘bias’ the
decoding process (in different ways, depending on the emotion). Hence, no speech
sample that has been content-masked can be said to yield valid estimates of decoding
accuracy. If (for some reason) content masking must be used to mask the verbal
content, reiterant speech is probably the best procedure to use, because it leaves as
much as possible of the voice cues unaltered (Friend & Farrar 1994). However, the
fact that each procedure degrades or disrupts some information while leaving other
information intact, and also leads to biases in the decoding of separate emotions, can
be used to systematically study how different voice cues are involved in the emotion
inference process (e.g. Scherer et al. 1972). Continued research on the particular
effects of different masking techniques is clearly needed (Lakshminarayanan et al.
2003; van Bezooijen & Boves 1986).
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Module H: Measuring proximal voice cues

This chapter focuses on objective measurements of various parameters of vocal
expression, achieved through digital acoustic analysis, physiological assessment, or
observation (sometimes in the form of judgments by voice experts based on audi-
tory impressions). However, the normal listener is not an expert on voice production
and will probably perceive and evaluate the sounds that reach his or her ear in a
different manner. If the researcher’s interest is exclusively focused on diagnosing the
state of the speaker by means of voice analysis (i.e. the encoding aspect in the
Brunswikian lens model), listener perception is of little interest. However, in studies
focusing on communication, or on perceivers’ cue utilization in person perception
and emotion attribution, it is important to consider the dimensions or categories
that naive listeners are using to distinguish different voices and voice changes.

While a century of research on psychoacoustics has provided extensive knowledge
on how the characteristics of the human hearing mechanism processes acoustic
information — particularly with regard to the representation of FO as pitch, the
detection of pitch changes, and the frequency bands to which our ear is particularly
sensitive (e.g. Zwicker, 1982) — the nature of the proximal representation of voice
cues is not very well understood at present. To date, little research effort has been
expended on this question. For example, we do not know whether the dimensions
and categories that people use in processing the acoustic voice cues they hear are
congruent with the concepts that phoneticians, acousticians, and voice therapists are
using. There is some evidence that even voice professionals do not show very
impressive agreement in ratings of voice disorders on clinically relevant voice quality
dimensions (Kreiman et al. 1993). The rating procedure can be improved by
providing anchors for each perceptual voice dimension and allowing the judges to
place all stimuli on a continuum with respect to each other and the anchors, for
instance using an interactive, computerized procedure (Binziger 2004).

The obvious approach to inventory the dimensions of naive listeners’ impressions
of voice differences and vocal change is to use ‘folk categories’ — that is, the verbal
labels that people use to refer to and converse about their voice impressions (e.g. a
‘blaring’ voice). This assumes that languages have developed categories that are
somehow important to communicate about salient voice dimensions. Unfortunately,
there are many open questions concerning the verbal codability of proximal percepts.
For example, do the verbal labels that a language makes available for the description of
voices and vocalizations determine the categories that the perceiver will eventually use
in processing such stimuli? Or are those proximal percepts independent of verbal
labels and categories, so that they must be translated into verbal terms if a need to
communicate proximal percepts arises (as when researchers ask about them)?

One of the major problems in assessing proximal percepts of voice parameters via
verbal labels is that many of the terms available (e.g. strident, harsh, and shrill) have
rather strong implied valence connotations (i.e. good-bad, normal—pathological).
These implications are quite obvious for voice labels such as gloomy, strong, nice, or
clear. It is interesting that many works of fiction use voice descriptions instead of
personality or mood characterizations — presumably because the authors assume

Continued
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the existence of stereotypical links between specific types of voice descriptors and
personality and mood categories. Research on voice and personality has indeed
confirmed that stereotypical inference rules linking particular voice characteristics
to personality traits are very strong (e.g. Kramer 1963; Scherer 1972).

In spite of the many problems in attempts to measure proximal percepts of vocal
expression characteristics, it is necessary to make a concerted effort to study the
nature of these percepts in order to understand the process of voice cue utilization
(as specified in the lens model in p. 83). One of the first steps is to attempt to develop
standardized rating scales that incorporate the verbal labels used in different lan-
guages to describe vocalization characteristics in everyday life. Based on preparatory
work by a group of linguists, phoniatricians, communication scientists, and psycho-
logists, Banziger and Scherer (2004) have developed and tested such a rating scale.
Table 3.9 presents the categories of the scale, as well as the respective reliabilities and
correlations with voice cues and emotion attributions. While this rating scale has
been profitably used in a study of emotion inferences from vocal portrayals based on
the Brunswikian lens model (Bédnziger 2004), further efforts are required to elaborate
such rating scales and adapt them to different languages.

Module I: Analyzing data from vocal affect expression studies

Results obtained in measurements of voice cues may be analyzed in a number of
different ways. One critical issue is how to interpret the data for different emotions.
Should the data for individual emotions be compared to each other, or to some
presumably ‘neutral’ expression, or both? According to a basic principle in prag-
matics, the emotional coloring of speech should be interpreted as ‘deviations’ from
some general norm for speech expected in a particular context (e.g. Caffi & Janney
1994). The problem is to find an appropriate ‘baseline’ against which to compare
changes in cues associated with various emotions. Several studies have classified data
in terms of ‘increases’ or ‘decreases’, which means that the data are measured against
average levels across emotions. One problem with this approach is that the average is
affected by what emotions were featured in the analysis. Studies that use different
sets of emotions will therefore produce different baselines, which means that the
findings from different studies are not directly comparable (Juslin & Laukka 2001).

One proposed solution has been to use supposedly neutral vocal expressions as
the baseline. However, this approach has yielded mixed results (e.g. Scherer et al.
1991), perhaps because it is not clear to actors how a term like ‘neutral’ should
actually be interpreted. It is further unclear whether normal speech is ever truly
‘neutral’. A better alternative might be to compare the data against recordings of
natural speech for each speaker, thus providing a separate baseline for each speaker.
Such voice recordings could be made, for instance, during the recording procedure
or during interviews. Still, even natural (and presumably neutral) speech is highly
variable over time, since speech itself is a dynamic process (e.g. Murray et al. 1996).

All of this suggests that finding useful baselines is one of the most important
problems for studies of vocal expression in order to improve comparability across

Continued
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studies and making possible rigorous testing of theoretical predictions. This prob-
lem can be mitigated to some extent if researchers report the data in a more
comprehensive fashion, including raw data in addition to various transformations
and correlation analyses. This will allow other researchers to re-analyze the data for
the purpose of comparing them with other data sets in meta-analyses.

Because vocal affect expression involves a large number of (partly) redundant cues
that are imperfectly related to expressed or portrayed emotions (see p. 83), correl-
ational statistics may be especially useful in analyzing the data since correlational
methods, by default, provide measures of strength of relationship (or effect sizes) and
also take into consideration the intercorrelations among voice cues. Multivariate
methods are preferable to univariate inferential statistics, which fail to take into
account the complex relations between voice cues and emotions. The precise choice
of multivariate technique depends, of course, on the goals of the analysis.

If the goal is to predict the amount of a single, metric dependent variable (e.g.
arousal) on the basis of a set of metric predictors (e.g. a subset of voice cues),
multiple regression analysis may be the most useful method (Cohen et al. 2003). For
instance, Juslin and Laukka (2001) were able to account for 70% of the variance in
listeners’ judgments of emotion intensity in vocal affect expressions based on five
voice cues: FO (floor), FO (SD), F1, HF 500, and voice attack (see Table 3.5 for a
definition of each cue). Such an analysis may also explore the contributions of
interactions among voice cues (Aiken & West 1991), as well as non-linear function
forms (e.g. inverted U-shaped curves) between voice cues and judgments.

However, if the dependent variable is multichotomous (i.e. nonmetric and con-
sisting of categories), while the predictors are still metric, multiple discriminant
analysis is the method of choice. Using this method, one may predict which emotion,
out of a set of emotion categories, is expressed by a set of voice cues. Banse and Scherer
(1996) conducted discriminant analysis with voice cues as predictors, and found that
vocal affect expressions could be correctly classified at a rate and with error patterns
similar to those of human judges (see also van Bezooijen 1984).

Further, if the goal is to find clusters of entities that have similar characteristics on
certain metric dimensions (e.g. speech utterances with similar patterns of acoustic
characteristics) and that form mutually exclusive groups, one can use cluster analysis.
This method could perhaps be used in a bottom-up approach to empirically find
groups of discrete emotions in speech samples based on voice characteristics alone,
as long as the speech samples are ‘representative’ of the range of voice characteristics
that occur in the natural environment.

On the other hand, if the goal is to transform judgments of object similarity (e.g.
among speech utterances) into distances represented in a multidimensional space
(e.g. in terms of emotion dimensions such as activation and valence), then multidi-
mensional scaling is the preferred method.

If the goal is to analyze the inter-relationships among a large number of variables
(such as voice cues), and to explain these variables in terms of their common
underlying dimensions (or factors), one might conduct a factor analysis. This
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method could be used to find ‘higher-order variables’ (e.g. based on physiological
principles of voice production; see Box 3.2) that underlie the separately measured
acoustic cues. It seems possible that some of the past problems in the field reflect the
fact that researchers have not yet found the optimal voice measures.

Last, but not least, if the goal is to model the complete communicative or
inferential process in vocal expression (as in the lens model), then structural equation
modeling (i.e. path analysis) might be the most useful method. There are also some
novel techniques, such as data mining by means of neural networks (Petrushin
2002), that may be useful in analyzing vocal expressions. (For further discussion
of multivariate techniques, see, for example, Hair et al. 1998.) Some of the more
advanced software systems for speech analysis (e.g. PRAAT) include modules for
certain multivariate analyses.

Given the large individual differences among encoders (and to some extent
decoders), we recommend that researchers consider using an ideographic statistical
approach (see Brunswik 1956) to analysis, in which the vocal behavior of individuals
are modeled before the results are aggregated. This has seldom been done in previous
research, but it could be one important step towards a better understanding of
the variability in data from studies of vocal affect expression. As noted earlier,
Brunswik’s lens model may allow us to explain many of the inconsistencies in
earlier findings in terms of the nature of the communicative or inferential process
(see p. 85). This is because it allows the inherent variability of conditions into the
statistical analysis, thereby explaining how stable ‘distal’ inferences are achieved
despite instable (or variable) relationships at the mediation level. In the lens
model, correlation statistics can be used to model listeners’ cue utilization in a
fashion analogous to how a speaker’s use of voice cues can be modeled. For more
detailed examples of the use of correlational statistics and path analysis to model
communication of emotions using the lens model, see Scherer (1978), Juslin (2000),
and Bédnziger (2004).

Concluding remarks

The vocal channel of expression of affect has received rather less research attention than
the facial channel (see Chapter 2), mirroring the relative emphasis placed on these
modalities by the pioneers in this area (e.g. Darwin 1872/1998; Tomkins 1962). As this
chapter suggests, this situation is about to change. In particular, the methodological
difficulties associated with the storage and analysis of sound (Scherer 1982) have been
partially resolved by the rapid development and availability of new technology for the
digital storage, editing, and analysis of vocal utterances. However, the most important
impetus for the proliferation of studies on vocal affect expression has been the recent
interest in large-scale application of speech technology in automatic speech and speaker
recognition and speech synthesis. Speech scientists and engineers have been able to
make much progress in the sophistication and quality of such systems over the last 20
years, and the hardware and software to recognize speech and speakers automatically, or
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to have computers speak, is now widely available. However, the expected breakthrough
in the mass marketing of these devices has not yet occurred, in large part because of the
long-term neglect of the important role of affect in speech. For instance, automatic
speech and speaker recognition that achieves a remarkable level of accuracy under
controlled laboratory conditions produces a lot of recognition errors in field tests.
Often this is because stress and other affective factors change the voice and speech
parameters to such an extent that normal recognition algorithms fail. Similarly, even
though synthetic speech (due to the use of diphone concatenation methods; see Module
G) currently produces synthetic utterances with impressive quality and intelligibility
(Santen et al. 1997), most people still prefer other humans, rather than computers,
speaking to them. Often, the reason given is that synthetic speech sounds monotonous
and lacks essential affective quality.

Partly in response to this problem — but doubtlessly also because of intrinsic interest
in the phenomenon — work on vocal affect expression by speech scientists such as
phoneticians and by engineers has been mushrooming (see the special issue of the
journal Speech Communication, Vol. 40, Issue 1-2, 2003). Much of this research is
published in proceedings of meetings such as Eurospeech or the International Confer-
ence on Spoken Language Processing (ICSLP) and is thus difficult to access for re-
searchers who are not members of the respective networks. Conversely, researchers at the
engineering end of the field often find it difficult to follow the widely dispersed publi-
cations on vocal affect expression in other disciplines. However, we feel that progress in
this complex and exciting domain of research requires intensive interdisciplinary ap-
proaches. As this chapter shows, theoretical background and methodological compe-
tencies from many disciplines are required to conduct state-of-the art research in this
domain. Hopefully, then, the current trend toward such interdisciplinary collaboration
will continue. In conclusion, we will enumerate some desiderata for the future.

Much of the research to date has been untheoretical and unconcerned with the
mechanisms that underlie vocal affect expression. We feel that the field has now reached
a stage where it is feasible to plan research on the basis of established theoretical
positions and, most importantly, to critically compare different approaches. In this
chapter, we have advocated the Brunswikian lens model as a meta-structure for studies
in this area, especially because it alerts researchers to important design considerations
in studies of vocal affect expression. We have also emphasized that vocal expression
involves the joint operation of push and pull effects, and the interaction of psychobio-
logical and sociocultural factors, both of which urgently need to be addressed in future
studies. So far there is very little cross-language and cross-cultural research in this area,
which is surprising because phonetic features of language may constrain the affect-
signaling potential of voice cues (see Scherer et al. 2001a, and the discussion of tone
languages in Scherer et al. 2003.) Finally, the cumulativeness of research would increase
if voice researchers could converge on measuring a standardized and relatively complete
set of acoustic or perceptual cues in order to allow replication, and to adhere to
standard forms of analyzing and reporting the results (e.g. providing confusion matri-
ces and effect sizes). Such convergence on research methodology would make it easier
to perform future meta-analyses (Juslin & Laukka 2003).
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Another hope for future research is that we will see much more in the line of multi-
modal approaches. As has been noted above, vocal expression of affect is usually part
and parcel of a larger set of expressive behaviors that include facial expressions, gesture,
posture, and so forth. Unless these modalities are studied jointly, the mutual constraints
and dependencies cannot be empirically explored. Apart from the need to understand
interactions between modalities with respect to the underlying mechanisms, these also
play an important role in many technological applications, such as multi-modal
computer interfaces in production, sales, service, education, and entertainment
(Hudlicka 2003; Lisetti & Nasoz 2002; Paiva 2000). Current concern with the develop-
ment of believable autonomous or virtual agents, capable of producing appropriate
affect expression and understanding human affect communication, should be a power-
ful motor for greater multimodal integration in future research on the expression of
affect.
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CHAPTER 4

PROXEMICS, KINESICS,
AND GAZE

JINNI A. HARRIGAN

Introduction

Chapter orientation

This chapter focuses on the methodologies for coding behaviors in proxemics, kinesics (i.e.
body and head movements), and gaze. Working definitions for these three domains are:

e Proxemics is the study of our perception and structuring of interpersonal and
environmental space.

e Kinesics refers to actions and positions of the body, head, and limbs.

e Gaze involves movements and direction of the eyes in visual interaction.

(In this chapter, kinesics is synonymous with body/head movement.)

For proxemics and gaze, the basic methodological design and behavioral coding
strategies seem to have changed little since the early 1980s, and will be detailed in this
chapter. Following upon the heels of the preceding chapters for coding facial actions
and vocal behavior, the lack of development in codes and strategies for recording body
movement is readily apparent. Although systematic research on kinesics began in
earnest more than a half century ago, investigations have been of a piecemeal nature
with a range of foci and methodologies developed in a variety of laboratories and
conducted by researchers from a sweep of disciplines (e.g. psychology, communication,
sociolinguistics, psychoanalysis). This, unfortunately, has resulted in a lack of coord-
ination and state of disjointedness with respect to the development of a set of defined
behavioral units for coding, comparable research methodologies, and theoretical con-
structs as a framework for understanding body movement. The present discussion of
methodological issues in body movement research is divided into two segments: body
positions and body actions. Each of these subsections includes historical information
on the research strategies that evolved which may help provide a perspective to
understand the current state of methodological and theoretical development in coding
body movement, proxemics, and gaze.

The chapter will begin with some general conceptual issues and factors affecting
coding decisions, and points to consider in choosing a methodological strategy and
behavioral units for coding movement. The methodologies for proxemics and kinesics
will follow, and coding for gaze behavior closes the chapter.
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Feasibility of coding body movement

Humans, whether in individual or interactive settings, display a rich mosaic of actions,
gestures, and postures with their bodies. This fact becomes immediately apparent when
one sets out to code body movement. The number of actions and positions, speed in
change of actions, versatility and subtlety of movement, individual variability of actions
and positions, and interactive quality of the actions and positions themselves could
easily be intimidating and lead to coder despair at ever being able to ‘get a grip’ on
describing, tallying, and analyzing body actions. Coding, however, is manageable
because of some specifics about body movement. There are three key features that
make coding body movement feasible given the varied number of moveable body parts
and intricacies of combined movements.

Modest number of moveable body parts

An advantage in coding body movement, that helps reduce the intricacy of coding, is
that the ‘body tableau, while vast in the sheer number of millimeters (e.g. compared
with the face), is comprised of only a few moveable parts. The legs, arms, and trunk are
primarily involved in movements for positioning the body. The upper arms, forearms,
thighs, or calves cannot be moved individually. The shoulders, elbows, and knees can be
moved and such movements may be relevant to affect, but with the exception of
shoulder shrugging, elbows and knees typically are moved as part of an arm or leg
movement. All of these body parts may be of interest in studies of walking or approach,
but generally it is the appendages of the limbs which garner attention in social
encounters and settings where affect expression is likely. The two body parts that
involve the most movement are the head and hands, and these have received the
most attention in body movement research.

Behavioral repertoire limitations

Of the many possible actions and positions that can be performed by the body, anatom-
ically speaking, some actions rarely, if ever, occur. For example, it would be very unusual
for someone to converse with another interactant while leaning his/her trunk in an
extreme backward position, or for a person to display nonstop hand gestures when
listening. Social conventions—‘display rules’ (Ekman 1972)—guide our behavior by the
exercise of culturally learned rules that govern ‘when it is appropriate to express an
emotion and to whom one can reveal one’s feelings’ (Ekman & Rosenberg 1997, p. 10).
Behaviors that are exhibited outside the expected presentation of oneself usually are so
atypical as to be diagnostic with respect to mental or emotional stability or level of
intellectual functioning. Goffman (1959, 1963) wrote eloquently about his observations
of acceptable nonverbal behavior in various public and private social encounters (e.g.
staff meetings, sidewalk maneuvers, ceremonial gatherings, waiting areas).

Co-occurrence of behaviors

Another feature of body movement that mitigates the complexity of coding is that body
movements often are displayed together. Movements can occur simultaneously (e.g.
repositioning the trunk and legs) or in sequence (e.g. hand and head movements in



PROXEMICS, KINESICS, AND GAZE 139

speaker turn—exchange), and many complement facial behaviors (e.g. smiling and head
nodding) and vocal behaviors (e.g. angry vocal tone and clenched hands). Movements
which have a temporal relationship to one another allow for ease in coding because two
movements are visually easier for a coder to observe than one behavior, thus reducing
‘omission’ errors (i.e. not coding a behavior that occurred). In addition, temporally
occurring movements often provide information regarding functional aspects of move-
ment patterns.

Comparisons of nonverbal and verbal behavior codes

Prior to setting out to code body movement, several points need be considered when
deciding what movements to code and how to code them. These ideas were first
detailed by Ekman and Friesen (1969a) in an early article on coding nonverbal
behavior, and have been mentioned frequently by others when discussing nonverbal
behavior coding (Knapp & Hall 1992; Rosenfeld 1987). Several of these issues deal with
drawing parallels between nonverbal and verbal communication.

Correspondence between behavior and meaning

Body movements cannot be translated as directly as verbal behavior. A word has a
specific, defined meaning that always, and for everyone who knows the word, represents
that meaning, and by itself the word bears no relationship to its referent (see Appendix
to this volume). Although several pop-psych books, written in the 1970s, continue to
have wide audience appeal, the premise of these books does a disservice to the field of
nonverbal behavior research. Books such as Body Language (Fast 1970), How To Read A
Person Like A Book (Nierenberg & Calero 1971), People Reading (Beier & Valens 1975),
and The Body Language of Sex, Power, and Aggression (Fast 1977) assume that various
body actions and positions represent specific information when they are displayed (i.e.
encoded) and that the meaning of these body actions are encoded and decoded
(i.e. interpreted) unequivocally. Unlike certain facial expressions, there are few, if any,
body movements that have invariant meaning within or across cultures. Some hand
and head actions (e.g. shrugging, various insulting hand movements, head nodding)
can be interpreted in a language-like fashion by individuals within a culture,
and between cultures who are knowledgeable about each other’s nonverbal behaviors,
but even within a culture, body movements do not carry the same meaning each and
every time they are displayed. For example, one could nod to signal ‘Yes’ to a question,
or nod as one of several listener responses to a speaker; the latter does not indicate
assent, but only that the listener is following the speaker’s comments. Birdwhistell
(1970), for one, mentioned several kinds of nods (e.g. ‘understanding nod’, ‘control
nod’); Giges (1975) referred to types of nodding by the ‘rescue nodder, ‘put-down
nodder’, etc. Further, a person might fold her arms across her chest when standing not
to indicate a ‘lack of approachability’, but rather to increase body warmth in a cool
environment (Raja & Nicol 1997) or because of having no place to put her hands (e.g.
pockets).

Although one can indicate assent by nodding or halt another with certain
hand gestures, these actions are not always encoded or decoded universally. Many
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of the actions of the hands and body are so idiosyncratic as to carry little specific
meaning.

Intention and behavioral displays

The issue of encoding and decoding nonverbal behavior for the purpose of conveying
information involves not just the ‘code’ (i.e. actions conveying messages), but also the
notion of ‘intention’ (Dittman 1987; Ekman & Friesen 1969a). In verbal communica-
tion, there is a deliberate attempt to send a message to another. Although there are
times when one blurts out or emits an unintended verbalization, most often the speaker
consciously produces a verbal message for the purpose of exchanging information with
another. This is not to suggest that verbalizations are always completely planned and
thought out in advance, but, relatively speaking, that is usually the case, (i.e. one thinks
about what one wants to say).

With nonverbal behavior, the notion of intention is less clear-cut. A person might
nod to answer a question or put a vertical index finger to the lips to shush a child, and
both actions are thought to be intentional, deliberate attempts to communicate with
another. But consider the degree of ‘intention’ when a person gradually creates greater
distance from an interlocutor by pulling back from a forward lean and turning slightly
to the side while recrossing the legs away from the interlocutor. Similarly, there may be
little or no ‘intention’ when a person inadvertently rubs his/her hands while being
interviewed for a desired job, exhibits a hand gesture when speaking, scratches the chin
when thinking about a problem, nods when listening to another, or rearranges hair or
clothing when flirting. While these behaviors might provide information to an obser-
ver, none of these may have been performed ‘intentionally’. Thus, the encoding of
nonverbal behaviors may range from conscious, deliberate messages to actions per-
formed more automatically, without awareness and with far less control (Dittman
1987).

Idiosyncratic and shared meanings

Ekman and Friesen (1969a) distinguished between the idiosyncratic and the shared
meaning of behaviors, with the former referring to a behavior peculiar to a single
individual, and the latter, a behavior whose meaning is common to a set of persons
(Ekman & Friesen 1969a, p. 54). It is not the action itself that is idiosyncratic or shared,
but the meaning attributed to it. These idiosyncratic and shared meanings can refer to
encoders or decoders (e.g. idiosyncratic chin scratching versus a hand wave in greeting).
These authors further note that nonverbal behavior can be ‘informative’ with shared
decoded meaning among some set of observers, who may or may not be inaccurate in
their decoding of meaning, and when the encoder may not have necessarily intended to
convey a message via their nonverbal behavior. A behavior may be ‘communicative’; in
which case, it is consciously sent by an encoder to another person, although it may not
be accurately conveyed or interpreted. Lastly, Ekman and Friesen (1969a) classified
nonverbal behaviors as interactive where the encoder’s behavior influences the inter-
active behavior of another, whether intended or not (p. 56). Thus, an informative act
might be fidgeting when apprehensive or waving ‘Hello’; a communicative act might be
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nodding to indicate ‘Yes’ or using a hand gesture to signal ‘Come here’ that is not
understood by the decoder; and an interactive behavior could include nodding when
listening to a speaker or restless posture shifts suggesting boredom when listening.

Avoiding behavioral terminology bias

A important point when deciding what movements to code is that just as with coding
facial actions, the terminology for the measures selected for coding body actions and
positions, as much as possible, needs to be descriptive rather than inferential. This is
critical in preventing bias associated with inferred meaning based on terminology. For
example, describing a leg posture as ‘open’ may carry the implied meaning that the
person is receptive or accessible, rather than merely sitting with uncrossed legs. A hand
movement labeled as a ‘suppressed movement’ may be characterized more descriptively
as ‘one hand placed on the other hand’. Referring to a nod as a ‘positive nod’ and a head
shake as a ‘negative nod’ carries considerable inference about the behavior coded.

Key concepts in coding body movement
The body and affective content

While there are specific emotion universals for facial actions (see Chapter 2) and vocal
behaviors (see Chapter 3), body movements alone do not convey specific emotion
content. A clenched fist by itself does not necessarily convey anger, nor do insulting
hand motions or a shaking head. Body actions can provide information regarding the
intensity of the felt emotion (Dittman 1987; Ekman & Friesen 1974) and, together with
facial actions and vocal cues, can accent or emphasize affect, but it is primarily the face
and voice that carry specific affect. Body positioning offers information about attitude,
status, interpersonal role, motives, and personality characteristics of the encoder,
and reveals perceptions of decoders. To some extent, the body’s positions and actions
provide a backdrop for helping to interpret the meaning of more subtle facial and vocal
affect.

Moderator variables

Since body movements tend to be more idiosyncratic and culture-bound, one caveat
that may be more applicable in coding body movements than in coding facial or vocal
behavior is the important moderating effects of gender and culture and, to a lesser
degree, age, in the display and interpretation of many body actions and positions. Some
examples are:

e the greater frequency of eye blinking by females compared with males;

e the hand gesture for ‘Come here’ in the United States compared with the gesture in
Italy;

o the closer seating proximity for young children versus middle-aged adults.

Theoretical orientation

A important point to consider when deciding on a coding strategy for body movement
parallels a dichotomy suggested between ‘structural’ studies (i.e. concerned with
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movement/vocal patterns within and between people) and ‘external variable’ studies
(i.e. concerned with nonverbal behaviors in relation to other variables such as person-
ality, role, other nonverbal behaviors) (Duncan 1969). As Ekman et al. (see Appendix to
this book) have indicated, this distinction may be artificial and irrelevant because the
choice of methodologies is driven by the type of data needed to support the answers to
the researcher’s questions. When examining body movement, the researcher can opt to
quantify body positions, body actions, or both, and be selective or comprehensive in
coding individual movements, or code at a micro versus macro level of analysis. But the
research questions will determine whether one is to code movements at a micro level of
analysis in a comprehensive fashion using a structural approach, to code movements at
a macro level of analysis in a selective fashion using an external variable approach, or to
code using some combination of approaches. The former would be highly appropriate
for the study of body movement in relation to specific elements in speech (e.g. relating
the placement of a hand gesture occurring concurrently with specific content in the
speech stream). The latter might be more useful for a comparison of ‘friendly’ versus
‘unfriendly’ interviewer styles where data are collected on the frequencies of nodding,
smiling, hand gestures, forward lean, etc. Finally, a researcher can decide to combine
various nonverbal actions into conceptual categories together with verbal behavior (e.g.
angry words, facial action units indicating anger, hands in fists, body tense, etc.) (see
Chapters 10 and 11).

Each of the points described above need to be thoughtfully considered before the
investigator chooses the research approach, level of analysis, comprehensiveness of
coding, selection of and naming of nonverbal variables, and data analysis methods.

Proxemics

What is it and how is it measured?

In proxemic research, the focus of attention is on the perception, use, and structuring of
space. Although an individual’s behavior may be of interest with respect to spatial
arrangements in the nonhuman environment, most often we study how spatial use
affects and reflects relationships between and among individuals as a member of a dyad
or larger group, and whether it is intentional (i.e. seeking interaction) or inadvertent
(i.e. in public settings). Most research efforts and, therefore, methodologies, have been
concerned with interactional settings. For example, we may want to know how people
position themselves in a conversational setting with friends, intimates, or strangers.
Perhaps we want to know something about the use of space in business, health, or
educational settings to answer questions regarding employee engagement in task-
focused groups, family members’ orientations to one another in psychotherapy, phys-
ician—patient consultation styles, or effective teacher—student instruction.

The literature on proxemics and how it is described or measured, overwhelmingly
indicates that the ‘distance’ between interactants was coded most often. While distance
is an important variable in proxemics, it is a limited and unsophisticated measure of the
factors that make up the invisible, yet precious, three-dimensional space that separates
us from one another. Hall (1963, 1973), whose work will be detailed below, takes a
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comprehensive view of our spatial relationships to one another and to the nonhuman
environment. His view reflects an interactive approach which emphasizes the distance-
regulating features of our sensory equipment, as well as body orientation, to describe our
interface with others. His coding variables are listed in Fig. 4.1 and can be summarized as
including: distance, postural identifiers (e.g. sitting, standing), orientation of frontal body
plane (i.e. degree one faces another), and input from the senses of touch, vision, audition,
olfaction, and temperature (e.g. perceiving heat from another’s body).

Research approaches

As the brief historical overview of research strategies which follows will reveal, there are two
main techniques for conducting proxemic studies: projective strategies and laboratory or
field studies. Projective strategies are the most common (Aiello 1987), representing ap-
proximately 40% of studies. There are several measures used in projective strategies, but all
require that participants imagine the distance at which they would be comfortable with their
choice of seating position in relation to another interactant or with another’s approach
toward them. Such techniques require marking placements on a form (Comfort Interper-
sonal Distance Scale; Duke & Nowinckis 1972), manipulating miniature figures, or choos-
ing positions in photographs. Kuethe (1962) used felt figures and Pedersen (1973) adopted
silhouette placements of figures to indicate seating, standing, and approach preferences.
Hayduk (1983) and Aiello (1987) both have argued strongly against the use of projective
techniques to measure personal space because of poor correlations between projective and
real-life interactional studies, and the fact that the scaled down projective figures do not
parallel life-size differences. These difficulties are particularly apparent in studies of ap-
proach, (i.e. effects of a person entering one’s spatial comfort zone).

The second type of proxemic study involves interactions in naturalistic field settings
or laboratories. For Hall’s (1974) qualitative observations, unobtrusive use of a camera
was ‘indispensable’, permitting re-examination of behavior between interactants with
respect to distance cues. Videotape recorders, with slow motion facilities and digital
counters, permit greater accuracy in determining distance. Scherer (1974) developed a
technique—photogrammetry—which involves a mathematical formula to remove
errors in coding distance resulting from the angle of the participants with respect to
the camera. Thus, this technique permits greater accuracy in coding distance from
videotaped or filmed interactions. Edmonson and Han (1983) marked the floor tiles
with tape, making a grid, which permitted precise measurement of videotaped parti-
cipants engaged in various activities. Their camera was perched high above the parti-
cipants for better alignment and so as not to interfere with the participants’
interactions. Such ceiling positioned cameras suggest an important strategy for meas-
uring distance accurately. In the future, perhaps such instruments as global positioning
devices might be used to record distance as well as other proxemic variables.

Proxemic measures

The degree to which proxemics was the main focus of study determined which variables
were included. These were few and, typically, distance, frontal body orientation, touch,
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and gaze were measured. In studies where proxemics was less of a focal point, only
distance and, more rarely, orientation, was ascertained. At first glance, distance appears
to be a straightforward variable to measure, but a variety of different reference points
have been used to represent the ‘distance’ between interactants: measured from their
heads, noses, knees, torsos, feet, or chair edges. Sometimes the number of floor tiles
between interactants was counted, and floor tile size also varied widely. Of course, these
measures differ greatly depending on whether interactants were standing or sitting.
Coders have been trained to estimate the distance rather than interrupt the interaction
to measure. Often the actual method of measuring and instrumentation was unstated.
The lack of uniformity and specificity of measurement makes it difficult to compare
research findings across studies.

In some studies where the independent variable was another interactant’s gender,
age, culture, personality characteristic (e.g. friendliness, dominance, inconsistency), or
some other feature (e.g. physical disability, criminality), distance was measured by the
seat chosen by the participant or distance he/she approached another participant. For
example, Weitz (1972) found that participant’s chair placement reflected their attitude
toward someone of a different race. In other studies, the participant’s chair was
positioned so that it could not be moved, and researchers manipulated the distance
of a confederate (e.g. seated close or far) with respect to the participant.

A large body of work has been conducted in proxemic research on approach distance
(considered below). For example, Mehrabian (1968) asked participants to approach a
coat rack as if it were a person, stopping at the point where they felt comfortable
interacting with that ‘person’.

Research overview

A brief historical overview within the areas of proxemic research may help the reader
understand the development of this field and measures used to study it.

Person to person

The appropriate starting point for proxemics is the work of the insightful anthropolo-
gist, Edward T. Hall, who first used the label ‘proxemics’. Using naturalistic methods,
and based on his extensive observations of humans’ use of space, attention to cultural
differences, and the evidence from animal behavior with specific reference to crowding
and territorality, Hall (1963, 1973) developed a notation system of personal distance
that has become the foundation of measurement in proxemics. Hall’s ideas and theory
were greatly influenced by the ethologist, Hediger (1961), whose work in zoology and
animal behavior focused on the sensory worlds of the interactants in relation to
personal distance.

Hall (1963) divided our spatial world into four social distances, each with a close and
far phase, and each based on varying information available from vision, audition,
olfaction, thermal reception, and kinesthesia (i.e. sensation of physical alignment of
head/body). These four social distances (i.e. intimate, personal, social/consultive, and
public) span zero to 30 feet, and vary according to type of interaction and the status of
and affiliation between interactants. Although Hall did not ascribe precise quantitative
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values to the codes in his notation system, he described in intricate detail the various
nonverbal and vocal cues available to our distance and immediate sensory receptors
(see Fig. 4.1). For example, mothers and infants frequently inhabit the close phase of the
intimate distance, zero to 18 inches, where they can easily touch, smell, feel body heat
of, and hear faint sounds (e.g. grunts, coos) of their interactant, though such closeness
limits vision to a blurred or distorted view of the other. More specifically, one of Hall’s
codes (1973) considered under ‘kinesthesia’ is body orientation, which ranges from
sitting back to back, sitting side by side, and sitting at right angles to facing each other.
Likewise, the body distance code ranges from two people leaning out of reach of one
another, through ‘two arms extended’ toward each other, to ‘maximum body contact’.

Hall (1966) acknowledged the approximate nature of these distance zones, com-
menting on variations resulting from the influence of personality or environmental
factors. In their extensive review, Altman and Vinsel (1977) concluded that Hall’s
‘qualitative ideas’ regarding distance zones to describe human spatial behavior were
supported by research findings, although they acknowledged differences in these
distance dimensions for standing and sitting.

Watson and Graves (1966) created a scoring system, with a range of scores, to
operationalize seven of the eight dimension codes described by Hall (1963, 1973):
frontal body orientation, distance, touch, visual clarity, thermal detection, olfaction,
and vocal loudness. Postural identifiers (e.g. standing, sitting) were uniform. For
example, touch was coded from ‘holding and caressing’ (0), through ‘spot touching’
(4), to no contact (6). Their results showed that, compared with American college
students, Arab students interacted more closely on all dimensions, and the authors were
able to pinpoint precisely these differences for all seven dimensions (Watson & Graves
1966). Other measures for coding the distance between interactants exist. Jones and
Aiello’s (1973) measure is based on the ability to reach out and touch another, and the
measure contains adjustments for height differences as well. Sigelman and Adams
(1990) used a scaled map in a naturalistic observational study to plot the distance
between parents and their children.

Person in environment

In his writings, Hall (1966, 1974) also commented on how space is organized in a
community and the effect these patterns have on communication. Spaces reflect
environmental arrangements (e.g. furniture, architecture) that encourage or promote
communication (i.e. sociopetal space) or provide for solitary actions (i.e. sociofugal
space). Systematic studies of spatial arrangements in social interaction were investi-
gated extensively by Sommer, who was interested in how people arranged themselves in
‘semi-fixed” space with respect to concepts of leadership, status, productivity, and
affiliation (Sommer 1959, 1961: Sommer & Becker 1969). He defined ‘personal space’
as ‘an area with invisible boundaries surrounding a person’s body into which intruders
may not come’ (Sommer 1969, p. 26). Sommer reported four distinct patterns for
‘relational space’ depending on the type of task: conversational, cooperative, competi-
tive, or coacting. Others have supported Sommer’s results, finding, for example, that
those of higher status tend to occupy end positions at a rectangular table, where they
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participated more, were rated as more influential, and received more gaze from other
participants (Strodtbeck and Hook 1961).

Approaching others

A popular focus in proxemic research has been approach distance, most often measured
by the ‘stop-distance procedure’ in which a participant signals ‘stop’, to indicate their
level of discomfort with respect to an approaching experimenter or confederate (Hay-
duk 1983). Aiello (1987) reports more than 100 studies using this procedure. Hayduk
(19814, b) altered the angle of approach, and Aiello and colleagues investigated seat
preference with respect to distance from interactants (Aiello & Jones 1971; Aiello &
Thompson 1980).

Responses to encroachment

Other phenomena are important in proxemic research, though these are not often fully
operationalized or clearly measured: territoriality, defense, crowding, boundary mark-
ers, and similar topics involving maneuvering and maintaining personal space in public
places. Goffman’s (1963, 1971) elegant observations of people’s behavior in public and
the use of physical and social barriers to maintain some degree of psychological privacy
in public settings (‘civil inattention’), are eloquent and insightful, but are not precise or
cue-specific in terms of measuring the phenomenon.

The concept of crowding is defined not entirely by population density, but also with
respect to other relevant variables: time spent in the area, interaction expectancies,
focus of attention on self or others (Zlutnick & Altman 1972), degree of social
stimulation (Desor 1972), gender, and room size (Ross et al. 1973). Stokols (1972)
defined ‘social density’ as the physical spacing between people that is related to the
number of people, ‘spatial density’ as physical spacing related to the amount of space
available to people, and ‘crowding’ as a negative psychological state related to dense
spaces. Hayduk (1981a) conducted the most detailed study of ‘permeability’, or reaction
to intrusions, concluding that the ‘degree of discomfort was proportional to the extent
of intrusion’ (p. 284).

Altman has made significant contributions in his work on crowding, territoriality,
and interpersonal relations (Altman 1975; Altman & Taylor 1973; Sundstrom and
Altman 1976). He delineated three types of territories—primary, secondary, and public
(Altman 1975)—and described various ways people maintain some degree of privacy
through the use of physical barriers, place markers, and adjustments in verbal and
nonverbal behavior to discourage interaction. Similarly, Lyman and Scott (1967)
developed a classification system for various territories based on the degree of personal
autonomy (i.e. body, home, interactional, and public), and outlined categories of
territorial incursion (violation, invasion, and contamination). Applying the defining
features of these territories to real-life settings has not proved to be straightforward,
however. The lines defining interactional and public, and secondary and public terri-
tories often are fuzzy, with considerable overlap depending on critical variables such as
density, use of boundary markers, status, degree of acquaintanceship, and other rele-
vant factors. Sommer conducted a series of studies showing the effect of ‘markers’ to
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defend one’s personal space in a public setting, to reduce incursion by others, and to
maintain one’s possession of personal space while the owner was absent (Sommer 1967,
1969; Sommer & Becker 1969). His studies include greater precision than others in
defining markers, measuring distances between interactants, and categorizing the
resulting behavior of the interactants.

Methodological issues

Hayduk (1983) and Aiello (1987) provide thoughtful and comprehensive reviews of
proxemic research, covering measures and methodological issues, theoretical interpret-
ations, problem areas, and detailed findings with respect to spatial behavior and
relevant factors (i.e. age, gender, culture, personality, relationship, environment, and
intrusion or invasion). Aiello notes that, like many subtopics in nonverbal behavior,
researchers from many disciplines have studied personal space: Hall, Sommer, and
others consider the use of space from a naturalistic, observational viewpoint; and,
often, psychologists and sociologists analyze the effects of empirical manipulations of
proxemic cues on participants or the effects of another manipulated variable on
participants’ proxemic behavior.

Aiello remedies a definitional problem, noted by others (Knowles 1980; Patterson
1975), by using the term ‘interpersonal space’, which focuses on the communicative
function, rather than the often used term ‘personal space’, which stresses the protective
function. Researchers seeking specific results with respect to certain proxemic variables
and relevant factors will benefit from Hayduk (1983) and Aiello’s (1987) reviews of
more than 700 studies. For future researchers, Hayduk (1983) and Aiello (1987)
recommend the continued development of methods and measurement techniques
and research attention to gender and cultural differences in studies of spatial behavior.

Summary and coding recommendations

As the brief historical overview of research in proxemics shows, there have been few
developments since Hall outlined his notation system (1963, 1973). A few coding
suggestions can be culled from this literature. As in any other area of investigation,
decisions about which proxemic variables to code depend on the research question(s).
When proxemic patterns are of primary interest, it may be appropriate to use measures
developed by Hall: postural identifiers, distance, orientation, touch, vision, audition,
olfaction, and thermal detection. These variables permit a comprehensive and accurate
assessment of spatial cues but, for each variable, scores need to be assigned to each cue
within a category to operationalize the range of possible cues (see Watson & Graves
1966).When proxemic cues are secondary or tangential to the research question(s),
distance, orientation, and touching may be sufficient to capture information regarding
the spatial separation between interactants. For example, trained coders evaluated
videotaped interactions at several intervals by choosing one of:

1. eight possible distances between interactants’ heads and torsos;
2. seven possible orientations for interactants toward one another;
3. six possible types of touching (Remland et al. 1995).



PROXEMICS, KINESICS, AND GAZE 149

In our research manual for interactions of two or more individuals, proxemic variables
include: distance (based on floor tile markings), trunk lean and orientation, postural
shifts, touch, and gaze (Harrigan & Carney 2005).

Although Hall’s proxemic system contains codes for gaze, audition, and touch,
researchers also frequently include these as individual categories in studies where
proxemic cues are coded. For example, Grahe and Bernieri (1999) rated the degree of
mutual eye contact, in addition to proximity and orientation. While some proxemic
cues such as distance and orientation can be separated more easily in some studies, the
Intimacy Equilibrium Model presented by Argyle and colleagues (Argyle & Dean 1965;
Argyle & Cook 1976) demonstrates the strong relationship between proximity and eye
contact. This model will be discussed in detail in the section on gaze in this chapter.

Finally, body positional cues are alluded to in Hall’s system under the code for
estimating body distance, but are not considered as separate categories of proxemics.
Body positional cues include trunk lean and positions of the arms, legs, and head with
respect to another interactant. These will be discussed in more detail in the following
section on body position but, clearly, interactional space is greatly altered by these cues.
For example, leaning toward another greatly reduces the distance between participants
and makes one available for touching, mutual eye contact, olfaction, and thermal
detection.

In summary, proxemic cues of importance for coding interactive behavior include:
postural identification (i.e. sitting, standing), distance, frontal orientation, and body
positioning. Depending on the research objectives, touch, eye contact, olfaction, and
audition also may be coded. Considerable work needs to be accomplished in proxemic
research to precisely define and operationalize scoring methods for proxemic cues. This
will allow study results to be more easily compared and theoretical implications for
these behaviors to be examined and understood.

Kinesics

Where the action is

The predominant loci of attention in body movement research (kinesics), has been on
the hands and head, two areas with the greatest overall movement frequency. For
body movements in general, and for the head and hands specifically, researchers’ coding
methods are varied, rarely well-defined, and, with few exceptions, are not
often organized conceptually or theoretically. Although kinesic research remains rela-
tively embryonic, classifications and coding strategies will be presented using a histor-
ical, developmental approach to describe the various advances in body movement
research.

Actions and positions

The evolution of methodological strategies for coding body movement has been
focused primarily on ‘action’ behaviors—that is, discrete units of body action
which are not part of body positioning and which have relatively distinct ‘onset’ (i.e.
beginning of action) and ‘offset’ (i.e. end of action) points, and which may or may not
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be intentional or interpretable by others. These body actions are displayed by the head,
shoulders, hands, and feet, and involve activities such as nodding, shrugging, gesturing,
scratching, and kicking. These action behaviors are supported by ‘position’ behaviors—
that is, movements associated with positioning the body, and which are less subject to
frequent change and can be more easily codified. Like action behaviors, position
behaviors usually are described in relation to another interactant and typically include
reference to: overall posture (i.e. sitting, standing, lying), trunk or frontal orientation
(i.e. facing, turned away), trunk lean (i.e. forward, straight, backward, sideways), and
arm and leg positions (e.g. folded arms, uncrossed legs) which includes the feet (e.g. flat
on floor, under chair, on other knee).

Body actions often are considered expressive movements which may or may not be
displayed, and usually have easily discernible beginning and end points. Body position,
on the other hand, is always present and available for coding in the sense that a person’s
body is continually in a posture with torso, arms, and legs arranged in relation to one
another. Body actions mainly involve the hand and head; their coding will be described
following discussion of body positions.

With respect to all body movements, body positions are the largest units to code
compared with body actions. Body positions involve the least variation from person to
person, and change relatively infrequently. Because the individual body positions tend
not to occur in isolation from one another, they often can be considered as a unit. For
example, a shift in trunk lean or orientation usually affects the position of the arms and
sometimes the legs. Similarly, a woman’s folded arm position might be interpreted as
indicating a ‘lack of approachability’ if she also turned her body and head away, but any
one of these actions alone would not be sufficient to warrant that same interpretation
(e.g. her folded arms could be an attempt to keep warm). The phenomenon of self-
synchrony (described below) assumes the coordinated interaction of an individu