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Preface

This book of invited, edited chapters arose from the six month programme Complex
Networks across the Natural and Technological Sciences, held in 2009 at the
Institute for Advanced Studies, Glasgow.

The motivation for the program was the emergence of a new interdisciplinary
activity, sometimes called Network Science, that focuses on the patterns of interac-
tions that arise between individual components of natural and engineered systems.
The programme had several key objectives:

• To identify commonality across very different areas of application;
• To advance one area by injecting ideas and techniques from another;
• To allow practitioners (those who collect and use data) to pose challenges to the-

oreticians (those who develop concepts and derive analytical and computational
tools);

• To allow theoreticians to bring practitioners up to speed on the state of the art.

The programme included three one-week workshops, featuring invited presenta-
tions by internationally-renowned researchers.

Workshop 1: Static Networks, organised by Ernesto Estrada and Des Higham, fo-
cused on the classic network science of fixed connectivity structures: empirical
studies, mathematical models and computational algorithms.

Workshop 2: Dynamic Properties of Complex Networks, organised by Maria Fox,
looked at (a) the study of time-dependent processes that take place over networks
and modern topics such as synchronisation, and message passing algorithms, and
(b) the study of time-evolving networks such as the World Wide Web and shifts in
topological properties (connectivity, spectrum, percolation).

Workshop 3: Applications of Complex Networks, organised by Gian-Luca Oppo,
emphasised the physical and engineering sciences, and looked ahead to new devel-
opments in the field.

In addition to these three international workshops, the six month programme
featured tutorials, public lectures and an outreach event for children at the Glasgow
Science Centre.

v



vi Preface

Having organised the programme and witnessed the remarkably wide applica-
bility of the research themes, we feel that the time is ripe for an interdisciplinary,
cross-cutting view of the state-of-the-art in network science. We therefore invited
a cross-section of the participants to contribute to this book, encouraging them to
review recent developments in a specific area of relevance to complex networks, dis-
cuss challenging open problems and, where possible, indicate how the field is likely
to develop over the next few years. We were delighted with the uniformly enthusi-
astic response from these authors, and we were equally pleased that the publisher
Springer shared our vision. These chapters, which have been brought together with
a unified index, appear in an order that reflects the sequence of topics considered in
the three workshops.

It is our hope that this resulting book will appeal to a wide range of scientists and
stimulate new lines of research.
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Chapter 1
Complex Networks: An Invitation

Ernesto Estrada, Maria Fox, Desmond J. Higham,
and Gian-Luca Oppo

Abstract Most of us recognize that connections are important. The science of con-
nectivity has formalized and quantified this broad truism and produced a collection
of concepts and tools that have proved to be remarkably useful in practice. With
this brief opening chapter, we aim to prepare the reader for the cutting-edge and
application-specific material to be found in the rest of the book by providing some
motivation and background material. We also hope to give a taste of the excitement
and the challenges that this area has to offer.

E. Estrada (�) · D.J. Higham
Department of Mathematics and Statistics, University of Strathclyde, Glasgow, UK
e-mail: ernesto.estrada@strath.ac.uk

D.J. Higham
e-mail: d.j.higham@strath.ac.uk

E. Estrada · G.-L. Oppo
Department of Physics, University of Strathclyde, Glasgow, UK

G.-L. Oppo
e-mail: gianluca@phys.strath.ac.uk

M. Fox
Department of Computer and Information Sciences, University of Strathclyde, Glasgow, UK
e-mail: maria.fox@cis.strath.ac.uk

E. Estrada et al. (eds.), Network Science,
DOI 10.1007/978-1-84996-396-1_1, © Springer-Verlag London Limited 2010
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2 E. Estrada et al.

Network: Any thing reticulated or decussated, at equal
distances, with interstices between the intersections.
Samuel Johnson
A Dictionary of the English Language,
First Edition, 1755

Network: A large system consisting of many similar parts that
are connected together to allow movement or communication
between or along the parts or between the parts and a control
centre.
Cambridge Advanced Learner’s Dictionary,
on-line, 2010

1.1 Complex Networks: Introduction

In its most basic form, a network simply records

• a list of individuals, and
• a list of connections between pairs of these individuals.

Information of this type appears across a vast range of disciplines. In Table 1.1, we
offer a representative range of examples; many more can be found throughout this
book. From a mathematical perspective, a network of this type takes the form of
a graph (more precisely, an undirected, unweighted graph). To the left in Fig. 1.1,
we illustrate a very simple case. There we have seven individuals, more formally
known as nodes or vertices, and eight edges connecting pairs of them. The nodes
are labelled 1,2, . . . ,7 and in this way we could also refer to the edges as (1,2),
(1,3), (1,6), (1,7), (2,3), (2,4), (2,5) and (3,4). We emphasize that the physical

Table 1.1 Examples of networks

Individuals Connections based on Reference

Hollywood actors co-appearance in a movie [1]

proteins physical interaction [61]

mobile phone users act of communication [14]

products in an on-line store co-purchased by a customer [48]

web pages hyperlink [58]

on-line social network users friendship declaration [28]

electrical power stations physical power line [68]

brain regions anatomical connection [38]

company board members co-membership [12]

cities direct airline flight [26]

researchers publication co-authorship [52]

computer networks direct internet link [25]

lasers optical fibres [4]
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Fig. 1.1 Left: a graph, consisting of nodes (circles) joined by lines (edges). Right: the same graph,
with the nodes labelled from 1 to 7

location of the nodes in Fig. 1.1 is not significant—the graph is completely specified
by listing the nodes and the edges. To make this point clear, let us mention that we
could equally well define the graph through the adjacency matrix

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 1 0 0 1 1
1 0 1 1 1 0 0
1 1 0 1 0 0 0
0 1 1 0 0 0 0
0 1 0 0 0 0 0
1 0 0 0 0 0 0
1 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

so that aij , the element in the ith row and the j th column, takes the value aij = 1 if
nodes i and j are connected and aij = 0 otherwise.

At the risk of disappearing into a recursive spiral, we present in Fig. 1.2 a snap-
shot of a thesaurus-based network, where edges join words with related meanings.
This picture, produced from the Visual Thesaurus published by Thinkmap, Inc. at
http://www.visualthesaurus.com/ zooms in on a small region centred at the word
network.

Of course, in any particular application there may be more information available
than simply the nodes and edges; for example, the nodes may have characteristics
such as size, height or colour that place them into distinct categories, and the edges
may be quantifiable in terms of length, age or processing power, and hence there are
many ways to generalize this basic framework. However, abstracting to the simple
network level has proved to be a surprisingly useful device: the loss of information
is often outweighed by the convenience and elegance of the resulting data struc-
ture.

http://www.visualthesaurus.com/
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Fig. 1.2 A sub-network of words relating to the word network

1.2 Complex Networks: Origins

The mathematical idea of a graph can be traced back at least as far as the 1730s,
when Leonhard Euler posed, and answered, the question of whether it is possi-
ble to walk through the city of Königsberg crossing each of its seven bridges only
once [51]. Graph theory has subsequently become a mainstream activity in pure
mathematics and the notion of a graph has a long history of applications in areas
such as chemistry [65], physics [31], the social sciences [67] and computer sci-
ence [43].

In the pre-digital era, the development of graph theory as an applied subject was
hampered by the difficulty of obtaining and processing large data sets. A pioneering,
and hugely influential, effort in the 1960s by the experimental psychologist Stanley
Milgram [46] exploited the US postal service in an effort to understand important
features of a large social acquaintance network, where nodes are people and edges
connect those who know each other on a first name basis. One lasting consequence
of Milgram’s work is the “Six Degrees of Separation” principle, which has evolved
into many different forms, but loosely conjectures that almost any pair of individuals
in the world can be connected in at most six steps, where each step follows an
acquaintanceship link.

Although the work of Milgram and many other notable social scientists laid the
foundations for the study of real networks, it was not until the widespread availabil-
ity of scientific computing resources that large-scale studies could be used to test
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out ideas and refine them accordingly. Nowadays, in the era of high-throughput bi-
ological experiments, on-line trading information, smart-meter utility supplies and
pervasive telecommunications and surveillance technologies, we can store, manip-
ulate and compute with a plethora of network data sets, and visualize our results at
high resolution. Studying large, realistic networks, has given us the opportunity to
develop common concepts and tools, framed in a well-defined language. This has
led to the emerging discipline of network science, a field that is now represented
by its own conference series (NetSci) that has run each year since 2006, a number
of research monographs and lay science texts [10, 11, 63], and various highlighted
articles and special issues of magazines and journals [2, 6, 13, 36, 53, 54, 62].

The networks that we are now able to study are not only large, in many cases
they qualify for the more exotic title of complex. The field of complexity sci-
ence has developed alongside network science, without enjoying the same clear-
cut set of principles. The Engineering and Physical Science Research Council—
the main UK government agency for funding research and training in engi-
neering and the physical sciences—describes complexity science at its website
http://www.epsrc.ac.uk/about/progs/cdi/complex/Pages/whatwemean.aspx through
four principles, which we quote here:

Emergent properties Properties at system level consist of interaction-
induced co-operative emergence. Interacting components lead to hierarchi-
cal structures with different causations at different levels.

Adaptation A multiple-component system evolves and adapts as a conse-
quence of internal and external dynamic interactions. The system keeps be-
coming a different system, and the demarcation between the system and its
surroundings evolves.

Many levels Complexity science bridges the gap between the individual and
the collective, for example, from psychology to sociology, from organism to
ecosystems, from genes to protein networks, from atoms to materials, from
the PC to the World Wide Web, and from citizens to society.

Feedback to manipulation When a multiple-component system is manipu-
lated, it reacts. The manipulator and the complex system inevitably become
entangled, for example, as a farmer harvests what he sows and cultivates.
Complexity research attempts to understand the sum of the multiple causes.

We emphasize here that, by definition, emergent properties are understood to be
neither predictable from nor reducible to the original elements of the complex sys-
tem under investigation. Complexity is indeed different from complication. Com-
plex is the opposite of independent, while complicated is the opposite of simple.

http://www.epsrc.ac.uk/about/progs/cdi/complex/Pages/whatwemean.aspx
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1.3 Complex Networks: Models and Algorithms

The modern era of network science was given a huge impetus by the publication in
1998 of an article by Watts and Strogatz [68]. This work, inspired by the efforts of
Milgram [46] and others, contributed on at least three separate levels.

• It characterized the “small world phenomenom” as the combination of small path-
length (a typical pair of nodes can be connected by following relatively few edges)
and a high clustering coefficient (if node A is connected to both nodes B and C,
then it is very likely that B and C will also be connected).

• It measured a number of real life networks and showed that they exhibited the
small world phenomenon.

• It demonstrated through computational experiments that the small world phe-
nomenon can be created artificially by connecting nodes according to a simple
set of rules.

Watts and Strogatz argued that real life networks do not coincide with two of the
standard modelling paradigms:

(1) Completely random graphs [8, 15–17, 27], much studied by pure mathemati-
cians, where either

• for each pair of nodes, an edge is inserted according to the toss of a (possibly
biased) coin, or

• a graph with a prescribed number of nodes and edges is chosen uniformly at
random from the collection of all such graphs.

These classical random graphs can possess short typical pathlengths (O(logN)

for a graph with N nodes) but do not have a high clustering coefficient.
(2) Regular lattices, where nodes are placed in a geometric pattern and connections

are determined by geographical proximity. These graphs can have a high clus-
tering coefficient but pathlengths will typically be long.

However, by combining elements of both model types—taking a lattice and adding
extra links at random that offer opportunities for short-cuts—it was shown via com-
putational experiments in [68] that the small world phenomenon can emerge.

The Watts–Strogatz article, which at the time of writing has over 9,500 citations
on Google Scholar, led to a plethora of experiments where networks were mea-
sured and labelled as small worlds. Around the same time, Barabási and Albert [2]
observed another seemingly universal network property. That work focused on the
nodal degree; that is, the number of edges possessed by a node. Barabási and Albert
found that networks typically display a power law relation, so that

number of nodes with degree k ∝ k−γ ,

where γ is a constant in the range 2 < γ < 3. This is also referred to as a scale free
degree distribution [10]. A consequence of this property is that very few nodes have
high degree and very many have low degree—this effect has been likened to the
Pareto Principle, or 80–20 rule, according to which, for example, 80% of a nation’s
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wealth lies in the hands of 20% of its population. Furthermore, Barabási and Albert
showed that a scale-free network may be grown from an initial seed according to
a preferential attachment or rich-get-richer process. New nodes are added one at a
time, and each new node is connected into the network at random, but with a bias
towards existing nodes of high degree. So new nodes tend to link to the popular
nodes, which then become even more popular. With over 7,500 citations currently
on Google Scholar, this work has been highly influential, with many subsequent
studies discovering scale-free patterns. However, it should be noted that the com-
plete universality of small world and scale free properties is now being called into
question [39, 42, 61].

The models of Watts and Strogatz, Barabási and Albert, and related versions [56],
have the benefit of simplicity, but they do not attempt to capture the fine details
involved in any particular scenario. Other models have been proposed that assign
links in a probabilistic manner. Some of these have been designed to mirror realistic
features. Examples include

• duplication/attachment/detachment models, where evolutionary processes such
as point mutation and gene duplication are incorporated into a model for protein
interactions [7, 24, 66],

• range-dependent random graphs, where nodes are placed on a lattice and short-
range edges are more likely than long-range [29, 30, 33, 41],

• fitness or stickiness networks, where nodes are assigned a value, and a connection
is more likely between a pair of high-valued nodes [9, 60],

• lock-and-key graphs, where different types of locks and keys are assigned to
nodes at random, and connections are made between matching lock-and-key pairs
[50, 64],

• geometric random graphs, where nodes are strewn at random in Euclidean space
and connected if they land close by [32, 44, 59, 61].

All such models inevitably possess parameters that must be calibrated against
existing data in order to produce a useful explanatory and predictive tool. This type
of parameter estimation can be extremely challenging, yet it forms only a sub-task
of the easily posed yet deceptively tricky model selection problem: which of these
generic random graph models best describes my particular network?

1.4 Complex Networks: Quantitative Features

In addition to the global issues of network modelling and comparison, many inter-
esting questions may be asked at the local level. For example,

• Are there clusters of well-connected communities [23, 28]?
• Are there common subpatterns, sometimes called motifs or graphlet signatures,

that form the basic building blocks of the network [3, 35, 45, 47]?
• Do some nodes or links have a key role in the network, forming hubs, authorities

or having special centrality or betweenness [19, 20, 22, 23, 40, 55] and is the
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network vulnerable to the removal of nodes or edges by targeted or random attack
[37, 69]?

• Are there any special subpatterns of connectivity, such as assortativity where
high-degree nodes tend to link to other high-degree nodes [5, 57] or bipartivity
where two groups of nodes have weak inter-group but strong cross-group connec-
tivity [18, 21, 34]?

Perhaps the most compelling application of this type of network analysis is
the PageRank algorithm developed by Larry Page and Sergey Brin, co-founders
of Google Inc., who were then Ph.D. students in computer science at Stan-
ford University. This algorithm assigns a “centrality” or “importance” level to
every page on the web by studying the overall structure of hyperlinks. The
monthly Pageranking exercise, or Google Dance, has been dubbed The World’s
Largest Matrix Computation [49]. According to Google’s Technology Department
http://www.google.co.uk/intl/en_uk/technology/index.html

“The heart of our software is PageRank, a system for ranking web pages . . . And while
we have dozens of engineers working to improve every aspect of Google on a daily basis,
PageRank continues to provide the basis for all of our web search tools.”

1.5 Complex Networks: Chapters in this Book

The invited chapters in this book cover a range of disciplines where concepts and
tools from network science have begun to reveal their potential. The emphasis is on
networks that arise in nature—including examples such as food webs, protein in-
teractions, gene expression, and neural connections—and in technology—including
examples such as finance, airline transport, urban development and global trade.

We commend these chapters as excellent markers for the state-of-the-art and
pointers to future hot topics.
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45. Milenković, T., Pržulj, N.: Uncovering biological network function via graphlet degree signa-

tures. Cancer Inform. 6, 257–273 (2008)
46. Milgram, S.: The small world problem. Psychol. Today 2, 60–67 (1967)
47. Milo, R., Shen-Orr, S.S., Itzkovitz, S., Kashtan, N., Chklovskii, D., Alon, U.: Network motifs:

simple building blocks of complex networks. Science 298, 824–827 (2002)
48. Min, H.-K., Hwang, C.-S.: Comparison on the high school girls’ purchasing pattern of fashion

products at online and offline markets. The Korean Society of Fashion Business 12, 124–137
(2008)

49. Moler, C.: The world’s largest matrix computation. MATLAB News and Notes (October
2002)

50. Morrison, J.L., Breitling, R., Higham, D.J., Gilbert, D.R.: A lock-and-key model for protein–
protein interactions. Bioinformatics 2, 2012–2019 (2006)

51. Newman, J.: Leonhard Euler and the Königsberg bridges. Sci. Am. 189, 66–70 (1953)
52. Newman, M.E.: Scientific collaboration networks: I. network construction and fundamental

results. Phys. Rev. E 64, 016131 (2001)
53. Newman, M.E.J.: Models of the small world: a review. J. Stat. Phys. 101, 819–841 (2000)
54. Newman, M.E.J.: The structure and function of complex networks. SIAM Rev. 45(2), 167–256

(2003)
55. Newman, M.E.J.: A measure of betweenness centrality based on random walks. Soc. Netw.

27, 39–54 (2005)
56. Newman, M.E.J., Moore, C., Watts, D.J.: Mean-field solution of the small-world network

model. Phys. Rev. Lett. 84, 3201–3204 (2000)
57. Newman, M.: Assortative mixing in networks. Phys. Rev. Lett. 89, 208701 (2002)
58. Page, L., Brin, S., Motwani, R., Winograd, T.: The PageRank citation ranking: Bringing order

to the web. Technical report, Stanford Digital Library Technologies Project (1998). http://
www.citeseer.nj.nec.com/article/page98pagerank.html

59. Penrose, M.: Geometric Random Graphs. Oxford University Press, London (2003)
60. Pržulj, N., Higham, D.J.: Modelling protein–protein interaction networks via a stickiness in-

dex. J. R. Soc. Interface 3, 711–716 (2006)
61. Pržulj, N., Corneil, D.G., Jurisica, I.: Modeling interactome: Scale-free or geometric? Bioin-

formatics 20(18), 3508–3515 (2004)
62. Strogatz, S.H.: Exploring complex networks. Nature 410, 268–276 (2001)
63. Strogatz, S.H.: SYNC: The Emerging Science of Spontaneous Order. Hyperion, New York

(2003)
64. Thomas, A., Cannings, R., Monk, N.A.M., Cannings, C.: On the structure of protein–protein

interaction networks. Biochem. Soc. Trans. 31, 1491–1496 (2003)
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Chapter 2
Resistance Distance, Information Centrality,
Node Vulnerability and Vibrations in Complex
Networks

Ernesto Estrada and Naomichi Hatano

Abstract We discuss three seemingly unrelated quantities that have been intro-
duced in different fields of science for complex networks. The three quantities are
the resistance distance, the information centrality and the node displacement. We
first prove various relations among them. Then we focus on the node displacement,
showing its usefulness as an index of node vulnerability. We argue that the node dis-
placement has a better resolution as a measure of node vulnerability than the degree
and the information centrality.

2.1 Introduction

The study of complex networks is a truly multidisciplinary subject which covers
many areas of nature, technology, and society [1, 27, 30]. These networks are graph-
theoretic representations of complex systems in which the nodes of a graph repre-
sent the entities of the system and the links represent the relationship between them
[1, 27, 30]. The use of the graphs for studying complex systems is not new. For
instance, the study of social networks is a discipline with a long tradition of using
graphs [19] and has provided many theoretical tools that are now used in the analy-
sis of networks in many disciplines. In the physical sciences, graph analysis of rela-
tively small systems has also been in use for long time. Some well known examples
include the entire area of chemical graph theory [31] and the use of the graphs in
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statistical mechanics [20]. Then, it is not rare that concepts arising in one discipline
are rediscovered and used in another with success. For instance, the concept of node
centrality [18, 32], which arises in the study of social networks, is now widely used
in the analysis of biological, ecological, and infrastructural networks [5, 7, 9, 11,
13, 21, 22]. Another example is given by the Wiener index, which was introduced in
1947 [34] and defined as the sum of the distances of all shortest paths in the graph
representing hydrocarbon molecules. This index has proved to be useful in describ-
ing the boiling points and other physico-chemical properties of organic molecules
[10]. The mean Wiener index is nowadays known as the average shortest-path dis-
tance and it has been instrumental in the definition of the concept of ‘small-world’
networks [33]. Here we are interested in analysing three concepts arising from dif-
ferent scientific disciplines, in the new context of complex networks. The first of
these concepts is the resistance distance introduced in mathematical chemistry by
Klein and Randić in 1993 [25] on the basis of electrical network theory. The resis-
tance distance is defined as the effective resistance between two nodes in a graph
when a battery is connected across them and the links are considered as unit re-
sistors. The second concept is the information centrality developed by Stephenson
and Zelen in 1989 [29], which tries to capture the information that can be transmit-
ted between any two points in a connected network. The third, seemingly unrelated
concept is the one of physical vibrations in a network [14, 15]. We consider the
displacement of every node in a network due to vibrations/oscillations as a mea-
sure of the perturbations that are caused by external factors such as social agitation,
economic crisis and physiological conditions. The main objective of this work is to
show that these three seemingly unrelated concepts are mathematically connected.
Then, we can consider the physically appealing concept of the node vibration as a
fundamental concept for complex networks, which is useful in defining: (i) a topo-
logical metric, e.g. the resistance distance; (ii) a node centrality, e.g. the information
centrality; and (iii) a measure of node vulnerability.

2.2 Resistance Distance in Networks

Let us associate a connected network with an electrical network in such a way that
we replace each link of the network with a resistor of electrical resistance equal to
one ohm. Then we can calculate the resistance Ωij between any pair of nodes i and
j in the network by the Kirchhoff and Ohm laws. Such resistance is known to be
a distance function [25] and called the resistance distance. It was introduced in a
seminal paper by Klein and Randić a few years ago [25] and has been intensively
studied in mathematical chemistry [14, 15, 25, 29, 35]. The Moore–Penrose gener-
alised inverse (or the pseudo-inverse) L+ of the graph Laplacian L, which has been
proved to exist for any connected graph, gives the following formula [15, 25, 29]
for computing the resistance distance:

Ωij = (
L+)

ii
+ (

L+)
jj

− (
L+)

ij
− (

L+)
ji

(2.1)
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Fig. 2.1 Simple graph used
for illustration of the concepts
of the shortest path and the
resistance distance

for i �= j , where L = D − A with D the diagonal matrix of degrees ki and A the
adjacency matrix of the network.

Let L(i) be the matrix resulting from removing the ith row and column of the
Laplacian and let L(i, j) the matrix resulting from removing both the ith and j th
rows and columns of L. Then, it has been proved that the resistance distance can be
also calculated as

Ωij = det L(i, j)

det L(i)
. (2.2)

The resistance matrix Ω is the matrix whose non-diagonal elements are the resis-
tance distance Ωij with the diagonal elements Ωii = 0 [25]. In Fig. 2.1, we illustrate
a simple graph having six nodes whose resistance distance matrix is given below.
For the sake of comparison, we also give the topological-distance matrix in which
the element dij is given by the number of links in the shortest path between the
nodes i and j .

Ω =

⎡
⎢⎢⎢⎢⎢⎢⎣

0.00 1.00 1.75 2.00 1.75 2.75
0.00 0.75 1.00 0.75 1.75

0.00 0.75 1.00 2.00
0.00 0.75 1.75

0.00 1.00
0.00

⎤
⎥⎥⎥⎥⎥⎥⎦

, D =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 2 3 2 3
0 1 2 1 2

0 1 2 3
0 1 2

0 1
0

⎤
⎥⎥⎥⎥⎥⎥⎦

.

It is straightforward to realise that for networks that contain no cycles, i.e. trees,
both matrices coincide. However, the presence of cycles reduces the resistance dis-
tance in comparison with the topological distance. The semi-sum of all entries of
the D matrix is known as the Wiener index W(G). Then, the average path length l̄ is
given by l̄ = 2W(G)/n(n − 1). The analogue of the Wiener index in the context of
the resistance distance matrix is known as the Kirchhoff index Kf and is defined as
Kf = ∑

i<j Ωij [6, 25, 35, 36, 38]. It is known that Kf can be expressed in terms
of the Laplacian eigenvalues as follows [35]:

Kf = n

n∑
j=2

1

λj

= nTr L+. (2.3)

The Wiener and Kirchhoff indices for the graph illustrated in Fig. 2.1 are 20.75 and
27, respectively.
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2.3 Information Centrality

The information centrality (IC) was introduced by Stephenson and Zelen [29] as a
measure of node centrality of social networks. It is based on information that can be
transmitted between any two points in a connected network. The motivation for this
measure comes from the theory of statistical estimation. Here a path connecting two
nodes is considered as a “signal”, while the “noise” in the transmission of the signal
is measured by the variance of this signal. The information measure Iij between
two nodes is defined as the reciprocal of the topological distance dij between the
corresponding nodes, Iij = 1/dij . Stephenson and Zelen [29] proposed to define
Iii as infinite for computational purposes, which makes 1/Iii = 0. The information
centrality of the node i is then defined by using the harmonic average:

IC(i) =
[

1

n

∑
j

1

Iij

]−1

. (2.4)

If A is the adjacency matrix of a network, D a diagonal matrix of the degree of
each node and J a matrix with all its elements equal to one, then IC is defined by
inverting the matrix B ≡ D − A + J = L + J, from which the information matrix is
obtained as follows:

I−1
ij = (

B−1)
ii

+ (
B−1)

jj
− 2

(
B−1)

ij
. (2.5)

The information centrality for the nodes of the graph illustrated in Fig. 2.1 is
IC(1) = IC(6) = 0.649, IC(2) = IC(5) = 1.143 and IC3 = IC(4) = 0.960.

2.4 Vibrations in Complex Networks

We now introduce a recently proposed measure of node vulnerability, namely the
node displacement [14, 15]. For the purpose, we regard the nodes of the complex
network as balls of a common mass and the links as springs of a common spring
constant k. We immerse this system of balls and springs in a thermal bath of inverse
temperature β and observe the amplitude of thermal fluctuation of each ball. The
thermal bath simulates an external stress to the network, such as economical crisis,
social agitation, environmental pressure or physiological conditions. The amplitude
of thermal fluctuation of a ball tells us how vulnerable the corresponding node is to
such stresses.

The vibrational potential energy of the network can be expressed as

V (x) = k

2
xT Lx, (2.6)

where the ith component xi of the vector x denotes the displacement of the node i

from its static position due to thermal fluctuation and L is the same graph Laplacian
as used in (2.1). The probability distribution of the displacement of the nodes may
be given by the Boltzmann distribution according to the potential energy:

P(x) = e−βV (x)

Z
= 1

Z
exp

(
−βk

2
xT Lx

)
, (2.7)
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where Z is the partition function of the network:

Z ≡
∫

dx exp

(
−βk

2
xT Lx

)
. (2.8)

The mean square displacement of a node i is given by

(Δxi)
2 ≡ 〈

x2
i

〉 =
∫

x2
i P (x) dx (2.9)

and the correlation between the displacements of nodes i and j is given by

〈xix〉j =
∫

xixjP (x) dx, (2.10)

where 〈· · ·〉 denotes the average with respect to P(x).
We can calculate these quantities by diagonalising the graph Laplacian L. Here

we should take care of the fact that the Laplacian of a connected network has a
spectrum of the form 0 = λ1 ≤ · · · ≤ λn; i.e. it has one zero eigenvalue apart from
positive eigenvalues. In fact, we should not let the zero eigenvalue contribute in the
calculation because the mode μ = 1 represents the motion of the centre of mass
and hence its vibrational energy is zero; see [14, 15] for details of the calculation.
Here we simply list the results of the calculation. We can represent the results in the
following unified form [14, 15]:

〈xix〉j =
n∑

μ=2

(ψμ)i(ψμ)j

βkλv

= 1

βk

(
L+)

ij
, (2.11)

where ψμ is the eigenvector of the mode μ and L+ is again the Moore–Penrose
generalised inverse of the graph Laplacian [35]. The case i = j gives the mean
square displacement (Δxi)

2 ≡ 〈x2
i 〉 in (2.11). This quantity is obviously related to

the resistance distance defined by (2.11), which we will elucidate in the next section.
Meanwhile, (2.11) is followed by the thermal average of the vibrational potential
energy (2.6) in the form

〈
V (x)

〉 = 1

2

n∑
i=1

ki

〈
x2
i

〉 −
∑

i,j∈E

〈xixj 〉 = 1

βk

n∑
i=1

ki

(
L+)

ii
−

∑
i,j∈E

(
L+)

ij
. (2.12)

2.5 Node Displacements and Resistance Distance

Hereafter we set βk ≡ 1 for simplicity. By using (2.11) in (2.1), we have

Ωij = ⌊〈
x2
i

〉 + 〈
x2
j

〉 − 〈xixj 〉 − 〈xjxi〉
⌋ = 〈

(xi − xj )
2〉. (2.13)

Roughly speaking, the right-hand side of (2.13) is small if the nodes i and j vibrate
coherently in the same direction and large if they move in the opposite directions.

More rigorously, let us focus on the mode μ = 2 of the graph Laplacian L. Then
the corresponding eigenvector ψ2 is called the Fiedler vector [17]. This vector is
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known to define a partitioning of the graph [17] in the following way. The nodes
of a graph are partitioned into two sets V1 = {i|(ψ2)i < 0} and V2 = {i|(ψ2)i ≥ 0}.
Therefore, two nodes in the same partition according to the Fiedler vector vibrate in
the same direction and ones in different partitions vibrate in the opposite directions,
when we restrict ourselves to the mode μ = 2. Then, (2.13) gives us a plausible
observation that two nodes i and j that are close in terms of the resistance distance
Ωij tend to be in the same partition of the Fiedler vector, whereas ones that are far
tend to be in different partitions.

We can also express the Kirchhoff index defined by (2.3) in terms of the node
displacements as

Kf = n

n∑
i=1

(Δxi)
2 = n2(Δx)2, (2.14)

where the bar on the right-hand side denotes the average over the nodes. Equa-
tion (2.14) tells us that the Kirchhoff index of a molecular graph is proportional to
the sum of the squared atomic displacements due to molecular vibrations. Since the
Kirchhoff and Wiener indices are known to coincide for acyclic networks, i.e. trees,
we also have

W(T ) = n

n∑
i=1

(Δxi)
2 = n2(Δx)2. (2.15)

We now consider the average potential energy in (2.12). For this purpose, let us
calculate the quantity

Ri =
n∑

j=1

Ωij , (2.16)

the sum of all resistance distances from atom i to any atoms in the molecule. By
combining expression (2.1) with the general fact

∑n
j=1(L

+)ij = 0, we have

Ri = n
(
L+)

ii
+ Tr L+ = n(Δxi)

2 + n(Δx)2 = n(Δxi)
2 + Kf

n
. (2.17)

This shows that (Δxi)
2 and Ri are linearly related for all nodes of a given network.

Using then (2.13), we also have

Ωij = Ri + Rj

n
− 2

Kf

n2
− 2〈xixj 〉. (2.18)

The average potential energy is then given by

〈
V (x)

〉 = 1

2n

n∑
i=1

kiRi − 1

2n

∑
i,j∈E

(Ri + Rj − nΩij ). (2.19)

The first term on the right-hand side of (2.19) was first introduced by Estrada et al.
[16] as a topological index for trees obtained from the quadratic form 〈v|D|u〉, where
v is a vector of node degrees, D is the distance matrix and u is a vector of ones of
length equal to the number of nodes in the graph.
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2.6 Node Displacement and Information Centrality

In the present section, we explore the relation between the node displacement and
the information centrality (2.4). Let us first prove that the inverse of B = L+J exists
and is given by

B−1 = L+ + 1

n2
J. (2.20)

Let ψμ denote the μth eigenvector of the graph Laplacian L, which has the spectrum

0 = λ1 < λ2 ≤ · · · ≤ λn for a connected network. Note here that ψ1 = 1√
n

1. For
μ �= 1, we have

Bψμ = Lψμ + Jψμ = Lψμ = λμψμ (2.21)

because

(Jψμ)j =
n∑

i=1

(ψμ)i = √
nψ1 · ψμ = 0 for μ �= 1.

For μ = 1, we have

Bψ1 = Lψ1 + Jψ1 = nψ1. (2.22)

The above means that the eigenvalues of the matrix B are n,λ2, λ3, . . . , λn, which
are all positive. The matrix B is thereby invertible. Indeed, we can confirm (2.20) as

(L + J)

(
L+ + 1

n2
J
)

= I − 1

n
J + nJ

n2
= I, (2.23)

because LL+ = L+L = I − 1
n

J, LJ = JL = L+J = JL+ = 0, and J2 = nJ. This
proves that the matrix in (2.20) is the inverse of B.

Equation (2.20) then transforms (2.5) into the form

I−1
ij = (

B−1)
ii

+ (
B−1)

jj
− 2

(
B−1)

ij
= (

L+)
ii

+ (
L+)

jj
− 2

(
L+)

ij
= Ωij .

(2.24)

Therefore, the information centrality (2.4) is now given by

IC(i) =
(

1

n

∑
j

1

Iij

)−1

=
(

1

n

∑
j

Ωij

)−1

= n

Ri

= (
(Δxi)

2 + (Δx)2
)−1

.

(2.25)

2.7 Node Displacement as a Measure of Node Vulnerability

Most of the studies on vulnerability of complex networks consider how resilient
the whole network is to random failures and intentional attacks. In these studies,
it is assumed that we can attack any node by simply removing it from the graph.
The primary removal of these nodes can give rise to the secondary disconnection of
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other nodes from the main connected component of the network. The most resilient
network is the one that, after many removals, still keeps the functioning size of the
main connected component.

Here we are interested in the vulnerability of a node rather than the vulnerability
of the whole network to targeted attacks. Intuitively, a node is highly vulnerable if
there are many other nodes whose individual removal disconnects the node in ques-
tion from the main connected component of the network. The information centrality
IC(i) can be an index of the node vulnerability; we may be able to say that a node
i with a larger information centrality is less vulnerable. The resistance distance can
provide an equivalent index; as was shown in the previous section, the quantity Ri is
inversely proportional to the information centrality. Hereafter, we will suggest that
the node displacement Δxi can be another index of the vulnerability and actually
has a better resolution than the information centrality.

Let us first explain in terms of the Fiedler vector why the node displacement
can measure the node vulnerability. Recall that we have ordered the eigenvalues
of the Laplacian as 0 = λ1 < λ2 ≤ · · · ≤ λn. The eigenvector of the second mode
(the first non-zero mode) is the Fiedler vector [17]. Let us consider the particular
case λ2 < λ3. Then (2.11) implies that the term (ψ2)

2
i /λ2 of the Fiedler vector has

the largest contribution to Δxi . Among the nodes, a node with (ψ2)i close to zero
does not strongly belong to either of the two partitions V1 and V2 defined by the
Fiedler vector. Such nodes are located in between the partitions; in other words,
they tend to have ties with many other nodes and hence may be less vulnerable to
external stresses. Then a small value of (ψ2)

2
i /λ2 can indeed indicate little node

vulnerability.
In the seminal paper by Albert, Jeong and Barabási [2], they chose the nodes

with the highest degree for their targets of the primary removals. This is based on an
empirical observation that the nodes with the lowest degree are the most vulnerable.
Consider the case where a node i has only one connection, i.e. Ki = 1. Then, we can
isolate it from the network by removing the node to which i is connected. A measure
of the node vulnerability in complex networks should be consistent in some way
with the above observation that low-degree nodes are more vulnerable than high-
degree ones. As we discussed above, the term (ψ2)

2
i /λ2 indeed has such a property.

In fact, the node displacement (2.11) takes account of the higher modes, too. As
the Fiedler vector defines a bipartition of the network, the eigenvectors of higher
modes can define partitions into a larger number of groups. These partitions may
identify the clusters and the nodes in between them in a more appropriate way.
The use of the eigenvectors of higher modes also helps avoiding the problem that
can arise when λ2 = λ3. This degeneracy can happen in square grids and complete
graphs, for example. In this degenerate case, it has been reported that the conver-
gence of partitioning algorithms can be poor.

Let us demonstrate that the node displacement can be indeed a measure of the
node vulnerability in the sense that it tends to give higher vulnerability to low-
degree nodes than to high-degree nodes. For the purpose, we use the trade network
of miscellaneous manufactures of metal (MMM) among 80 countries in 1994. The
data was compiled by de Nooy [8] and the reader is refereed to this work to obtain
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Fig. 2.2 Illustration of the relationship between the node displacement and the node degree for
the trade network of miscellaneous manufactures of metal among 80 countries in 1994

the details of this dataset. We consider here only the undirected and unweighted
version of this network. Here, the nodes represent the countries and a link exists
between two countries if one of them imports MMM from the other.

We show in Fig. 2.2 the relation between the node degree and the node dis-
placement for the above trade network. The node displacement decreases with the
node degree under a power law. Interestingly, the countries with the largest node
displacements are mostly the poorest countries in the network, whereas the richest
countries are among the ones with the smallest node displacements. Choosing the
node displacement as a measure of the node vulnerability, we can say that the poor-
est countries are the most vulnerable to changes in economical situations such as a
financial crisis.

Having said this, we emphasise here that the node degree accounts only for the
nearest neighbours of a node. In other words, the influence of more distant nodes is
not taken into account if we use the node degree as a measure of the node vulnera-
bility. This can be seen in the fact that many networks have several nodes with the
same degree but with different values of the node displacement.

For an illustrative example, let us study two networks of sexual contacts collected
by Lind et al. [26]. One of them is composed solely of heterosexual contacts among
82 people, which was extracted from the Cadham Provincial Laboratory during a
period of six months. The other is formed by sexual contacts (mainly homosexual)



22 E. Estrada and N. Hatano

among 250 individuals collected from an HIV test study in Colorado Springs (USA).
Note that the first network is bipartite but the second one is not. In Fig. 2.3, we
show the correlations between the degree and the displacements for the nodes of
these two networks. We can see that there are many nodes with the same degree that
display a large variability of their node displacements. This demonstrates the fact
that node vulnerability is a different characterisation of node vulnerability than the
one provided by the node degree. In fact, node displacement takes into account a
more global picture of the environment of a node than the node degree.

2.8 Topological Displacements in Protein Residue Networks

We next describe the application of the node displacement to molecular networks.
We can represent proteins as complex networks by using information on their three-
dimensional structures. One example of these representations is the residue network.
The nodes of a spatial residue network correspond to the amino acid residues of
the protein; as the spatial location of the residue, we use the coordinate of its β-
carbon except that we use the α-carbon for glycine. We then determine the links of
the residue network in terms of the spatial distance between the two residues; two
nodes are connected if the spatial locations of the two residues are closer than a
cutoff radius rC [3]. In other words, we define the elements of the adjacency matrix
of the residue network as

Aij =
{

Θ(rC − rij ) for i �= j,

0 for i = j,

where Θ(x > 0) = 1 and Θ(x ≤ 0) = 0. We can thus represent a protein as a graph
G = (V ,E), where V is the set of the amino acid residues and E is the set of the
connections between them. The residue network of the protein with PDB code 1ash,
for example, is shown in Fig. 2.4 [3, 12].

It is then natural to suppose that the node displacement Δxi calculated for a node
of the residue network displays linear correlation with an experimental measure
of how much a residue oscillates or vibrates around its equilibrium position. One
such experimental measure is the B-factor, or the temperature factor provided by
X-ray experiments. It represents the reduction of coherent scattering of X-rays due
to thermal motion of the atoms.

The B-factors are important for the study of protein structures as they contain
valuable information on the dynamical behaviour of proteins. Several methods have
been designed for the prediction of the B-factors [28]. Regions with large B-factors
are known to be flexible and functionally important. Bahar et al. have used the
atomic displacements to describe thermal fluctuations in proteins [4]. Note that we
use here Bahar et al.’s representation of a residue network in the sense that we use
the β-carbons instead of the α-carbon for the spatial locations of the amino acids.

In Fig. 2.5, we show the profiles of the normalised B-factors and the node dis-
placements of the residue networks for the spinach ferredoxin reductase (top) at 1.7
angstroms resolution (1fnc) and for the human uracil-DNA glycosylase (1akz) at
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Fig. 2.3 Illustration of the relationship between the node displacement and the node degree for
two networks of sexual contacts. (Top) A network formed solely by heterosexual contacts. (Bot-
tom) Network of sexual contacts (mainly homosexual) among 250 individuals in Colorado Springs
(USA)
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Fig. 2.4 3D representation of the structure of a protein (left) and the network representation of
physical contacts between amino acids represented by their β-carbons (right)

1.57 angstroms (bottom). In both cases, the experimental profiles of the B-factors
are very well reproduced by the node displacements of the β-carbons in the protein
residue networks. The correlation coefficients between the B-factors and the node
displacements are r = 0.56 and r = 0.65 for the proteins 1fnc and 1akz, respec-
tively. For them, Yuan et al. [37] obtained r = 0.48 and r = 0.72, respectively, by
a statistical method based on support vector regression. In short, the node displace-
ments of a residue network are correlated with the B-factors obtained for the residue
itself by X-ray crystallography in a similar way to other methods currently in use
for this purpose.

2.9 Node Displacements for Temporal Change on Networks

Another interesting application of the node displacement is the analysis of the tem-
poral change of a network. We can compare the node displacements of an evolv-
ing network at different times. For demonstration, here we use a dataset obtained
by Kapferer for the social ties among 39 tailor shops in Zambia [23]. The friend-
ship and socio-emotional relationship among the 39 tailors were under observation
during a period of ten months. The dataset consists of two phases of the network
recorded with an interval of seven months [23]; see http://vlado.fmf.uni-lj.si/pub/
networks/data/Ucinet/UciData.htm.

After the first dataset was collected an abortive strike was reported [23]. After
the collection of the second dataset, a successful strike took place.

We calculated the change in the node displacement between the two phases of
the network. Let Δxi(t) denote the node displacement of the node i at t , where
t = 1,2. We then define the difference ΔΔxi = Δxi(2) − Δxi(1). For comparison,
we also calculated in a similar way the difference ΔIC(i) between the information
centralities of the node i at the two phases.

In order to analyse the differences in the ranking of nodes in terms of ΔΔxi

and ΔIC(i), we use a nonparametric measure of correlation known as the Kendall

http://vlado.fmf.uni-lj.si/pub/networks/data/Ucinet/UciData.htm
http://vlado.fmf.uni-lj.si/pub/networks/data/Ucinet/UciData.htm
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Fig. 2.5 Profiles of the experimental B-factors and the node displacements for the residues of the
spinach ferredoxin reductase, PDB: 1fnc, (top) and for the human uracil-DNA glycosylase, PDB:
1akz, (bottom) represented by their residue networks
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Fig. 2.6 Profiles of the normalised differences of the nodes displacements and the information
centralities of the nodes in the tailor shop network observed at two different times

τ statistic [24]. This statistic represents the difference between the probability that
the two datasets are in the same order and the probability that they are in different
orders. Let pc and pd be the number of the concordant and discordant pairs of the
data points, respectively, such that p = pc +pd . Then the Kendall τ index is defined
as [24]

τ = 2(pc − pd)

p(p − 1)
. (2.26)

The nonparametric correlation between ΔΔxi and ΔIC(i) is τ = −0.56, which
indicates that both indices rank very differently and almost in a completely un-
correlated way. For instance, the ranking of top individuals in terms of ΔΔxi is
as follows: Zakeyo > Chipalo > Adrian > Sign > Enoch > Donald > Meshak >

Seans > Kamwefu > Chipata. On the other hand, the ranking in terms of ΔIC(i)

is as follows: Meshak > Adrian > Zakeyo > Chipalo > Chipata > Kamwefu >

Ibrahim > Mukubwa > Nkoloya > Enoch. In Fig. 2.6, we show the profiles of the
normalised values of ΔΔxi and ΔIC(i) for all individuals in this network.

This striking difference between the information centrality and the node displace-
ment can be traced back to (2.25). It tells us that an increase in the information cen-
trality of a node can have two origins: a decrease in the local node displacement
(Δxi)

2 or a decrease in the global (average) node displacement (Δx)2 (or both).
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More detailed analysis of the two rankings of the nodes tells us that for most nodes,
the increase of the information centrality is caused by the decrease of the global
node displacement, not by the local one. Many tailors had many social ties and were
not very vulnerable in the first place. Their information centrality increased after
the seven months mostly because the number of the links generally increased all
over the network; on the other hand, their local node displacement (the vulnerability
of each tailor) scarcely changed. For tailors such as Zakeyo and Chipalo, however,
their local node displacements decreased greatly after the seven months because
their own degrees increased dramatically. This demonstrates clearly that the node
displacement has a better resolution of the time evolution than the information cen-
trality.

In summary, despite the relation (2.25) between the information centrality and
the node displacement, there is a fundamental difference between them. The infor-
mation centrality can be seen as a composite index containing local information
of a node as well as global topological information of the network, whereas with
the node displacement we can separate it into the local information as (Δxi)

2 and
the global one as (Δx)2. This difference is very relevant when comparing nodes in
different networks.

2.10 Outlook

It is a well known fact that there are several common features between very disparate
complex systems arising in non-related areas of nature, society or technology. When
these systems are represented by complex networks, some of these features are well
documented in the scientific literature [1, 27, 30]. In order to discover these universal
features, we need to carry out cross-comparative analysis of complex systems and
their behaviours by using appropriate mathematical tools and physical concepts.
Here we have introduced the concept of the node displacement as a measure of
vulnerability of each node in a network. It is defined in terms of the amplitude
of vibration caused by thermal fluctuation of a heat bath in which the network is
immersed. This physical analogy simulates the situation in which the network in
question is under a level of external stress. It is interesting that this fundamental
physical concept is related to graph-theoretic invariants previously developed and
used in very different scientific disciplines like Chemistry and Social Sciences. In
this sense, we have seen in practise the unifying nature of physico-mathematical
concepts across the boundaries of many disciplines. Then, we hope that this work
contributes to the interdisciplinary search of more universal properties of complex
systems that permit a better understanding of their structure and dynamics.
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Chapter 3
From Topology to Phenotype in Protein–Protein
Interaction Networks

Nataša Pržulj

Abstract We have recently witnessed an explosion in biological network data
along with the development of computational approaches for their analyses. This
new interdisciplinary research area is an integral part of systems biology, promising
to provide new insights into organizational principles of life, as well as into evolu-
tion and disease. However, there is a danger that the area might become hindered
by several emerging issues. In particular, there is typically a weak link between bi-
ological and computational scientists, resulting in the use of simple computational
techniques of limited potential to explain these complex biological data. Hence,
there is a danger that the community might view the topological features of network
data as mere statistics, ignoring the value of the information contained in these data.
This might result in the imposition of scientific doctrines, such as scale-free-centric
(on the modelling side) and genome-centric (on the biological side) opinions onto
this nascent research area. In this chapter, we take a network science perspective
and present a brief, high-level overview of the area, commenting on possible chal-
lenges ahead. We focus on protein–protein interaction networks (PINs) in which
nodes correspond to proteins in a cell and edges to physical bindings between the
proteins.

3.1 Data Sets

Recent technological advances in experimental biology have been producing large
quantities of network data describing gene and protein interactions. These technolo-
gies include yeast two-hybrid (Y2H) assays [22, 29, 37, 51, 79, 88, 90, 93], affinity
purification coupled to mass spectrometry [27, 28, 36, 45] and synthetic-lethal and
suppressor networks [17, 92]. They yield partial networks for many model organ-
isms [28, 29, 34, 37, 45, 51, 71, 92, 93], humans [79, 90], as well as microbial [48,
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67, 77] and viral [15, 94, 98] pathogens. Due to their large sizes and systems-level
inter-connectedness, these network data sets are offering many important and inter-
esting opportunities for biologists and computational scientists. We are currently at
a unique time in the history of science when advances in network analysis and mod-
elling could contribute to biological understanding and therapeutics, thus potentially
having huge impacts on public health and well-being.

There are considerable challenges involved with this nascent research area. First,
our current observational data are noisy and largely incomplete due to sampling
and other biases in data collection, handling and interpretation, as well as to bio-
technological limitations [18–20, 32, 33, 91, 99, 103]. An example of a biological
network that illustrates sparsity of the data is presented in Fig. 3.1. Despite this,
as has been done in physical sciences, we have begun analyzing and modelling
them, hoping to obtain concise summaries of the phenomena of interest that might
exhibit some unexpected properties that we may experimentally validate. However,
the main reason to model network data is to understand laws, since only with the
help of such laws we can make predictions and reproduce the phenomena. Finding
such models is non-trivial not only due to the low quality of the data, but also due
to provable computational intractability of many graph-theoretic problems.

3.2 Network Comparisons

To find similarities and differences between network data sets or between data and
models, we need to be able to compare them. However, comparing large real-world
networks (also called graphs) is computationally intensive. The basis of network
comparison lies in finding a graph isomorphism between two networks, which is a
node bijection preserving the node adjacency relation [102]. For two networks G

and H that are given as input, determining whether G contains a subgraph isomor-
phic to H is NP-complete, since it includes problems such as Hamiltonian path,
Hamiltonian cycle, and the maximum clique as special cases [26]. If graph G on
nG nodes is input and graph H on nH nodes is fixed, then the subgraph isomor-
phism can be tested in polynomial time, O(nH ! · n2

H · (
nG

nH

)
), simply by iterating

through all subsets of nH nodes of G. However, such exhaustive searches are com-
putationally infeasible for large biological (and other real-world) networks and thus
approximate, i.e. heuristic, approaches are sought.

Because nature is variable and the data are noisy, traditional graph isomorphism
described above is of little use for network comparison and alignment, and more
flexible, intentionally approximate approaches are necessary. Thus, easily com-
putable macroscopic statistical global properties of large networks have extensively
been examined. The most widely used global network properties are the degree dis-
tribution, clustering coefficient, clustering spectra, network diameter and various
forms of network centralities [62]. Based on these properties, network models have
been proposed for cellular (and other real) networks if their global properties fit the
global properties of cellular networks. The degree of a node is the number of edges
touching the node and the degree distribution is the distribution of degrees of all
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Fig. 3.1 (Upper) An example of a protein–protein interaction (PPI) network [18]. (Lower) The
adjacency matrix of the same network illustrating its sparsity
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nodes in the network, or equivalently, the probability that a randomly selected node
of a network has degree k (commonly denoted by P(k)). Many large real-world
networks have non-Poisson degree distributions with a power-law tail, P(k) ∼ k−γ ,
γ > 0; all such networks have been termed scale-free [5]. However, networks with
exactly the same power-law degree distributions can have vastly different structure
affecting their function [50, 73]. For example, a network consisting of four trian-
gles and a network consisting of one 12-node ring (cycle) are of the same size (i.e.
have the same number of nodes and edges) and have the same degree distribution
(each node has degree two), but their topologies are very different. The same holds
for other global network properties [73]. Furthermore, global network properties of
largely incomplete cellular networks do not tell us much about the true structure of
the real networks; instead, they describe the network structure produced by the sam-
pling techniques used to obtain these networks [20, 33, 91]. Thus, global statistics on
such incomplete data may be substantially biased, or even misleading with respect
to the currently unknown complete network. Conversely, certain neighborhoods of
these networks are well-studied, usually the regions of a network relevant for human
disease, so local statistics applied to the well-studied areas are more appropriate.

To overcome the above mentioned problems in modelling cellular networks
based on their global properties, bottom-up local approaches to studying micro-
scopic network structure have been proposed [57, 73, 86]. Analogous to sequence
motifs, network motifs have been defined as subgraphs that recur in a network at
frequencies much higher than those found in randomized networks [57, 58, 86].
A subgraph (or a partial subgraph) of a network G with the set of nodes V (G) and
the set of edges E(G) is a network whose nodes and edges belong to G. An induced
subgraph H of G is a subgraph of G on subset V (H) of the set of nodes V (G),
such that edges E(H) of H consists of all edges of G that connect nodes of V (H).
All approaches based on network motifs ignore subnetworks with “average” fre-
quencies. However, if we are to understand the underlying mechanisms of cellular
structure and function, it is as important to understand why certain structures appear
at average or low frequencies in the data as it is to understand why some structures
are over-represented. Also, it is unclear what subgraphs are more frequent than ex-
pected at random, since it is not clear what should be expected at random. Thus,
approaches based on the frequencies of occurrences of all small induced subgraphs
in a network, called graphlets (Fig. 3.2(A)), have been proposed [72, 73]. These
approaches are not based on the assumed correctness of any random graph model
(graph models are described below) for the data.

Graphlets do not need to be overrepresented in a network and this, along with
being induced, distinguishes them from network motifs [57, 86]. Note that whenever
a structure of a graph (or a graph family) is studied, we care about induced rather
than partial subgraphs [14]; thus, the definition of graphlets as induced subgraphs,
unlike network motifs which are partial. Based on graphlets, systematic measures
of a network’s local structure have been introduced that impose a large number
of local similarity constraints on networks being compared [72, 73]. By counting
the frequency of graphlets across a network, we get a statistical characterization of
local structure independent of any network null model. Comparing such frequency
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Fig. 3.2 (A) All 2-, 3-, 4-, and 5-node graphlets, G0,G1, . . . ,G29, and the orbits denoted by
0,1,2, . . . ,72 [72]. In each graphlet, nodes belonging to the same orbit are of the same shade.
(B) A small 4-node network. The graphlet degree vector of heavy node is (2,1,1,0,0,1,0, . . .)

because it is touched by two edges (orbit 0), the end of one 3-path (orbit 1), the middle of another
3-path (orbit 2), no orbits 3 and 4, the middle of a 4-path (orbit 5), and no other orbits. (C) Another
small 4-node network. This case is similar to the above but is touched by one triangle (orbit 3), and
one orbit 10 from G6

distributions gives a new measure of structural similarity between networks [73].
We currently deal only with graphlets with five or fewer nodes, which is enough
in practice due to the small-world nature of many real-world networks [101]. There
are 30 such graphlets, denoted by G0, . . . ,G29 in Fig. 3.2(A). We may further refine
the graphlet idea by noting that in some graphlets, the nodes are distinct from each
other. As an example, in a ring (cycle) of five nodes, every node looks the same as
every other, but in a chain (path) of five nodes, there are two end nodes, two near-end
nodes, and one middle node. We formalize this idea by using graph “automorphism
orbits” [72] (described below). In this way, we greatly enhance the sensitivity of
using graphlets to compare networks without increasing the computational cost.

3.3 Network Models

There exist many different random graph models that we could compare the data
against to find network motifs [3]. The earliest is Erdős–Rényi (“ER”) random
graphs in which the probability that there is an edge between any pair of nodes,
p, is distributed uniformly at random [21]. This model is well-studied and many of
its properties are well understood [11]. Hence, it is a standard model to compare the
data against, even though it is not expected to fit the data well. Since ER graphs,
unlike PINs, have Poisson degree distributions and low clustering coefficients, other
network models have been sought. In generalized random graphs (“ER-DD”), the
edges are randomly chosen as in Erdős–Rényi random graphs, but the degree dis-
tribution is constrained to match that of the data, which often follows a power-law
[1, 59, 60, 65]. Small-world (“SW”) networks are characterized by small diameters
and large clustering coefficients [63, 64, 101]. Scale-free (“SF”) networks include
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an additional condition that the degree distribution follows a power-law [5, 6, 13,
50, 87].

The degree distributions of many biological networks have been observed to de-
cay as an approximate power-law. Thus, many variants of SF network growth mod-
els have been proposed, the most notable of which for protein–protein interaction
(PPI) networks are those based on biologically motivated gene duplication and mu-
tation network growth principles [30, 68, 95, 100]. In these models, networks grow
by duplication of nodes (genes), and as a node gets duplicated, it inherits most of the
neighbors (interactions) of the parent node, but gains some new neighbors as well,
while preserving the power-law property of the degree distribution. An SF network
model has been used to propose a strategy for time- and cost-optimal interactome
detection [49]. Finding cost-effective strategies for completing interaction maps is
an active research topic (e.g. see [80]). The dangers of using inadequate network
models for such a purpose are at best wasted time and resources and at worst wrong
identification of “complete” interactome maps.

The above described new measures of local network structure based on graphlet
and orbit frequencies, demonstrated that PPI networks are better modelled by ge-
ometric graphs (defined below) than by any previous network model [72, 73]. As-
sume we have a collection of points dispersed in a metric space. Now, pick some
constant distance ε and say that two points are “related” if they are within ε of each
other. The relationship can be represented as a graph, where each point in space is a
node and two nodes are connected if they are within distance ε. This is called a ge-
ometric graph; if the points are distributed at random, then it is a geometric random
graph. Illustrations are presented in Fig. 3.3.

Since this insight into the geometric structure of PPI networks, there has been
an avalanche of papers questioning scale-freeness of PPI and other biological net-
works. The geometric model is further corroborated by the demonstration that PPI
networks can explicitly be embedded into a low-dimensional geometric space [35].
The geometric graph model can further be refined to fit the data by learning the dis-
tribution of proteins in that space [46]. Also, biological reasons why PPI networks
are geometric have been argued [76]: it has been noticed that all biological enti-
ties, including genes and proteins as gene products, exist in some multidimensional
(likely metric) biochemical space. This is an abstract space that does not only in-
clude the three-dimensional Euclidean space of protein folds with perhaps time be-
ing the additional fourth dimension. It is likely to include as dimensions phenomena
such as post-translational modifications, small molecule bindings, etc. Currently, it
is hard even to hypothesize about the nature or dimensionality of that space.

Genomes evolve through a series of gene duplication and mutation events [43].
For this reason and also since geometric graphs seem to provide the best fit to the
currently available PPI networks, we may bridge the concepts of PPI network geo-
metricity with the evolutionary dynamics [76]. Gene duplications and mutations are
naturally modelled in the above mentioned biochemical space: a duplicated gene
starts at the same point in biochemical space as its parent, and then natural selec-
tion, or “evolutionary optimization”, acts either to eliminate one, or cause them to
slowly separate in the biochemical space. This means that the child inherits some
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Fig. 3.3 Illustrations of geometric random graphs on 100 nodes when distance (or radius) of 0.1,
0.15, 0.2, 0.25 and 0.3 is chosen for their construction

of the neighbors of its parent, while possibly gaining novel connections as well.
The further the “child” is moved away from its “parent”, the more different their
biochemical properties. Although motivated by biological principles, these current
geometric network models are quite crude mathematical approximations of real bi-
ology and further refinement is necessary for obtaining well fitting models for PINs.

Another reason for modelling PINs is the development of fast heuristics for data
collection and analysis. One property of every heuristic approach is that it performs
poorly on some input. Thus, heuristics are designed, with the help of models, to
work well for a particular application. As mentioned above, a scale-free network
model of PPI networks has been used to propose an algorithmic strategy for optimal
interactome detection in humans [49]. However, if the model is not fitting the data
well, the heuristics based on it will at best be inefficient in discovering the inter-
actome and at worst misleading and fail to discover parts of the interactome, since
the model instructed us not to examine certain interactions. Also, geometric graph
models have been used for designing efficient algorithms for graphlet count estima-
tion [74]. For these reasons, it is important to make network models as accurate as
possible.

3.4 Network Topology and Biological Function and Disease

The relationship between network topology and biological function has received
much attention. Approaches for network-based prediction of protein function have
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been proposed; for a review, see [82]. Also, the role of protein networks in disease
has been examined; for a review, see [85]. An early approach was to find correlations
between high protein connectivity (degree) in a PIN and its essentiality in baker’s
yeast [38], but this technique failed on some newer PIN data [108] (also see the dis-
cussion in [78]). Correlations between connectivity and protein function were used
in [75]. Other methods were based on the premise that proteins that are closer in the
PIN are more likely to have similar function [16, 81], or used some graph theoretic
methods [96] including cut-based and network flow-based approaches [61]. Also,
functional homogeneity of groups of proteins that show some type of “coherence”
in the PIN has been used for protein function prediction [4, 44, 45, 75, 83].

Analyses of the human PIN have been performed in search for topological prop-
erties of disease-related genes (and proteins as gene products) with the hope of
getting insights into disease that would lead to better drug design. General conclu-
sions are that these genes have high connectivity, are closer together, and are cen-
trally positioned within the PIN [85]. However, these results might be biased, since
disease-causing proteins may exhibit these properties in a PIN simply because they
have been better studied than non-disease proteins. Furthermore, network analyses
of drug action are starting to be used as part of an emerging field of systems pharma-
cology which aims to develop an understanding of drug action across multiple scales
of organismal complexity, from cellular to tissue to organismal [9]. Multiple studies
have constructed network types that link biochemical interaction networks, such as
PINs, with networks of drug similarities, interactions, or therapeutic indications. For
example, a bipartite network connecting drug targets (proteins affected by a drug)
and drugs was constructed and used to generate two “projections:” (a) a network in
which nodes are drugs and they are connected if they share a common target; and
(b) a network in which nodes are targets and they are connected if they are affected
by the same drugs [107]. By analyzing the former and taking into consideration the
time the drug was introduced, they demonstrated that there are relatively few drugs
acting on novel targets that enter the market. When analyzing the latter by overlay-
ing it with the PIN, they showed that drug targets tend to have higher degrees than
non-targets in the PIN. However, as mentioned above, this observation might be an
artifact of disease-related parts of the PIN receiving more attention. For a survey of
network-based analyses in systems pharmacology, see [9].

Graphlets have also been used to isolate the structural characteristics of individ-
ual nodes and relate them to protein function and involvement in disease [54, 55].
Recall that the “degree” of a node is the number of edges it touches. Note that an
edge is the only graphlet on two nodes (graphlet G0 in Fig. 3.1(A)). Thus, we can
similarly define a “graphlet degree” of a node v with respect to each graphlet Gi

in Fig. 3.1(A), in the sense that the Gi -degree of v counts “how many graphlets of
type Gi touch node v” [72]. Referring to Fig. 3.1(A), note that the traditional degree
is simply the G0-degree. Since there are 30 graphlets, this would provide a vector
of 30 “graphlet degrees”. However, specificity can be increased by noting that not
all nodes in a given graphlet are topologically equivalent. For example, the middle
node in G1 is topologically distinct from the end nodes of G1. Figure 3.1(A) shows
the 73 topologically distinct nodes across all 2-, 3-, 4- and 5-node graphlets. Each
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is called an orbit (an automorphism orbit, see [54, 72] for details), and we label
them 0, . . . ,72. The graphlet degree vector (GDV), or GD-signature of a node v,
thus has 73 elements: element i represents the number of times node v “touches”
a graphlet at orbit i, across all the graphlets in its neighborhood. Simple examples
of a GD-signatures appear in Figs. 3.1(B) and 3.1(C). As mentioned above, node
degree of a protein in a PPI network has previously been used as a predictor of
biological function, but the evidence of a link between such a simple measure of
topological similarity between proteins in a PPI network and their biological func-
tions has since been questioned. GD-signature is superior to such a simple measure,
since it is based on all up to 5-node graphlets. We demonstrated that GD-signatures
correspond to similarity in biological function and involvement in disease [54] and
our function predictions were phenotypically validated [55]. By observing only the
topology around nodes in PPI networks and finding nodes that are topologically
similar to nodes that are known regulators of melanogenesis, we successfully iden-
tified novel regulators of melanogenesis in human cells and our predictions were
validated by systems-level functional genomics siRNA screens [25, 55].

3.5 Network Alignment

A related problem is that of network alignment. Sequence comparison and align-
ment has had a deep impact on our understanding of evolution, biology, and disease,
so it is expected that comparison and alignment of biological networks will have a
similar impact. Thus, it has been argued that comparing networks of different organ-
isms in a meaningful manner is one of the most important problems in evolutionary
and systems biology [84].

Network alignment is the general problem of finding the best way to “fit” graph G

into graph H even if G does not exist as an exact subgraph of H [84]. A simple ex-
ample illustrating network alignment is presented in Fig. 3.4. Biological networks,
such as PINs, may contain noise, e.g. missing edges, false edges, or both [97]. Bi-
ological variation makes it further non-obvious how to measure the “goodness” of
this fit. Analogous to sequence alignments between genomes, alignments of bio-
logical networks are useful for knowledge transfer, since we may know a lot about

Fig. 3.4 An example of an
alignment of two networks
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some nodes in one network and almost nothing about topologically similar nodes
in the other network. Also, network alignments can be used to measure the global
similarity between biological networks of different species and to construct the ma-
trix of pairwise global network similarities that can be used to infer phylogenetic
relationships.

Analogous to sequence alignments, there exist local and global network align-
ments. With local alignments, mappings are chosen independently for each local
region of similarity. Hence, local alignments can be ambiguous, since one node
can have different pairings in different local alignments. A global network align-
ment provides a unique alignment from every node in the smaller network to only
one node in the larger network. A disadvantage is that this may lead to suboptimal
matchings in some local regions. For biological networks, the majority of methods
used for alignment have focused on local alignments [7, 8, 23, 41, 52]. Generally,
local network alignments are not able to identify large subgraphs that have been
conserved during evolution [7, 41]. Global network alignments have been studied
previously in the context of biological networks [24, 89, 110], but existing methods
incorporate some a priori information about nodes, such as sequence similarities
of proteins in PINs [8, 89], or they use some form of learning on a set of “true”
alignments [24].

Our new study [47] investigates how much biological information could be ob-
tained from network topology only, which makes our method applicable to any type
of network, not just biological ones. The reason we want to use topology only with-
out integrating it with other types of biological information is two-fold. First, just
as genetic sequences describe some part of biological information, so do biological
networks. Analogous to sequence alignment algorithms that do not use biological
information external to sequences to perform alignments, we do not want to use bi-
ological information external to network topology. This is because we believe that
it is scientifically interesting to ask how much biological information could be ex-
tracted from topology only and that we would only be able to utilize well various
sources of biological information after we have reliable topological alignment algo-
rithms for biological network data.

Clearly, if we want to build good alignments based solely upon network topology,
we must first have a highly constraining measure of topological similarity. The sim-
plest and weakest description of the topology of a node is its degree. A much more
highly constraining measure is the above described generalization of the degree of
a node into the vector of “graphlet degrees” [54] that describes the topology of a
node’s neighborhood and captures the node’s interconnectivities out to a distance of
four (Fig. 3.1). We argue that reaching out to distance four from a node should be
enough to almost uniquely determine the node’s position in a network, since many
real-world networks have the “small world” property [101] (described in Sect. 3.3).

We define an alignment of two networks G and H to consist of a set of ordered
node pairs (u, v), where u is a node in G and v is a node in H . Our algorithm, called
GRAAL (GRAph ALigner), incorporates aspects of both local and global align-
ment. We match pairs of nodes originating in different networks based on their GD-
signature similarity [54] described in Sect. 3.4 above, where a higher GD-signature
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similarity between two nodes corresponds to a higher topological similarity between
their extended neighborhoods out to distance four. We align each node in the smaller
network to exactly one node in the larger network. Our matching algorithm pro-
ceeds using a technique analogous to the “seed and extend” approach of the popular
BLAST [2] algorithm for sequence alignment: first, we choose a “seed” pair of
nodes, one node from each network, that have high GD-signature similarity. Then,
we expand the alignment radially outward around the seed nodes as far as practical
using a greedy algorithm.

Although local in nature, GRAAL produces large and dense global alignments
in the sense that the aligned subgraphs share many edges. We demonstrate that this
would not be the case in a low-quality, or random alignment. We argue that the high
quality of our alignments is based less on the details of the extension algorithm,
and more on having a good measure of pair-wise topological similarity between
nodes [54]. We apply GRAAL to PINs of yeast and human and produce by far the
most complete topological alignments of biological networks to date indicating that
even distant species share a surprising amount of network topology. This might sug-
gest broad similarities in internal cellular wiring across all life on Earth. We use this
alignment for knowledge transfer and demonstrate that detailed biological function
of individual proteins can be extracted from our alignments. Notably, when we use
GRAAL to align metabolic networks of closely related species and the alignment
scores to construct the matrix of pairwise global network similarities to infer phy-
logenetic relationships, we find that the phylogenetic trees constructed from our
purely topological alignments for protists and fungi are very similar to those found
by sequence comparison [69]. Thus, topology-based alignments have the potential
to provide a completely new, independent source of phylogenetic information; see
[47] for details.

In contrast to GRAAL, which is a greedy ‘seed-and-extend’ approach that relies
solely on network topology, Hungarian-algorithm-based GRAAL (H-GRAAL) is an
optimal network alignment algorithm also based solely on network topology [56].
As before, we match pairs of nodes originating in different networks based on their
GD-signature similarities, with the cost of aligning two nodes being modified to
favor alignment of the densest parts of the networks. We use the Hungarian algo-
rithm for minimum-weight bipartite matching to find an optimal matching between
the nodes of two networks with the minimum total alignment cost as follows. We
construct a complete bipartite graph with V (G1) and V (G2) as the bipartition and
each edge (u, v) from V (G1) to V (G2) is labelled with the node alignment cost be-
tween u and v. H-GRAAL then uses the Hungarian algorithm to find an alignment
from G1 to G2 by minimizing the cost summed over all aligned pairs. Furthermore,
we show that a large proportion of the aligned pairs in the optimal alignment re-
turned by H-GRAAL are ‘stable’ in the sense that they would still be present for
a different optimal alignment, so that any one optimal alignment would be highly
representative of all optimal alignments. That is, we identify the core alignment,
which is the subset of all aligned pairs that are present in all optimal alignments,
and show that it contains 72.2% of yeast–human protein pairs in the alignment of
yeast and human PINs. We apply H-GRAAL to expose large contiguous regions



42 N. Pržulj

of network similarity between PINs of yeast and human, to transfer function from
annotated to unannotated PIN regions, as well as to build phylogenetic trees based
on the alignment scores; see [56] for details.

3.6 Data Integration

Molecular networks come in many different types depending on the cellular phe-
nomenon that they model. For example, we have rich datasets of PINs, tran-
scriptional regulation networks, networks of genetic interactions, etc. deposited in
databases including DIP [105], MINT [109], and HPRD [70]. They cover differ-
ent slices of biological information and thus, integrating them would contribute to
a comprehensive view of a cellular system. It is currently unclear how to perform
such integration in a way that would be biologically informative. However, some ap-
proaches have been proposed. They usually integrate diverse networks on the same
node sets into a single network with different types of interactions and try to identify
functional modules supported by varied interaction types.

For example, we integrated PINs with the information about viable, lethal, and
genetic interaction mutants [75]. In genetic interaction networks (GINs), nodes cor-
respond to genes and edges between them to changed phenotype (lethal or sick)
of cells with simultaneous mutations of the two genes in which a single mutation
results in no phenotypic change [12]. We suggested the existence of alternate paths
that bypass viable nodes in PPI networks and so offered an explanation why null mu-
tation of these proteins are not lethal. This was later corroborated by a proposition
that genetic interactions tend to bridge genes from redundant pathways rather than
within a single pathway [42]. Other studies demonstrated that a dense cluster of in-
teractions supported by several network types is more likely to correspond to protein
complexes than dense clusters in any one network [31]. Machine learning methods
that use graph-theoretic properties of proteins in PINs were also used to predict ge-
netic interactions [66]. Integration of networks with multiple types of edges was
also done to predict protein functions and interactions [39, 53, 104]. Also, compos-
ite network motifs arising from such combined network data have been studied for
the same purposes [106, 111]. For a review on methods for integration of physical
and genetic networks, see [10].

3.7 Outlook

The new transdisciplinary field of network biology is still in its infancy, but it is
already very fast paced and in a bit of a turmoil. First, currently there is a rela-
tively weak link between biological and computational scientists in the field. There-
fore, computational and mathematical analyses performed on these data thus far
have been quite simple, even though much stronger mathematical tools have been
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available. Also, it is necessary to develop new, strong mathematical and algorith-
mic techniques specifically aimed at solving network biology problems (e.g. see
the discussion in Sect. 3.3 above) and this is sometimes frowned upon with claims
that such methods are “complicated”. This is probably due to the fact that the area
gathers researchers from a variety of areas with varied backgrounds in quantitative
techniques.

Second, there is a danger of the emergence of scientific doctrines that could fur-
ther hinder the development of this nascent research area. Early on, one of them in-
volved scale-free-centric modeling of complex biological (and other) networks that
Evelyn Fox Keller wrote eloquently about in her 2005 Bioessays article “Revisiting
‘scale-free’ networks” [40]. Another one involves a genome-centric view of biolog-
ical systems. While it is certainly true that genetic sequence data has revolutionized
our view of biology, we should not let that fact obscure our vision towards new sci-
entific horizons. In particular, even though PPI network data are very new and thus
currently noisy and incomplete and even though the mathematical methods applied
to them are rather primitive, there is already evidence documenting that these new
biological data can reveal biological information that could not have been inferred
from sequence alone, at least not by using the currently available sequence analysis
tools. Despite, the community has been questioning the value of the network data
with unsubstantiated claims, e.g. that PPI network topology and biological function
are unrelated. At a recent meeting, this went to the point that a colleague publically
asked if the community “should keep analyzing PPI network data at all”. Need-
less to say, such questions could lead to scientific censorship that the area might
already be beginning to experience. For example, articles demonstrating that bio-
logical information can be obtained from PIN data alone, which cannot be obtained
from sequence data, are viewed as “warning signs” that something is wrong with
the analysis, rather than as success stories demonstrating that new biology could
be learned from these new systems-level biological data. Thus, rather than seeing
genome and interactome as complementary data, there is a danger that the commu-
nity might reject the interactome-based analyses if they cannot be confirmed by the
genome-based ones (often despite a provision of biological validation). Conversely,
interactome-based studies could be regarded as useless if they are in agreement with
genome-based ones. Hence, interactome data are bound to loose in such an unfair
game. Furthermore, such opinions might spread, potentially negatively affecting the
availability of public resources necessary for continued collection the biological
network data towards reliable reference networks for key model organisms, or for
the development of reliable computational tools, such as those for computationally
challenging problems of foremost scientific interest including network alignment
and network data integration.

Finally, amongst computational scientists, there is somewhat of a clash between
statistical and descriptive modelling communities. We can all agree that statistical
approaches have certainly proved their usefulness. However, they do not describe
how things actually work. Thus, while it is fine to look for statistical patterns (e.g.
observe power-laws in the degree distributions of PPI networks) and then reason
about why they are there, the availability of easy-to-use statistical approaches should
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not prevent us from searching for descriptive models that could provide us with
understanding and enable reproduction of phenomena at study.
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Chapter 4
Networks and Models with Heterogeneous
Population Structure in Epidemiology

R.R. Kao

Abstract Heterogeneous population structure can have a profound effect on infec-
tious disease dynamics, and is particularly important when investigating “tactical”
disease control questions. At times, the nature of the network involved in the trans-
mission of the pathogen (bacteria, virus, macro-parasite, etc.) appears to be clear;
however, the nature of the network involved is dependent on the scale (e.g. within-
host, between-host, or between-population), the nature of the contact, which ranges
from the highly specific (e.g. sexual acts or needle sharing at the person-to-person
level) to almost completely non-specific (e.g. aerosol transmission, often over long
distances as can occur with the highly infectious livestock pathogen foot-and-mouth
disease virus—FMDv—at the farm-to-farm level, e.g. Schley et al. in J. R. Soc. In-
terface 6:455–462, 2008), and the timescale of interest (e.g. at the scale of the in-
dividual, the typical infectious period of the host). Theoretical approaches to exam-
ining the implications of particular network structures on disease transmission have
provided critical insight; however, a greater challenge is the integration of network
approaches with data on real population structures. In this chapter, some concepts in
disease modelling will be introduced, the relevance of selected network phenomena
discussed, and then results from real data and their relationship to network analyses
summarised. These include examinations of the patterns of air traffic and its relation
to the spread of SARS in 2003 (Colizza et al. in BMC Med., 2007; Hufnagel et al. in
Proc. Natl. Acad. Sci. USA 101:15124–15129, 2004), the use of the extensively doc-
umented Great Britain livestock movements network (Green et al. in J. Theor. Biol.
239:289–297, 2008; Robinson et al. in J. R. Soc. Interface 4:669–674, 2007; Vernon
and Keeling in Proc. R. Soc. Lond. B, Biol. Sci. 276:469–476, 2009) and the grow-
ing interest in combining contact structure data with phylogenetics to identify real
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contact patterns as they directly relate to diseases of interest (Cottam et al. in PLoS
Pathogens 4:1000050, 2007; Hughes et al. in PLoS Pathogens 5:1000590, 2009).

4.1 Simple Mathematical Models

The susceptible/infected/resistant (SIR) ordinary differential equation (ODE) model
lies at the foundation of modern quantitative epidemiology. Though the original
work [46] considered infectious states in greater generality, the most common ver-
sion of this model makes the simplification of assuming a single exponentially dis-
tributed infectious stage, with all infected individuals being equally infectious. With
this assumption, the system takes the form of a “compartmental model”. Here there
are a set of three ordinary differential equations to be integrated over time:

dS

dt
= −βIS,

dI

dt
= βIS − γ I,

dR

dt
= γ I,

S + I + R = N.

(4.1)

In the system of equations (4.1), the compartments are: S the number of suscepti-
ble individuals, I the number of infected, and R the number of removed (usually
considered to be recovered and immune, though other interpretations of this state
are possible). The total population size N is fixed. The parameter β is the rate per
infected individual at which infections occur, while γ is the rate at which infected
individuals are removed. Important principles that have guided mathematical epi-
demiology over the last century are apparent in this simple formulation. First, inter-
est in the field has concentrated on the nonlinear interactions over time between a
host population and a pathogen that exploits it. Second, individuals are treated as in-
distinguishable except for their disease state. Third, the nonlinear terms incorporate
the “mean-field” assumption, where interactions between members of the popula-
tion are considered to occur at random, with equal probability that any member
will interact with any other element of the system. Finally, the model operates in
continuous time and population-space.

In contrast, under the network paradigm of disease spread, a population is a net-
work (or “graph”) of nodes (“vertices”) representing epidemiological units at a rel-
evant scale (e.g. individuals, towns, cities, farms or wildlife communities). Each
node i is connected to other nodes by a number ki links (“edges”), this defining the
degree of the node. The links usually represent potentially infectious contacts. For
example, for sexually transmitted infections, or STIs, links may be sexual acts or
sexual partners [32], while for diseases transmitting within a hospital links may rep-
resent contacts occurring through room- and ward-sharing [53]. Multiple, simulta-
neous exposures to a pathogen are usually assumed to act independently; therefore,
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if a node is connected to two infected nodes each of which can infect with proba-
bility p̄, the probability of becoming infected is (1 − (1 − p̄)2), where in this case,
all links have the same weight. In directed networks (e.g. where one individual can
infect another but not necessarily vice versa), links are distinguished as being in-
or out-links, with nodes having in- and out-degrees. For infectious diseases, this is
more likely to be appropriate for larger scale models, for example, where transmis-
sion may be related to the migration of individuals who do not return to their origin.
In most epidemiologically relevant examples where network structure is important,
〈k〉 � N , where 〈k〉 is the average node degree, and N the population size. Bor-
rowing the concept from the simple ODE models, nodes typically possess one of a
limited number of states (e.g. susceptible, infected or removed as in (4.1)). “Mean-
field” models such as described by (4.1) are similar to maximally connected network
models—i.e. where every individual in the population is connected to any other in-
dividual and 〈k〉 = ki = N − 1 for all nodes i. Network models can in this sense be
considered a generalisation of mean-field models. Both network models and ODE
models differ from detailed simulations studies, by being abstractions for gaining
insight into how heterogeneity in the contacts amongst individuals can contribute
to disease spread and its control. However, mean-field and network models differ
in terms of the philosophy behind their representations. Mean-field models often
do have population structure, but this structure is imposed on the population, rather
than being generated from individual properties. In the network perspective, each
node only has information about a limited subset of neighbours. Links are generated
from this “local neighbourhood” that defines the social network. Thus the network
model displays corresponding “emergent behaviour” in a way that the Kermack–
McKendrick model does not. An important question is the extent to which the
pattern, or the population structure, and process, or temporally-dependent changes
as highlighted in mean-field models, are important in determining how epidemics
spread. That most work has previously concentrated on the dynamics amongst sim-
plified compartments is at least partially because observational data on overall dis-
ease incidence, and detailed data describing the time course of individual infec-
tion states have historically been more available than meaningful population contact
structure data, particularly for humans. One of the most detailed and successful
models of disease transmission on structured human populations is the description
of measles outbreaks in post-WWII Britain (e.g. [7, 28]) which includes compre-
hensive measles incidence reports, but where location is only specified to the level
of city or town. Contact structure is therefore highly abstract (though more recent
work in this field has used gravity models to described the underlying demographic
contacts between cities [72]). The development of the field has also benefited from
the rich literature of dynamical systems, and the development of analogous models
in chemical kinetics, reflected in the early appellation of “mass-action” dynamics
when referring to what is now commonly known as “density dependent” contact.1

Nevertheless, many of the ideas explored in social network analyses have been pre-

1Noting that there has been some confusion on this—see [13].
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viously explored using other approaches, though the social network paradigm has
often proved to be more natural, and provided new insights.

4.1.1 Introducing R0

For compartmental models of disease spread, the stability of the disease-free steady
state is determined by the basic reproduction number, R0, which is the central quan-
tity of modern theoretical epidemiology (e.g. [2]). The “simple”, commonly ac-
cepted biological definition of R0 is generally stated as “the number of new infec-
tions generated by a single infected individual introduced into a wholly susceptible,
homogeneously mixed population at equilibrium”. For the system of equations (4.1),
the definition is equivalent to

R0 = βN

γ
. (4.2)

For simple systems, if R0 < 1, then the disease-free state is globally asymptotically
stable (but see the section below). Each infected person will typically infect fewer
than one person before dying or recovering, so the outbreak itself will die out (i.e.
dI
dt

∣∣
t=0+ < 0). When R0 > 1, each person who becomes infected will infect on av-

erage more than one person, so the epidemic will spread (i.e. dI
dt

∣∣
t=0+ > 0). While

this definition is intuitive, conceptual problems immediately arise. For example, can
one define a “typical” infected individual? At what stage of the infection process
is the infected individual introduced? What if there are distinct subpopulations or
population structures? Is R0 then a meaningful concept? Considerable attention has
been devoted to these questions (e.g. [31, 60, 66]), in particular due to the general-
isation to more complex population and infection structures via the next generation
matrix formalism [15]. However, these definitions are meaningful only if meaning-
ful sub-populations can be defined, allowing for an exponential growth phase in an
epidemic. Thus most network models with their complex structure do not lend them-
selves to such simple definitions, and the relationship between R0 and the network
representation is further discussed below.

4.1.2 Density vs. Frequency Dependent Contact

A connection from (4.1) to network models can be established by a closer exam-
ination of the contact structure implicit in the nonlinear term βSI , which can be
understood if this expression is replaced with a term

τC(N)I
S

N

(see, for example, [59]). Here, each individual has C(N) potential infectious con-
tacts (infectious with probability τ ), and this is dependent on the total popula-
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tion N .2 The region in the parameter space where R0 < 1 then defines a globally
stable disease-free state if dC/dN ≥ 0 (usually, d2C/dN2 ≤ 0 but this is not re-
quired), and none of C(N), β or γ are functions of I . In particular, if dC/dI > 0,
dβ/dI > 0, or dγ /dI > 0, global stability is lost. This can occur if, for example,
removal of infected individuals requires the availability of limited resources, so that
dγ /dI > 0 (e.g. foot-and-mouth disease in the UK in 2001, see [30]) or one may
have dC/dI > 0 if, for example, contacts are increased by otherwise sedentary in-
dividuals attempting to flee an epidemic, as may have occurred during the Black
Death in the fourteenth century Europe. Each infected individual has a probability
S/N per contact of interacting with a susceptible individual. For density dependent
contact, C(N) = N and the form of system (4.1) is obtained. For “frequency de-
pendent” contact, C(N) = κ , a constant. In this case, the rate that new infections
appear is τSIκ/N , and R0 = τκ/γ . A critical difference between the two cases is
that, with density dependence, thinning of the total population reduces N and there-
fore the value of R0, while with frequency dependence the reduction in population
density or size has no effect on R0.

In frequency dependent models, the number of contacts (links) is independent
of population size. However, they differ from network models in that the contact is
made with a random individual in the population. Thus the two are only equivalent
in the case of a dynamic network with links that switch to new partners at an infinite
rate [57]. An important consequence of this is that any infected individual still has
κ outward potentially infectious contacts in a frequency dependent model, while
in static network models with bi-directional links, at least one of them is “used up”
because the node was infected along one of its existing links (see, for example, [14]).

As previously noted, in network models individuals can no longer be assumed to
be in potentially infectious contact with all members of the population. If the degree
distribution p(k) gives the probability that a randomly selected node has exactly k

links, then the average number of connections per node is given by 〈k〉 = ∑
l lp(l).

Epidemiologically, the degree of a node gives the maximum number of nodes that a
node could infect. Of course, as 〈k〉 � N , only a few nodes are likely to be directly
infected by any given node. In a Poisson random network (originally studied by
Erdős and Rényi [19]), nodes are connected by links, these chosen randomly from
the N(N − 1)/2 possible links. A Poisson network can be constructed via a bino-
mial model where, rather than fixing the number of links and choosing partners at
random, every possible pair out of the nodes is connected with probability p̃. The
average number of connections per node is 〈k〉 = p̃(N − 1) and the degree distribu-
tion is given by

P(k) =
(

N − 1
k

)
p̃k

(
1 − p̃

)(N−1)−k ∼= 〈k〉ke−〈k〉

k! . (4.3)

Here, exact equivalence is achieved when N → ∞. When p̃ is sufficiently large,
random networks tend to have relatively small diameters (maximum shortest path

2We note that this it is sometimes more important to consider population density rather than total
population; however, throughout will consider dynamics that depend on the population size.



56 R.R. Kao

length considering all possible node pairs). The number of nodes at a distance l from
a given node is well approximated by 〈k〉l for the Poisson network [20]. When the
whole network is captured starting from a given node, 〈k〉l ∼= N , and l approaches
the network diameter d . Hence, d depends only logarithmically on the number of
nodes, and the average path length is also expected to scale only slowly with increas-
ing population size, i.e. 〈lrand〉 ∝ ln(N)/ ln(〈k〉), with correspondingly small diam-
eter. In this case, there is a direct relationship to the “simple” SIR model, as R0 =
τ 〈k〉. For more complex network structures, the correspondence to R0 is less clear.

4.2 Networks with Localisation of Contacts: Small Worlds,
Clustering, Pairwise Approximations and Moment Closure

4.2.1 Small Worlds

A contact network with a small diameter such as found in Poisson networks sup-
ports epidemics that can spread broadly throughout the network in a few genera-
tions. Thus even for a disease with low probability of transmission and where the
disease has been identified within a few generations of infection after its introduc-
tion, it would be difficult to identify and isolate subgroups of individuals who are
at higher risk of becoming infected. Localisation is exemplified by spatial spread,
such as found in lattice models, where nodes are positioned on a regular grid of lo-
cations, and neighbouring individuals are connected. Such lattice models/networks
exhibit homogeneous contact but have much longer average path lengths and diam-
eters than Poisson networks. Empirical measurements confirm that many real-world
networks are characterised by greater localisation of connections—i.e. the tendency
for links to occur with greater probability than average amongst subgroups of nodes,
but have small average path lengths very similar to that of Poisson random net-
works. Motivated by social structures where most individuals belong to localised
communities composed of work colleagues, neighbours or people sharing similar
interests, but some individuals also have connections with individuals that belong to
other localised communities (e.g. relatives living considerable distances away and
thus likely to belong to distant social communities as well) and old acquaintances,
Watts and Strogatz [71] proposed the famous “small-world network” (SWN) model,
which uses a one-parameter model to interpolate between a regular lattice model
and a Poisson network. Their model starts with a ring lattice with N nodes where
each node is connected to an arbitrary fixed number K of its closest neighbours.
Two types of SWNs have commonly been studied. In the original version, a ran-
dom rewiring of all links is carried out with probability q . A variant with similar
properties does not rewire, but adds long range links randomly, with probability q

to generate the same number of long range links as in the original model (Fig. 4.1).
Both approaches produce on average qKN/2 “long-range” links (or more cor-

rectly, they connect nodes at random). As the latter approach simplifies some calcu-
lations but has the same key properties as the original model, it will be referred to
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Fig. 4.1 An example
small-world network, with
each node connected locally
to its four nearest neighbours

later in the chapter. For a broad range of q , the SWN generates average path lengths
approaching those observed in Poisson random graphs, yet with much greater lo-
calisation. The smaller average path length driven by the limited number of long-
range connections (shortcuts) makes the network more connected, with fewer edges
needed to connect any two nodes. A smaller average path length also means a
smaller number of infectious generations with a shorter epidemic time scale, and
a lower threshold for a large epidemic. The critical idea put forward by this model
is that a relatively few “long-distance” connections are important for the transmis-
sion and persistence of disease. This has long been established, for example, within
the metapopulation paradigm developed in the 1960s [50] where occasional migra-
tion between habitat patches was invoked to explain the persistence of species that
would otherwise go extinct—in the case of epidemiology, the metapopulation is the
pathogen operating on the host (or communities of hosts), which represent the habi-
tat patches, such as the cities and towns in the previously mentioned measles models
[7, 28]. Where the model of Watts and Strogatz’ differed, however, was showing in
an elegantly simple model, and in a quantifiable way, how simple couplings defined
only as a property of individuals could be weak, yet produce dramatic effects in
communities.

4.2.2 Clustering on Networks and Moment Closure

The SWN model is a very specific, illustrative example of a highly clustered net-
work. More generally, there are often subgroups or communities of individuals that
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Fig. 4.2 Transmission on unclustered and spatially clustered networks. Transmission on unclus-
tered networks fills the picture (above percolation threshold) while on clustered networks, the
epidemic is self-limiting (below the percolation threshold). Figure courtesy of Dr. D.M. Green,
Stirling University

are more likely to be associated with each other, and there is an extensive litera-
ture devoted to identifying network-based measures of community (for a review,
see [12]). One measure of localisation is the clustering coefficient which can be
quantified as c = 3·triangles

triples , where a triangle is defined by a set of three nodes X,
Y and Z in a triplet, where X is connected to Y which is connected to Z, and X is
also connected to Z. Clustering can be viewed as expressing the probability of two
friends of any one individual being themselves friends of each other, and this is il-
lustrated in the classic signature of the small world effect, which is the rapid decline
in the average path length between nodes, when the clustering coefficient remains
high [71]. This definition is not unique; for example, clustering can also be com-
puted by averaging the clustering coefficients of individual nodes ci = Ei

ki (ki−1)/2 ,
which represents the ratio between the number of links Ei present amongst the
neighbours of node and the possible maximum number of such links. For any mean-
ingful definition, in networks approximating the structure of Poisson random net-
works have small inherent clustering, and in the limit of infinite populations, zero.
Clustered networks can be generated by randomly distributing individuals/nodes in
a given n-dimensional space (e.g. a specified two-dimensional surface) and assum-
ing that the probability of a connection between two individuals is a function of
their distance. By choosing an appropriate function, the average degree and cluster-
ing can be varied. Of course, clustering alone does not uniquely define a network;
for example, an infinite number of networks can be generated with zero clustering.

While the definition of clustering and its extensions to higher order loops in-
cluding four or more nodes allows for the description of heterogeneous structures
in networks, it does not create an analytical tool for describing the effect on dis-
ease transmission (Fig. 4.2). One approach to this is “moment closure” [42, 44].
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A population can be described in terms of the frequency of clusters of individuals
of various types (e.g. S, I , and R) and of various sizes (singlets, doublets, triplets
and so on; i.e. the ‘moments’ of the distribution). By including the frequency of mo-
ments of increasingly higher order, the population can be described with increasing
accuracy, but at the cost of increasing complexity. Disease transmission is depen-
dent on whether one of the pairs is connected to an infectious individual, i.e. if
[SS] is the number of S + S pairs, and [SSI ] the number of S + S + I triplets
then d[SS]

dt
∝ [SSI ]. Similarly, d[SSS]

dt
∝ [SSSI ], etc. For the simple SIR model, the

number of [SI ] pairs is determined by the equation

d[SI ]
dt

= τ [SSI ] − τ [SI ] − τ [ISI ] − g[SI ],

where τ [SSI ] denotes the creation of an SI pair through the infection of S in the
central position of the triple. In a similar fashion, the number of triplets requires
knowledge about the number of quadruplets, and so on, and the system soon be-
comes completely intractable. Analytical tractability is achieved by “closing” the
system at the level of pairs and approximating triplets as a function of pairs and in-
dividual classes [44]. In clustered networks there will be some heterogeneity in the
probability of association between two nodes (in social networks, for example, the
probability that two people will be friends will increase if they have a friend in com-
mon, or for spatially clustered populations, that the Voronoi tessellation for three
nodes produces a common boundary point [45]). To account for the correlation be-
tween the node in state X and node in state Z, a closure relation is considered [42],
where if N is the total population size, and Φ the expected proportion of triplets
that are triangles, then

[XYZ] ≈ 〈k〉 − 1

〈k〉
[XY ][YZ]

[Y ]
(

(1 − Φ) + ΦN

〈k〉
[XZ]
[X][Z]

)
.

This approach has the attractive feature that is transparent, easy to parame-
terise and builds on understanding global properties of the system based on lo-
cal/neighbourhood interactions. The closure at the triplet level (i.e. ignoring loops
incorporating four or more nodes) is a compromise between incorporating contact
heterogeneity and retaining analytical tractability, and it has been successful in ac-
counting for correlations that form due to diseases spreading amongst clusters of
connected individuals. An important feature of even moderate levels of clustering is
the rapid decrease in the average number of new infections produced by each infec-
tious individual. Largely due to the depletion of the susceptible neighbourhood; past
the first generation, infected nodes often have at least one neighbour that is already
infected. In networks clustered in two dimensions, there is a corresponding spatial
localisation of epidemics (Fig. 4.2). While moment closure can provide a good ap-
proximation to the time course of stochastic simulations on clustered networks [42],
as always such good agreement depends on the underlying model being considered.
Based on a model using Poisson-random networks with contact tracing and a delay
before infectiousness [47], Fig. 4.2 shows how, even with no “forced” clustering



60 R.R. Kao

(i.e. clustering only occurs due to population size effects), there is poor agreement
between simulations and the analytic approximation, and this difference quickly be-
comes pronounced as clustering increases. While the sources of the discrepancy are
not entirely clear, the delay in the onset of infectiousness and the addition of contact
tracing add considerably to the complexity of the system being studied, highlighting
the need for further research into analytical models of this type of contact hetero-
geneity.

Despite these difficulties, as a strategic tool, moment closure equations allow us
to explore the relationship between clustering and epidemic spread [42], showing
how clustering can lead to a dramatic reduction in the value of R0 if generations of
infection overlap with equivalent effects on the probability of successful disease in-
vasion. Using additional equations incorporating links between nodes along which
tracing takes place, the moment closure approach can also be used to explore the
effect of network dependent disease control, such as contact tracing, i.e. identifying
potentially infectious connections from infected individuals (e.g. [17, 34, 47]). On
a practical level, moment closure approaches have been used to explore the conse-
quences of exploiting spatial proximity in the case of the Great Britain 2001 foot-
and-mouth disease epidemic [21].

4.3 Heterogeneity in Contacts per Individual

4.3.1 Models for Sexually Transmitted Diseases and HIV

While moment closure approaches can be used in systems with both clustering and
heterogeneity in contact frequency [18], it is not a natural tool for exploring het-
erogeneity in the number of contacts. For models where contact heterogeneity is
important, such as is found for sexually transmitted infections, or STIs, the start-
ing assumption is often that the population is homogeneously mixed. For STIs, the
nature of the potentially infectious contact is well-defined, and it has long been
understood that modelling their transmission and control must account for hetero-
geneities in sexual activity [2, 32]. Assume that the probability of transmission of an
STI to an individual depends only on the number of potentially infectious contacts
per individual and the probability of transmission per contact. Then the population
can be divided into distinct groups, with each group defined solely by the number of
contacts. The number of individuals with k contacts is Nk (k = 1, . . . , n). For sim-
plicity, only the case of an SIR model in an infinite closed population is considered.
Following [2], (4.1) can then be extended to

dSk

dt
= −βkSk(t)

∑
l

p(l|k)
Il(t)

Nl

,

dIk

dt
= βkSk(t)

∑
l

p(l|k)
Il(t)

Nl

− γ Ik(t),

k = 1, . . . , n. (4.4)
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Here Sk and Ik represent the number of susceptible and infectious individuals with
k contacts, and (frequency dependent) per contact transmission rate β between an
infected and a susceptible individual. The rate at which new infections are produced
is proportional to β , the degree k of the susceptible nodes being considered, the
number of susceptible nodes with k connections, and the probability that any given
neighbour of a susceptible node with k connections is infectious. When proportion-
ate random mixing is assumed, the probability that a node with k contacts is con-
nected to a node with l contacts is given by P(l|k) = lp(l)/〈k〉, where p(l) = Nl/N ,
and 〈k〉 = ∑

l lp(l) is the average number of connections in the population.
The basic reproduction number R0 can be calculated for this system, which has

no higher order structure, using the more general definition

R0 = lim
N,n→∞

(
n

√√√√
n∏

m=1

Im+1

Im

)
, (4.5)

where N is the population size, n is the generation number, and Im is the number
of infected individuals in all classes in generation m [15]. In this abstract model,
heterosexual transmission, which requires cycles of length two, is not considered.
This reduces (4.5) to R0 = limN,n→∞(In+1/In). A simple approach to calculating
R0 in this latter case follows [40]. Consider the introduction of infection into an
arbitrary node in a network. This node will be of degree k with probability p(k).
Then for a given probability of transmission per link p̄, the number of infected
elements of an arbitrary degree l following the first generation of transmission is

Il,1 = p̄
∑

k

P (l|k)kp(k)

= p̄lp(l)
∑

k kp(k)

〈k〉
= p̄lp(l) (4.6)

since 〈k〉 = 〈l〉. In the following generation,

Im,2 = p̄
∑

l

P (m|l)Il,1. (4.7)

It is easy to show using (4.6) and (4.7) and summing over all node degrees, that
I2/I1 = In+1/In for all subsequent successive generations n and n+1, and therefore

R0 = p̄
〈k2〉
〈k〉 , (4.8)

i.e. R0 is proportional to the variance-to-mean ratio of the contact degree distribu-
tion in the population, where 〈k2〉 = ∑

l l
2p(l) is the second moment of the contact

distribution. In a directed network, with unbalanced in- and out-degrees, this can
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easily be generalised to

R0 = p̄
〈kinkout〉

〈√kinkout〉 . (4.9)

Equations (4.8) and (4.9) illustrate the disproportionate role played by highly
connected individuals or ‘super-spreaders’. Such models can be further extended
to account for additional properties of the population contact structure or disease
characteristics, though at the cost of losing analytical tractability and model gener-
ality.

4.3.2 Disease Transmission on Scale-Free Networks

These investigations have been mirrored by equivalent investigations of social net-
works with high variance in the degree distribution. Although random graphs have
been extensively used as models of real-world networks, particularly in epidemiol-
ogy, they can have serious shortcomings when compared to empirical data charac-
terising social structures such as networks of friendship within various communities,
as well as structures in physical and biological systems, including food webs, neural
networks and metabolic pathways. With surprising frequency, the empirically mea-
sured degree distribution has significantly higher variance-to-mean ratio compared
to a Poisson distribution. Examples include the World Wide Web, the Internet, eco-
logical food webs, protein–protein interactions at the cellular level (e.g. [25]), and
most relevant for this discussion, human sexual networks, all with degree distribu-
tions reasonably approximated as scale-free, i.e. p(k) ≈ k−γ with 2 < γ ≤ 3, over
several orders of magnitude (but see also [38]). As noted above, to account for the
fact that each infected node past the first generation must have at least one link that
ends in another infected node, the value of R0 differs slightly from (4.8):

R0 = p̄〈k〉
( 〈k2〉

〈k〉2
− 1

〈k〉
)

. (4.10)

The translation in terms of the epidemiological parameters β and γ is slightly more
difficult as the depletion of links from an infected node means that the transmission
rate must be increased to maintain the same R0 [43] and this, in turn, changes the
infection rate [26]. While the empirically determined distribution of sexual contacts
is more precisely fit with a truncated scale-free distribution [38], in the limiting
approximation of a scale-free infinite population with no truncation, R0 → ∞ since
〈k2〉/〈k〉 → ∞ even though 〈k〉 is finite. It follows that even an arbitrarily small
transmission rate β can sustain an epidemic [58]. As implied by the name “scale-
free”, random removal of nodes does not reduce the variance. Therefore, no amount
of randomly applied, incomplete control (i.e. vaccination, quarantine) can prevent
an epidemic. However, this is not the case for finite populations where the threshold
behaviour is recovered [52], and targeting the small pool of highly connected nodes
is sufficient to prevent an epidemic, so long as these individuals can be identified
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Fig. 4.3 Average degree of new infectious nodes for random (+) and truncated scale-free net-
works (p(k) = Ck−γ e−k/L with γ = 2.5, L = 100 and k ≥ 3) (o). Both networks with N = 2000,
〈k〉 = 6. The model includes four classes (susceptible—S, exposed—E, infectious—I , results in
tracing—T , and removed—R) with rate of susceptible becoming infected (S → E) 0.15d−1, and,
tracing occurring at rate 0.5d−1 (for all of S → R, E → R, I → R), latent period 10d , infectious
period 3.5d , nodes trigger tracing for 2.0d . Figure courtesy of Dr. I.Z. Kiss, University of Sussex

and treated or removed. Further, even in the absence of control, the supply of highly
connected nodes is quickly depleted, resulting in rapid disease extinction.

Barthélemy et al. [6] showed that a further consequence of high variance distri-
butions is the non-uniform spread of the epidemic. The higher probability that any
node will be connected to a highly connected node means that disease spread fol-
lows a hierarchical order, with the highly connected nodes becoming infected first,
and the epidemic thereafter cascading towards groups of nodes with smaller degree
(Fig. 4.3 and [48]).

The initial exponential growth in the time-scale of epidemics is inversely pro-
portional to the network degree fluctuations, 〈k2〉/〈k〉. Thus the high variance in
heterogeneous networks also implies an extremely small time-scale for the outbreak
and a very rapid spread of the epidemic, implying that in populations with these
characteristics there is a window of opportunity, in which diseases can be controlled
with relatively little impact on the majority of individuals (Fig. 4.4 and [48]), though
this window becomes small with increasing degree fluctuations.

May and Lloyd [52] defined ρ0 = β〈k〉/γ to be the transmission potential, equal
to R0 in homogeneously mixing (i.e. random) networks. For ρ0 < 1, R0 < 1 on
a random network, but for networks with higher variance-to-mean ratio, we can
have R0 > 1. For ρ0 > 1, because scale-free networks lose high-degree nodes more
rapidly than low-degree nodes, the variance in the degree of the remaining sus-
ceptible nodes is quickly reduced, and thus the low-degree nodes are effectively
protected. Thus for sufficiently high ρ0, epidemics on random networks last longer,
and also are able to reach more nodes. Above a value ρcrit, the final epidemic size
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Fig. 4.4 Time evolution of
the proportion of infectious
nodes for random (solid line)
and truncated scale-free
(p(k) = Ck−γ e−k/L with
γ = 2.5, L = 100 and k ≥ 3)
(dashed line) networks,
N = 2000, 〈k〉 = 6, for
epidemics with infection rates
per link β = 0.067, 0.0735,
0.08. Latent period is 3.5d ,
infectious period 3.5d . Figure
courtesy of Dr. I.Z. Kiss,
University of Sussex

Fig. 4.5 Final epidemic size R(∞) as a function of the transmission potential ρ0 computed an-
alytically for the mean-field SIR model (solid line) and semi-analytically for Barabasi–Albert or
BA networks (dashed line). For the BA networks R∞ increases from close to zero; however, for
the mean-field case it only increases from ρ0 = 1. The value of R(∞) for the scale-free network
increases more slowly, however, due to the depletion of highly connected nodes. Figure courtesy
of Dr. I.Z. Kiss, University of Sussex

on random networks is larger [49, 52] and as ρ0 → ∞, approaches its asymptote
(the total population size) more rapidly than for scale-free networks (Fig. 4.5).

4.3.3 Link Dynamics and STI Partnership Models

In the simplest network models, the connections of the population are fixed with
no switching of links; in contrast, models of the Kermack–McKendrick type can
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be viewed as populations where the links switch at an infinitely rapid rate [57].
Of interest is the interaction between the two extremes, i.e. when do the dynam-
ics of the network change the dynamics of disease? The concurrency of links is
well-studied [16, 18, 23, 55, 70] in the modelling of STIs, where the nature of the
partnerships between individuals is emphasised, rather than the individuals them-
selves. This dyad-based approach often assumes that epidemic dynamics are driven
by serially monogamous relationships [16, 55]. Despite this abstraction, they are
of interest because of the emphasis on the dynamics of the network itself—in the
simplest case, no epidemic can occur if all partnerships are sufficiently long. The
networks generated from partnership models illustrate the importance of both “tra-
ditional” static network properties, for example, number of partners and the network
structures such as the centrality of an individual in a network, as well as dynamic
properties such as the concurrency of partnerships.

The effect of link dynamics are seen in a simple SWN example [62]. In this vari-
ant of the SWN, all local links are fixed (for all nodes, klocal = n, where n is an even
constant) but a fixed number of random links are “lifted” and “dropped” randomly
on the network at a fixed rate σ , so that, if all nodes are labelled 0, . . . , npop − 1,
then nodes are joined by random links where the nodes are more than n/2 loca-
tions apart (i.e. all random links are longer than local links). It has previously been
suggested that if link dynamics evolve ergodically, then an appropriate static repre-
sentation of the network will have the same characteristics as the original, dynamic
network [41]. An example of an ergodic, dynamic network is one where the network
evolution is a Markov chain, and all states are accessible from the initial state. This
is considerably less restrictive than other explorations of network dynamics, where
the number of links for each node is assumed fixed (e.g. [57, 68]). Here, the static
network is generated by assigning to each node an infectious period drawn from an
exponential distribution with mean period τinc. Then a number νrand of random links
are generated and placed on the SWN with the restriction that the distance between
the two connected nodes is greater than n/2.

Identification of the static network immediately identifies one consequence of
link dynamics. Because the removal and replacement of a link “frees” up the link
from already connecting two infected nodes, epidemic dynamics would be expected
to be different on the static and dynamic networks (Fig. 4.6). Early on, it is more
likely that a “used” up link will be replaced by a “free” link, whereas the opposite
would become true later in the epidemic, as more nodes are infected. Here, link dy-
namics are represented by a switching rate that defines an effective infectious period
over a given link. Construction of a transmission network where every node has the
same infectious period distribution is equivalent to a bond percolation model [65].
The static representation allows us to quantify these differences, by considering
the effective infectious period of a node, with respect to a dynamic random link.
Assuming SIR infection dynamics with exponentially distributed periods, the aver-
age infectious period is τinc = 1/rinc and for transmission over the random links,
the average effective infectious period must be modified by the switching rate, and
therefore τeff = 1/(rinc + rswitch). The relative probability of infection over random
links is given by e−βτeff/e−βτfixed . To correct an effective transmission rate τeff must
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Fig. 4.6 Comparison of final epidemic size for different switching rates σ , showing the equiva-
lence between the dynamic networks and a static representation. Epidemic simulations are run on a
dynamic small world network (size n = 2000), with switching rate to infectivity removal rate ratio
σ/γ = 0.1 (left) and σ/γ = 10.0 (right), and transmission rate per link τ = 1.0. Simulations run
using the Gillespie algorithm

be defined by

1 − exp(−βeffτeff)

1 − exp(−βτfixed)
= τeff

τinc
, (4.11)

that is,

βeff = − ln

(
τeff

τinc
exp(−βτfixed)

)/
τeff

= − ln

(
1 − τe

τf

(
1 − exp(−βf τf )

))/
τe. (4.12)

The mean probability of transmission per link is therefore given by

pdyn =
∫ ∞

0
p(t)P (t) dt

=
∫ ∞

0

(
1 − exp(−βt)

)
(γ + σ) exp

(−(γ + σ)t
)
dt

= β(γ + σ)

(β + γ + σ)
, (4.13)

similar to the link saturation result relating static networks to mean-field models
[43]. An immediate consequence of this is that epidemics are made larger by link
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Fig. 4.7 Comparison of adjusted networks, γ /σ = 0.1 and γ /σ = 1.0, showing correction for
link switching using (4.14). Simulations and parameters otherwise as in Fig. 4.6

switching. To conserve the total epidemic size, this requires that the overall proba-
bility of transmission be the same, i.e. p2

p1
= τ2

τ1
, which results in a corrected value

of β:

βdyn = (βstatγ + σ)βstatγ

βstatσ + γ (γ + σ)
. (4.14)

This correction in (4.14) results in final epidemics that have the same distribution
under stochastic simulation for different switching rates, and both for static and
dynamic representations (Fig. 4.7). Of course, while the epidemic size is the same,
the adjustment in β results in substantially different epidemic dynamics [26].

4.3.4 Integrating Networks and Epidemiology: Transmission
Networks

Thus far, only the properties of the social network of potentially infectious contacts,
i.e. which nodes could a node infect, if it were infectious, have been considered.
This is often the only logical approach if, for instance, no disease data are available,
or if the properties of the underlying social network are being exploited for disease
control. For example, for the purposes of analysing the efficacy of tracing of po-
tentially infectious contacts for disease control, understanding the social network is
vital [17, 34, 47]. However, in the absence of control, or when control is not based
on exploiting social network structure, given a contact network and the character-
istics of a disease that can spread on the network, one can thin links to generate
the network of truly infectious links (as disease will not necessarily spread across
all available links), referred to as the “transmission” network. Such a network is
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inherently directed (since one must consider separately the probability of infection
in each direction) even when the social network is undirected; however, the thinned
network is usually significantly more sparse. Further, while the social network may
have weights attached to links and nodes, the transmission network is unweighted
so long as the infectious state of any node is not dependent on any network param-
eters (e.g. one cannot have a node that is more infectious if it has been infected by
exposure to multiple infected neighbours).

It is also often the case that networks generated with different disease assump-
tions will have different properties to the underlying social network. For example,
following Trapman [65], consider two systems in which both have a constant in-
fectiousness per link per unit time τ(t), but with either fixed infectious periods θA

(system A), or bimodal infectious periods, with a proportion 1 − X with a zero in-
fectious period, and proportion X with an infectious period of length θB (system B),
such that

p̄av =
∫ θA

0
τ(t) dt = X

∫ θB

0
τ(t) dt, (4.15)

i.e. for the two systems the average probability of infection per link p̄av is the same.
This latter system B can be thought of as a population where only some individuals
are susceptible to disease. In system A, there is a fixed probability of transmission
per link—in this case, the epidemic threshold R0 = 1 corresponds to the “bond per-
colation” threshold (i.e. all sites occupied, but links present only with the probabil-
ity p̄av). In system B , consider the limit where θB → ∞. Then the individuals in the
proportion X are able to transmit with 100% probability, while the remainder never
do. As p̄av increases, X increases and R0 = 1 corresponds to the “site percolation”
threshold. Similarly, perfect vaccination could be viewed as having an effect on
the site percolation of the “original” transmission network, removing whole nodes
from the network, and thus the most relevant question is the coverage required, i.e.
how many individuals must be vaccinated? Imperfect vaccination, however, is more
closely related to bond percolation, if it is assumed that there is perfect coverage but
imperfect protection.

4.3.5 The Basic Reproduction Number on Transmission Networks
and Network Percolation Thresholds

In a transmission network, any disease starting in a strong component or at a source
node will infect all elements of the strong component, and will infect all sink nodes
as well, but not necessarily all sources. Thus, the largest or giant strongly connected
component (GSCC), in the absence of any interventions or control measures, is an
estimate of the lower bound of the maximum epidemic size, while the giant weakly
connected component is an estimate of its upper bound (e.g. [41]). The transmis-
sion network construction allows us to establish a connection between the network
percolation threshold and R0. In a randomly mixed transmission network, R0 is
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the network percolation threshold [64], loosely defined as the point at which the
final epidemic size is expected to scale with the size of the population (discussed
in [41]).

The result of (4.8) can be easily extended to consider weighted, directed links
and with variable susceptibility of nodes. In this case, it can be shown that

R0 = p̄
〈τkoutσkinw〉

〈√τkoutσkinw〉 , (4.16)

where τ and σ are the weights of the out- and in-links, w the weight associated
with each node, kin is the number of inward links, and kout the number of outward
links [41, 64], and the form of the denominator is to account for the fact that in-
and out-links may not balance. Note that in (4.10), the node at the end of one of
the links after the initial generation is already infected, while in (4.16), because the
in-links and out-links are distinct, this does not occur. In this case, the equation for
R0 reduces to R0 = 〈linlout〉

〈lout〉 in the transmission network generated from a directed
network where nodes have uncorrelated in- and out-links or a network with dynamic

links, or R0 = 〈linlout〉
〈lout〉 − p̄2

〈lout〉 when generated from static networks, where lin and
lout are the number of inward and outward “truly infectious” links per node and
p̄2 arises as the probability that an undirected potentially infectious link generates
transmission links in both directions.

While this approach is only valid for randomly connected networks, it can be
more broadly useful, provided a network can be transformed into a randomly-
connected structure. This is illustrated in the case of the small-world network for
which both the bond and site percolation threshold problems have been solved [54].
In the absence of long range connections, increases in the transmission probabil-
ity per link will result in the growth of local clusters in the transmission network
that would correspond to the local epidemic size, should an element in that clus-
ter become infected. In the simplest case of a one-dimensional small-world lattice
(i.e. with all nodes having local connections to exactly two neighbours), the prob-
ability p̂C that a local cluster of infected individuals will be of size C depends
in a straightforward fashion on the probability p̄ that a given link is infectious,
if one assumes that, during the initial spread of the disease, the probability of a
long range link returning to an already infected cluster is small. Then in this case,
p̂C = (1 − p̄)2p̄C−1, since the two end links must be non-infectious and all others
C − 1 links in the cluster must be infectious. Moore and Newman [54] use the ex-
pression for the local cluster size to determine the percolation threshold via a direct
calculation based on the number and size of clusters connected together by long
range shortcuts. Another, related approach is to construct a directed transmission
network and contract all nodes in connected components joined by only local links
into a single “supernode”. The probability that there will be a supernode of size C in
the (now directed) transmission network is pC = C(1 − p̄)2p̄C−1; e.g. for a cluster
of size C = 3, with three consecutive nodes X, Y and Z, one could have a cluster of
size C with X → Y → Z, X ← Y → Z or X ← Y ← Z. Each supernode will have
an average of p̄qC infectious long range connections if the probability of a node
having a long range connection in the original network was q . For a sufficiently
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large population, with all clusters contracted into supernodes, the resultant network
of supernodes is randomly connected, and so (4.16), while not equal to R0, is the
epidemic percolation threshold of the network, and therefore what one might call
RSN

0 (i.e. for the system of supernodes) reduces to

RSN
0 = p̄q

∞∑
C=1

CpC

= (1 − p̄)2q

∞∑
C=1

C2p̄C

= qp̄
(1 + p̄)

(1 − p̄)
. (4.17)

The expression for the distribution of local cluster sizes becomes significantly more
complicated for higher-dimensional small world networks; however, the principle
remains the same. The interpretation of local clusters linked by long range connec-
tions is closely related to a household model of disease transmission [4], in which
the distribution of epidemic sizes within households is used to generate the value of
the between-household value of R0. Multi-scale percolation as described here has
also been analysed in several real networks [39, 41].

4.4 Use of Social Networks with Real Epidemic Data

The previous section was largely concerned with the identification of phenom-
ena that can influence the transmission of disease over a heterogeneous network.
Whether or not such phenomena have a bearing on the transmission of real diseases
over real networks is dependent on the interaction between the disease transmis-
sion characteristics and the underlying pattern of contact. A rule of thumb for the
appropriateness of social network approaches is through a comparison of the rela-
tive timescale and distance of the activity of the host, compared to the transmission
range and duration of infectiousness of the pathogen, which defines the scale over
which social network-based approaches are useful. In the case of sexually trans-
mitted diseases, transmission occurs over a very short range, specific action. In the
case of SARS, at the worldwide scale, the airline transport network occurs over a
much greater range than person-to-person disease transmission—equivalently, the
action of the person has longer range than the action of the virus, and this is a sim-
ilar case to the spread of pandemic influenza. In the case of livestock infectious
diseases, the long range movement of livestock is greater than the local airborne
spread of the pathogen. Here, examples related to all three of these cases are exam-
ined.
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4.4.1 The Global Airline Network and SARS

Severe Acute Respiratory Syndrome or SARS is a respiratory disease caused by the
SARS coronavirus. The index case was identified in Hong Kong in 2002, and over
the course of the epidemic there were 8,096 known infected human cases, including
774 deaths worldwide, as listed by the World Health Organisation. While the SARS
virus may persist in a wildlife host reservoir, it has been fully eradicated in the
human population, with the last infected human case seen in June 2003 (disregarding
a laboratory induced infection case in 2004). While the local spread is difficult to
typify in terms of contact heterogeneity, the situation at the global level is much
clearer. Within a matter of weeks in early 2003, SARS spread from the index case,
believed to have been in Guangdong province of China, to rapidly infect individuals
in some 37 countries around the world, mainly via the airline network. The airline
interaction network in SARS has been extensively studied [9, 35] and some key
elements are described here.

The model formulation is similar to that of the measles metapopulation mod-
els [7]; however, the SARS/airline network models are able to utilise the extensive
data regarding the potentially infectious social contacts, rather than inferring them
from the disease reporting numbers. The populations are reported as V = 3,880
vertices (major airports) joined by E = 18,810 weighted edges. These data are sup-
plemented by the urban population data associated with these nodes (the human
populations serviced by them) and, in the case of the later paper, the full disease
outbreak data by reporting location. This does not consider the country of origin
of the cases. In this example, “multi-scale” modelling abstracts the dynamics at the
metropolitan level to stochastic homogeneous mixing models—no attempt is made
to integrate more complex dynamics at this level, as is found in other studies.

Hufnagel et al. [35] considered the effect of stochasticity at the local level on
global disease dynamics. Here, the more recent results of Colizza et al. [8] are dis-
cussed, which extend this using a Langevin equation formulation (originally to de-
scribe Brownian motion), based on stochastic SIR models with density dependence,
discretized for numerical simulation. The approach results in a system of almost
10,000 differential equations where there are variables associated with 3,100 major
centres with large airports, and three differential equations per centre. Demographic
parameters are well-described by the airline network data, allowing for an analysis
of the effects of well-described demographic stochasticity on epidemic occurrence.
Of interest is the issue of repeatability—how often is a single set of events repli-
cated, given an initial starting point for disease introduction? This has several im-
plications: first, it impinges upon the usefulness of modelling exercises to predict,
at a tactical level, how to target epidemic control. Second, comparison of simulation
repeatability to a single simulation output (where the model structure is identical
to that of the data) to repeatability in replicating a real epidemic is an indicator
that, even if a model is a “poor” fit, it may, nevertheless, be a “good” model from
the model selection point-of-view. Colizza et al. identify the “Hellinger” affinity

sim(−→π I,−→π II) = ∑
j

√
π I

jπ
II
j measure of repeatability, where −→π l(t) is the vector
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whose j th component represents the probability that an active individual (i.e. car-
rying infection) is in city j at time t . As the measure is scale invariant, it is only a
measure of the epidemic pattern; therefore, a comparison of the overall prevalence
between any two iterations I and II must also be included as an additional term,

sim(
−→
a I,

−→
a II) = ∑

j

√
aI
j (1 − aI

j ), resulting in an overall measure

Θ(t) = sim
(−→

a I(t),
−→
a II(t)

) · sim
(−→π I(t),−→π II(t)

)
, (4.18)

which takes a value from zero to one, zero indicating no cities with infected individ-
uals in both realisations, and one indicating identical realisations. The measure does
not apportion the relative contribution of overall prevalence and pattern; however,
this is easily extracted from the individual terms in (4.18).

However, there remain questions regarding the relative importance of the stochas-
tic mechanisms identified here and other unexplored factors. Within-region mod-
elling is defined by a compartmental model with homogenised mixing and density
dependent contact, implemented with discrete probabilities of transition between
states, and discrete time steps. An underlying assumption is that the pattern of air
travel reflects the mean characteristics of the population—whether or not some in-
dividuals are more likely to travel than others, and whether or not that is correlated
with within-region behaviour, susceptibility or transmissibility, is not considered.
Compartments are also treated generically, with the same structure and parameters
for all regions despite the likelihood of epidemiologically important differences in
the way people behave around the world. Thus the within-centre model remains
highly abstract, and there is no consideration of the balance in detail accorded the
disease model and the network model complexity. Is the detail of the transport net-
work necessary for understanding the level of stochasticity and outputs generated?
These simplifications imply that direct interpretation of model parameters must be
treated with caution; scientifically this relatively parsimonious approach is appropri-
ate if the intention is to concentrate on the relationship between air transport contact
heterogeneity and disease transmission. The availability of epidemiological data is
critical for getting this balance right. Optimisation is relatively unsophisticated, us-
ing a least squares approach to optimise the Hong Kong data (in the paper, they do
not seek to optimise the Hellinger measure of (4.18)). Despite these issues, the inte-
gration of more explicit disease dynamics at a lower population scale, with the ex-
plicit demographic interaction is a welcome consideration, and the approaches used
in this analysis have the potential to be broadly applicable across other disease sys-
tems, and would provide useful insights. Here, the critical result of the model is that
it is a good predictor of regions that did have meaningful numbers of cases, with the
majority of these being directly related to the activity originating from Hong Kong.
The most telling indicator of the role of network heterogeneity and the interaction
between the network model and within-node dynamics is the risk to Spain, which is
mainly due to secondary connections from other European countries (UK, France,
and Germany) rather than direct links from Hong Kong.
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4.4.2 Bovine Tuberculosis and the Network of Livestock
Movements in GB

The movement of livestock in Great Britain is exceptionally well recorded, with de-
tailed informing concerning the movement of large livestock between agricultural
premises in Great Britain. Such data, recorded on a day-to-day basis, is an excep-
tional record of a dynamic disease-relevant network for which there exists disease
data on which to test our concepts of social networks in epidemiology. These live-
stock networks have been extensively analysed, and have been shown to exhibit
both small world and scale-free properties [41, 48]. Particularly well described is
the movement of cattle, as individual animal movements are recorded, largely due to
concerns over the spread of bovine spongiform encephalopathy in the 1990s. Bovine
Tuberculosis (BTB) is a zoonotic disease of cattle caused by Mycobacterium bovis,
a member of the tuberculosis clonal complex and an important cause of tuberculosis
in humans, though less importantly in developed countries due to milk pasteurisa-
tion. It has been an endemic disease in British cattle for centuries which, however,
was largely eliminated from most herds with the introduction of a widespread test-
and-slaughter programme in the first half of the twentieth century. However, BTB
incidence in cattle has been steadily on the rise for the last four decades, with the
estimated cost of control reaching £90 million in 2005 and including £35 million in
compensation to farmers. Disease spread at the national level is likely due to both
cattle movements [24] and other factors, most controversially transmission from in-
fected badgers in high-risk areas. As BTB in cattle is a notifiable disease, all cattle
testing positive for BTB are recorded centrally, with regular tests of all herds occur-
ring every one, two, three or four years, depending on the perceived risk of transmis-
sion to cattle. This combination of long term disease plus demographic data allows
for an exceptional opportunity to identify the role of detailed network structure in
the transmission of disease.

In Green et al. [27], a livestock network is constructed probabilistically so that
each premises i maintains a probability of infection through the simulation, Pi , up-
dated using one-day time-steps. Each potential infection event causes infection with
probability p. This causes an increase in Pi , conditional on the probability of i

already being infected, such that Pi �→ Pi +ΔP , where ΔP = (1−Pi)p. The sum-
mation of ΔP across all infection events gives the expectation of the total number
of infections produced during the simulation, I , and it may be partitioned into the
causes of infection listed below: total infections due to livestock movements (M),
infections within high-risk areas (G) and background rate, countrywide (B). The
expected prevalence at a given time is given by

∑
i Pi , according to the following

criteria:

• Livestock movement: A livestock movement from premises j to premises i is
considered potentially infectious where j has a high probability of infection and
where the number of animals moved is large:

p = (
1 − (1 − μ)c

)
Pj , (4.19)
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where c is the batch size and μ is a model parameter denoting probability of
infection of a single animal moved off infected premises. Risk of infection is
therefore positively correlated with numbers of cattle moved onto a premises, but
is not affected by herd size.

• High risk area: Each premises has a variable �i , set at 0 for premises not con-
sidered in ‘high-risk’ areas, and 1 for those that are. There are thus n = ∑

i �i

premises in high-risk areas. A fixed probability of infection per day χ is applied
to premises in high-risk areas, which is normalised according to the number of
premises n in these areas; χ/n is thus the mean daily rate of production of in-
fected premises through this mechanism in a susceptible population. High-risk
areas were defined as either (a) all premises in one- or two-year testing areas, or
(b) all premises within a radius r of an index case, defined here as a breakdown in
a previous, fixed period. No higher risk was assigned to premises in overlapping
radii.

• Background rate: Each premises is exposed to infection on a daily basis with a
fixed probability ω, independently of location or movement; the model considers
an infection event p = ω once per day for each premises. This simulates infection
due to unknown causes such as unknown long-distance animal movements or
fomite transmission.

Model predictions for 2004 were tested against the data. The variable Yi repre-
sented an estimate from the breakdowns data of the premises status, assigned in a
manner analogous to P . Yi was set as Yi = 1 between times t − w and t , where
t is the time of a breakdown occurring in 2004–2005, and Yi = 0 otherwise. Ad-
ditionally for these events, P was set to 0 on day t + 1 to account for culling and
movement restriction. With Y being the set of all premises not assigned as index
cases on any day in 2004, model likelihood was calculated as

L =
∏
i∈Y

P
Yi

i (1 − Pi)
(1−Yi). (4.20)

The goodness of fit of the model was expressed in terms of log-likelihood, and
the best model selected using the Akaike Information Criterion (AIC) [1]: AIC =
2k − 2 lnL, where k is the number of parameters fitted—this is equivalent to a like-
lihood ratio test (and thus statistical significance can be attached to differences in
AIC score) where models are nested, as is the case when comparing models with-
out background-rate spread to those with background-rate spread, and models with
low cattle-to-cattle transmission (where only cattle with a life history that include
residence in high risk areas are considered a risk of onward infection) nested within
those with high cattle-to-cattle transmission (where all cattle are potentially a risk).
Maximum likelihood estimates were initially determined using the Nelder–Mead
algorithm [56], and the Metropolis–Hastings algorithm [29] was then used to ex-
plore parameter space around the best-fit parameters through a Markov chain Monte
Carlo simulation (MCMC). The model showed that the outbreak data are best ex-
plained by a model attributing roughly 16% of observed breakdowns to recorded
cattle movements, and with only low levels of cattle-to-cattle transmission. High
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Fig. 4.9 Observed (left) and predicted (right) distribution of cattle herd breakdowns due to Bovine
Tuberculosis in 2004. The best fit model attributes roughly 16% of spread to the movement of
cattle, 9% of spread to unknown causes, and 75% of BTB spread to being present in high risk
areas, where these areas are defined as 6 km radial disks surrounding breakdowns in the previous
year. The movement of cattle that have previously passed through high risk areas is a better pre-
dictor than the full network of movements (i.e. allowing for secondary infection outside of high
risk areas), indicating that networks must be carefully chosen. From Green et al., Proc. Biol. Sci.
275:1001–1005 (2008), doi:10.1098/rspb.2007.1601

risk areas by circles surrounding BTB breakdowns were found to be better predic-
tors of future risk of BTB breakdowns than officially designated high risk parishes,
with predictions based on these unidentified high-risk herds being also responsible
for an estimated 47 breakdowns through movements of infected cattle. The results
also suggest that eliminating transmission associated with high-risk areas would re-
duce the number of BTB breakdowns by 75% in the first year alone. Of particular
relevance here is the identification of cattle life histories as a better indicator of
the role of network spread, than simply the connections between premises, empha-
sising the importance of accurate definition of the appropriate network structure.
Here, because BTB appears to be of relatively low infectiousness via cattle-to-cattle
transmission, transient residence of cattle on premises is insufficient to seed infec-
tion in many cases, and thus outward links from premises only exposed to BTB via
cattle movements are unlikely to be a risk themselves. This result is similar to a
more detailed comparison between static and dynamic representations of the cattle
network [67].

http://dx.doi.org/10.1098/rspb.2007.1601
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4.5 Integrating Networks and Epidemiology—Phylodynamics
and the Identification of Transmission Networks

The ability to rapidly and inexpensively sequence large proportions of the genetic
code of pathogens has resulted in the development of approaches to incorporate phy-
logenetic information in the reconstruction of transmission pathways. This provides
a direct insight into the likely underlying network of transmission contacts. If the
pathogen mutation rate per replication per base pair analysed is sufficiently high,
then the genetic sequences from samples taken from infected individuals provides a
signature indicating how closely related the virus population from different individ-
uals are. Bayesian MCMC approaches are used to obtain the best fit transmission
tree, using a measure such as the Hamming distance from information theory to
identify the relatedness between individuals (i.e. how many genetic substitutions
must be made to create identical sequences?). Standard phylogenetic fitting models
assume that the rate of replication is not affected by density dependence consider-
ations; however, the integration of epidemiological models can be used to correct
this. While most current approaches are bespoke and require generalisation to be
broadly applicable, theoretical foundations are being built to support the general
development of these “phylodynamic” models [69]. Two excellent examples of the
use of phylogenetics as tracers of the transmission network are the documentation of
the clusters within the HIV/AIDS epidemic, and the transmission of foot-and-mouth
disease in GB in 2001. In both cases, a connection to network models is shown, and
these data represent an exciting opportunity to validate the importance of putative
social network connections for the transmission of infectious diseases, and an op-
portunity for social network analyses to inform our understanding of phylogenetic
models.

4.5.1 Models of HIV Infection

Acquired immune deficiency syndrome (AIDS) is a (primarily) sexually transmit-
ted disease caused by the human immunodeficiency virus (HIV). AIDS progres-
sively compromises the immune system and leaves individuals vulnerable to op-
portunistic infections and tumors. Despite the development of increasingly effective
drug therapies, in 2007, it was estimated that 33.2 million people lived with the
disease worldwide, with AIDS and AIDS-related complications having killed an es-
timated 2.1 million people, including 330,000 children. Over three-quarters of all
these deaths occurred in sub-Saharan Africa.

The high rate of HIV evolution, combined with the availability of a very high
density sample of viral sequences from routine clinical care in GB creates a sys-
tem highly amenable to using phylodynamic approaches. Hughes et al. [36] stud-
ied extensive viral sequences from 11,071 heterosexual patients infected with HIV.
Of these, 2774 were closely linked to at least one other sequence by nucleotide
distance. Including the closest sequences, 296 individuals were identified to be in
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Fig. 4.10 Log–log plot of numbers of individuals with k contacts (N(k)) vs. the number of con-
tacts (k), based on an analysis of sequence data. Individuals are assumed to be in contact within the
clusters only if the time to the most recent common ancestor of their virus sequences is less than
or equal to five years. The best fit to a power law (straight line in log–log space) has R2 = 0.95
(95% CI: 0.84–0.99), p < 10−6, and shape parameter (negative gradient) = 2.1. From Hughes
et al., PLoS Pathog 5(9):e1000590 (2009), doi:10.1371/journal.ppat.1000590. Figure reproduced
with permission of the corresponding author, Prof. A. Leigh-Brown, University of Edinburgh

groups of three or more individuals in the UK. The analysis revealed that heterosex-
ual HIV transmission in the UK is clustered, but compared to transmission amongst
MSM (men who have sex with men) groups, are on average in smaller groups and
with slower transmission dynamics. Despite the reduced clustering compared to
MSM, highly heterogeneous contact rates were indicated, consistent with heavy-
tailed distributions indicated in previous studies [37, 51]. Using molecular clock
estimates, temporal patterns could also be analysed, rather than just social ones,
which is crucial when relationship concurrency (i.e. network dynamics) is impor-
tant [70]. The analysis of these data revealed extremely long intergenerational pe-
riods (27 months), almost twice as long as for MSM. This long generational time
makes contact tracing (and thus direct identification of the social contact network)
difficult. However, the relationship between the identified clusters and the known
heavy-tailed distributions from epidemiological studies (Fig. 4.10) would suggest
that, while a snapshot of the direct contact network would not identify truly at risk
individuals, the overall pattern is consistent with the dynamic, evolving network
over which HIV is transmitted.

One problem with such data is that sampling is always only partial, both in terms
of its reflection of pathogen genetic diversity, and in its sampling of the population.
Random sampling is unlikely to identify directly critical links if these are few in
number. However, if the sample is random at the population level, differences in
the relatedness between individuals measured directly by epidemiological contact
tracing, and via genetic relatedness should show the existence of these missing links.
However, this does not allow for direct inference into the nature of such missing
links. Indeed, such approaches on their own, cannot distinguish between sequential

http://dx.doi.org/10.1371/journal.ppat.1000590
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events that occur at different scales. For example, if a sequence AAA is taken from
individual X, a sequence ABA from individual Y and ABC from individual Z, this
implies that X and Y are more closely related by the Hamming distance measure,
but it is not known, for example, if all the mutations occurred in X and therefore
whether or not Z is a descendant of Y, or they are “siblings”. For better estimates
of this, more detailed demographic data is required, which are not usually available
for human sexual contacts.

4.5.2 Foot-and-Mouth Disease in Great Britain

FMD is the most infectious disease of livestock in the world, with implications
for animal health and productivity, and is particularly harmful to young livestock.
Endemic in large parts of Africa, South America and Asia, both Western Europe
and North America are FMD free, and derive considerable economic benefit from
this status. FMD was introduced into GB in 2001, and the resulting epidemic cost
well over £5 billion to control, with the loss of over 3 million livestock [30]. In
2007, FMD was again introduced into GB, this time via an escaped strain derived
from virus held either the World Reference Laboratory in Pirbright, or the adjacent
Meriel vaccine production facility; while considerably less extensive, nevertheless,
the epidemic caused widespread disruption of the livestock industry at the national
level, and cost almost £100 million to control [11]. Both the 2001 and 2007 foot-
and-mouth disease epidemics are exceptionally well described, with detailed demo-
graphic and epidemiological information, including virus samples from across the
entire epidemic. It is therefore an exceptional model system for understanding and
developing phylodynamic principles [33]. FMD virus is an RNA virus with an ex-
ceptionally high mutation rate, sufficient so that discrimination of mutations down
to the individual-to-individual level is possible. Preliminary studies into the phy-
lodynamics of the 2001 epidemic have used a combined likelihood function that
incorporates both Hamming distance measures and the spatio-temporal dynamics
models used in previous studies. In this case, the likelihood function is fixed by epi-
demiological parameters. The most likely date of infection for each farm was esti-
mated to be the date on which disease was reported on the farm, minus the age of the
oldest lesion on the farm as estimated by veterinary investigation, less five days for
the maximum within-host incubation period. There is uncertainty around the most
likely date of infection, due to errors in the lesion dating, and possible variation
in the incubation period by Ii(t), and the possibility of missed, infected livestock.
Given the estimated most likely date of infection of farm i, the most likely infection
date of the first on-farm infection, and the examination date of the farm, allowing
for a two day incubation period, determined the very latest possible infection time.
The probability that a farm i was infectious at time Fi(t) is then given in terms of
Ii(t) and the incubation period distribution L(k) (where k is the incubation period
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Fig. 4.11 The spatial relationship of 15 agricultural premises where infection was confirmed by
laboratory testing (filled circles) and 12 infected premises (determined by clinical observations)
that were subsequently found to be negative for virus by laboratory testing (open circles). A–P in-
dicate the infected premises from which virus has been sequenced. The direction of most likely
transmission events as determined by Cottam et al. is shown by the grey arrows. Figure from Cot-
tam et al., Proc. B. 275:887–895 (2008). Figure reproduced with permission of the corresponding
author, Prof. D.T. Haydon, University of Glasgow

in days) as

Fi(t) =
{∑t

τ=0

(
Ii(τ ) · (∑t−τ

k=1 L(k)
))

, if t ≤ Ci,

0, if t > Ci.
(4.21)

If one then considers the probability λij that each infected premises i infects sus-
ceptible premises j then

λij =
∑min(Ci ,Cj )

t=0 (Ii(τ ) · Fj (t))∑
k �=i

(∑min(Cj ,Ck)

t=0 (Ii(τ ) · Fk(t))
) , (4.22)

where n is the number of infected premises in the population. Summed over all pos-
sible pairs, this represents the likelihood function for a particular epidemiological
transmission tree. It is implicitly assumed that each premises is infected by only
one other, and that all infected premises are known. A direct comparison to the
set of transmission trees to the phylogenetic trees allows for the identification of
the joint most-likely trees, which are significantly different from those identified by
epidemiological considerations alone, and shows marked asymmetry in the infec-
tion direction, even when considering the underlying distribution of the susceptible
population (Fig. 4.11).

This analysis shows the striking role that molecular sequencing can play in pro-
viding deeper insight into the underlying contact processes that drive observed epi-
demics. In this analysis, in (4.21) and (4.22) only the infected premises are consid-
ered, and not the underlying uninfected population, though detailed models of the
epidemiology exist [21, 45].
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4.5.3 Conclusions

There is a rich interplay between two recent, but now mature, subject areas: disease
dynamics and social network analysis. While the history of mathematical epidemi-
ology contains many of the ideas that have since been replicated in social network
theory, nevertheless, the study of social networks has generated both new ideas
and new impetus to understanding the role that contact heterogeneity can play in
the spread, persistence and control of infectious diseases. This interplay offers new
ideas that are applicable to many other fields where heterogeneous structure is im-
portant. Apologies are offered to the authors of many valuable and interesting papers
originating from both traditions that have been omitted. Of particular note amongst
the omissions are the numerous recent epidemiological analyses that consider com-
plex population structure and its impact on the H1N1 influenza pandemic starting in
2009 (e.g. [3, 10, 22]). While many of these analyses are of epidemiological inter-
est, the models are fundamentally similar to those discussed here in the context of
SARS. In general, rather than presenting an exhaustive study of the results from ei-
ther, illustrations have been presented of how it is only by considering a combination
of both pattern and process can disease dynamics be properly understood. Critical
to this is the interplay of individuals from both traditions, who will bring together
the analytical strengths and insights they both have to offer (e.g. [5]). Of growing
interest is the increasing use of molecular epidemiology as a tracing tool, which
brings both new opportunities and new challenges, as a coherent, rigorous frame-
work for dealing with phylogenetics, disease dynamics, high dimensional statistical
inference and network structure is yet to be established. This will undoubtedly be a
major subject of interest over the next decade, and this is the central problem in the
growing field of phylodynamics [33].
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Chapter 5
NESSIE: Network Example Source Supporting
Innovative Experimentation

Alan Taylor and Desmond J. Higham

Abstract We describe a new web-based facility that makes available some realis-
tic examples of complex networks. NESSIE (Network Example Source Supporting
Innovative Experimentation) currently contains 12 specific networks from a diverse
range of application areas, with a Scottish emphasis. This collection of data sets is
designed to be useful for researchers in network science who wish to evaluate new
algorithms, concepts and models. The data sets are available to download in two
formats (MATLAB’s .mat format and .txt files readable by packages such as Pajek),
and some basic MATLAB tools for computing summary statistics are also provided.

5.1 Motivation

Network science has developed rapidly over the last decade. The dramatic increase
in activity may be attributed in large part to

• progress in science and technology making it possible, and desirable, to generate
large networks (for example, in telecommunications, in internet applications and
in high-throughput genomics), and simultaneously,

• increased computing power making it feasible to store and compute with these
large data sets.

Analysing, summarising, comparing and modelling such large networks presents
fascinating challenges to computational scientists, and new algorithms are being
developed and tested across a range of disciplines. The motivation for this work is
to provide a test set of example networks, drawn from a diverse range of application
areas, that forms a useful resource for prototyping, benchmarking and comparing
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algorithms in network science. The networks are provided as matrices, that is, two-
dimensional arrays. In most cases, the networks are unweighted and undirected,
corresponding to binary, symmetric adjacency matrices, but in some cases we have
directed or weighted edges.

The URL address for NESSIE is www.mathstat.strath.ac.uk/nessie.
Although we are not aware of any directly comparable resource, it is appropriate

to mention some related projects here.

• CONTEST [27] is a MATLAB-based package that makes available networks as
instances drawn from classes of random graphs. Since these random graph classes
have been shown to reproduce key properties of real networks, they may be re-
garded as realistic examples on which to test software, especially with regard to
linear system and eigenvalue routines. The random graph classes implemented in
CONTEST are Erdős–Rényi/Gilbert [6, 9], Barabási–Albert type scale-free [1],
Watts–Strogatz small-world [16, 22, 31], range-dependent [11, 14, 15], Klein-
berg [18], geometric [13, 23, 25], stickiness [24] and lock-and-key [21, 28],
along with some simple post-processing utilities. A major design principle be-
hind CONTEST is that all random graph classes can be accessed with a single
input argument—the number of nodes, but more input parameters can be spec-
ified if desired. So, for example, A = geo(n,r,m,per,pnorm) returns an
instance of a geometric random graph (placing nodes uniformly at random in R

m

and connecting those within a target distance), where
– r specifies the target distance, defaulting to 0.1,
– m specifies the dimension of Euclidean space, defaulting to 2,
– per is a logical variable specifying whether periodic distance is to be used,

defaulting to per = 0; not periodic,
– pnorm specifies the Lp-norm to be used, defaulting to 2,
but with the call A = geo(n) the default values r = 0.1, m = 2, per = 0
and pnorm = 2 are used.

• GraphCrunch [20] is a tool for comparing networks. For a given input network,
it will compute global properties: degree distribution, clustering coefficient,
clustering spectrum, diameter, shortest path lengths spectrum; and local proper-
ties: relative graphlet frequency distance, graphlet degree distribution agreement.
GraphCrunch will compare these statistics with those of random network mod-
els (including Erdős–Rényi/Gilbert [6, 9], Barabási–Albert type scale-free [1],
geometric [13, 23, 25] and stickiness [24]). All generated model networks are
calibrated to have a number of nodes and edges within 1% of those in the target
network.

• The University of Florida Sparse Matrix Collection [5] is a collection of spe-
cific instances of sparse matrices from a wide spectrum of domains. Like CON-
TEST [27], the collection is designed to provide test data for development and
performance evaluation in the field of sparse matrix algorithms. The empha-
sis is on large matrices arising in science and engineering, for example, from
the discretisation of problems in computational fluid dynamics, electromag-
netics, semiconductor devices, thermodynamics, computer graphics/vision and
robotics/kinematics, and directly from mathematical models in circuit simulation,

http://www.mathstat.strath.ac.uk/nessie
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economic and financial modelling and quantum chemistry. Although it is not the
main focus of this set, some of these matrices represent network connectivity
patterns. CONTEST differs in that it is tightly focused on matrices in network
science, and that it offers parameterised matrices, allowing control over dimen-
sion, and features such as sparsity, and degree distribution. The University of
Florida collection can be accessed in MATLAB, Fortran, or C, using software pro-
vided. Matrix Market [2] with website URL http://math.nist.gov/MatrixMarket/
is a similar facility, with an interactive, web-based feel and indeed there is overlap
between the test sets.

• UCINET IV Datasets at http://vlado.fmf.uni-lj.si/pub/networks/data/Ucinet/
UciData.htm provides small (between 10 and 58 nodes) networks collected by
social scientists that describe interactions between individuals.

• Pajek (a Slovene word meaning “spider”) is a tool for analysis and visualisation of
large networks. Although not the main feature, it provides about 40 examples of
networks or collections of networks, with a bias towards text mining applications,
at http://vlado.fmf.uni-lj.si/pub/networks/data/.

5.2 Philosophy

In creating NESSIE, we aimed for an uncluttered, accessible and informative repos-
itory. To this end,

• Networks can be downloaded in two formats: .mat files directly readable into
MATLAB and .txt files with the data taking the form of a list of node pairs.
The .txt files can easily be read into network tools such as Pajek. In the case of
MATLAB, the arrays have the sparse attribute [10, 16].

• A small number of useful utility tools have been added including a code for
Estrada’s classification system [7], a function to compute the matrix of Pearson
correlation coefficients for a dataset and produce a “similarity” network consist-
ing of pairs of nodes with correlation coefficient above a certain threshold, and
some simple plotting tools.

• For each network, basic information about the meaning of a node and edge is
provided, and references are given for further information.

5.3 The Networks

In this section, we describe the 12 networks making up the example set. In each case,
we illustrate the adjacency matrix in a MATLAB spy plot, and show some basic
network properties: degree distribution (as both a log–log plot and a histogram),
clustering coefficients, eigenvalue distribution, normalised Fiedler vector and a spy
plot of the adjacency matrix reordered by the normalised Fiedler vector. Following
the classification system in [7], we also show the spectral scaling property of the
network; here we plot log10

SCodd(i) against log10 γ1(i), where

http://math.nist.gov/MatrixMarket/
http://vlado.fmf.uni-lj.si/pub/networks/data/Ucinet/UciData.htm
http://vlado.fmf.uni-lj.si/pub/networks/data/Ucinet/UciData.htm
http://vlado.fmf.uni-lj.si/pub/networks/data/
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• γ1 is a dominant eigenvector of the adjacency matrix, and
• SCodd(i) is the odd subgraph centrality of node i, which may be defined by sum-

ming over all possible walk lengths k, the number of odd-length closed walks
starting and finishing at node i, scaled by 1/(k!). On the same axes, we also plot
the straight line defined by y = 0.5x − 0.5 log10 λ1, where λ1 is the eigenvalue
corresponding to γ1.

Estrada [7] distinguishes four topological classes.

Class I: the points (log10
SCodd(i), log10 γ1(i)) lie close to the straight line.

Class II: the points (log10
SCodd(i), log10 γ1(i)) lie below the straight line.

Class III: the points (log10
SCodd(i), log10 γ1(i)) lie above the straight line.

Class IV: the points (log10
SCodd(i), log10 γ1(i)) are scattered above and below the

straight line.

Estrada further argues that Class II is typified by networks with central ‘holes’ and
Class III is typified by networks with central ‘cores’.

5.3.1 Network 1: European Economic Regions

European countries may be broken down into smaller territories [8]. An undirected
network consisting of 255 nodes and 580 undirected edges is established by con-
necting territories that are physically contiguous, i.e. they share a border, therefore
a node in the network represents a territory and an edge between two nodes means
that they are physically adjacent. For such a network, it may be useful to establish
optimal paths between two territories, e.g. routes that pass through a minimal num-
ber of foreign countries. Similarly, measures of centrality may be of interest to es-
tablish which territories are best connected in some sense. Figures 5.1 and 5.2 show
plots of some simple measures on the network of contiguous European economic
regions.

5.3.2 Network 2: Guppy Social Interactions

This dataset consists of social interactions in a population of guppies [4]. Each node
represents a free-ranging guppy and each edge an observed social interaction. The
network consists of 99 nodes and 726 undirected edges. Recurring social interac-
tions result in weighted edges and these may be of interest in identifying close-knit
communities within the population. Figures 5.3 and 5.4 show plots of some simple
measures on the binarised network of guppy social interactions.



5 NESSIE: Network Example Source Supporting Innovative Experimentation 89

Fig. 5.1 Spyplot, curvature and degree distributions for the network of European economic re-
gions

Fig. 5.2 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the network of European economic regions
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Fig. 5.3 Spyplot, curvature and degree distributions for the network of guppy social interactions

Fig. 5.4 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the network of guppy social interactions
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Fig. 5.5 Spyplot, curvature and degree distributions for the network of reactor components

5.3.3 Network 3: Reactor Core Modelling

The function hexgrid.m generates a graph representing the connections between
graphite blocks used to encase fuel rods in nuclear reactors. The blocks are mod-
elled as a set of hexagonal tiles arranged in concentric rings, with each node in
the network representing a hexagonal block and each edge representing a “keyed
connection” between two blocks. The primary aim is to discover how removal of
keyed connections influences the modes of movement available to the blocks. An-
other question is that of symmetry in the network: is it possible, given a pattern
of keyed connections to be removed, to eliminate all the analogous cases (i.e. sets
of connections whose removal will result in the same modes of movement)? Fig-
ures 5.5 and 5.6 show plots of some simple measures on a network obtained by
running the program hexgrid.m with input argument 5 (meaning five layers of
hexagonal tiles). This results in a network comprising 61 nodes and 192 undirected
edges.

5.3.4 Network 4: Classification of Whiskies

In [32], 86 malt whiskies are scored between 0–4 for 12 different taste categories in-
cluding sweetness, smokiness and nuttiness. Additionally, geographical coordinates
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Fig. 5.6 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the network of reactor components

of distilleries allow us to obtain pairwise distance information. Using a combination
of these datasets it is possible to look for correlations between particular attributes
of taste and physical location, for example, does a shared local resource have a sig-
nificant effect on nearby whiskies? By using correlation data, it may be possible to
provide whisky recommendations based upon an individual’s particular preferences.
By computing the Pearson correlation coefficient and specifying a threshold value
between 0 and 1, we can establish an adjacency matrix where each node is a malt
whisky and an edge represents a level of similarity above the threshold. By vary-
ing the threshold value, the density of nonzeros in the adjacency matrix will change.
A high threshold will result in a more sparse adjacency matrix since a higher level of
similarity between two whiskies is required to “earn” a nonzero. Figures 5.7 and 5.8
show plots of some simple measures on the network obtained by computing the
Pearson correlation coefficient of pairs of whiskies and taking a threshold level of
0.7. This particular network contains 493 undirected connections between 86 nodes.

5.3.5 Network 5: Scottish Football Transfers

Twice annually, Scottish football clubs have an opportunity to transfer players.
A list of these transfers is available from http://en.wikipedia.org/wiki/Seasons_in_
Scottish_football. The movement of players between clubs forms a directed graph

http://en.wikipedia.org/wiki/Seasons_in_Scottish_football
http://en.wikipedia.org/wiki/Seasons_in_Scottish_football
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Fig. 5.7 Spyplot, curvature and degree distributions for the network of malt whisky similarity

Fig. 5.8 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the network of malt whisky similarity
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Fig. 5.9 Spyplot, curvature and degree distributions for the undirected network of Scottish football
transfers in the season 2008–2009

where each vertex is a football club and each edge represents a transfer in a partic-
ular direction. Additionally, this graph may be weighted since multiple players may
transfer between two clubs. The transfer fee exchanged could be also considered as
the weight on each edge, although this is complicated by a number of factors. Out
of contract players may move between clubs for free, players may be transfered on
short-term loan deals and very often transfer fees are not disclosed to the public.
Our dataset, which lists the transfers to and from Scottish clubs for three consec-
utive transfer periods, considers only the movement of players between clubs and
does not take into account any money involved. Figures 5.9 and 5.10 show plots of
some simple measures on the network of Scottish football transfers in the season
2008–2009. The network has been symmetrised to allow better visualisation. The
unsymmetric network for the season 2008–2009 consists of 242 directed edges and
128 nodes.

5.3.6 Network 6: Scottish Transport Networks

Data regarding journey times between Scottish towns is readily available. Our par-
ticular dataset comes from http://www.transportscotland.gov.uk/. Two matrices list
typical travel times between Scottish towns, by train or by car. The matrices are
non-square, that is to say, the data is incomplete. For instance, the travel times from

http://www.transportscotland.gov.uk/
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Fig. 5.10 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the undirected network of Scottish football transfers in the season 2008–2009

Wick and Tain to Stirling are included, but the travel time from Wick to Tain is not.
The dataset lends itself to graph-layout problems. Given this limited data, can we
find a two dimensional distribution of the towns in question such that the distance
between them respects the average travel times? By following the same procedure
outlined in Sect. 5.3.4, we may obtain an undirected adjacency matrix for a given
threshold level of “similarity”. In this case, a node represents a town or city and an
edge represents a given level of similarity (or inverse-distance) between two towns.
Figures 5.11 and 5.12 show plots of some simple measures on the network obtained
by computing the Pearson coefficient of pairs of car journey times and taking a
threshold level of 0.9. This value yields a network of 25 nodes and 77 undirected
edges.

5.3.7 Network 7: Metabolite Network

Here the nodes are potential chemical formulas obtained by searching databases for
formulas with mass with 10 ppm of peaks measured in a sample derived from the
Trypanosome parasite [26]. Connections are made between two formulas if they
differ by one of 80 known transforms. For example, a difference of two hydrogen
atoms suggests the possibility of (de-)hydrogenisation ±H2. Figures 5.13 and 5.14
show plots of some simple measures on the metabolite network which consists of
376 nodes and 343 edges.
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Fig. 5.11 Spyplot, curvature and degree distributions for the transportation network derived from
journey times by car

Fig. 5.12 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the transportation network derived from journey times by car
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Fig. 5.13 Spyplot, curvature and degree distributions for metabolite network

Fig. 5.14 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the metabolite network
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Fig. 5.15 Spyplot, curvature and degree distributions for the p53 network

5.3.8 Network 8: p53 Network

A directed network of genes related to the oncogene p53 is obtained by considering
pairwise expression levels measured by microarray technology. An edge is inserted
from gene i to j if i tends to express significantly above its usual level when j

expresses significantly below its usual level. The resulting ‘plus–minus’ network
is a directed network consisting of 133 nodes (genes) and 558 edges (changes in
expression level with opposite polarity) [30]. Figures 5.15 and 5.16 show plots of
some simple measures on the directed gene co-expression network. The data has
been symmetrised for presentation purposes.

5.3.9 Network 9: Gene Network

Gene expression is typically recorded in a matrix of size N × M where expression
levels of N genes are recorded over M samples. This leukaemia data set has been
used in many studies, including [3, 12]. By computing correlation coefficients on
such a matrix, we can obtain a square matrix of samples (patients) or genes. For
the gene network presented here, we have computed a matrix where each node is a
patient and an edge exists between two patients if their gene expression levels yield
a correlation coefficient above a threshold value of 0.65. This results in a network
of 38 nodes and 180 undirected edges. Applying clustering to such a dataset may
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Fig. 5.16 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the p53 network

allow classification of a new sample into an existing group of patients. In Figs. 5.17
and 5.18, we show plots of measures on the gene network.

5.3.10 Network 10: Protein–Protein Interaction Network

Protein–protein interaction networks consist of observed physical interactions be-
tween proteins [17, 29]. Each edge represents a protein and an edge exists between
two proteins if they have been observed to interact. Interactions between proteins
are bidirectional so the set of interactions between proteins in an organism forms
an undirected unweighted network. Protein–protein interaction networks are widely
available from repositories such as http://www.thebiogrid.org, and we include here
an example of a network for yeast consisting of 4388 nodes and 38102 edges (915
of which are self-links). Plots of measures on this network are shown in Figs. 5.19
and 5.20.

5.3.11 Network 11: Benguela Marine Ecosystem

A network can be obtained by observing trophic interactions between species. One
such network is that of the Benguela ecosystem consisting of species found off

http://www.thebiogrid.org
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Fig. 5.17 Spyplot, curvature and degree distributions for the gene network

Fig. 5.18 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the gene network
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Fig. 5.19 Spyplot, curvature and degree distributions for the protein–protein interaction network

Fig. 5.20 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the protein–protein interaction network
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Fig. 5.21 Spyplot, curvature and degree distributions for the Benguela marine ecosystem network

the southwest coast of South Africa [33]. In this instance, each node represents a
particular species, and two species are linked if they interact at the trophic level,
i.e. one population impacts upon the size of another. The network considered here
consists of 29 nodes and 191 undirected edges. Such networks may be useful if we
wish to assess the importance of longer paths in a food-web, i.e. to find out how two
species affect each other despite a lack of a direct path between them. We show plots
of measures on the Benguela marine ecosystem network in Figs. 5.21 and 5.22.

5.3.12 Network 12: US Marine Ecosystem

Similarly, we can consider the marine ecosystem of the Northeast US shelf [19].
Once again, nodes represent species and an edge represents an interaction at the ap-
proximate trophic level of each species. The network obtained from this ecosystem
contains 81 nodes and 1451 undirected edges. In Figs. 5.23 and 5.24, we show plots
of measures on the US marine ecosystem network.

5.4 Summary

Table 5.1 gives a summary of the networks included in NESSIE; for each network
the number of nodes and percentage of nonzeros in the adjacency matrix is given, as
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Fig. 5.22 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the Benguela marine ecosystem network

Fig. 5.23 Spyplot, curvature and degree distributions for the US marine ecosystem network
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Fig. 5.24 Network classification, eigenvalue distribution, normalised Fiedler vector and reordered
adjacency matrix for the US marine ecosystem network

Table 5.1 Number of nodes and percentage of nonzeros in NESSIE networks described here

Network No. nodes % nonzeros MATLAB file

European economic regions 255 1.78 eer.mat

Guppy social interactions 99 14.81 guppy.mat

Reactor core modelling 61 3.92 hex5.mat

Whisky classifications 86 13.33 whisky.mat

Football transfers 128 2.87 spl0809.mat

Transport network 25 24.64 transport.mat

Metabolite network 376 0.49 Tr.mat

p53 network 133 3.15 p53.mat

Gene network 38 24.93 gene.mat

Protein–protein interaction network 4388 0.39 ppi.mat

Benguela marine ecosystem network 29 45.42 benguela.mat

US marine ecosystem network 81 44.23 shelf.mat

well as the name of the relevant MATLAB file available from the NESSIE webpage.
In the case of adjacency matrices computed using correlation coefficients, the values
listed are for the network created using the threshold value given in the appropriate
section of this chapter.



5 NESSIE: Network Example Source Supporting Innovative Experimentation 105

Acknowledgements These networks are available from the NESSIE website, www.mathstat.
strath.ac.uk/nessie. This work was supported by grants from the Medical Research Council (project
grant G0601353), and the Engineering and Physical Sciences Research Council (project grant
GR/S62383/01 and “Bridging the Gap”). The authors would like to thank the following colleagues
for their contributions to NESSIE: Darren Croft, Ernesto Estrada, Bernard Fingleton, Nataša Pržulj,
Simon Rogers and Marcus Wheel.

References

1. Barabási, A.L., Albert, R.: Emergence of scaling in random networks. Science 286(5439),
509–512 (1999)

2. Boisvert, R., Pozo, R., Remington, K., Barrett, R., Dongarra, J.: Matrix market: a web re-
source for test matrix collections. In: Boisvert, R. (ed.) The Quality of Numerical Software:
Assessment and Enhancement, pp. 125–137. Chapman and Hall, London (1997)

3. Brunet, J.P., Tamayo, P., Golub, T.R., Mesirov, J.P.: Metagenes and molecular pattern discov-
ery using matrix factorization. Proc. Natl. Acad. Sci. USA 101, 4164–4169 (2004)

4. Croft, D.P., Krause, J., James, R.: Social networks in the guppy (Poecilia reticulata). Proc. R.
Soc. Lond. B, Biol. Sci. 271, 516–519 (2004)

5. Davis, T.: The University of Florida sparse matrix collection. Technical Report, University of
Florida, USA (2007)

6. Erdös, P., Rényi, A.: On random graphs. Publ. Math. (Debr.) 6, 290–297 (1959)
7. Estrada, E.: Topological structural classes of complex networks. Phys. Rev. E 75, 016103

(2007)
8. Fingleton, B., Fischer, M.: Neoclassical theory versus new economic geography: competing

explanations of cross-regional variation in economic development. Ann. Reg. Sci. 44, 467–491
(2010)

9. Gilbert, E.N.: Random graphs. Ann. Math. Stat. 30, 1141–1144 (1959)
10. Gilbert, J.R., Moler, C., Schreiber, R.: Sparse matrices in MATLAB: design and implementa-

tion. SIAM J. Matrix Anal. Appl. 13, 333–356 (1992)
11. Grindrod, P.: Range-dependent random graphs and their application to modeling large small-

world proteome datasets. Phys. Rev. E 66, 066702 (2002)
12. Higham, D.J., Kalna, G., Kibble, M.: Spectral clustering and its use in bioinformatics. J. Com-

putational and Applied Math. 204, 25–37 (2007)
13. Higham, D.J., Pržulj, N., Rašajski, M.: Fitting a geometric graph to a protein–protein interac-

tion network. Bioinformatics 24, 1093–1099 (2008)
14. Higham, D.J.: Unravelling small world networks. J. Comput. Appl. Math. 158, 61–74 (2003)
15. Higham, D.J.: Spectral reordering of a range-dependent weighted random graph. IMA J. Nu-

mer. Anal. 25, 443–457 (2005)
16. Higham, D.J., Higham, N.J.: MATLAB Guide. SIAM, Philadelphia (2000), 283 pp.
17. Ito, T., Chiba, T., Ozawa, R., Yoshida, M., Hattori, M., Sakaki, Y.: A comprehensive two-

hybrid analysis to explore the yeast protein interaction interactome. Proc. Natl. Acad. Sci.
USA 98(8), 4569–4574 (2001)

18. Kleinberg, J.M.: Navigation in a small world. Nature 406, 845 (2000)
19. Link, J.: Does food web theory work for marine ecosystems? Mar. Ecol. Prog. Ser. 230, 1–9

(2002)
20. Milenkovic, T., Lai, J., Przulj, N.: GraphCrunch: A tool for large network analyses. BMC

Bioinform. 9, 70 (2008)
21. Morrison, J.L., Breitling, R., Higham, D.J., Gilbert, D.R.: A lock-and-key model for protein–

protein interactions. Bioinformatics 2, 2012–2019 (2006)
22. Newman, M.E.J., Moore, C., Watts, D.J.: Mean-field solution of the small-world network

model. Phys. Rev. Lett. 84, 3201–3204 (2000)
23. Penrose, M.: Geometric Random Graphs. Oxford University Press, Oxford (2003)

http://www.mathstat.strath.ac.uk/nessie
http://www.mathstat.strath.ac.uk/nessie


106 A. Taylor and D.J. Higham

24. Pržulj, N., Higham, D.J.: Modelling protein–protein interaction networks via a stickiness in-
dex. J. R. Soc. Interface 3, 711–716 (2006)

25. Pržulj, N., Corneil, D.G., Jurisica, I.: Modeling interactome: Scale-free or geometric? Bioin-
formatics 20(18), 3508–3515 (2004)

26. Rogers, S., Sceltema, R.E., Girolami, M., Breitling, R.: Probabilistic assignment of formulas
to mass peaks in metabolomics experiments. Bioinformatics 25(4), 512–518 (2009)

27. Taylor, A., Higham, D.J.: CONTEST: A controllable test matrix toolbox for MATLAB. ACM
Trans. Math. Softw. 35, 1–17 (2009)

28. Thomas, A., Cannings, R., Monk, N.A.M., Cannings, C.: On the structure of protein–protein
interaction networks. Biochem. Soc. Trans. 31, 1491–1496 (2003)

29. Uetz, P., Giot, L., Cagney, G., Mansfield, T.A., Judson, R.S., Knight, J.R., Lockshon, E.,
Narayan, V., Srinivasan, M., Pochart, P., Qureshi-Emili, A., Li, Y., Godwin, B., Conover, D.,
Kalbfleish, T., Vijayadamodar, G., Yang, M., Johnston, M., Fields, S., Rothberg, J.M.: A com-
prehensive analysis of protein–protein interactions in Saccharomyces cerevisiae. Nature 403,
623–627 (2000)

30. Vass, J.K., Higham, D.J., Mao, X., Crowther, D.: New controls of TCA-cycle genes revealed
in networks built by discretization or correlation. Technical Report No. 10, Department of
Mathematics (2009)

31. Watts, D.J., Strogatz, S.H.: Collective dynamics of ‘small-world’ networks. Nature 393, 440–
442 (1998)

32. Wishart, D.: Whisky Classified: Choosing Single Malts by Flavour, 2nd edn. Pavilion Books,
London (2006)

33. Yodzis, P.: Diffuse effects in food webs. Ecology 81, 261–266 (2000)



Chapter 6
Networks in Urban Design. Six Years
of Research in Multiple Centrality Assessment

Sergio Porta, Vito Latora, and Emanuele Strano

Abstract Multiple Centrality Assessment (MCA) is a methodology of mapping
centrality in cities that applies knowledge of complex network analysis to networks
of urban streets and intersections. This methodology emerged from research ini-
tiated some six years ago at Polytechnic of Milan, Italy, and now continuing at
University of Strathclyde, Glasgow, through a close partnership and collaboration
between scholars in urban planning and design and in the physics of complex net-
works. After six years and many publications, it is probably time for us to make
a point on what has been achieved and what remains to be achieved in the future.
As most of the whole research has already been published, we forward the reader
to those publications for more detailed information. The scope of this paper is to
provide the overall sense of this experience so far and a road-map to its main re-
sults.

6.1 Introduction

A central place has one special feature to offer to those who live or work in a city:
easy accessibility from immediate surroundings and more distant places. Accessi-
bility may be transformed to visibility and popularity. Therefore, a central place
tends to attract more customers and has a greater potential to develop into a so-
cial catalyst. Important landmarks (i.e. “primary functions”) such as museums, the-
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atres, or office headquarters as well as service and retail at the community level
(i.e. “secondary locations”) are preferentially attracted by central locations. A more
central location commands a higher real estate value and is occupied by a more
intensive land use. Central locations in an urban area have the potential to sus-
tain higher densities of retail and services, and are a key factor for supporting the
formation and vitality of urban ‘nodes’ [22]. Thus, centrality emerges as one of
the most powerful determinants for urban planners and designers to understand
how a city works and to decide where renovation and redevelopment need to be
placed.

Centrality not only affects how a city works today, but also plays an important
role in shaping its growth. If one looks at where a city centre is located, it is most
likely to sprout from the intersection of main routes, where some special configu-
ration of the terrain or some particular layout of the river system (or water bodies
in general) makes the place compulsory to pass through [6, 21]. Then, departing
from such central locations, the city grows up over time with gradual additions of
dwellings, residents, and activities: first along the main routes, then filling the in-
between areas, and then developing streets that realise loops and points of return.
As the structure becomes more complex, new central streets and places are formed
and stimulate a growth in the number of residents and activities around them. As
a result, centrality appears to be somehow at the heart of that marvellous hidden
order that supports the formation of ‘spontaneous’ and organic cities [15, 16]. It is
also a crucial issue in the contemporary debate on searching for more bottom-up
and ‘natural’ strategies of urban planning beyond the modernistic heritage. This is
strictly related to the capacity of street centrality to act as a driver in the location of
economic activity during one city’s process of formation.

Urban researchers including geographers have always been interested in under-
standing how economic activities are distributed in a city, what factors influence
their spatial pattern, and how the urban structure and functions are formed [37]. On
the one hand, that question has to do with methods to assess how economic activi-
ties cluster, diffuse or correlate with each other as well as with other land uses and
collective behaviours; on the other hand, it has to do with how centrality is con-
ceived, depicted and measured in space. In this view, accessibility to centres and
orders of economic activities should be related to each other. Based on the same
ground, planners envision the structure of primary functions relying on the primary
street network at a larger scale such as citywide, and the structure of secondary
functions served by the secondary street network at the neighbourhood level. As
the theoretical debate continues, little empirical evidence is reported to support or
reject the relation between different categories of economic activities and spatial
centrality.

A substantial amount of research in Space Syntax analysis has been devoted to
establishing the correlation between centrality of urban spaces and economic or so-
cial dynamics [12, 32]. The self-organised evolutions of a city’s topological and
functional structures are driven by how the “natural movement” of people finds its
way throughout, and in turn contributes to the formation of, the street network and
urban spaces [14]. This “natural movement” turns out to be a product of both the
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“architecture” of the street network (macro-scale factor) and the level of “constitut-
edness” of the streets themselves (micro-scale factor). The interplay between macro-
and micro-scale spatial factors is regarded as the sign of a traditional self-organised
way of building cities since ancient times [20].

A more complex definition of centrality came from a non-spatial discipline like
structural sociology (for an overview, see [36]). Due to the non-spatial nature of
social links, structural sociologists designed several sets of centrality indices, each
capturing a different way of being central [11]. For instance, “degree” and “close-
ness” centrality examine one being near the others, and “betweenness” focuses on
one being between the others. More recently, the characteristics of networked struc-
tures in space have been recognised as an emerging field of study in the physics
of complex networks [4] and their mechanisms of formation investigated and mod-
elled [3].

This paper offers an overview of the authors’ research on the application of the
sciences of complex networks to spatial networks of streets and intersections in
cities. In particular, this research is the result of six years of collaboration between
scholars in urban design and the physics of complex networks: as such, and be-
cause of the importance of centrality in urban sciences, this research has initially
focused on the many ways of understanding and measuring centrality in spatial
networks, ultimately defining a Multi Centrality Assessment (MCA) set of tools
and concepts. The Postscript from the first author illustrates the deep motivations
that fuelled the emerging of this experience as an interdisciplinary research effort
with roots in city planning and design: with the crisis of the rational–comprehensive
model in city planning, the “organic” analogy is now quickly gaining empirical sup-
port and the debate about the optimum location of economic activities and their
relationship with street centrality is part of a larger effort to elucidate the dynam-
ics of self-organisation and evolution in urban structures [2, 30]. The overall MCA
research has to be intended as a contribution to this wider effort.

6.2 Multiple Centrality Assessment

Starting in 2003, the MCA research has been proceeding in three phases. At first, we
got engaged in developing the methodological structure of our approach, achieving
and testing the tools and understanding the meaning of the results. Another activ-
ity that deeply engaged us in this first phase was to achieve the acknowledgement
of the scientific communities both in the physics of complex networks and in city
planning. During a second phase, we expanded the scope of our research by experi-
menting with measures of city form that go beyond the analysis of centrality to enter
the field of the characterisation of the network’s structure. More recently, we have
lifted the scale of our analysis up to entire cities and regions and turned our atten-
tion to understanding how centrality actually works in space by mapping density of
centrality instead of centrality on links.
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6.2.1 The One-Square-Mile Study: Establishing Centrality
Analysis for Cities

The two fundamental papers [23, 24] that introduced the concept and the methodol-
ogy of Multiple Centrality Assessment were both published in 2006. These papers
where initially written as a single article and then were split into two separate ones
during the process of peer review. Thus, they together constitute a very consistent
and coherent whole. Our effort was primarily oriented to develop an in-depth under-
standing of how to analyse street networks in metrical terms. Space Syntax [12, 13],
the model for “configurational” analysis of space developed by Bill Hillier since the
mid-1980s and well known in urban planning, is, in fact, inherently non-metrical:
what appeared to us a geographical analysis of networks, at a deeper insight turned
out to be not geographic at all and, by the way, even not primarily based on net-
works. The “axial” representation of street patterns is not properly a network as
the axis represents one linear street and does not break at intersections with other
streets as long as it does not present a curve. Axes are then turned into nodes and
intersections into links, so no matter how long an axis is it gets collapsed into a
node and loses every geographical content. As a result, a proper network is actually
created in Space Syntax, but it stays “behind” the stage: calculations are operated on
this “dual” network and then, in a final elaboration, values are reported on the axial
map which is the one we see at the end of the process. This passage is clearly not
easy to capture for the wider audience, but it deeply informs about the model. We
wanted something different, especially we wanted to operate all calculations on the
same graph that represents what is openly mapped. So we very plainly represented
streets as links and intersections as nodes, the good-old traffic engineering way. The
advantages of that are so evident that it is even hardly worth telling: first, the met-
ric information stays embedded in the graph; second, because this is the absolute
standard way of representing street networks worldwide, virtually all cities in the
advanced world already have all the information that is needed to run our model,
and they constantly keep that information updated for their ordinary tasks of city
planning and management. It is an enormous amount of information that does not
need to be replicated at every application of the model.

Box n.1: Indices of centrality. Closeness centrality CC measures to what
extent a node is close to all the other nodes along the shortest paths of the
network. CC for a node i is defined as:

CC
i = N − 1∑N

j=1;j �=i dij

where N is the total number of nodes in the network, and dij is the shortest
distance between nodes i and j . In other words, the closeness centrality for a
node is the inverse of the average distance from this node to all other nodes.
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Betweenness centrality CB is based on the idea that a node is more central
when it is traversed by a larger number of the shortest paths connecting all
couples of nodes in the network. CB is defined as:

CB
i = 1

(N − 1)(N − 2)

N∑
j=1;k=1;j �=k �=i

njk(i)

njk

where njk is the number of shortest paths between nodes j and k, and njk(i)

is the number of these shortest paths that contain node i.
Straightness centrality CS originates from the idea that efficiency of com-
munication between two nodes increases when there is less deviation of
their shortest path from the virtual straight line connecting them, i.e. more
“straightness” of the shortest path. CS is defined as:

CS
i

1

N − 1

N∑
j=1;j �=i

dEucl
ij

dij

where dEucl
ij is the Euclidean distance between nodes i and j , or the distance

with the virtual straight connection.
Information Centrality CI measures the importance of a node from the ability
of the network to respond to the deactivation of the node itself. The delta-
centrality of node i is defined as:

CI
i = ΔEglob,2

Eglob,2
= Eglob,2(G) − Eglob,2(G

′)
Eglob,2(G)

where G indicates the original graph, G′ is the graph with N nodes and K −ki

edges obtained by removing from G the ki edges incident in node i, and the
efficiency E(G), defined as:

E = 1

N(N − 1)

∑
i,j,i �=j

dEucl
ij

dij

measures the mean flow-rate of information over a graph and has the nice
property of being finite even for unconnected graphs.
Notice that all four centrality measures are normalised, by definition, to take
values in the interval [0,1].

But the metric issue was really fundamental. Waldo Tobler’s “first law of geog-
raphy”, which states that “everything is related to everything else, but near things
are more related than distant things”, is reflected in countless very ordinary real-life
dynamics. Mostly important, all dynamics related with the collective uses of space,
including pedestrian flows, visibility, navigation and access, are very strictly related
with distance. The “first law” is also reflected in models that economic geographers
and regional planners have always been developing on the basis of a gravitational
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Fig. 6.1 Venice, Italy.
Grey-scaled maps
representing the spatial
distributions of node
centrality. The four indices
(1) closeness CC ,
(2) betweenness CB ,
(3) straightness CS , and
(4) information CI , are
visually compared over the
spatial graph. Different scales
of grey represent classes of
nodes with different values of
centrality

analogy. So we decided to weight our networks by using the most obvious and
straightforward way that we knew for accounting distance—by metric length.

Moreover, we decided to experiment with different indices of centrality, not just
the closeness/integration index. Some of them, like Closeness and Betweenness,
where taken directly from classics of structural sociology, others, like the Efficiency
and Information indices, were introduced by Vito [18, 19], and others again, like
the Straightness index, had been already conceived for a different use [33] and were
then adapted by Vito to our spatial case.

With these two inaugural works, we showed that our primal approach resulted
in a very consistent geographical image: the distribution of centrality was not only
visually catching but also internally coherent in that it did not exhibit “jumps” or
scattered peaks. All indices resulted in beautiful lines and hubs of higher centrali-
ties that, in addition, turned out to make a lot of sense when compared with real-life
cities. For example, the hierarchy of the most popular streets in Venice, Italy, which
are those where shops and service also are located, was nicely highlighted in dif-
ferent grades of centrality (Fig. 6.1). That was extremely important especially for
the urban design side of our teamwork: after all, understanding what makes a place
popular and doing it quickly and effectively does mean to understand one of the
most fundamental aspects of city life and evolution in time. Understanding that as
the outcome of a completely self-organised dynamic appeared to us like the sign of
relevance for all our efforts. Of course, the correlation between centrality and land
uses, for example, the location of shops, was at this stage just visual and experien-
tial. We felt the need to add a much more formal analysis of correlation in order to
strengthen this fundamental achievement, but we did not exactly know how to do
that, yet. Moreover, two problems of a conceptual nature appeared: maps of central-
ity were very different depending on the index of centrality that they represented,
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while land uses are roughly stable in space and so is the popularity of streets. So how
could those highly different geographies equally support highly localised and stable
phenomena like land uses? Or, put the other way around, how could different ways
of being central “work together” in the urban space, as they evidently do in real life?
This problem, as illustrated below in Sect. 6.2.3, was to inform the third and latest
phase of this research by taking advantage of a reflection on another fundamental of
urban phenomenon: density.

But this first phase of research also led to another very important result: centrality
values are statistically distributed across street patterns of different cases in a fairly
consistent manner. Moreover, and most important, self-organised patterns are char-
acterised by a distribution that is different from that of planned patterns. Finally,
the distribution of one index, the Information centrality, exhibits in self-organised
patterns—and just in that case—a clear scaling behaviour. We expanded this topic
in two further publications that involved a wider set of one square mile cases [8, 9],
which fully confirmed the achievement.

Parallel to this work of research, we began experimenting its achievements as
urban design tools in the professional practise. The occasion for that emerged in
late 2005, when the University of Parma, a city in northern Italy, decided to com-
mission a project for the regeneration of its external Campus denominated “Area of
the Sciences”, one of the largest in Europe with some 8,600 students and 980 staff
working in it on a daily basis. The Campus had been developing since its foundation
in the 1980s under an early plan that devised separated spaces for every department
thus resulting in a collage of patches that had never really worked together. That in
time generated two problems: on the one side, a problem of traffic, with parking lots
everywhere, on-street irregular parking, congestion at peak hours and an abandon-
ment during the rest of the day; on the other side, a problem of public space and
liveability, with scattered open spaces separated by traffic arterials and large park-
ing lots. Despite the abundance of open areas, even on sunny mild days students
and staff did not really use open spaces and retreated to the covered areas of de-
partmental buildings. That was a typical loop of complex problems that merge the
technical, environmental and social dimensions of public life in a built environment.
The office in charge, Rivi Engineering, asked for our help to develop a scientifically
grounded understanding of the problem and an evaluation of alternative scenarios of
development. The project is illustrated in a paper that got published only in 2008 but
was actually written and submitted two years earlier [25]. The experience was quite
encouraging: the project took advantage of the study of centrality in the Campus
spaces by modelling not just the internal streets and paths, but also the open areas.
As a result, two graphs were constructed representing the two systems, and two dif-
ferent sets of maps were produced that were eventually compared. What emerged
was a clear asynchronicity, or better inconsistency, of centrality in the two domains:
central open spaces were served by marginal paths and vice-versa. The project ad-
dressed this issue by reframing the connectivity of paths through the addition of
several short new strategic links. That set up a new long central spine that ensured
an effective re-tuning of the two systems into a unique whole. The study of centrality
showed a stunning capacity to penetrate the complexity of a real-world multifaceted
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problem, unfold drivers and unexpected factors, provide interpretive scenarios, as-
sess practical solutions and deliver decisions in a process of urban design.

That was really exciting: we had found the long-sought connection of spatial sys-
tems with the last decade advancements in the analysis of complex systems in other
fields and positively tested it in practise. There was definitely scope for renovating
our investment and going ahead with a further effort.

6.2.2 Expanding the Scope: From Centrality to Network Analysis
and from One-Square-Mile Samples to Entire Cities

Fundamental as it is, centrality is not all in networks. Since the beginning we felt the
need to expand the study of centrality with a wider set of indices that characterise the
networks themselves. This came from a reflection on the comparability of centrality
across cases. So far, we had focused on cases and found internal structures of rela-
tionships that turned out to be recurrent across cases. But we had never compared
cases in terms of the actual values that centrality indices take on them. In short, we
could not say that a street with a certain value of centrality is more or less central
than one in another graph. Centrality values were strictly case-relative and posed a
problem of normalisation. But at a deeper insight, it appeared that the same could be
said for measures of the structural properties of graphs that are widely used in graph
analysis, such as the characteristic path length L, the clustering coefficient C, or
the number of short cycles or specific motifs. All these indices are used to evaluate
the local and the global efficiency of a system so that, by comparing these prop-
erties in the original graph and in a randomised version of it, we can understand
its fundamental character, for instance, if it has a small-world structure. The ran-
domised graph, i.e. a graph with the same number of nodes and links as the original
but where the links are distributed at random, acts here as the normalising element
of the original graph. But in our cases, because street networks are embedded in
space and are planar in nature, the randomised version of a graph is simply useless
because it is almost surely a non-planar graph due to the edge crossings induced by
the random rewiring of the edges. Moreover, because of the presence of long-range
edges, a random graph corresponds—in a spatial context—to an extremely costly
street pattern configuration. So the problem of normalisation was clearly assuming
a specific consistency due to the spatial nature of our field of investigation.

We dealt with these problems in two subsequent papers [7, 28]. The only possible
solution was to find a better graph than the randomised one, to be used as normal-
isation term for the original graph. This was done by actually defining two such
comparison graphs, the Minimum Spanning Tree (MST) and the Greedy Triangula-
tion (GT). Given a real graph, and the positions of its nodes in a two-dimensional
plane, the Minimum Spanning Tree is the planar graph with the minimum number
of edges in order to ensure connectedness, while the GT is the graph with the max-
imum number of edges compatible with the condition of planarity. In short, MST
and GT represent the planar graphs with respectively the lowest and the highest
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possible cost, with the cost being defined as the total length of links (streets) in the
network. The study was developed again on the one square mile maps, but this time
over a good 20 cases. The reason behind this was our desire to understand whether
the structural properties of street patterns, once made comparable through our nor-
malisation procedure, were specific of particular types of cities. City types, in this
case, were defined according to the form of the street network. As a result, looking
at all the one square mile samples that we had, we identified six such types, namely
medieval, grid-iron, modernist, baroque, mixed and “lollipop” (the typical config-
uration of low-density, post-war, “sprawled” suburbs). For example, samples from
Ahmedabad and Bologna were classified “medieval”, while those from Richmond
and San Francisco were “grid-iron”.

Box n.2: Minimum Spanning Tree (MST) and Greedy Triangulation
(GT).
Spanning trees are connected planar graphs with the minimum number of
edges, while greedy triangulations are graphs with the maximum number of
edges compatible with the planarity. Spanning trees and greedy triangulations
will serve as the two extreme cases to normalise the values of the structural
measures we are going to compute, namely efficiency and cost. The cost W

is defined as the sum of the length of edges in the network:

W =
∑
i,j

aij lij .

As a measure of the efficiency in the communication between the nodes of a
spatial graph, we use the global efficiency E, defined as in box 1 [18]. The
two quantities are evaluated for each city and for the MST and the GT with
the same set of nodes as in the original graph of the city. The values of CMST,
CGT, EMST and EGT serve to normalise the results, being respectively the
minimum and maximum cost, and the minimum and the maximum value of
efficiency that can be obtained in a planar graph having the same number of
nodes as the graph of the city. Finally, the normalised cost and efficiency are
defined as:

Wrel = w − WMST

WGT − WMST
,

Erel = E − EMST

EGT − EMST
.

By definition, the MST has a relative cost Wrel = 0 and Erel = 0, while GT has
Wrel = 1 and Erel = 1. In general, the counterpart of an increase in efficiency
is an increase in the cost of construction, i.e. an increase in the number and
length of the edges.

Results of this second phase are twofold. On the one hand, after local and global
properties of the graphs had been calculated, we understood that, differently from
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non-spatial graphs, in our case the efficiency of networks at the global level in-
creases with the increase of their efficiency at the local level. This means that a
street pattern that exhibits strong local efficiency is more likely to also present strong
global efficiency. The reason behind that is the network cost being measured as the
simple total length of streets: that makes a denser and highly interconnected street
network which, of course, exhibits higher clustering, also more efficient as a whole
in the sense that it is more straightforwardly traversable. This achievement confirms
that small-world behaviours are not compatible with the spatial case, at least when
metric distance is used to compute the cost of the system. It is reasonable, how-
ever, to expect a different result if distance is measured in terms of trip duration.
In this latter case, the effect of long, wide and straight channels of movements like
boulevards, motorways or subways, which had typically been superimposed on the
former dense pre-modern systems in all major western cities (as well as in colonial
capitals) after the Haussmanian renovation of Paris in the nineteenth century, would
be a significant drop in the duration of long-range trips and therefore an increase in
global efficiency. But this is grist for the mill of further research.

On the other hand, the normalisation of structural properties measures of one spa-
tial graph against its MST and GT, and in particular of Efficiency and Cost, made
it possible for us to characterise street networks in a very synthetic and comparable
way in terms of the relationship between the two variables of Relative Efficiency
(Erel) and Relative Cost (Wrel). What came out of that is a very significant clus-
tering of cities of the same type so that, for example, most medieval patterns are
characterised by the best combination of high efficiency and low cost, where Effi-
ciency measures to which extent on average the connecting route between two nodes
approximates the virtual straight line, and Cost represents the overall length of all
streets in the network. “Lollipop” and modernist patterns show the worst combina-
tion of low efficiency and relatively high cost (Fig. 6.2). Grid-iron patterns, finally,
do exhibit a high efficiency but at high overall cost. General as it is, this result was
completely satisfying to us: we had now a quantitative and comparable measure of
the form of street networks in cities at the level of their inner structure that showed
a high capacity to discriminate between historically characterised types.

This achievement put us in a condition to experiment more widely. The occa-
sion for this came with the invitation to participate to a large effort aimed at under-
standing the relationship between urban form and sustainability, the “City Form”
project [31]. The structure of the project was very simple: the form of urban fabric
would have been measured and these measures would have been correlated with
the performances that it offered on a number of key-aspects of sustainability, as for
social, demographic, economic and environmental aspects. Our work was to sub-
stantially contribute to the measurement of urban form. Cases were individuated in
five UK cities in central, peripheral and in-between locations. Both the vehicular
and pedestrian networks were successfully analysed and the overall results of this
study are reported in [17].

Our effort within the City Form project was a considerable challenge for us in
many respects. One of the challenges was something we had long been looking at:
expanding our analysis from small networks, at the scale of the district, to large
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Fig. 6.2 A plot of the relative efficiency, Erel, as a function of the relative cost, Wrel, of a city, indi-
cates a correlation between structural properties and a priori known classes of cities (as medieval,
grid-iron, modernist, baroque, mixed, and lollipop fabrics). Each point in the plot represents a city.
The point of coordinates (0,0) would correspond to the cost/efficiency of the MST while the point
(1,1) would correspond to the GT network. Irvine 2, having coordinates (0.175,−0.398), i.e. a
negative value of relative efficiency, has been plotted instead as having coordinates (0.175,0)

cities and even metropolitan regions. This passage characterised the third phase
of our work, and led us to develop the knowledge necessary to deal with another
challenge, namely understanding and testing the correlation between centrality and
fundamental real-world urban dynamics like the location of economic activities or
the real-estate market.

6.2.3 Current Developments: Density of Centrality and Correlation

The problem of correlation had always been well riveted in our mind. After all, the
real concern of the urban design side of our team was to develop a tool, and therefore
the crucial point was to show that there is a linkage between our model of reality
and how things really go out there on the streets. Hillier’s work in the last couple of
decades and even more, in this sense, has been terrific. The Space Syntax model has
been tested widely in a number of cases and correlations between the “Integration”
(Closeness) index and relevant dynamics like pedestrian flows, land use location,
crime incidents and others have been established. We had the clear feeling that our
MCA model presented a significant number of advantages compared to Hillier’s,
but this was clearly nothing without evidence of its capacity to capture and explain
real dynamics on the ground. However, as always happens, science comes follow-
ing experience, observation and intuitions; in our case, during the first two phases
of this work of research we came across endless testimonies of this capacity. We
tested our MCA model extensively on a number of cities, many of which we had
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Fig. 6.3 (Color online) Ahmedabad, India. Betweenness centrality CB (left) and land uses (right).
On-street retail commerce is represented with blue in the land-use map

a direct experience of. In other cases, we had documented information of specific
dynamics, like land uses. For example, Dr. Shibu Raman, a colleague and friend
who conducts research at Oxford Brookes, one day sent an image of Ahmedabad,
a map of current land-uses with retail and commerce street fronts highlighted in
blue: the visual correlation with our one square mile map of the same place was
stunning (Fig. 6.3). In short, “red” (central) streets identified invariably those most
popular, evident in the mental maps that everyone forms of the space for navigating
it, and especially those around which the evolution of the city in history has been
unfolding, i.e. the drivers and the backbones of such evolution. Far more than sim-
ply a model that predicts where something like the “community potential” is (that
is an enormous achievement in itself!), MCA appeared as a way for capturing and
mapping something even deeper and more fundamental, which is about networks in
time. Beginning to think about that was very important for us: an entire new strand
of research that is grounded on urban morphology and the analogy of urban change
with evolution in living organisms and “morphometrics” began to take shape within
our team, which is currently one of our major areas of investment. One first result
of this new strand of research is a brand new surprising model of urban design at
the scale of the urban district [21], based on the observation of what appears to
be “permanent”—and therefore structural—in cities across time (history) and space
(geography). At the same time, we are deeply involved in the morphological anal-
ysis of urban blocks and in measuring several of their dominant spatial characters,
to bring the study at a lower scale and also to build the ground for a more direct in-
vestigation of the evolutionary analogy, beyond the simple conceptual level, which
has always been the limit of its use in urban studies. But this is another story that
we cannot report here because most of it is still to be done, so let us come back to
networks.

We had to substantiate our scattered observations that in space centrality goes
with popularity and the potential of places to develop sound urban communi-
ties. What we had was a very consistent methodology to map centrality. We also
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knew that many—if not most—large western municipalities have extensive geo-
referenced databases of the location of every single shop or service, so since the
very beginning of this research we paid attention to every opportunity in that sense.
Soon we came to establish partnerships with two such cities: Bologna, Italy, and
Barcelona, Spain. The work with these two cities proceeded slowly and faced many
difficulties of different kinds, including the need to increase our computation power
in order to jump form the analysis of one square mile samples, which means graphs
of the order of hundreds of nodes, to graphs of tens of thousands nodes like those
of entire urban regions. However, the greatest difficulties were not merely technical,
but, in fact, conceptual.

Firstly, correlation studies of this kind have been seldom produced, and in all
cases the procedure implied attributing data of the dynamic under study (for exam-
ple, shop location, pedestrian flow or crime incidents) to the network’s link and then
correlating values at the single link level, for example, values of the link, like cen-
trality, with values of the dynamics, like shop location. That was not at all something
we were willing to do. It is far too direct and rigid as a method. Again, it was not
too rigid in technical terms, but rather in the sense that in all evidence cities do not
leapfrog in such “binary” way. Cities, in fact, work immersed in a condition that is
deeply informed by the laws of space, and therefore they work in a quite different
way—smoothly. If a street is central, its influence is not limited to the street itself
and it does not end abruptly at the end of it. If you have one shop in one location,
its influence is not just confined to the proper boundaries of its location, but spreads
well beyond it to affect what goes on around. Moreover, this influence does not
just spread around; it does that decaying with distance. This is very fundamental
in space, and in urban space in particular. So our methodology had to capture this
character of the deep nature of how space works in cities. Secondly, we wanted a
methodology that could be applied in the generality of cases, no matter the kind
of data that you have. Not always, and to be true not even often, information of
social or economic dynamics in cities is provided in a sound geo-referenced way,
therefore it is often very difficult, if not impossible, to realistically collapse those
data on street links. As a result, our methodology of correlation would be the right
one only if it could operate in a somehow “looser” way. Thirdly, we still had in
front of us the conflict between the multiplicity of centrality, as captured by the dif-
ferent behaviour of its many indices, and the consistency of its influence on urban
dynamics and collective behaviours, i.e. the problem presented above, namely how
can different centrality indices that distribute spatially in such different ways work
together consistently and therefore consistently influence dynamics of urban life?
The solution to all these three problems came relatively easy by experimenting the
various tools embedded in our GIS software package (ESRI). Studying the package,
our attention was grabbed by the very name of a bunch of these tools, a word that
was increasingly appearing to our eyes to be a fundamental driver in the history
of urban design, a word that is regarded to have countless impact in urban life in
a large body of literature ranging from environmental psychology to planning and
urban history. A word that was becoming a milestone for us. If, following Martin
Heidegger, words do “gather worlds”, that word definitely gathered the world of
urban history, theory and life altogether. That word is density.
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Box n.3: Kernel Density Estimation.
A kernel function looks like a bump centred at each point xi and tapering off
to 0 over a bandwidth or window. The kernel density at point x at the centre
of a grid cell is estimated to be the sum of bumps within the bandwidth:

f̂ (x) = 1

nh

n∑
i=1

K

(
x − xi

h

)

where K(·) is the kernel function, h is the bandwidth, n is the number of
points within the bandwidth, and n is the total number of events. All events
xi within the bandwidth of x generate some bumps reaching the point x, and
contribute to the estimated kernel density there. The kernel function K(y) is
a function satisfying the normalisation for a two-dimensional vector y such
as: ∫

R2
K(y)dy = 1.

A regularly adopted kernel is the standard normal curve:
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For convenience, our computation in ArcGIS used the following kernel func-
tion, as described in [29], p. 76:
One advantage of the equation above is its faster calculation than the regular
kernel. As the formula indicates, any activity beyond the bandwidth h from
the centroid of the considered cell does not contribute to the summation.

The ArcView GIS package offers a set of tools for implementing spatial smooth-
ing or spatial interpolation techniques [34]. Among them, one is devoted to the Ker-
nel Density Estimation (KDE). The KDE uses the density within a range (window)
of each observation to represent the value at the centre of the window. Within the
window, the KDE weighs nearby objects more than distant objects, on the basis of
a kernel function. By doing so, the KDE generates a density of the events (discrete
points) as a continuous field (i.e. a raster), and therefore converts the two datasets to
the same raster framework and permits the analysis of relationships between them.

As soon as we discovered this, we got definitely engaged with this method:
clearly, that sorted the second of the above-mentioned problems regarding the need
of a “looser” procedure in order to deal with the generality of data available on
cities. But as we progressed in understanding and using the tool, we found that it
equally well sorted the other two. Because of its smoothing effect, KDE perfectly
captured the deeper nature of space in cities by actually representing the influence of
events as a decaying function within a certain distance, for example, images coming
out from our analysis of Barcelona revealed that centrality at street crossings is in
any case far higher than that of converging streets, a very well known and all impor-
tant feature of urban spaces (Fig. 6.4). Finally, we found that while the geography
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Fig. 6.4 Barcelona, Spain.
Local density (h = 100 m) of
street centrality, detail of the
urban core; straightness
centrality CS

of centrality on streets is very different among the different indices of centrality,
the corresponding geographies of density of centrality were surprisingly consistent.
When we first looked at these results, we could not find an explanation for that, and
we even checked accurately our procedure in order to ensure that these results were
not the outcome of technical errors. And they weren’t. At the end, we became aware
of the simple truth—density does not just take into account street centrality, but
rather it first and foremost takes into account streets! This means that the very pres-
ence and concentration of streets influences the density of street centrality to a great
extent. As we discussed in the Barcelona paper, this particular feature of our analysis
that might be perceived as a “noise” by geo-computationists is, in fact, probably its
strongest point as it captures the deepest nature and somewhat the most mysterious
challenge in understanding centrality in cities. Centrality is in itself a multifold and
layered phenomenon, but as applied to real urban spaces it gets “tamed” and reduced
to consistency by the same presence and concentration of streets. The way streets
are laid out and interconnected in a specific case does not just determine to what
degree every street is central in terms of the different indices of centrality (every
street is likely to be central and marginal at the same time depending on the central-
ity index you are considering). It also merges the influences of those different ways
of being central in a consistent and unitary spatial effect. In other words, because
of the properties of the sole street layout, the effect of a variegated distribution of
centrality in streets is overall fairly consistent and unitary in space.

So looking at a way to correlate street centrality and urban dynamics, we actually
got a very relevant achievement in terms of a deeper understanding of the role of
streets in cities and the miracle that makes what emerges as diverse at the level of
the single part be compounded into a superior whole at the level of the system. That
was again very important for us and was immediately exploited in a professional
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Fig. 6.5 Castelfranco Emilia, Italy. Analysis of the density of betweenness centrality CB . Left
column: current situation (top); proposed scenario A (disconnection of the Via Emilia) (bottom).
Right column (detail of the new library area): current situation (top); proposed reconnection of two
local streets with the library area (bottom)

task of urban design by deploying maps of density of centrality in the context of a
design competition (Fig. 6.5). The occasion arose in 2007 when the municipality of
Castelfranco Emilia, a town located between Modena and Bologna in northern Italy,
launched an international design competition with the aim of devising architectural
solutions that would contribute to the rebuilding of the social and economic fabric of
the old city centre along and aside the ancient Roman road named “Via Emilia”. The
methodology was applied to understand the side effects of small strategic decisions
on the connectivity of extant streets, thus guiding an approach that was designed to
achieve great results without large public investments. The project was awarded the
first prize.

Then we got correlations. So far, we have raised evidence that density of central-
ity is correlated with three distinct dynamics: location of shops and services at the
ground floor [26], location of shops and services at all floors [27] and real estate val-
ues [35]. We have done that with studies of entire urban regions, not just neighbour-
hoods or districts. But there is something subtler: we have shown that secondary
activities in a large city like Barcelona are not preferentially located close to sec-
ondary urban nodes, but they rather tend to concentrate around a primary location in
an even stronger way than primary activities. By primary and secondary activities
we refer here to Jane Jacobs’ “classic” taxonomy [16] where the former are land
uses that have the capacity to draw people in one place (including industries and
nodal activities at metropolitan and regional level like major theatre, stadium, large
administrative functions and all other major concentrations of important functions),
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while the latter are uses that build on the presence of people that is ensured by the
former (including all the neighbourhood level functions like groceries, cafés, small
pharmacies and retail shops or services to the community). The relevance of this
achievement is evident to urban designers, as much of the theories in urban plan-
ning since the constitution of our discipline in late nineteenth and early twentieth
century have been stating just the opposite, i.e. that primary activities ought to be in
primary locations and secondary activities in secondary locations. Things, in cities,
definitely do not work in separate patches. They work altogether. Or they die.

6.3 Conclusions and Further Research

This paper does not report on a single research work, but rather describes an entire
experience of research that stemmed by a partnership between urban designers and
physicists for the analysis of complex networks of streets and intersections in cities.
Thus the aim of this chapter is to make clear the overall meaning of this effort and
to anchor it to its specific achievements across a number of referenced publications.
As such, this chapter may be of help for the reader to navigate the research in its
entirety and then downscale for the details to specific publications.

Achievements span from the construction of an effective tool for urban design
practise, to a deeper understanding of fundamental dynamics in cities that link space
and collective behaviours, to a contribution to the reintegration of spatial networks
into the broader field of complex network analysis.

The research is all but concluded. New strands include the analysis of how street
networks change in time, the development of a tool for computing kernel density
along networks rather than in the 2D space, the use of connectivity to describe his-
torical patterns in cities and the impact of transportation on global connectivity [10],
and finally the relationship between street centrality and urban morphology at the
scale of blocks, streets and lots. Moreover, one effort will be soon directed to the
construction of one unique platform for the computation of centrality indices and
other graph structural measures in cities.

6.3.1 Crossing the Borders: A Postscript from the First Author

Looking backward to the beginnings of this story, one image that comes to my
mind is a lazy, hot summer afternoon in Nervi, a small wealthy suburb near Genoa,
Italy. I was taking a rest seeking relief from the oppressive Mediterranean temper-
ature in my uncle place’s bedroom, all window shutters closed to keep the glazing
out, the sea shining from afar behind them. In the shadowed room space, I could
not help approaching a pile of photocopies that had been waiting for me for too
long and was now ready at hand in front of me. It was the summer of 2003, and I
made those copies five years earlier in Berkeley, but for some reason I never really
went through them. But that was the right moment. I wanted to deepen the study of
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Hillier’s two seminal books on Space Syntax [12, 13]—such was the content of the
photocopies—because I just had a rough idea of them.

Months before that, Ombretta Romice, who is now my colleague at UDSU,
emailed me the title of a popular book by Mark Buchanan on complex networks
[5]. I ordered it on Amazon and after one month I was totally engaged with the
theories of “small worlds”. An amazing new kind of knowledge—I learned—was
increasingly revealing how seemingly different domains of self-organised systems
in nature, technology, society and even culture are actually grounded on a similar
organisation, or “architecture”, which is responsible for the way their constituent
parts are connected to each other, no matter the nature of those parts. What really
struck me was that those systems were not planned at all, and yet—it turned out—
they were all but chaotic; quite on the contrary, they emerged in such a way that
they show a different kind of order, and that order ensures those systems the capac-
ity to express extraordinary performances. That was the point for me. That was the
real point. All that echoed almost literally Jane Jacobs’ arguments of half a century
ago on the “kind of order a city is” [16, Chap. 22], as the roots of the failure of
the “pseudo-science of planning”! She argued, quite simply, that city planning as a
discipline just misunderstood the nature of its object of study—the city—which is
not a complex-disorganised but, in fact, a complex-organised phenomenon. As such,
the many failures of city planning on the ground are not suggesting to embrace an
anti-scientific approach, but to apply a different science. That different science was
now clearly in front of me: after half a century the promise of Jane Jacobs appeared
to have found its way.

Thus, systems that self-organise out of any coordination or control from atop,
detached by any form of central authority, do not end up in a bloody mess and
eventually in a disaster, but the opposite applies: they gradually form up so that,
notwithstanding the lack of any recognisable geometrical structure, an inner and
more profound order emerges that rules the way they are internally connected and
makes them quicker, stronger and more robust. And for so long I was trying to
penetrate this mystery! Cities, in fact, are telling us quite the same tale. I had spent
at those times the last years of my post-graduate studies in an effort to free my mind
from the ideological pollution of a formal education in Modern Architecture and
Urbanism. I had become increasingly aware that city fabrics are by far more liveable
still in our days if they had never been planned, and that adaptability is key in that.
I had begun reading about the many forms of reaction against top-down planning
in urban policies and design. I had gone through the study of participatory practises
and the theory of argumentative planning and consensus building, and then I came
in contact with Christopher Alexander’s ideas about generative codes and patterns
of change in urban space at the most different scales [1, 2]. A different way of social
inclusion in urban processes was proposed in those latter works that I found more
convincing. There must be a way—I repeated to myself—to make urban change
really democratic, i.e. reflective of the wills of people who use them, well off formal
processes of “public participation”: such processes, in fact, are too easily tailored
on the needs of those who manage the process or just hold key information and,
in the end, what kind of democracy do they express? The democracy of those who
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are present and can speak? With all the problems that representative democracy
has in our age, participative democracy is still something I could not see as a real
alternative.

As a result, I was beginning to reflect on adaptability in the urban fabric as an
inner character of the spatial system. The question was: how can we structure the
urban space so that change can actually start happening from the bottom up as it has
always been in the history of cities? Buchanan’s book was a revelation: here we have
a whole theory of self-organisation in complex systems. With this in mind, I rapidly
crunched other books and a lot of articles in the theory of the small-worlds. Most of
them where highly formal in language, with lots of arcane mathematical terms and
formulas that looked like ancient Aramaic to my eyes, that is, completely obscure.
However, at the end I could grasp what I wanted, namely a very rough idea of the
latest debate around complexity and the use of graphs as the main mathematical tool
for the representation and the analysis of the internal structure of systems. I was so
excited that I hardly could hold up myself from seeking contact with specialists. It
was not time yet, there was one passage I still had to go through. I had to come
back to the pot of my discipline and see what I could find of the same kind. Space
Syntax immediately came to my mind, but also I knew that graphs are used by traffic
engineers for producing simulations of vehicle flows under different scenarios—
I knew that very well for I had used some of them professionally in the past. And
I also had some clues of the studies in Regional Analysis, which were so popular in
the 1960s and 1970s.

Therefore, I spent some time going back to those fields in search of graphs in
urban planning, but what I actually found was somewhat surprising: yes, of course,
graphs had been used, but nothing really comparable with anything about small-
worlds or inner structures. We had regional models where graphs represented com-
munication channels (mainly roads), but in that case the focus of these models was
on simulating the overall dynamic of population, production and the market [37].
Here, communication networks where treated just like a substrate in a gigantic ef-
fort to embed in the model literally everything that could hold any relevance in
urbanisation processes. That was definitely not what I was searching for, there was
an evident problem of an epistemological nature: how could we even think of ap-
proaching complexity in such a comprehensive way? How can we build our way
through countless looping relationships in restless transformation with a will to
conceptually include all of them in a model? No, we definitely need a synthetic,
or better, a structural approach. We need to focus on just a tiny section of this com-
plexity on the basis of a reasonable understanding of the whole organisation, so that
we are able to identify that section which actually provides structure to the whole.
Later on, I will develop all this in a strong interest towards structuralism in social
sciences and evolution in biology and the use of it as an analogy to understand
non-biological phenomena like dynamics of change in the urban space. But at those
times, this was not yet at the horizon; and that was Space Syntax. My very super-
ficial knowledge of Hillier’s model, drawn from a few newspaper articles, images
grasped on the Internet, a couple of scientific papers and a very quick look at those
two monographs were nevertheless enough to raise my interest. That was certainly



126 S. Porta et al.

a structural approach; it was certainly an effort to understand the inner organisation
of cities just by handling one section, the street network. Finally,—I thought—that
was certainly about urban design. And therefore that was the time to finally get into
Hillier’s studies beginning from the start, with patience, and with some time ahead.
I had patience, and definitely I had some time ahead in that summer afternoon of
year 2003, with a pile of photocopies staring at me in the shadows of my uncle’s
bedroom in Nervi.

It took a while to understand Hillier’s model. Later in autumn, when I had my first
meeting with Vito in Catania, Sicily, I brought him just a shapeless agglomeration
of fuzzy ideas. I wanted to do something on urban street networks, but basically
I wanted to do something on applying the small-worlds theory to cities. And that
was what I told Vito in the first place; I was really excited and it was not good see-
ing Vito’s face turning to a visible manifestation of boredom. I learned then that
Vito’s main occupation in recent years had consistently been about kicking off peo-
ple coming with the idea of finding small worlds in everything from ice cream trad-
ing to the reproduction of rabbits in central Australia. Small-worlds were definitely
very popular in those years. Vito explained to me that cities are a different class
of systems because their nature is spatial, and that research in complex networks
had mainly focused on non-spatial systems. Spatial networks—he told me—are a
very special class of complex networks. They must be described by graphs whose
nodes are embedded in a Euclidean space and whose edges do not define relations
in an abstract space, such as in networks of acquaintances or collaborations between
individuals, but are real physical connections, with an associated length. In spatial
networks, speaking of small worlds as in social networks is not entirely appropriate.
The topology of spatial graphs is strongly constrained by their spatial embedding.
For instance, there is a cost to pay for the existence of long-range connections in a
spatial network, this having important consequences on the possibility to observe a
small-world behaviour. Moreover, the number of edges that can be connected to a
single node is often limited by the scarce availability of physical space, this impos-
ing some constraints on the degree distributions. In a few words, spatial networks
are different from other complex networks, and as such they need to be studied in
a different way. But Vito insisted that spatial systems are a challenge that interested
him exactly because they were still largely to be explored [4]. So, he said, put aside
the small worlds and let’s go ahead. How would I represent a city and what urban
scholars have done so far to understand the structure of space? At that point, I felt
lost. With all my knowledge of urban studies, I could hardly answer that question.
Believe it or not, urban space has never been central in urban planning and espe-
cially not in terms of structure. So I took a pile of photocopies from my bag and
displayed them to him. I made those copies from Allan Jacobs’ book [15], and this
is another interesting short story that it is worth telling.

Five years before my meeting with Vito, I was holding a Visiting Scholar position
at Berkeley, CA. There I met Allan Jacobs who on the day of our first appointment
waited for me in his office barefoot, white dressed and smiling. One wall of the
small hall in front of his office was entirely covered by tens of Letter size sheets.
Every sheet reported a one square mile sample of the plan of a city. The graphic was
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quite straightforward: blocks were represented in black, and spaces between blocks,
mostly streets and squares, in white. All maps were represented at the same scale.
When Allan came out from his office to let me in, he caught me deeply absorbed
in jumping from one map to another, pacing the room across and bending down or
stretching up to compare them, to the point that I even did not get aware of him.
The fact is—that was a turning point in my intellectual path. From that point on,
the enormous power of comparison will be forever unfolded. It was amazing: just
representing cities at the same scale and with the same conventional graphics makes
them clearly self-explanatory. Differences where so stunning that you could never
even believe they were portrayed at the same scale! Part of those drawings had
been published in “Great Streets” along with some very fundamental and simple
quantitative accounts, for example, the number of street crossings. So I learned that
in one square mile of Venice, Italy, you have some 17,000 crossings, while in the
same “amount” of Irvine, CA, you can count only 17! Isn’t that stunning? How
could one even begin stating that this has no impact on urban life or the way people
behave collectively in space? Gee, it is 17,000 against 17!! I was amazed comparing
cities, comparing their quantities, revealing differences that are so obvious that no
one really cares or knows of. My whole contribution to the understanding of cities
since then has been reformed by that appointment with Allan Jacobs at Berkeley.

So I displayed copies of those maps to Vito, four years later, in Catania. I said:
look, cities can be really different in the way space is configured, and we can quan-
tify that difference to some extent, or at least the exterior manifestation of that
difference. But I wanted something more structural. I wanted to capture the more
fundamental difference that is so evident looking at the maps but nevertheless so
difficult to define. I wanted to do something about the street network because in
all evidence it had to do with those fundamentals. Then I began explaining, as an
example, Hillier’s way to analyse what he calls “integration”. It was my “ace in the
cuff”, my once-and-for-all argument. I thought it would have taken hours to make
Vito just grasp the surface of it. To my highest surprise, however, he followed my
explanation with a sort of patient relaxation, and soon interrupted me: yes, sure,
that is “closeness”. Closeness? Closeness. What’s closeness? Closeness is one of
the most popular indices of centrality in networks as defined since the early 1950s
by scientists in structural sociology and then classically established by Freeman in
the 1970s [11]. 1950s? 1970s? Vito looked at me patiently in silence while my brain
was running at 200 km/h. Then I realised it all at once: my God, disciplines!

By meeting Vito, I crossed the borders of my discipline. What I found was that
what is mysterious in one field can be nothing less than trivial in another. Mysterious
and trivial: the hiatus can be just that wide. Then Vito and I spent the following two
days doing just that, crossing the borders. We talked and explained, transferred and
asked. And we finally left with one programme of research: I would build the graphs
of those maps taken from Allan’s book. I would do that in a very straightforward
manner: scanning the images, importing them into the Geographic Information Sys-
tem (GIS) environment (GIS was brand new to Vito, my revenge) and then extract
the table of connectivity, i.e. the list of all couples of nodes with their coordinates in
space and the length of their connecting street. Then I would send them to Vito for
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analysis. Finally, Vito would send the results back to me, and I would map the re-
sults again in GIS. That programme kept both of us, with our collaborators, engaged
for the following three years and its developments are still one of the main strands
of our research activity.
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Chapter 7
The Structure of Financial Networks

Stefano Battiston, James B. Glattfelder,
Diego Garlaschelli, Fabrizio Lillo,
and Guido Caldarelli

Abstract We present here an overview of the use of networks in Finance and Eco-
nomics. We show how this approach enables us to address important questions as,
for example, the structure of control chains in financial systems, the systemic risk
associated with them and the evolution of trade between nations. All these results
are new in the field and allow for a better understanding and modelling of different
economic systems.

7.1 Introduction

The use of network theory in financial systems is relatively recent, but it has ex-
ploded in the last few years, and since the financial crisis of 2008–2009 this topic
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has received even more interest. Many approaches have been attempted, and in this
chapter we try to summarise the most interesting and successful of them. This is
only one aspect of the increasing interest in real-world complex networks, indeed
some previous studies revealed unsuspected regularities such as scaling laws which
are robust across many domains, ranging from biology or computer systems to soci-
ety and economics [40, 63, 68]. This has suggested that universal, or at least generic,
mechanisms are at work in the formation of many such networks. Tools and con-
cepts from statistical physics have been crucial for the achievement of these findings
[13, 28]. From the initial activity, the research in the field of networks evolved so
that three levels of analysis are nowadays possible. The first level corresponds to a
purely topological approach (best epitomised by a binary adjacency matrix, where
links simply exist or not). Allowing the links to carry weights [5], or weights and
direction [66], defines a second level of complexity. Only recent studies have started
focusing on the third level of detail in which the nodes themselves are assigned a de-
gree of freedom, sometimes also called fitness. This is a non-topological state vari-
able which shapes the topology of the network [23, 41, 43]. In this chapter, we shall
try to cover these three aspects by mainly focussing on the methodological aspects,
i.e. which types of networks can be constructed for financial systems, and evaluat-
ing the empirical results on networks obtained by investigating large databases of
financial data ranging from individual transactions in a financial market to strategic
decisions at a bank level. Readers have to note that edges and vertices can assume
different meanings according to the system considered. In some situations, we can
have different details of data available, and cannot investigate the three levels of de-
tail in the same way. The cases of study we want to present here are those related
to

• Networks to extract information from Correlation Matrices
• Networks of control as, for example, the Ownership network and the Board of

Directors network
• Trading networks as the World Trade Web and the Banks’ Credit networks

Since these fields can be very different, it is important to divide and classify the
networks that we could encounter. An important classification of networks in gen-
eral, and that will be considered here, is the one that divides networks into similarity
based networks and direct interaction networks. To be specific, consider a network
whose nodes are financial agents: investors, banks, hedge funds, etc. They differ in
the meaning of the links. In similarity-based networks, we draw a link when the
two vertices share some feature: strategy, behaviour, income, etc. In this case, one
needs to assign a criterion to establish whether the similarity between two agents is
relevant enough that we can join the agents with a link. This means that the agents
do not interact with each other, but can be connected if they are similar. Conversely,
in direct interaction networks a link between two nodes signals the presence of an
interaction between the entities represented by the two nodes connected by the link.
In the financial case, the interaction can be a transaction between two agents, an
ownership relation of one node with respect to another, a credit relation, etc. All
these situations are present in real financial networks and we shall analyse various
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instances of them. The structure of this chapter reflects the above division of top-
ics so that, Sect. 7.2 overviews the studies of networks in a data mining framework
(mostly similarity-based networks). In Sect. 7.3, we analyse the social aspects of
the control networks where vertices are real agents or companies, and finally in
Sect. 7.4, we analyse some of the most important “trading” webs.

7.2 Similarity-Based Networks

In similarity based networks, a weighted link between two nodes represents a sim-
ilarity (but not necessarily a direct interaction) between the two nodes. Let us con-
sider a system composed of N elements. Each element is represented by T vari-
ables. These variables describe several different properties of the elements (or they
can represent values of the variables at different times as it is the case of time series).
Typically, one introduces a matrix C describing the various N × N similarity mea-
surements. We indicate with cij the generic element of the matrix C. In the language
of networks, the matrix C identifies a complete (all edges drawn) weighted network
where every of the N elements is represented by a node, and the link connecting
nodes i and j is associated to a weight related to cij . From a purely topological
point of view, this does not produce anything usable. In fact, if, for example, we
consider the similarities between 1000 different elements, one has to check almost
one million entries. The natural choice is then to exploit the extra information em-
bedded in the values of the weights. In other words, it is necessary to filter out the
most relevant links of the network. The different methods to perform this filtration
give rise to different similarity based networks.

The choice of the similarity measure is also arbitrary. A very common choice
is the use of the linear correlation as a measure of similarity. In this case, we have
the correlation based networks. The best example of similarity-based networks are
correlation based networks. In this case, the similarity between two elements (nodes)
of the system is quantified by the linear correlation. The matrix element cij is the
linear (or Pearson’s) cross-correlation between element i and j , i.e.

cij = 〈rirj 〉 − 〈ri〉〈rj 〉√
〈r2

i 〉 − 〈ri〉2
√

〈r2
j 〉 − 〈rj 〉2

(7.1)

where ri and rj are the investigated variables and the symbol 〈. . .〉 is a statistical
average defined as

〈ri〉 = 1

T

T∑
k=1

ri(k) (7.2)

where ri(k) is the kth variable of element i. The correlation coefficient has values
between −1 and +1, corresponding to perfectly anticorrelated and perfectly corre-
lated (i.e. identical) variables, respectively. When the coefficient is zero the variables



134 S. Battiston et al.

are not correlated. The correlation coefficient can be associated to a Euclidean dis-
tance with the relation [48, 59]

dij =
√

2(1 − cij ). (7.3)

Finally, it is important to stress that correlation coefficients are statistical estimators
and therefore are subject to measurement noise. This means, for example, that two
variables could be uncorrelated, but their sample correlation coefficient measured
over a set of T variables is typically different from zero. Moreover, since one is
interested simultaneously in many variables, another common statistical problem,
named the curse of dimensionality, is common in correlation based networks. Com-
ing back to our previous example of the correlation matrix, we have N(N − 1)/2
distinct elements to be estimated. We remind that each element is represented by
T variables so that the number of data points for this estimation is NT . Therefore,
unless T � N , the statistical reliability of the similarity matrix is small because we
have a small number of independent measurements per estimated parameter. There-
fore, one has to devise a method to reduce the number of variables from the large
N2 value to a subset statistically more significant.

There are many different methods to construct correlation (or similarity) based
networks. In this paper, we shall consider two classes, namely threshold networks
and hierarchical networks, and we discuss the application of these methods to finan-
cial networks.

7.2.1 Threshold Methods

The simplest filtered network is a threshold network. Given the set of correlation
or even distances between the vertices, one keeps only those above a determined
level of confidence. A suitable choice, based on statistical consideration, could be
the following. If the N variables are described by independent Gaussian time series
of length T and we use the above defined correlation measure, it is known that for
large T the distribution of the sample correlation coefficient of two uncorrelated
Gaussian variable can be approximated by a Gaussian distribution with zero mean
and standard deviation equal 1/

√
T . In this case, a reasonable approach could be to

consider a threshold of three standard deviations and to keep the edge values whose
associated correlation coefficients are larger in absolute value than 3/

√
T . In this

way, only links associated with statistically significant correlation are preserved in
the filtered network.

Another method for choosing the threshold is to randomise the data by permuta-
tion experiments and preserve in the original networks only those links associated
to a correlation which is observed in the randomised data with a small probability.
In this way, no a priori hypothesis on the probability distribution of data is made,
and this approach is very useful especially when data distribution is very different
from a Gaussian.
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The networks generated with threshold methods are, in general, disconnected. If
the system presents a clear cluster organisation, threshold methods are typically able
to detect them. On the contrary, if the system has a hierarchical structure, threshold
methods are not optimal, and hierarchical methods described below should be pre-
ferred.

7.2.2 Hierarchical Methods

A different class of filtering methods are the hierarchical methods. These are de-
vised to detect specifically the hierarchical structure of the data. A system has a
hierarchical structure when the elements of the system can be partitioned into clus-
ters which, in turn, can be partitioned into subclusters, and so on up to a certain level.
In multivariate statistics, there is a large literature on hierarchical clustering meth-
ods [2]. These methods produce dendrograms to describe the hierarchical structure
of the system. One interesting aspect for network theory is that hierarchical cluster-
ing methods are also often associated with networks which are different from the
dendrograms. Here we review the use of these networks as similarity based net-
works. For a review of the hierarchical methods and their application in finance, see
also [76].

One of the most common algorithms to detect a possible hierarchical structure
hidden in the data is given by the Minimum Spanning Tree (MST) procedure. The
MST is the spanning tree of shortest length. In our case, the length of a link is
inversely related to the similarity between the nodes connected by the link. Thus
one can either use a relation as the one in (7.3) to obtain a length measure of the
links and find the spanning tree of minimum length, or alternatively consider the
similarity (or correlation) as “length” and look for the spanning tree of maximum
length.

There are several algorithm to extract the MST. A very intuitive one is the fol-
lowing procedure.

• Assign distances between the vertices in such a way that the largest is the corre-
lation between two vertices, while the shortest is the distance.

• Rank these distances from the shortest to the longest.
• Start from the shortest distance and “draw” the edge between the vertices.
• Iterate this procedure until you find an edge that would form a loop. In this case,

jump to the next distance (if necessary repeat this operation).
• Stop when all the vertices have been considered.

The resulting graph is the MST of the system and the connected components pro-
gressively merging together during the construction of the graph are clusters pro-
gressively merging together. The MST is strongly related with a well known hier-
archical clustering algorithm, called Single Linkage Cluster Analysis. Recently it
has been shown that another network, termed Average Linkage Minimum Spanning
Tree, can be associated with the most common hierarchical clustering algorithm, the
Average Linkage Cluster Analysis [78].
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By using different constraints, it is possible to define other hierarchical networks.
The idea is that from the same correlation matrix one can also obtain correlation
based networks having a structure more complex than a tree. In the case of Pla-
nar Maximally Filtered Graph (PMFG) [3, 77], we can allow loops and cliques by
modifying the above algorithm. In particular, you can continue drawing edges, pro-
vided that the graph remains planar. That is to say, it should be possible to draw
the graph without having to cross two different edges. Since the maximum com-
plete subgraph one can draw with such a feature is K4, one cannot have cliques of
size larger than four in a PMFG. Authors of [3, 77] introduce a correlation based
graph obtained by connecting elements with largest correlation under the topologi-
cal constraint of fixed genus G = 0. The genus is a topologically invariant property
of a surface defined as the largest number of nonintersecting simple closed curves
that can be drawn on the surface without separating it. Roughly speaking, it is the
number of holes in a surface. A basic difference of the PMFG with respect to the
MST is the number of links which is N − 1 in the MST and 3(N − 2) in the PMFG.
Moreover, the PMFG is a network with loops, whereas the MST is a tree. It is worth
recalling that in [77] it has been proven that the PMFG always contains the MST.
Thus the PMFG contains a richer structure than the MST (which is constrained by
the tree requirement), but the number of links is still O(N) rather than O(N2) as
for the complete graph. Therefore, the PMFG is an intermediate stage between the
MST and the complete graph. In principle, this construction can be generalised to
a genus G > 0, i.e. one adds links only if the graph can be embedded in a surface
with genus G.

7.2.3 An Application to NYSE

The main application of similarity based networks to finance has been the charac-
terisation of the cross-correlation structure of price returns in a stocks portfolio. In
this case, the nodes represent different stocks or, in general, different assets. The
T variables characterising a node are the time series of price return of the associ-
ated stock computed over a given time horizon (typically one day, i.e. daily returns).
The cross-correlation between stock returns measures how much the price of the
two stocks move in a similar way. The characterisation and filtering of the stock
return correlation matrix is of paramount importance in financial engineering and
specifically in portfolio optimisation.

The threshold method selects the highest correlations and therefore considers the
links in the network that are individually more relevant from a statistical point of
view. An example of the analysis of the financial correlation matrix with a threshold
network was given in [64, 65]. Here the authors computed the price return corre-
lation matrix of a portfolio of N � 100 US stocks. The variable considered is the
daily price return and they constructed the correlation matrix of these N stocks. The
process starts from an empty graph with no edges where the N vertices correspond
to stocks. Then they introduced one edge after another between the vertices accord-
ing to the rank of their correlation strength (starting from the largest value). These
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“asset graphs” can be studied as the number of links grows when one lowers the
threshold. Typically, after a small number of edges (20 for this case study), several
cycles appear in the asset graph. As more edges are added, the existing clusters are
significantly reinforced and the graph remains disconnected. The graph becomes
completely connected, only after a large number of edges are added (typically 1000
for a network of 116 nodes). It is possible to check that even for moderate values of
the number of edges added, the connected components (clusters) are quite homoge-
neous in terms of the industrial sector of the stocks involved. It is also possible to
study how the mean clustering coefficient changes when the links are added. Inter-
estingly, three different regimes appear. In the first regime, we have a rapid growth of
the clustering coefficient corresponding to an addition of the top 10% of the edges.
In other words, the first 10% of the edges add substantial information to the system.
In the second regime, when the fraction of added edges is between 10% and 20%,
the rate of change of the clustering coefficient starts to slow down and reaches a sort
of plateau. Finally, the edges added in the last regime, i.e. having the correlation
coefficients with a rank below 30%, have relatively poor information content, and
are possibly just noise.

Concerning hierarchical methods, Rosario Mantegna [58, 59] was one of the first
to apply this procedure to the price return of a portfolio of stocks. Since this type
of analysis has been performed afterwards in many different markets, time periods,
and market conditions, the results described below are quite general. At a daily time
scale, the MST is able to identify quite clearly the economic sectors of the stocks
in the portfolio. Each company belongs to an economic sector (such as Basic Mate-
rials, Energy, Financial, Technology or Conglomerates) describing the core activity
of the company and assigned by some external company (such as Forbes). The MST
shows the presence of clusters of nodes (stocks) which are quite homogeneous in
the economic sector. Often the MST displays also a structure in subclusters where
nodes are stocks mostly belonging to the same subsector (for example, Communi-
cation services and Retail are subsectors of the sector of Services). In this ability
of identifying the economic sectors from the correlation matrix, the MST performs
typically pretty well when compared with other more traditional methods, such as
spectral methods [17]. In this latter procedure, one extracts the eigenvectors of the
correlation matrix and identifies sectors as groups of stocks which have a large com-
ponent (compared to the others) in an eigenvector. Despite the fact that this method
gives some useful information [47], the eigenvectors sometimes mix different eco-
nomic sectors (especially when the eigenvalues are close to each other). A second
feature typically found in the MST of daily returns of a portfolio of stocks is the
presence of few nodes (stocks) with a very large degree. A typical example is ob-
served in a portfolio of US stocks in the late 1990s. In this case, it has been found
that General Electric is a hub in the network, connecting different parts of the tree
associated with different economic sectors, but also connecting to leaves, i.e. stocks
that are connected to the tree only trough General Electric. General Electric is a
conglomerate company, and in the 1990s it was the most capitalised stock in the US
financial markets. A conglomerate company is a combination of more firms engag-
ing in entirely different businesses. These two aspects explain why General Electric
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was a hub of the network. The fact that hubs are often conglomerates is explained by
the fact that a conglomerate company tends to be less affected by industry specific
factors and more affected by global market behaviour.

It is interesting to note that when one considers price returns computed on intra-
day time horizons, the topological structure of the MST changes dramatically [9].
It has been observed that on very short time horizons the MST has roughly a star
like structure with the notable exception of the presence of a cluster of technological
stocks. As the time horizon used to compute returns is increased, the MST becomes
more structured and clusters of stocks belonging to the same economic sector pro-
gressively emerge. It is worth noting that the time horizon needed, because a given
sector is evident as a cluster in the MST, depends on the considered sector. This
has been interpreted as an indication that the market “learns” its cluster structure
progressively.

A direct comparison of the MST and an asset graph with N − 1 edges (like the
MST) shows that the two graphs share only 25% of the edges, i.e. that 75% of the
N − 1 strongest correlation are not represented in the MST. Therefore, while the
MST can inform about the taxonomy of a market, the graph asset built in this way
seems to better represent the strongest correlations.

7.2.4 Other Similarity Based Hierarchical Networks in Finance

Hierarchical networks (mainly the MST) have been applied to several other financial
variables. These, for example, include: (i) time series of price volatility, (ii) interest
rates, (iii) hedge funds’ net asset values, and (iv) trading activity of agents. In the
first case [60], the investigated variable is the stock price volatility which is a key
economic variable measuring the level of price fluctuations, and the MST resem-
bles most of the properties of the price return MST. The interest rates are important
economic variables, and the empirical analysis [26] shows that interest rates cluster
in the MST and in the PMFG according to their maturity dates. The application of
MST to hedge funds’ net asset value [61] allows identifying clusters of funds adopt-
ing similar strategies (which sometimes are different from the strategies declared
by the fund). Finally, the emerging study of networks of agents trading in the mar-
ket [30] shows that the correlation matrix of the inventory variation of the market
members trading a stock in the Spanish Stock Market contains information on the
community structure of the investors.

7.3 Control Networks: The Case of Directors and Ownerships

In this case of study, the networks are used to detect chains of control that could be
hidden in a traditional analysis. Here the vertices are mainly financial agents, both in
the case of Board of Directors where people investigate the relation between differ-
ent persons and in the case of ownership networks where people want to know about
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the chains of control behind a particular stock. The physics literature on complex
economic networks has previously focused on both of these topics (for the boards
of directors, see, for example, [6, 62], while for market investments, see [8, 41]). At
the same time, also in economics there is a vast body of literature on corporate con-
trol that focuses on corporations as individual units. The research topics this field
of study addresses can be grouped into three major categories: firstly, analysing the
dispersion or concentration of control [29, 73]; secondly, empirically investigating
how the patterns of control vary across countries and what determines them [55, 56];
and thirdly, studying the impact of frequently observed complex ownership patterns
[11, 15, 16, 34] such as the so-called pyramids [1] and cross-shareholdings (also
known as business groups) [49].

In addition, research in cooperative game theory analysing political voting games
has resulted in the development of the so-called power indices [4, 72]. These
ideas have been applied to coalitions of shareholders voting at Shareholders Meet-
ings [57].

7.3.1 Stock Ownership Network

It should be noted that most previous empirical studies did not build on the idea
that ownership and control define a vast complex network of dependencies. Instead,
they selected samples of specific companies and looked only at their local web of
interconnections. These approaches are unable to discern control at a global level.
This emphasises the fact that the bird’s-eye-view given by a network perspective is
important for unveiling overarching relationships. Remarkably, the investigation of
the financial architecture of corporations in national or global economies taken as
a whole is just at the beginning [18, 41, 54]. Here we present an analysis based on
[45] that allows us to show how control is distributed at the country level, based on
the knowledge of the ownership ties.

The dataset considered spans 48 countries and is compiled from Bureau van
Dijk’s ORBIS database.1 In this subset, there are a total of 24,877 stocks and
106,141 shareholding entities who cannot be owned themselves (individuals, fam-
ilies, cooperative societies, registered associations, foundations, public authorities,
etc.). Note that because the corporations can also appear as shareholders, the net-
work does not display a bipartite structure. The stocks are connected through
545,896 ownership ties to their shareholders. The database represents a snapshot
of the ownership relations at the beginning of 2007. The values for the market cap-
italisation, which is defined as the number of outstanding shares times the firm’s
market price, are also from early 2007. These values will be our proxy for the size
of corporations and hence serve as the non-topological state variables.

The network of ownership relations in a country is very intricate and a cross-
country analysis of some basic properties of these networks reveals a great level of

1http://www.bvdep.com/orbis.html.

http://www.bvdep.com/orbis.html
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Fig. 7.1 Schematic illustration of a bow-tie topology: the central area is the strongly connected
component (SCC) where there is a path from each node to every other node and the left (IN) and
right (OUT) sections contain the incoming and outgoing nodes, respectively

variability. For instance, at the topological level, the analysis of the number and sizes
of connected components. Many small components correspond to a fragmented cap-
ital market, while a giant and dense component corresponds to an integrated mar-
ket. It is, however, not very clear what such connected components reveal about the
structure and distribution of control. The same pattern of connected components can
feature many different configurations of control. Therefore, it makes sense to move
on to the next level of analysis by introducing the notion of direction. Now it is pos-
sible to identify strongly connected components. In terms of ownership networks,
these patterns correspond to sets of corporations where every firm is connected to
every other firm via a path of indirect ownership. In particular, these components
may form bow-tie structures, akin to the topology of the World Wide Web [12]. Fig-
ure 7.1 illustrates an idealised bow-tie topology. This structure is particularly useful
to illustrate the flow of control, as every shareholder in the IN section exerts control
and all corporations in the OUT section are controlled.

In the above dataset, roughly two thirds of the countries’ ownership networks
contain bow-tie structures (see also [79]). Indeed, already at this level of analy-
sis, previously observed patterns can be rediscovered. As an example, the countries
with the highest occurrence of (small) bow-tie structures are KR and TW, and to a
lesser degree JP (the countries are identified by their two letter ISO 3166-1 alpha-2
codes). A possible determinant is the well known existence of the so-called business
groups in these countries (e.g. the keiretsu in JP, and the chaebol in KR) forming a
tightly-knit web of cross-shareholdings (see the introduction and references in [49]
and [33]). For AU, CA, GB and US, one can observe very few bow-tie structures of
which the largest ones, however, contain hundreds to thousands of corporations. It
is an open question if the emergence of these mega-structures in the Anglo-Saxon
countries is due to their unique “type” of capitalism (the so-called Atlantic or stock
market capitalism, see the introduction and references in [27]), and whether this
finding contradicts the assumption that these markets are characterised by the ab-
sence of business groups [49].

Next to bow-tie structures, we can identify additional structures revealing the
chains of control. The simplest way is by considering the core structures of the
ownership networks and check the more important vertices in this subset.



7 The Structure of Financial Networks 141

The question of the vertices’ importance in a network is central in graph the-
ory, and different possibilities have been considered. Traditionally, the most intu-
itive quantity is the degree k, that is, the number of edges per vertex. If the edges
are oriented, one has to distinguish between the in-degree and out-degree, kin and
kout, respectively. When the edges are weighted, the corresponding quantity is called
strength [5]:

kw
i :=

∑
j

Wij . (7.4)

Note that for weighted and oriented networks, one has to distinguish between the
in- and out-strengths, kin-w and kout-w, respectively.

However, the interpretation of kin/out-w is not always straightforward for real-
world networks. In the case of ownership networks, there is no useful meaning as-
sociated with these values. In order to provide a more refined and appropriate de-
scription of weighted ownership networks, we introduce two quantities that extend
the notions of degree and strength in a sensible way.

The first quantity to be considered reflects the relative importance of the neigh-
bours of a vertex. More specifically, given a vertex j and its incoming edges, we
focus on the originating vertices of such edges. The idea is to define a quantity that
captures the relative importance of incoming edges. When no weights are associated
to the edges, we expect all edges to count the same. If weights have a large variance,
some edges will be more important than others. A way of measuring the number of
prominent incoming edges is to define the concentration index as follows:

sj := (
∑kin

j

i=1 Wij )
2

∑kin
j

i=1 W 2
ij

. (7.5)

Note that this quantity is akin to the inverse of the Herfindahl index extensively used
in economics as a standard indicator of market concentration [50]. Indeed, already
in the 1980s the Herfindahl index was also introduced to measure ownership con-
centration [19]. Notably, a similar measure has also been used in statistical physics
as an order parameter [25]. In the context of ownership networks, sj is interpreted
as the effective number of shareholders of the stock j . Thus it can be interpreted as
a measure of control from the point of view of a stock.

The second quantity to be introduced measures the number of important outgoing
edges of the vertices. For a given vertex i with a destination vertex j , we first define
a measure which reflects the importance of i with respect to all vertices connecting
to j :

Hij := W 2
ij

∑kin
j

l=1 W 2
lj

. (7.6)

This quantity has values in the interval (0,1]. For instance, if Hij ≈ 1 then i is by far
the most important destination vertex for the vertex j . For our ownership network,
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Fig. 7.2 Probability distributions of sj for selected countries; PDF in log–log scale

Hij represents the fraction of control shareholder i has on the company j . In a next
step, we then define the control index:

hi :=
kout
i∑

j=1

Hij . (7.7)

This quantity is a way of measuring how important the outgoing edges of a node i

are with respect to its neighbours’ neighbours. Within the ownership network set-
ting, hi is interpreted as the effective number of stocks controlled by shareholder i.

7.3.1.1 Distributions of s and h

The above defined measures can provide insights into the patterns of how ownership
and control are distributed at a local level. In particular, Fig. 7.2 shows the probabil-
ity density function (PDF) of sj for a selection of nine countries. There is a diversity
in the shapes and ranges of the distributions to be seen. For instance, the distribu-
tion of GB reveals that many companies have more than 20 leading shareholders,
whereas in IT few companies are held by more than five significant shareholders.
Such country-specific signatures were expected to appear due to the differences in
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Fig. 7.3 Various probability distributions for selected countries: (top panel) CDF plot of kout
i ;

(middle panel) CDF plot of hi ; (bottom panel) PDF plot of hi ; all plots are in log–log scale

legal and institutional settings (e.g. law enforcement, protection of minority share-
holders [55], etc.).

On the other hand, looking at the cumulative distribution function (CDF) of kout
i

(shown for three selected countries in the top panel of Fig. 7.3) a more uniform shape
is revealed. The distributions range between two to three orders of magnitude. In-
deed, some shareholders can hold up to a couple of thousand stocks, whereas the
majority have ownership in less than ten. Considering the CDF of hi , seen in the
middle panel of Fig. 7.3, one can observe that the curves of hi display two regimes.
This is true for nearly all analysed countries, with a slight country-dependent vari-
ability. Notable exceptions are FI, IS, LU, PT, TN, TW, VG. In order to understand
this behaviour, it is useful to look at the PDF of hi , shown in the bottom panel of
Fig. 7.3. This uncovers a new systematic feature: the peak at the value of hi = 1
indicates that there are many shareholders in the markets whose only intention is to
control one single stock.

The quantities defined in (7.5) and (7.7) rely on the direction and weight of the
links. However, they do not consider non-topological state variables assigned to the
nodes themselves. In our case of ownership networks, a natural choice is to use the
market capitalisation value of firms in thousand USD, vj , as a proxy for their sizes.
Hence vj will be utilised as the state variable in the subsequent analysis. In a first



144 S. Battiston et al.

step, we address the question of how much wealth the shareholders own, i.e. the
value in their portfolios. As the percentage of ownership given by Wij is a measure
of the fraction of outstanding shares i holds in j , and the market capitalisation of j

is defined by the number of outstanding shares times the market price, the following
quantity reflects i’s portfolio value:

pi :=
kout
i∑

j=1

Wijvj . (7.8)

Extending this measure to incorporate the notions of control, we replace Wij in the
previous equation with the fraction of control Hij , defined in (7.6), yielding the
control value:

ci :=
kout
i∑

j=1

Hijvj . (7.9)

A high ci value is indicative of the possibility to control a portfolio with a big market
capitalisation value.

Ownership networks are prime examples of real-world networks, where all three
levels of complexity play a role. By incorporating all this information in their em-
pirical analysis, it is possible to discover a rich structure in their organisation and
unveil novel features. Moreover, the new network measures introduced above can
be applied to any directed and weighted network, where the nodes can be assigned
an intrinsic value.

7.3.2 Board of Directors

Another class of financial networks tracks the structure of the control of the compa-
nies by considering the people sitting on the board of directors. This is an example
of a bipartite graph, that is to say, a graph that can be divided in two nontrivial sub-
sets such that the edges connect one element of the first set with an element in the
second one. The first set of nodes is composed of the companies, while the other set
is composed of the people who sit in at least one board of directors. A link between
a person and a company exists if that person sits on the board of directors of that
company. As in all bipartite networks, it is possible to extract two graphs. In the
first case, the nodes are the companies and a link exists if two companies share at
least one common director (boards network). In the second case, the nodes are the
directors, and a link exists if two directors sit together on at least one board (direc-
tors network). The empirical analysis of real data (see [20] for US companies and
[7] for US and Italian companies) revealed that the networks display small world
properties, are assortative and clustered. Table 7.1 shows some summary statistics
from the empirical analysis of these networks. These empirical results strongly in-
dicate the presence of lobbies of directors sitting on the same boards. Moreover, the
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Table 7.1 The first three
columns report data for the
Boards (B) network in Italy in
1986 (B 86), in Italy in 2002
(B 02), and in USA in 1999
(B US). The last three
columns report the data for
the Directors (D) network in
the same cases (1986, 2002 in
Italy and USA in 1999)

B 86 B 02 B US D 86 D 02 D US

N 221 240 916 2,378 1,906 7,680

M 1,295 636 3,321 23,603 12,815 55,437

Nc/N 0.97 0.82 0.87 0.92 0.84 0.89

k/kc (%) 5.29 2.22 1.57 0.84 0.71 0.79

b/N 0.736 0.875 1.08 1.116 1.206 1.304

〈C〉 0.356 0.318 0.376 0.899 0.915 0.884

〈d〉 3.6 4.4 4.6 2.7 3.6 3.7

r 0.12 0.32 0.27 0.13 0.25 0.27

assortative character of the network indicates that directors that sit on many boards
(and are therefore very influential) tend to sit on the same boards (more than what
is expected from a random null model).

7.4 Transaction Networks: Interbank Networks and Bank–Firm
Networks

The most immediate application of networks to finance and economics is given
whenever we have a transaction between two agents. The latter are the vertices and
the transaction is the edge between them. In particular, many theoretical and em-
pirical studies have considered the networks where the nodes are the banks and a
link represents a possible (directed and weighted) relation between banks. For this
system, two types of networks have been considered, the interbank market and the
payment system. Boss et al. [10] were among the first to study the interbank mar-
ket with concepts and tools of modern network theory. They empirically studied
the complete Austrian interbank market composed of around 900 banks in the years
2000–2003. The interbank market is described as a network where the vertices given
by the banks are nodes and the claims and liabilities between them are described as
links. The interbank market is therefore a weighted and directed network. Following
a rule similar to that of food webs, the direction of the link goes from the bank hav-
ing a liability to the bank claiming the liability. The weight is the amount (in money)
of the liability. Authors investigated the community structure of this network by ap-
plying the Girvan–Newman algorithm based on link betweenness [44]. They found
that the sectoral organisation of the banking industry (in terms of saving banks, agri-
cultural banks, joint stock banks, etc.) is rediscovered by the community detection
algorithm with a 97% precision, showing that the network structure brings informa-
tion on the real sectoral organisation of the banking sector. The study of the topology
of the network shows that it can be modelled as a scale-free network. In fact, both
the in-degree and the out-degree probability density functions display a clear power-
law behaviour with a tail exponent equal to 1.7 and 3.1, respectively. The clustering
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coefficient of the undirected graph is equal to 0.12 and this low value has been asso-
ciated to the community organisation of the network. On the other hand, the average
path length is 2.59, showing a clear small-world effect. The analysis of the interbank
market is important in the framework of the quantification of systemic risk [21], the
risk of collapse of an entire financial system. In fact, scale-free networks are typi-
cally robust with respect to the random breakdown of nodes and fragile with respect
to intentional attack against the hubs. A proper characterisation of the interbank net-
work topology is potentially useful in determining the criticality of the financial sys-
tem. Sorämaki et al. [74] have investigated the daily network of the Fedwire R Funds
Service, which is a gross settlement system operated by the Federal Reserve System
(USA). Today almost 10,000 participants initiate funds transfer through Fedwire for
the settlement of different operations, such as the trading of federal funds, securities
transactions, real estate transactions, etc. The daily value exchanged is close to $
3 trillion. The network describing the fund transfers in a day is clearly a directed
and weighted (either in terms of value or in terms of number of transfers) network.
There is typically a giant undirected connected component which accounts for al-
most all the nodes. Inside this component, authors studied the giant strongly con-
nected component, which comprises all the nodes that can reach each other through
a directed path. This component has typically 5,000 nodes (in the investigated year
2004) and contains roughly 80% of all the nodes in the giant undirected component.
The connectivity, i.e. the probability that two nodes share a link, is very low and
close to 0.3%, indicating that the network is extremely sparse. The reciprocity, i.e.
the fraction of links for which there is a link in the opposite direction, is 22%, even
if large links (either in terms of value or in term of volume) are typically reciprocal,
probably as a result of complementary business activity or the risk management of
bilateral exposure. Authors also studied the dynamics of the network and found that
during days of high activity in the system, the number of nodes, links, and connec-
tivity increases, while the reciprocity is not affected. The in-degree and out-degree
of the network is power law distributed with an exponent close to two, indicating
a scale-free behaviour. The network is disassortative. As in the Austrian interbank
market, the average path length is between two and three, suggesting a small-world
behaviour. However, differently from the previous case, the mean clustering coef-
ficient is quite large (0.53), even if the distribution of clustering coefficients across
nodes is very broad, and for one fifth of the nodes the clustering coefficient is equal
to zero. There is a nice scaling relation between the out-degree of a node and its
strength (defined as the total volume or value exchanged transferred by the node)
with an exponent 1.2–1.9. This means that more connected nodes transact a higher
volume or value than would be suggested by the degree. Finally, they consider as
an important case study the change in the payment network topology due to the
terrorist attack of September 11th, 2001, when some infrastructure of the system
was destroyed with a clear occurrence of a liquidity crisis. They found that the net-
work became smaller, less connected, and with a larger average path length than in
a typical trading day. Another type of interbank market recently investigated in the
framework of network theory is the Italian interbank money market [23, 52, 53].
In order to buffer liquidity shocks, the European Central Bank requires that on av-
erage 2% of all deposits and debts owned by banks are stored at national central
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banks. Given this constraint, banks can exchange excess reserves on the interbank
market with the objective to satisfy the reserve requirement and in order to minimise
the reserve implicit costs. Authors investigated the Italian electronic broker market
for interbank deposits e-MID in the period 1999–2002. They constructed a network
where the nodes are the banks. For every pair of banks i and j , there is an oriented
edge from i to j , if bank j borrows liquidity from bank i. The mean number of
banks (nodes) active in a day is 140 and the mean number of links is 200. As in the
previous bank networks, authors found that the in- and out-degree are described by
a distribution with a power law tail with an exponent between two and three. They
also found that the network is disassortative and that the clustering coefficient of
a node decreases with its degree as a power law. The various banks operating in a
market can be divided into different groups roughly related to their size, i.e. the vol-
ume of their transaction. Smaller banks make few operations and on average lend or
borrow money from larger banks. The latter ones have many connections with each
other, making many transactions, while the small banks do not. A visualisation of
the network in a typical day shows that the core of the structure is composed of the
big banks. There is also a tendency for small banks to be mostly lenders, while large
banks are more likely to be borrowers. All the above quantities can be reproduced
by means of a suitable model of network growth [14]. The idea is that the vertices
representing the banks are defined by means of an intrinsic character that could, for
example, be their size. Edges are then drawn with a probability proportional to the
sizes of the vertices involved. The community analysis of the network based on the
cross-correlation of the signed traded volume confirms the presence of two main
communities, one mainly composed by large banks and the other composed mainly
by small banks [23]. By looking at the network dynamics, the authors of this set of
studies found a clear pattern where the network degree increases and the strength
decreases close to the critical days when the reserves are computed. All the above
studies found that the banking system is highly heterogeneous with large banks bor-
rowing from a high number of small creditors. Iori et al. [51] showed in an artificial
market model that when banks are heterogeneous high connectivity increases the
risk of contagion and systemic failure.

7.4.1 Credit Networks

A different and interesting type of financial networks describes the complex credit
relation between firms and banks. The reasons for a credit relation between a bank
and a firm are the following. The bank supplies credit to the firm in anticipation of
interest margin, while the firm borrows money form the bank in order to financing
the growth of its business. A credit relation, thus, creates a strong dependence be-
tween a firm and a bank. The credit network between firms and banks is important
for the understanding and quantification of systemic risk of the economic and finan-
cial system [21]. In fact, the failure of a big firm may have a strong effect on the
balance sheet of a bank and the insolvency of a firm may lead many banks to fail
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or to change their credit policy, by increasing the interest rates or by reducing the
supply of loans. This, in turn, may lead other firms to failure, which creates more
financial distress among banks and so on, in a sort of domino effect affecting the
whole system. An example of such scenario happened in Japan during the 1990s.
A way of studying the mutual interdependency between banks and firms is through
the investigation of the credit network [22, 24, 35]. In an empirical study of the
Japan credit network [24, 35], roughly 200 banks and 2,700 publicly quoted firms
were considered. The credit network is a typical case of bipartite network where the
two types of nodes correspond to banks and firms and a weighted link exists between
bank i and firm j if, at the considered time, there is a credit relation between i and j .
The weight of the link is the amount of money firm j borrows from bank i. The av-
erage degree of firms is 8, while the average degree of banks is 120. Both the degree
distributions of firms and banks are fat tailed, possibly consistent with a scale-free
network, and the fitted tail exponent for the cumulative distribution is around 1 for
banks and 2.5 for firms. The weights in the network are highly heterogeneous, and
there is a scaling relation between the degree of a node and its strength (i.e. the total
amount of money borrowed or lent by the node), indicating that the average loan
is larger for a larger degree (typically, larger banks). A widely discussed topic in
the economics of credit is the existence of two models of credit. In Anglo-Saxon
countries, firms typical establish credit relationship with few banks, while in coun-
tries such as Japan, Germany, and Italy a firm borrows moneys from more banks.
The theory of optimal number of bank relationships is quite complicated because
different choices have different advantages and disadvantages. The question can be
investigated empirically by measuring the participation ratio of node i

Yi =
∑
j

wij

si
(7.10)

where wij is the weight of the link between i and j and si is the strength of node i.
In the case of full homogeneity, the participation ratio is the inverse of the degree of
node i. In a multiple bank scenario, the participation ratio is much higher, since one
bank dominates the credit of firm i. The analysis of the Japan dataset confirms that
large firms tend to have a participation ratio different from the inverse of the degree,
i.e. large firms tend to establish credit relations with many banks. From any bipartite
network, it is possible to extract two projected networks. In the bank network, two
banks are linked if they share at least one borrower, while in the firm network, two
firms are linked if they have at least one common lender. The weight of the links is
the number of common borrowers/lenders. The authors of [24] extracted the MST
from these projected networks. They found that the bank network is characterised
by large hubs, and the cluster structure of this network is largely explained by the
geographic region where the banks operate. In other words, banks in the same geo-
graphic region tend to lend money to the same firms, probably from the same region.
The analysis of the MST of the firms in the same economic sector shows that each
firm is connected to many others and that there are no communities. This is probably
due to the fact that lending is not sectoral. Moreover, in almost all the investigated
sectoral networks, a large hub is observed. Finally, in [35], a linear analysis of the
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same dataset was performed in order to measure a set of scores related to the finan-
cial fragility. It was found that these scores were statistically significant with respect
to a random network and that there were periods when the structure was stable or
unstable. Drastic changes were observed in the late 1980s when the bubble started
in Japan. Moreover, the set of regional banks had large values of the fragility score.

7.5 The World Trade Web

The world economy is a tightly interconnected system of mutually dependent coun-
tries, and one of the dominant channels mediating international interactions is trade.
When countries are represented as vertices, and their trade relations as connections,
the world trade system appears as an intricate network, known in the literature as
the International Trade Network or World Trade Web (WTW). The recent advances
in network theory have renewed the analysis of the trade system from a perspec-
tive that fully takes into account its global topology [31, 32, 37, 42, 43, 69–71].
Indeed, traditional macroeconomic approaches have extensively addressed the em-
pirical patterns of trade by considering the pairwise interactions involved locally
between countries, but have placed much less emphasis on the analysis of higher-
order properties obtained considering indirect interactions embedded in the whole
international network. On the other hand, the globalisation process of the economy
highlights the importance of understanding the large-scale organisation of the WTW
and its evolution.

In what follows, we present some of the recent research results obtained in the
analysis of the global trade network. The WTW has many possible network repre-
sentations. In particular, it can be either directed or undirected, and either weighted
(by taking into account the magnitude of trade flows) or unweighted. The properties
of the WTW as a weighted network (where trade volumes are explicitly taken into
account) are of great importance, as link intensities are extremely heterogeneous and
are found to change significantly the picture obtained in the binary case [31, 32, 69,
71]. On the other hand, if regarded as a binary network (thus ignoring the magnitude
of trade links), the WTW is found to be one of the few real networks whose topology
can be modelled in detail using simple ideas that have been developed recently [37,
42, 43]. This implies that, besides its importance for understanding the global eco-
nomic system, the WTW is particularly interesting for network theory. By contrast,
unfortunately no complete model of the weighted WTW has been proposed, at least
not reaching the same level of detail as its binary counterpart. At present, the only
available weighted models of trade are the so-called gravity models which aim at
predicting the observed magnitude of trade fluxes in terms of a few explanatory fac-
tors, but fail to explain their topology. So it appears that our current understanding
of the trade system requires a combination of both approaches, and that the defini-
tion of a complete and satisfactory model of the WTW is still an open problem. For
this reason, since here we are particularly interested in the data-driven problem of
modelling the international trade network, we briefly present gravity models first,
and then report in more detail various empirical properties and models of the WTW
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only at a purely topological level. For weighted analyses, the reader is referred to
the relevant literature [31, 32, 69, 71].

7.5.1 Gravity Models

The so-called ‘gravity models’, first introduced by Tinbergen [75] and then
rephrased in various extended or alternative forms, are the earliest econometric
models of trade. Their name originates from a loose analogy with Newton’s law of
gravitation, where the magnitude of the force attracting two objects carrying mass
is completely determined by the two masses involved and the distance separating
them. Similarly, gravity models assume that the volume of trade between any two
countries can be traced back to a suitable measure of the ‘mass’ of the two countries
(representing their intrinsic economic size) and to some ‘distance’ between them
(representing a combination of factors determining the overall resistance to trade).
The economic ‘mass’ of a country is customarily identified with its total Gross Do-
mestic Product (GDP in the following). Also, geographic distance is the main factor
expected to determine trade resistance. However, additional factors may be incor-
porated in the models, having either a positive or negative effect on the volume of
trade. In the simple case where one additional factor coexists with geographical dis-
tance as an explanator of trade, the gravity model predicts that the volume of trade
from country i to country j in a given year is

wij = β0w
β1
i w

β2
j d

β3
ij f

β4
ij (7.11)

where wi is the total GDP of country i in the year considered, dij is the geographic
distance between countries i and j , and fij is an additional factor either favouring
or suppressing trade between i and j . The various factors expected to determine wij

are controlled by the associated parameters {β0, . . . , β4}, which are global and do
not depend on the two countries involved. Usually, a Gaussian error term is added
to the above equation, allowing to employ standard statistical techniques to fit the
model to the empirical (nonzero) trade flows and obtain the corresponding values
of {β0, . . . , β4}. These analyses have been applied extensively on different datasets,
and the general result is that β1 and β2 are positive and of the same order (both close
to one), confirming the expectation that larger GDPs imply more trade. Similarly,
empirical analyses provide evidence for a negative value of β3, confirming a nega-
tive effect of geographic distance on trade. Depending on the nature of the additional
factor fij , the parameter β4 can be either positive or negative. Positive effects are
found to be associated to two countries being members of the same economic group,
having signed a trade agreement, or sharing geographic borders. By contrast, nega-
tive effects are found in presence of embargo, trade restrictions or other conditions
representing a trade friction.

Gravity models have been tested extensively on many case studies reporting trade
volumes, either at a global or regional level. In general, they make very good pre-
dictions of the magnitude of nonzero trade flows. However, they do not predict zero
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Fig. 7.4 Time evolution of
the connectance c in the
undirected WTW

volumes, which means that they always generate a complete weighted graph where
all pairs of countries exchange goods in both directions. As we now show, this is
in sharp contrast with what is empirically observed. Indeed, recent analyses of the
WTW have revealed that its topology is highly structured, and have thus highlighted
a previously unrecognised drawback of gravity models.

7.5.2 The Heterogeneous Topology of Trade Neighbourhoods

In what follows, we show some empirical properties of the WTW topology and
discuss a modelling framework that has been proposed to reproduce them. Data on
the WTW topology can be obtained from the dataset [46], where annual snapshots
of the network are available for all years from 1950 to 2000. We first report the
properties of the WTW as an undirected network, and address its directed structure
later on.

A key observation regards the heterogeneity of the number of trade partners (the
degree ki ) of world countries. If only the average degree k of the WTW is consid-
ered, or equivalently the connectance c ≡ k/(N − 1), then the WTW is found to
display an almost constant temporal behaviour [37] (see Fig. 7.4). However, this
regularity hides an intrinsic variability in the degrees. Indeed, it is found that the
degree ki of a country is positively correlated with both the total GDP and the per
capita GDP of that country [43, 70]. If the total GDP wi is considered, the relation
is particularly strong [43], as shown in Fig. 7.5 for both raw and logarithmically
binned data. For brevity, here and in what follows we only show the results ob-
tained for a particular snapshot (the year 1995). These results have been shown to
be robust in time through the entire period covered by the database [37]. The above
result means that, on average, higher-income countries have a larger number of trade
partners. And, since the total GDP is broadly distributed across world countries, this
also means that one expects the number of trade partners to be broadly distributed as
well. Similarly, one expects many other topological quantities, especially those in-
volving the degree explicitly, to be strongly dependent on the GDP. As we show later
on, empirical analyses have shown that this is exactly the case. These considerations
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Fig. 7.5 Degree ki as a
function of the rescaled GDP
xi ≡ wi/w in the undirected
version of the WTW (year
1995): (isolated points) raw
data; (joined points)
logarithmically binned data

immediately imply that gravity models, which trivially produce a complete network
of trade irrespective of the GDP values, are bad models of the WTW topology. This
motivates the introduction of models that explicitly address the heterogeneity of
trade neighbourhoods, i.e. who trades with whom in the world. We first describe
one such class of models that has been proposed, before comparing its predictions
to real trade data.

7.5.3 The Fitness Network Model

In the popular random graph model by Erdős and Rényi, all pairs of vertices are
independently connected with probability p with an undirected edge. This is known
to generate an ensemble of graphs where all vertices are statistically equivalent. For
instance, the degree distribution is sharply peaked about the expected value 〈k〉 =
p(N − 1), where N is the number of vertices. More recently, a generalised class
of random graphs, known as the hidden variable or fitness model, has been defined
[14]. This model can incorporate a high degree of heterogeneity in the statistical
properties of vertices. To this end, an arbitrary distribution ρ(x) is specified, from
which a value xi is assigned to each vertex i. This value, interpreted as a fitness
affecting the connectivity patterns of vertices differentially, is treated as a hidden
variable responsible for the topological properties of the network. In particular, a
link between any two vertices i and j is drawn with probability pij = p(xi, xj ).
Thus p(xi, xj ) and ρ(x) determine the topology of the network in a way that is
simple enough to be controlled analytically, and yet allows very complex structural
properties to be generated [14].

When applied to the WTW, the fitness model is a minimal model that allows to
retain the basic ingredient of gravity models, i.e. that the GDP is the main factor
determining trade, to the different purpose of modelling the topology, rather than
the magnitude, of trade flows. Indeed, as we discussed, the degree of a vertex in
the WTW is empirically found to be dependent on the GDP of the corresponding
country. This finding can be exploited by defining a fitness model where the hidden
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variable xi is taken to be a function of the total GDP of country i, that we denoted as
wi [43]. This means xi = f (wi), and implies that the distribution ρ(x) is no longer
arbitrary, but empirically accessible. Still, one needs to specify the connection prob-
ability p(xi, xj ). The simplest nontrivial choice is one where xi controls the degree
ki , but not other properties directly. This does not mean that other topological prop-
erties (besides ki ) will not depend on xi , but rather that they will depend on xi

as a result of their being dependent on ki , which is constrained directly by xi . In
more formal words, this scenario in one where the network generated by p(xi, xj )

has a specified degree sequence {ki} (determined by {xi}), and is maximally ran-
dom otherwise. It is known [67] that this scenario corresponds to the particular
choice

p(xi, xj ) = δxixj

1 + δxixj

(7.12)

where δ is a global parameter controlling the expected total number of links, and
the {xi} distribute these links among vertices heterogeneously. The above consider-
ations result in a model for each yearly snapshot of the WTW, where two countries
are connected with probability given by (7.12), where xi = f (wi) [43]. By as-
suming the simplest form of dependence, i.e. a linear relation, and reabsorbing the
coefficient of proportionality in δ, then for a given year one can define xi as an
adimensional rescaled variable representing the GDP relative to the average GDP in
the same year:

xi ≡ wi∑N
j=1 wj/N

(7.13)

(note that the number of independent world countries N depends on the particular
year considered). This specifies the model completely, and leaves δ as the only free
parameter to be tuned in each snapshot of the network. By applying the maximum
likelihood principle to the model [39], one can show that the optimal choice is the
value δ∗ such that

L =
∑

i

∑
j<i

δ∗xixj

1 + δ∗xixj

(7.14)

where L is the observed number of links in that particular snapshot of the net-
work.

After this simple parameter choice is made, one can check the predictions of the
model against real data [43]. In particular, one can obtain the explicit dependence
of the degrees on the GDP predicted by the model. The average degree of a vertex
having fitness xi is simply

〈ki〉 =
∑
j 
=i

pij (7.15)

which is an increasing function of xi , since pij is an increasing function of both xi

and xj . The resulting predicted curve [43] is shown in Fig. 7.6, where the empir-
ical (logarithmically binned) trend shown previously in Fig. 7.5 is reported again.
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Fig. 7.6 Degree ki as a
function of the rescaled GDP
xi ≡ wi/w in the undirected
version of the WTW (year
1995): (points) real data
(logarithmically binned);
(solid line) theoretical
prediction of the fitness
model

Fig. 7.7 Degree distribution
in the undirected WTW (year
1995): (points) real data;
(solid line) theoretical
prediction of the fitness
model

The agreement between empirical data and the model is very good. One can thus
proceed in testing the prediction of the model against other empirical topological
properties. As mentioned, the degree distribution of the WTW is found to be highly
heterogeneous [43, 70]. We now describe it in more detail and show it in Fig. 7.7.
One can see that there is indeed a huge variability in the number of trade partners of
world countries. However, unlike other real-world networks, this variability is not
captured by a scale-free distribution, as one observes an accumulation of degrees
close to the maximum possible value N − 1, which results in a strong cut-off in the
right tail of the distribution [43]. The reason for this cut-off is the saturation effect
shown in Fig. 7.6, i.e. the convergence of ki to values close to N − 1 when xi in-
creases. This behaviour is well reproduced by the model, and indeed the predicted
degree distribution (which is shown in Fig. 7.7 superimposed to the empirical one)
is in very good accordance with the data.

Additional properties of the WTW include higher-order patterns. An important
one is the correlation between the average degree knn

i of the neighbours of vertex
i and the degree ki . This property is shown in Fig. 7.8. The observed decreasing
trend means that, on average, highly connected countries trade with poorly con-
nected countries, and that trade between countries of the same level of connectivity
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Fig. 7.8 Average nearest
neighbour degree knn

i versus
degree ki in the undirected
WTW (year 1995): (points)
real data; (solid line)
theoretical prediction of the
fitness model

Fig. 7.9 Clustering
coefficient ci versus degree ki

in the undirected WTW (year
1995): (points) real data;
(solid line) theoretical
prediction of the fitness
model

is suppressed. One can test the model prediction by calculating the expected average
nearest neighbour degree as

〈
knn
i

〉 =
∑

j 
=i

∑
k 
=j pijpjk∑

j 
=i pij

. (7.16)

As Fig. 7.8 shows, the resulting curve represents again a very good prediction [43].
Finally, we report the behaviour of the clustering coefficient ci , defined as the

fraction of realised triangles originating at vertex i. This is shown in Fig. 7.9. Again,
one finds a decreasing trend signalling that highly connected countries have on av-
erage poorly interconnected neighbours, while poorly connected countries have on
average tightly interconnected neighbours. The model prediction can in this case be
derived using the formula

〈ci〉 =
∑

j 
=i

∑
k 
=j,i pijpjkpki∑

j 
=i

∑
k 
=j,i pijpki

(7.17)

which, as shown in Fig. 7.9, is once again found to be in remarkable agreement with
real data [43].

The above results suggest that the model reproduces the basic properties of the
WTW, and traces them back to the heterogeneity in the GDPs of world countries.
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Moreover, the simple assumptions at the basis of the model offer an interpretation
for the observed properties of the WTW topology. In particular, the accordance be-
tween real data and the particular form of the model suggest that, once the het-
erogeneity at the level of individual countries is taken into account and assumed
to directly affect the degrees {ki} alone, then most of the other network properties
are indirectly and automatically explained [43]. An independent finding confirming
this result comes from studies showing that the observed topology of the WTW is
not significantly different from randomised variants obtained by keeping the orig-
inal degree sequence fixed. Yet, the behaviour of higher-order properties such as
knn
i and ci , even if directly explained by that of the degrees, could not be simply

predicted a priori without a quantitative model. This adds value to the modelling
strategy presented here.

7.5.4 The Maximum Likelihood Principle

The results of the previous section are supported and refined by an inverse approach
to the extraction of information from the WTW [39]. On a general ground, rather
than assuming an empirical quantity as a candidate for the hidden variables {xi} and
testing whether the networks generated with this choice are indeed similar to the
real-world network considered, one can reverse the strategy and extract the values of
the hidden variables {xi} directly from the real network. Then one can compare these
unique values with candidate empirical quantities, to check whether a relation really
exists. This comparison would automatically provide the form of the dependence
between {xi} and the empirical quantities.

A way to realise this approach is provided by the Maximum Likelihood (ML)
principle, a procedure commonly used in statistics whose use can be easily extended
to networks [39]. Rather than requiring the values of model parameters as the input
and generating an ensemble of possible networks as the output, the ML principle re-
quires one particular real-world network as the input and provides the corresponding
optimal parameter values {x∗

i } as the output. Optimal stands for the parameter values
that maximise the likelihood (or equivalently its logarithm) to obtain the particular
real-world network under the model considered.

In the hidden variable model, the empirical input quantities are the rescaled GDP
values {xi}, which are fixed by observation, while the output values are the expected
degrees {〈ki〉}. These expected values, and any other expected topological property,
can then be compared with (but not fitted to) the empirical values {ki}. By contrast,
in the maximum likelihood approach the empirical input quantities are the degrees
{ki}, while the {x∗

i } are output values depending uniquely on the observed degree se-
quence. In this case too, these output values can be compared with (but not fitted to)
the empirical rescaled GDPs {xi} [39]. This comparison is shown in Fig. 7.10 where
for consistency the parameter δ∗ used in the hidden variable model and the same pa-
rameter used in the maximum likelihood approach have been both reabsorbed in the
variables {xi} by redefining the latter as xi → xi

√
δ. One finds that the fitness values

determined using only topological information are indeed proportional to the empir-
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Fig. 7.10 Scatter plot of the
likelihood-maximising values
{x∗

i } versus the rescaled GDP
values {xi} (isolated points)
and linear fit (solid line) for
the undirected WTW in the
year 2000

ical GDPs of world countries, and therefore that the maximum likelihood approach
successfully identifies the GDP as the hidden variable shaping the topology of the
WTW. Note that the two sets of values are, in principle, completely independent.

7.5.5 The WTW as a Directed Network

We now consider the topological properties of the WTW as a directed network.
In any directed graph, the following relation exists between the entries {aij } of its
adjacency matrix and the entries {bij } of the adjacency matrix of the same graph if
regarded as undirected:

bij = aij + aji − aij aji . (7.18)

Consequently, a relation is implied between the directed in- and out-degrees (kin
i =∑

j 
=i aji and kout
i = ∑

j 
=i aij ) and the undirected degrees ki observed on the two

different representations of the same network:

ki = kin
i + kout

i − k↔
i (7.19)

where k↔
i = ∑

j 
=i aij aji is the number of reciprocated connections incident at ver-
tex i (the number of neighbours connected to i by incoming and outgoing links
simultaneously), i.e. the reciprocated degree of vertex i.

The above relations indicate that, in principle, many different directed graphs
can have the same undirected projection, making the latter not completely represen-
tative of an intrinsically directed network. However, the WTW has been found to
display a peculiar structure that allows recovering significant information about its
directed properties from the knowledge of the undirected ones [36, 37]. In partic-
ular, this is possible due to two empirically observed patterns. The first one is that
on average kin

i ≈ kout
i , i.e. a country generally has similar numbers of exporters and

importers. The second one, shown in Fig. 7.11, is that the reciprocated degree k↔
i is

proportional to the total degree kT
i ≡ kin

i + kout
i

k↔
i ≈ r

2
kT
i (7.20)
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Fig. 7.11 Reciprocated
degree k↔

i as a function of
the total degree kT

i in various
directed snapshots of the
WTW (from bottom to top:
1975, 1980, 1985, 1990,
1995, 2000)

where r is the reciprocity defined as the ratio between the number L↔ of recipro-
cated links and the number L of directed links,

r ≡ L↔

L
=

∑
i

∑
j 
=i aij aji∑

i

∑
j 
=i aij

. (7.21)

The latter relation means that the number of simultaneous exporters and importers
of a country is an approximately constant fraction of the total number of importers
and exporters of the same country.

Combining the two observations mentioned above, it is possible to simply relate
many directed properties of the WTW to its undirected ones [37]. For instance, the
directed degrees can be expressed in terms of the undirected ones as

kin
i ≈ kout

i ≈ kT
i

2
≈ ki

2 − r
. (7.22)

Similarly, the number L of directed links can be related to the number Lu of undi-
rected links as follows:

L =
∑

i

kin
i =

∑
i

kout
i ≈

∑
i ki

2 − r
= 2Lu

2 − r
. (7.23)

Thus, the knowledge of the reciprocity r alone allows in many cases recovering the
directed structure of the WTW from the undirected one. Note that this is a peculiar
property of the WTW, as for a generic network no clear relation exists between the
two representations, and a substantial loss of information may be associated with
the undirected projection. Importantly, the above results hold for every analysed
snaphot of the WTW [36] (see, for instance, Fig. 7.11). Therefore, the directedness
of the network is easily monitored in terms of the time evolution of the reciprocity
r(t) [37]. The latter is shown in Fig. 7.12 together with a different measure of the
reciprocity [36], i.e. the quantity

ρ ≡ r − c

1 − c
. (7.24)

The index ρ is an alternative and more refined definition that allows consistent com-
parisons of the reciprocity across networks of different sizes and connectances [36].
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Fig. 7.12 Evolution of the
reciprocity indices r (top
curve) and ρ (bottom curve)
in the directed WTW

Indeed, since the null value of r expected in the uncorrelated case (where there is no
tendency towards either favouring or avoiding the formation of reciprocated links)
is c itself, then r alone cannot be used to compare networks with different values
of c. Thus, even if c displays small variations in time (as we showed in Fig. 7.4),
these variations does not allow to assess the evolution of the reciprocity of the WTW
on the basis of r alone. As Fig. 7.12 shows, both r and ρ display small fluctuations
up to the early 1980s, and then increase rather steadily. However, the increase of
ρ is steeper than that of r , signalling that (once density effects are taken into ac-
count) a rapid reciprocation process occurred in the WTW starting from the 1980s.
It is instructive to combine this result with the approximately constant trend of the
connectance in the undirected version of the WTW. As at the undirected level, there
is no increase of link density, the rapid increase of reciprocity signals many new
directed links being placed between countries that had already been trading in the
opposite direction, rather than new pairs of reciprocal links being placed between
previously non-interacting countries. In other words, many pairs of countries that
had previously been trading only in a single direction have been establishing also
a reverse trade channel, and this effect dominates on the formation of new bidirec-
tional relationships between previously non-trading countries.

Since the directedness of the WTW can be significantly recovered from its undi-
rected description in terms of the reciprocity parameter, and since the undirected
network is excellently reproduced by the fitness model, a natural question is whether
the model can be simply extended in order to reproduce the directed structure of the
WTW. In the simplest case, the fitness model can be generalised to the directed case
by introducing two fitness values {xi, yi}, separately controlling the out-degree and
the in-degree of every vertex i. This allows to draw a directed link from i to j with
an asymmetric probability pij = p(xi, yj ) 
= pji . However, in this simple extension
the presence of a link from i to j is statistically independent from the presence of
the reciprocal link from j to i. This implies that, in contrast with what empirically
observed, the reciprocity coefficient ρ is trivially zero, or in other words that there
is no interesting reciprocity structure. Non-trivial reciprocity can only be generated
by a more refined extension of the fitness model where mutual links are statistically
dependent on each other. A way to do this is by drawing, for each single vertex pair
(i, j), a single link from i to j , a single link from j to i, two reciprocal links, or
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no link at all with four different probabilities (that must sum up to one) [36, 38]. In
this generalised model, each vertex is now assigned three fitness values {xi, yi,wi},
separately controlling its non-reciprocated outgoing links, non-reciprocated incom-
ing links, and reciprocated links going both ways, respectively [38]. When applied
to the directed WTW, this model turns out to reproduce all the properties discussed
above. Notably, the model preserves a high degree of simplicity, as the three values
{xi, yi,wi} are all again related to the GDP alone.

These results highlight once again that the GDP is the main factor underlying
the unweighted topology of the WTW, and that a satisfactory and detailed model
of the network can be defined in terms of the empirical GDP values. However, as
we mentioned, when weights are explicitly considered a range of new possibilities
emerge, as relations that are indistinguishable at a topological level may be strongly
heterogeneous at the weighted level. As we discussed, while nonzero weights are
well reproduced by gravity models of trade, there is currently no model that allows
to simultaneously capture the topology and the weighted architecture of the real
WTW. This implies that one important open problem to address in the future is
the definition of a unified framework where network models and gravity models
are reconciled. This is likely to involve joint efforts from the different scientific
communities of trade economists and network theorists.
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Chapter 8
A Hierarchy of Networks Spanning
from Individual Organisms to Ecological
Landscapes

Ferenc Jordán, Gabriella Baranyi,
and Federica Ciocchetta

Abstract Living systems are hierarchically organised. A number of components
are linked by the multiplicity of interactions at each level (from organisms to species
to ecosystems). This kind of compositional and hierarchical complexity is a com-
putational and conceptual challenge. We need new approaches to determine the key
components of large interaction networks and we need to better understand how
they influence the system dynamics horizontally (at the same level) and vertically
(between organisational levels). We provide examples for various interaction net-
works (animal social group, food web, landscape) and discuss how to dynamically
link them.

8.1 Introduction

Biological systems are composed of a large number of various components, like mil-
lions of molecules in a cell, thousands of cells in an organism, hundreds of individ-
uals in a population and dozens of species in an ecological system. Yet, biosystems
are complex not primarily because of the number of components but rather because
of composition: the multiplicity of interactions among similar components and the
hierarchical, nested nature of different kinds of components at several organisational
levels. These components are composed of subsystems as well as compose larger
systems, and all layers have been coevolved in evolution. The value of a molecular
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mutation is realised via the success of the organism that must be well positioned
within the population of a species that are successful on the ecological theatre. Un-
derstanding this kind of hierarchical, compositional complexity is a much greater
challenge than simply facing large numbers of any kind of units.

The history of systems thinking is surprisingly old, even if modern systems biol-
ogy is considered to have originated only in the computer age. Modelling the mor-
phological evolution of organisms by coordinate systems [126], describing an island
ecosystem by a graph [125] or metaphorising animal development by a slope where
a ball rolls down (i.e. the embryo [134]) are early and fine examples for systems-
related problems and approaches in biology. In most of these examples, and in nearly
all of the more recent ones, network representations also appear. This indicates that
understanding relevant interactions among units is of key importance at all levels as
well as between different levels. According to some authors, understanding interac-
tions may be even more important than understanding the components themselves
[129, 130]. Also, because of the relevance of interaction structures, effects among
components can be transmitted, and indirect determination can be thought as even
more important than the simple direct interactions among components [102, 103].
For example, the indirect effect between two particular species can be even stronger
than the direct one (see an experimental example with direct predation and indirect
trophic cascade [100]).

This chapter is not long enough to cover the whole spectrum of biological net-
works at all organisational levels but aims to overview and link the highest organi-
sational levels, from individuals to landscape ecology, from a network perspective.
We discuss the role of network analysis, overview old and new methods and give
examples for hierarchical biological networks ranging from the individual to the
landscape level. We note that hierarchical organisation is meant here in a biological
sense [3], not in a topological one [115].

8.2 The Network Perspective

The key message of the network perspective is that in order to understand the be-
haviour of a dynamical system, it is important to study how changes in individ-
ual components influence the system (from local to global, bottom-up) and how
system-level changes influence the constituting components (from global to local,
top-down). Taking an ecological example, the extinction of a species may have a
cascading effect on the whole ecosystem, while climate change drives the ecosys-
tem and provokes a response at individual species. Networks describe how the parts
form the whole [45], so network analysis can be regarded as a hard kind of holism
[67]: it makes it possible to quantify and predict the “everything is connected to ev-
erything else” interactions and to make a difference between “only theoretical” and
“also practical” effects.
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8.3 Network Data

There is a wealth of data for supraindividual-level biological networks. Depending
on the type of network (organisational level), network nodes represent individual or-
ganisms (in social networks), species (in food webs) or habitat patches (in landscape
graphs), while links correspond to various interactions, most typically to expression
of dominance, prey–predator interaction and migration, respectively. Network links
can be directed (asymmetrical) or undirected (symmetrical) and weighted or un-
weighted (binary). In some cases, we are able to study also signed networks where
each link is either positive or negative (see [43] for an application in a somewhat
different context). For example, if wolf eats hare, it can be measured how much car-
bon is transferred (link weight), whether the hare also eats wolf (link direction) and
that it is a negative effect on hare population size (sign).

8.3.1 Animal Social Network Data

Various animal groups are well described: from dolphins [75, 76] to guppies [22]
and from wasps [39] to marmots [5] and primates [38]. In most cases, interactions
are physical or chemical communication, weighted by frequency or strength. How-
ever, an interaction can also be defined simply as spatial closeness [22]. These in-
teractions are characteristically directed in case of social hierarchies (e.g. pecking
orders) but can be symmetrical otherwise.

8.3.2 Community Food Web Data

Different coexisting species also interact by means of interspecific interactions. The
most widespread representation of these is the food web of the community [21, 28,
105, 106]. Other kinds of interspecific interactions are described by host/parasitoid
[89], plant/pollinator [62] or competitive [99] interaction networks. All these net-
works can be weighted [6] as well as binary [80]. As for material flows, the food
web contains mostly directed links with only a few exceptions (e.g. [7]), however,
if “effects” are understood in a broader sense, undirected links also make sense:
the prey and the predator both influence the other (and the relative importance of
top-down and bottom-up effects may be close to equal, see also [110]). (It is noted
that “bottom-up” is used here clearly in a different sense than in the Introduction:
it means the direction of material flows instead of organisational levels.) Spatial
[135, 140] and temporal [48, 49, 135, 140] food web series are only sporadic but
their analysis will be crucial in future studies, as they may provide the most re-
alistic basis for testing dynamical simulations. An even harder problem is how to
define network nodes: several arguments suggest not representing species in food
webs but, instead, ecologically relevant functional groups (either below or above
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the species level). Functional aggregation is the key of food web studies. Note that
the strength and especially the symmetry of trophic links depend on the resolution
of the network. For example, at the species level, nearly all adult marine fish are
able to eat the larvae of the others. Directed trophic links only emerge if we only
consider adults of each species (or life stages, with no respect to taxonomy).

8.3.3 Landscape Graph Data

Local communities, represented by food webs, are connected at larger spatial scales
[108]: individuals of a population may migrate among suitable habitat patches,
across ecological corridor-like spatial elements, creating one-species metapopula-
tion and multi-species metacommunity dynamics. In a landscape graph, nodes and
links represent habitat patches and ecological corridors, respectively [16, 127, 131].
For single-species systems, there is a wealth of landscape ecological studies describ-
ing habitat use and spatial movement [9, 41, 59, 60, 118]. However much fewer, but
we have both abstract [8] and data-driven [84] models for better understanding meta-
communities [46]. Spatial considerations are essential in order to better understand
local communities: [23] presents an example where landscape processes (shrubland
fragmentation) have major community-wide effects (mesopredator release, trophic
cascade, secondary extinction). Subsidisation is also a key phenomenon in several
ecosystems [107]: systems boundaries are not easy to find if the significance of
spatial dynamics is temporarily variable. Metacommunity dynamics describes how
spatial phenomena influence interacting sets of species.

8.4 Understanding Complexity

There are several ways how to better understand complex networks. The “statistical
physicist” approach prefers to characterise the network by its macroscopic proper-
ties. For example, the degree distribution [92, 120], the small world property [87,
137] or the diameter [1, 139] of the network are simple descriptions condensing
information and simplifying complexity. The hope here is that these properties can
be used as proxies for predicting network functioning. For example, it can be ar-
gued that a certain degree distribution can imply vulnerability against attacks but
resistance against errors [2]. These kinds of macroscopic approaches were favoured
also in classical systems ecology, providing thermodynamical (e.g. exergy [63]) or
information theoretical (e.g. ascendency [129]) indicators.

The “ecologist” approach provides two alternatives, both focusing on data trans-
formation. First, complexity is easier to understand if the network is made smaller,
for example, by aggregating food web nodes into larger groups. The aggregated
form of the network can be easier to analyse, model and understand. Some Eco-
Path models describe highly aggregated ecological networks (see [18]). Instead
of speciose food webs, these trophic networks typically contain larger functional
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groups. This level of resolution is not inferior to species-level description, only pro-
vides different kind of information. The former may be better if we need to analyse
the effects of a species-specific poison, while the latter can be favoured if the ma-
turity of an ecosystem is to be evaluated, based on the extent of cycling. Second, in
many cases it is reasonable to focus on a subgraph of the community food web. It
can be either a small network module (e.g. [15]) or a larger, well-defined subsys-
tem (e.g. a host/parasitoid network [116]). Massive experimental field work [85] as
well as novel theoretical [73] and multidisciplinary research [86] focus on smaller
subgraphs as the building blocks of complex networks. The main question here is
additivity: whatever information we get about isolated modules, whether it is still
relevant in the context of the whole network. Otherwise the distribution of different
kinds of modules provides only little information. In social networks, for example,
a clique can also be a functional unit but it is a question how to evaluate several
cliques being close to each other or even overlapping. In this case, probably the
most important functional consequences of cliquishness disappear: it is not a dense
subgraph, being relatively isolated from the rest of the graph anymore. Thus, a sim-
ple statistics of how many of a given module can be counted in a complex network
is just of very little functional meaning.

Finally, the “sociologist” approach is to focus on the key nodes of complex net-
works and try to understand group dynamics based on their study. This approach
may stem from the paradigm of (human) “social stars” and their trivially large
role in shaping group dynamics. It is noted, however, that the anisotropic nature
of trophic networks [78, 79], the concept of alpha males in animal groups or geo-
graphical hot spots for diversity also imply the different relative importance of key
network elements in particular ecological networks. This approach suggests that
roles (functions) depend on positional importance in the system. The following sec-
tion overviews how to quantify structural key nodes in networks.

8.5 Key Positions in Networks

According to the simplest definition, key nodes are the ones with the largest num-
ber of neighbours (highest degree). However, it can be demonstrated in nearly all
biological systems that important positions may not necessarily mean a large num-
ber of neighbours. This is because of indirect effects and the significance of the
larger neighbourhood [30, 141–143]. In most biological (and other) networks, ef-
fects spread from node to node in several steps (otherwise it is a question whether
the network model is reasonable). Thus, conclusions based on node degree and de-
gree distribution can be limited, however, serve well as a simple, preliminary analy-
sis. The importance of considering indirect effects is larger as information changes
more while being transmitted in the network (organisms can be metaphorised as
semi-conductors, because of the flow-component interaction [79]). In ecology, the
first (indirect) positional measurement for network nodes was developed for directed
acyclic graphs (net status, [42, 44]; see also keystone index, its ecological adapta-
tion [58]). Centrality indices imported from sociology [136] provided alternatives
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for measuring the position (structural importance) of network nodes. These include
closeness centrality, betweenness centrality, information centrality and eigenvalue
centrality [136]. Some of these indices have already been used for social animals
[138], ecosystems [32, 54] as well as ecological landscape graphs [33]. More so-
phisticated tools are, for example, communicability betweenness for measuring be-
tweenness by considering all pathways weighted by length [34], or topological im-
portance [56] for measuring indirect interactions of length up to a given maximum.
Beyond using a growing number of topological measurements also in biology, it is
also becoming clearer what is the relationship between the above indices, how much
they differ from each other [33, 54]. This can be measured based on the similarity
of different node ranks they provide for the same network or based on the similarity
of different index value distributions [10].

Apart from evaluating the network centrality of individual nodes, it is also of
interest which set of n nodes is most central in a network [35]. Based on two alter-
native approaches (considering either fragmentation or reachability), key player sets
can be determined for a given n number of nodes [14]. From a biological viewpoint,
it is of interest how nested are these sets. In the case of a particular network, if the
smaller set is generally a subset of the larger one, i.e. key player sets are nested,
the integrity of the network is easier to control (or manage). On the contrary, if the
most central n nodes are not elements of the most important n + m nodes, network
topology constrains the efficiency of network management [11].

Functionally important nodes can also be of low centrality. Alternative nodal
metrics provide other tools for quantifying, for example, the uniqueness of the
neighbourhood of different nodes. Regular equivalence (REGE) identifies classes of
nodes of similar neighbourhood [74], while topological overlap (TO) quantifies the
structural redundancy of neighbourhoods [55]. Clearly, even if not central, a node in
a highly unique position can also be of key interest for group dynamics (its absence
may be critical), and vice versa, a highly central node may play a less important role
if there is another node of a largely overlapping neighbourhood (redundancy makes
functional replacement easier). The TO index is based on considering indirect ef-
fects in a larger neighbourhood, while other overlap indices are based on shared
direct neighbours [121] or maximal cliques [26].

Particular positions in networks, let them be central or unique, are likely to in-
dicate nodes of outstanding functional importance. These anisotropies in networks
can be largely responsible for higher-level system properties, providing the link to
the higher organisational level.

8.6 Hierarchical Organisation of Networks

There are several examples for the outstanding role of structural key player positions
in social networks (both human and animal, see [27]). Even if wolves may be the
textbook example for social hierarchy, the perfect example is provided by inverte-
brates. The tropical paper wasp species Ropalidia marginata lives in small colonies,
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where individuals show no morphological caste differentiation (they are all similar-
looking), but there is behavioural caste differentiation (showing statistically clearly
different behavioural patterns, [39, 112]). If the queen dies in the colony, a new
queen will appear within one day’s time. Under laboratory conditions, individuals
may be marked and pairwise interactions can be observed and registered. Thus, ac-
curate social networks can be produced (where nodes are individual wasps and links
are dominant/subordinate interactions). In these social networks, the position of the
reigning queen is nothing particular [124]. However, the new queen (called post-
queen) is generally of extreme centrality. It can also happen that all individuals are
directly linked to the new queen and there is no other interaction among them (100%
network centralisation, i.e. a perfect “star” topology, [12]). The functional signifi-
cance of the queen is trivial; it acts as the pacemaker of the colony, controlling all
activities. It is also of interest that as the colony becomes mature, the position of
the queen is less and less central, and finally she can become even an isolated graph
node.

The social interaction networks of yellow-bellied marmots (Marmota flaviven-
tris) are similarly heterogeneous. Here, links mean more like communication than
expression of dominance. Some individuals are less reliable, giving lower-quality
signals, and their social position (status, prestige) mirrors this. In marmot networks,
information coming from central individuals are more accepted by the others, so
these individuals have larger role in shaping group dynamics [13, 91]. The success
of the group, as a whole, mostly depends on the behaviour of these key nodes in the
social network [138]. Figure 8.1 presents the social network of a yellow-bellied mar-
mot group [13, 91]. Nodes correspond to individuals and links correspond to their
interactions. Links can be symmetric or asymmetric, as well as weak and strong (in
terms of frequency). Some individuals are isolated from the rest, while others are of
much higher centrality in the interaction network (in the figure, node size is propor-
tional to betweenness centrality). Group performance (e.g. predator avoidance) can
correlate to social network structure.

To what extent a wasp colony is prone to the attack of predators or how quickly
a marmot group realise the eagle matters a lot. Social network structure influences
the strength of interspecific interactions (e.g. predation pressure). In principle, what
is a macroscopic indicator at the highest level in animal sociology (e.g. network
centralisation) can be a subtle parameter in an ecosystem model (e.g. the rate of
a prey–predator interaction). In the top-down direction, if predators kill the Ropa-
lidia marginata wasp queen, social network centralisation will dramatically increase
soon. But it is also known that community-level patterns influence species dynam-
ics, for example, extinction chance depends on food web topology [50, 104], and all
these changes have group dynamics as the mechanistic background.

A food web can be simply defined as the collection of all populations in an
ecosystem and all the feeding (prey–predator) interactions among them. Here, we
do not discuss resolution and aggregation (nodes can be also lower and higher-level
groups, like “0–1 years old herring” or “fungivore nematodes”), do not consider
alternative interactions (e.g. mutualism, competition, facilitation) and assume that
interactions can be perfectly an unambiguously documented (there is no missing
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Fig. 8.1 Social network of a
yellow-bellied marmot group.
Some individuals can be
isolated from the rest, while
others are of much higher
importance in the interaction
network (node size is
proportional to betweenness
centrality). Data from [91],
drawing by CoSBiLab
Graph [132]

link caused by measurement error). With these simplifications, we can say that food
web position of a species can differ and can be correlated to functional importance
within the community. Some species are really richly linked to others, like small
pelagics (sardine, anchovy [24, 119]) or copepods [122] in the wasp-waist position
of marine food webs [24]. These species are of relatively high functional impor-
tance, as they serve as prey as well as predator for many other organisms. In other
cases, functional importance is encoded in the rich indirect interaction pattern. The
very first definition of keystone species [97, 98] (but see also [64, 69, 111]) dis-
cusses the disproportionate importance of the seastar Pisaster. This is a top predator
that has only a few prey “neighbours” in the food web but one of them is richly
linked. Thus, Pisaster has a number of second neighbours. Its importance is mech-
anistically realised by a type of indirect effect called “keystone predation” [85]: its
dominant prey is a superior dominant competitor on rocky shores, and without the
top-down control of Pisaster, it can competitively exclude the weaker competitors.
Species in these particular and similar network positions are largely responsible for
the higher-level system properties of ecological communities (local ecosystems).
The extinction of keystone species may trigger cascades, like in the case of the
Californian sea otter [31]. Also, there is increasing evidence that the “well-being”
of copepods is the proxy for the “health” of marine ecosystems. These structural
keystone species are to a large extent responsible for the stability, invadibility and
resilience of ecosystems [81, 105, 106]. These macroscopic, ecosystem-level prop-
erties, and other indicators (like the Finn Cycling Index [37]) determine the func-
tioning of local ecosystems within the context of larger-scale ecological landscapes.
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Fig. 8.2 The Prince William
Sound food web: node size
correlates with betweenness
centrality (a) and stochastic
simulation-based community
importance (b). Larger nodes
are more important
structurally (a) or
dynamically (b). Data
from [95], drawing by
CoSBiLab Graph [132]

Figure 8.2(a) presents the food web of Prince William Sound, Alaska. Nodes
represent species (or other functional groups) and links represent trophic interac-
tions (prey–predator). In this figure, node size correlates with a topological (be-
tweenness centrality, Fig. 8.2(a)) and a dynamical (Hurlbert response to perturba-
tion, Fig. 8.2(b); see more below) measure of community importance. Food web
topology determines how to link the part to the whole, i.e. which species may have
outstanding effects on the community. In particular, importance indices inform on
which species mostly affect ecosystem functioning, stability, vulnerability and other
macroscopic properties.

Whether a local ecosystem can develop a rich cycling structure, or whether it
is able to keep its resistance against invasions will determine large-scale ecolog-
ical processes, like subsidisation [107], the extent of dispersal or the source-sink
metapopulation dynamics of species. Macroscopic indicators of ecosystem struc-
ture (e.g. FCI) can be subtle parameters in a landscape-level metacommunity model
(e.g. low ecotrophic efficiency may make the local habitat patch a source patch,
increasing emigration rates and decreasing immigration rates). In the top-down di-
rection, landscape-level changes may also influence local community dynamics, like
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Fig. 8.3 The habitat network
topology of goshawk
(Accipiter gentilis) in NE
Spain. Node size is
proportional to betweenness
centrality. Data from [144],
drawing by CoSBiLab Graph
[132]. Note that only
topology is shown,
geographical distances and
topography are not
considered

in the case of mesopredator release following habitat fragmentation [23] or invasion
[128].

The number of metacommunity databases is small (one example is [84]), but
there are a lot of data for species-specific landscape studies [33, 59, 60, 101]. These
landscape graph models, in their simplest form, follow the patch/corridor paradigm
focusing on the assumption that the habitat of a species can be described as a net-
work, where nodes are habitat patches, links are ecological corridors and every other
part of the environment is called the matrix (not represented in the graph model [16,
127, 131]). The network analysis of landscape graphs helps to reveal the structural
constraints on spatial processes (migration, dispersal, gene flow) and provides tools
to identify key patches and key corridors mostly responsible for maintaining con-
nectivity (hence, providing quantitative priorities for conservation practise, [117]).

Figure 8.3 presents the habitat network topology of goshawk (Accipiter gentilis)
in NE Spain. Nodes represent forest habitat patches and links represent ecologi-
cal corridors. The graph is a complete graph theoretically, i.e. migration is possible
between each pair of patches, with different probability (it is a realistic approach to
birds and other flying organisms). However, cut-off values render network topology.
Corridors are defined here as transition probabilities over a threshold value (here
0.999 was used, otherwise the network is too dense for visualisation). Node size
is proportional to betweenness centrality [136]. Highly central habitat patches are
of critical importance in maintaining landscape connectivity, making thus disper-
sal and gene flow possible. The fragmentation of natural habitats is an increasingly
dangerous process, especially because it is combined with local increased distur-
bance: climatic changes may force populations to move, but in a fragmented habitat
it may not be possible. Climate change and fragmentation, separately, would prob-
ably mean much less danger. In the case of several species, maintaining landscape
connectivity seems to be the key to survival, because they approach the brink of
extinction and small, isolated populations are at extreme risk.
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8.7 Dynamics

Since biological systems are in continuous change, social animal networks, food
webs and landscape graphs are dynamical, both in terms of macroscopic proper-
ties and at the local level. Understanding this dynamics is a challenge in itself,
but also because predictions (results of network analysis) concerning the topol-
ogy/functioning relationship need to be tested. Centrality and overlap indices are
useful only if we see their predictive power. Network dynamics can be studied in a
descriptive way and by simulations of generative as well as quasi-equilibrium mod-
els.

8.7.1 Descriptive Network Dynamics

Describing time series of food webs [6, 135] is a straightforward way to under-
stand the phenology of the community. Based on the statistical analyses of these
series, it is possible to determine which components are mostly variable and which
network properties are most stable. Another question is how sensitive different net-
work analytical indices are to temporal aggregation (lumping). For example, [53]
found that certain properties of lumped food webs are really around the average
of the seasonal values, while other network indices may show extreme values for
the lumped version (in this case, their use is clearly misleading). Also, based on
statistical observations, various causal relationships have been suggested between
topology and network behaviour. In food webs, triangularity and boxicity have been
related to invadibility and prohibited species combinations [106, 123]. In signed so-
cial networks, tension caused by negative loops was used to explain the tendency
for structural balance [43, 52].

8.7.2 Simulating Network Dynamics

Generative network models may explain the origin of ecological networks. Here, for
example, game theory-based rules and graph grammars can be combined in order
to provide network time series possibly reproducing real trajectories [17]. However,
it is noted that network “generation” is the exception in most ecological systems,
while the rule is network transformation. Ecological networks are not built up step
by step from one-node stages, but rather change with the continuous transformation
of earlier networks. In a sense, today’s food webs are the “same” ones as the food
webs of the primordial soup; they have just been being continuously modified by a
(fairly large) number of compositional changes. It is very exceptional (e.g. following
a volcano eruption) that a food web needs to be built up “from zero”. Despite of
these serious limitations, generative models can be of extreme use, as they may
simulate systems behaviour far from equilibrium.
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The approach using the most data and providing the most detailed mechanis-
tic information on network dynamics is quasi-equilibrium simulation. ODE-based,
deterministic models (e.g. EcoSim [19]) have been used, for example, to develop dy-
namical community importance (keystoneness) indices for species [95, 96]. These
importance indices are based on the sensitivity analysis of the dynamical system
simulated close to equilibrium. Comparison of these functional keystone nodes and
topological keystones suggests that (1) network dynamics is easier to predict based
on the structural analysis of weighted (i.e. not binary) graphs and (2) network dy-
namics is easier to predict by nodal indices considering also indirect (i.e. not only
local) effects [61]. This may be important information, considering that one of the
key tools in modern complex network analysis is determining degree distribution
that is local and binary (hence, may not be very informative and predictive). Other
approaches investigated the relationship between network position and extinction
risk [29, 57, 114] and the effect of network topology on species substitution (regime
shift) in model marine food webs [88].

Several properties of biological systems call for stochastic dynamical models
[40, 65, 82, 109]. Stochastic, individual-based simulations of ecosystems by ap-
propriate algorithms (e.g. [25]) may provide results different from both topological
and deterministic dynamical results [72]. Such a simulation of the Prince William
Sound ecosystem, Alaska [95] makes it possible to quantify the relative community
importance of species based on sensitivity analysis (considering Hurlbert response,
see [47]). Figure 8.2 shows the relative importance of species in the Prince William
Sound food web, based on topology (betweenness centrality, Fig. 8.2(a)) and based
on sensitivity analysis of stochastic simulation (Hurlbert response, Fig. 8.2(b)). The
difference may be due to several reasons but illustrates also that a simple topological
index hardly can be used as a proxy for predicting ecosystem dynamics.

Finally, Fig. 8.4 presents a conceptual and stochastic modelling framework for
connecting the three studied organisational levels [20]. Here, individuals form a so-
cial network, species of different social networks are linked to each other in food
webs and food webs are linked to each other by spatial dynamics. Parameters de-
scribing food web dynamics are sensitive to both lower (social network density)
and higher-level (patch centrality) processes. The multi-level, hierarchical sensitiv-
ity analysis (structural and dynamical) of this model provides some insight into
the interplay of processes within social networks, food webs and landscape graphs.
For example, a general problem is to determine under which parameter combina-
tions food webs are more sensitive to the group dynamics of the constituent species
than to spatial processes in the landscape. One question to address by this model is
whether to control natural enemies or help the other local populations in the land-
scape if a particular population needs to be protected.

8.8 Outlook

Focusing on the hierarchical organisation of supraindividual biology, we empha-
sised a “vertical” integration of various types of biological networks (social network,
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Fig. 8.4 The scheme of the
hierarchical network
simulation model by [20].
Five interacting species
(A, B, C, D and E) form local
communities in four habitat
patches (1, 2, 3 and 4),
connected by ecological
corridors in a spatial
ecosystem model
(a metacommunity). Each
species is composed of
interacting individuals
forming a social network
(illustrated in patch 2)

food web, landscape graph). Apart of this, a “horizontal” approach is also possible,
and this latter one has longer traditions [36]: this would mean the comparison of
different networks at similar levels of organisation. For example, comparing social
networks (e.g. guppies to dolphins) to each other, the comparison of community
networks (food webs, social networks, e.g. [12, 83]) to each other, the integration
of ecological and economic network models [90] or, for example, the integration of
landscape graph models with certain social networks (like transportation networks,
see [133]).

Beyond biological networks at supraindividual organisational levels, the study of
key nodes in interaction networks is an increasingly relevant issue also in molecular
systems biology [71] and system-based medicine [93]. These applications follow
the same logic and they are natural extensions of the above vertical scenario. Be-
yond biological networks, network centrality analysis is applied for different kinds
of social networks [136], like transportation networks [51], terrorist networks [66]
or international relations networks [77]. In general, network analysis has deep tradi-
tions in several fields of natural and human sciences (see, for example, [68, 70, 94]).
The study of central nodes is generally a relevant issue but their role in linking sub-
systems to high-level systems may be more or less exclusive to biological systems,
considering that hierarchical organisational is a feature of natural, not necessarily of
human systems.

8.9 Closing Remarks

One way to better understand complex networks is to identify and study their par-
ticular nodes, let them be in central, unique or some other kind of critical positions
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(e.g. [4]). We begin to understand the relationship between various topological in-
dices as well as between topology and dynamics. Studying key nodes in networks,
if they are suitably identified, may provide a lot of information about the modelled
system. This is helpful for better understanding the system itself, making predic-
tions about its behaviour and, for our particular present interest, understand the link
between hierarchically embedded networks.

In the unrealistically extreme case, we aim to find the conditions for the situation
when killing an alpha male in a wolf population may alter dispersal patterns in the
landscape, through changing the structure of the particular wolf population, altering
the consumption rate of this top predator species, that cascades down in the food
web, alters relative abundances and the habitat use of several other species, and
finally changes the source-sink patterns in the metacommunity [113]. In a sense,
this line of research would be the extension of the environ theory [102] towards
several organisational levels. But this task is still very far away.
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Chapter 9
Revealing Structure of Complex Biological
Systems Using Bayesian Networks

V. Anne Smith

Abstract Bayesian networks represent statistical dependencies among variables;
they are able to model multiple types of relationships, including stochastic, non-
linear, and arbitrary combinatoric. Such flexibility has made them excellent models
for reverse-engineering structure of complex networks. This chapter reviews the use
of Bayesian networks for probing structure of biological systems. We begin with
an introduction to Bayesian networks, addressing especially issues of their inter-
pretation as relates to understanding system structure. We then cover how Bayesian
network structures are learned from data, considering a popular scoring metric, the
BDe, in detail. We finish by reviewing the uses of Bayesian networks in biologi-
cal systems to date and the concurrent advances in Bayesian network methodology
tailored for use in biology.

9.1 Introduction

Bayesian networks are a powerful statistical methodology, representing dependen-
cies and conditional relationships among a set of variables in a graphical for-
mat [65]. The idea of presenting statistical relationships using graphs can be traced
to Sewall Wright’s development of path analysis early in the twentieth century [93].
In the 1980s, the use of directed acyclic graphs (DAGs) grew for the representation
of probabilistic contingencies [43, 91], and were first called Bayesian networks by
Pearl in 1985 [64].

Bayesian networks (BNs) were initially used as expert systems [65]: human ex-
perts would be consulted to determine contingencies between a set of variables, and
the resulting Bayesian network would be used to make predictions. As such, early
learning in BNs concentrated on learning the parameters of a given structure [65].
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For, while a doctor might be able to indicate which symptoms were associated with
what disease, the precise nature of the probabilistic relationship was more accurately
assessed from data. Learning the structure of Bayesian networks initially arose from
the problem: if experts provide conflicting sets of relationships, how do we deter-
mine which is more accurate? To answer this problem, methods were developed to
score provided structures, and thus compare between them [6, 78]. However, once
a method of scoring existed, it was then a short step to dispensing with the expert
altogether: one could apply machine learning to search through possible networks
and find the best structure to explain a given data set [13, 79, 81].

Learning the structure of BNs from data has been applied in a number of do-
mains, from finding lost people [86] to understanding the interplay of variables that
lead to efficient transport systems [28]. It is based on the concept that dynamic
interactions within a network will leave traces in statistical dependence among vari-
ables; recovering these dependence relationships thus reveals the underlying net-
work dynamics. BNs have become particularly useful for probing the structure of
biological systems, and it is these applications upon which this chapter concen-
trates. We will begin with an introduction to the theory behind Bayesian networks,
address methods of structure learning, and survey BNs’ applications—and conse-
quent developments—across a number of biological systems.

9.2 Theory of Bayesian Networks

9.2.1 Definition

A Bayesian network is a graphical representation of a joint probability distribution
over a set of variables χ = {X1, . . . ,Xn}. A BN is specified by a pair 〈G,�〉. G rep-
resents a directed graph whose nodes correspond to the variables X1, . . . ,Xn; links
between nodes indicate that the child variable is statistically dependent on its par-
ent. Conditional independence among variables is read from the graph structure:
a variable Xi is conditionally independent of all of its non-descendants given its
parents in G, Pa(Xi) (Fig. 9.1). The parameters � specify the probabilistic re-
lationship of each node to its parents, P(Xi |Pa(Xi)). For example, in a discrete
Bayesian network, where all variables take on discrete values, � consists of a col-
lection of θxi |pa(Xi) = P(Xi = xi |Pa(Xi) = pa(Xi)) for each variable Xi , denoting
the probability of Xi taking on the discrete state xi given its parents Pa(Xi) hav-
ing the state set pa(Xi). The joint probability distribution specified by 〈G,�〉 is
thus:

P(X1, . . . ,Xn) =
n∏

i=1

P
(
Xi |Pa(Xi)

)
. (9.1)

This definition leads to a number of features. First, because a BN represents a
minimal set of dependencies coded in a particular factoring (equation (9.1)) of a
joint probability distribution, the graph G is restricted to be acyclic; thus BNs are
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Fig. 9.1 Example Bayesian
network. The node D is
conditionally independent of
its non-descendants (white
nodes) given its parent, B .
The joint probability
distribution specified by this
BN is P (A,B,C,D,E) =
P (A)P (B|A)P (C|B) ×
P (D|B)P (E|D)P (F |D)

Fig. 9.2 Equivalence classes in Bayesian networks. Three BNs forming an equivalence class are
shown; each BN represents a different factoring of the same joint probability distribution

always DAGs. Second, because a given joint probability distribution might have
multiple mathematically equivalent factorings that represent the same dependence
and conditional independence relationships, one probability distribution can be rep-
resented with equal validity by multiple BNs; these BNs differ only in the direction
of (some of) their links. A collection of BNs representing the same joint probability
distribution is known as an equivalence class (Fig. 9.2). A third feature relates to
discrete BNs: because each parameter θxi |pa(Xi) in a discrete BN can be specified
independently, the statistical relationship between a child and its parents is rep-
resented by arbitrary combinatorics; thus, modelling non-linear and non-additive
relationships is just as simple as any other. This ability to model statistical relation-
ships without the need to specify the form of the dependency is one of the reasons
that discrete BNs have been used in so many different domains.

9.2.2 Interpretation

To gain a more intuitive sense of what a Bayesian network means, we will take a
simple example. Consider a dog owner, who when he is able, and usually on sunny,
pleasant days, takes his dog for long walks in the park; consider three variables that
we might measure about the dog and his owner in their home: cloudiness of the
sky outside (cloud, C), whether the man is holding the dog’s leash (leash, L), and
the level of the dog’s excitement (excitement, E). We can draw a BN among these
variables as seen in Fig. 9.3(a): the dog’s excitement is dependent on his owner
holding the leash (holding the leash leads to higher probability of excitement), and
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Fig. 9.3 Dog-walking Bayesian networks. (a) BN congruent with causal interpretation of
clouds (C) leading to leash (L) leading to excitement (E). (b) BN of same equivalence class as
in (a), highlighting interpretation of links in a BN as predictive in an informative sense. (c) Vari-
ables cloud (C) and tired (T ) are jointly predictive of leash (L)

the owner holding the leash is dependent on the cloud cover (fewer clouds leads to
higher probability of holding the leash). Links in a BN are most usefully translated
to the phrase “is useful for predicting”; so here, we may say cloud is useful for
predicting leash, and leash is useful for predicting excitement.

The BN in Fig. 9.3(b) represents these variables using another member of the
same equivalence class: we see how the links are all in the opposite direction. Con-
sidering the interpretation of this network addresses an important point in BNs.
While in some cases it is possible to infer causality from links in a Bayesian net-
work [66], in most situations links in a BN refer to prediction in an informative,
rather than causal, sense. So, from the BN in Fig. 9.3(b) we see that excitement
is useful for predicting leash—this is true, because were you to observe the dog’s
excitement, you could then infer that the owner is holding the leash. The dog’s ex-
citement did not cause the owner to hold the leash (at least in our toy example here);
however, it is a useful informative cue to make a prediction about the other variable.
A similar situation occurs with the common co-occurrence of rain and open um-
brellas. While it is the presence of rain that causes people to walk about with open
umbrellas, it is possible to correctly infer that it is raining outside from the observa-
tion that people are carrying umbrellas.

In Fig. 9.3(c), we add one more variable to our example, how tired the dog owner
currently is (tired, T ). We do this to make a particular point: when a BN contains
multiple parents for one variable, all parents of a variable must be included when
interpreting dependencies. For example, from the structure in Fig. 9.3(c), we say
that cloud and tired together are useful for predicting leash; one would not want to
say only that cloud is useful for predicting leash, because it may only be useful in
the context of tired (e.g. low cloudiness may only be predictive of holding the leash
when the owner is not tired). This would be a combinatoric, non-additive relation-
ship among parents. Only with knowledge of the parameters can one say whether
multiple parents in a BN act independently or not. And in all cases they act together:
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the minimal set of dependencies in this probability distribution requires knowledge
of both tired and cloud in order to predict leash.1

9.2.3 Dynamic Bayesian Networks

As noted above, Bayesian networks are acyclic; thus, a basic BN cannot represent
cyclic features in a system like feedback loops. Because feedback loops are an ex-
pected feature of many biological systems, this has often been cited as a limitation
of BNs as applied to biology. However, if the dimension of time is considered, loops
can be modelled using dynamic Bayesian networks (DBNs) [59].

DBNs represent all variables at two (or more) points in time. In the most basic
case, there are two time slices: t and t + �t ; the only links allowed are those from
variables in t to those in t +�t , and all variables in t are linked to themselves in t +
�t . In this way, cyclic dependencies over time can be represented (Fig. 9.4(a)–(b)).
Such a DBN makes a first-order Markov assumption: the DBN can be conceptually
“rolled out” to represent more than one time slice (Fig. 9.4(c)); doing so, we can
read conditional independence from the BN structure and see that all variables in
one time slice, given their parents in the most recent time slice, are conditionally
independent of all previous times. Multi-order DBNs (Fig. 9.4(d)) and DBNs with
intra-slice connections (Fig. 9.4(e)) are also possible; these latter, of course, need to
maintain acyclicity among variables within a time slice.

Another advantage that DBNs have over static BNs—in addition to modelling
loops—is that equivalence classes cease to present a problem for causal interpre-
tation of links. While an equivalence class member of a DBN structure may exist
with links reversed in time,2 and while it may be true that knowledge of a variable
at t + �t may be useful for predicting its past value at t , the only possible causal
interpretation of the DBN is that variables in t have causal influence on variables in
t + �t . The problem of accuracy of this causal interpretation is transferred to those
shared by any inference based on observation of sequential events: did one directly
cause the other, is there an indirect relationship through an unobserved variable, or
are there unmeasured factors that contributed independently to both? When using
DBNs to model a system, in most cases the goal is to include all relevant variables
in the model; links are thus usually interpreted to represent direct causation. The
possibility of unmeasured intermediates or common influences, however, is always
prudent to keep in mind.

1It is worth noting that the addition of tired has formed a v-structure [60] that has no other equiv-
alence class representation; this thus uniquely orients all links in the BN, enabling causal interpre-
tation.
2Note that with basic DBNs, which include self-links from a variable in one time to itself in the
next, the only link reversals would be those to variables in t + �t without influence from different
variables in t : the convergence of self-links and links from other variables creates a combinatoric
v-structure (as in Fig. 9.3(c)).
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Fig. 9.4 Dynamic Bayesian networks. (a) DBN representing a cycle over time among variables
A, B , and C. (b) Cycle represented by DBN in (a). (c) DBN of (a) “rolled out” in time. Variable B

at time t + �t is conditionally independent of its non-descendents (white nodes) given its parents
in time t ; this conditional independence includes all variables prior to time t , demonstrating the
first-order Markov assumption. (d) Second-order DBN. (e) DBN with intra-time slice connections

An important consideration when modelling a system with a DBN is the validity
of the Markov assumption. If higher-order Markov relationships are called for, it is a
relatively simple matter to use DBNs with more time slices; a more serious problem
that can be encountered is when the time resolution measured from the system is
less fine than the underlying causal dynamics. For example, if measuring the num-
ber of cars at various city intersections, it would be a reasonable assumption that
the volume of cars at one intersection could be useful for predicting the volume of
cars one block away and a few minutes in the future: such dependence would have
the direct causal interpretation that the cars from one intersection travelled the in-
tervening distance during that time, and were now contributing to the count of cars
one block away. However, if instead of every few minutes, traffic density at each
intersection was measured at 9 a.m. every day, it is a less reasonable assumption
that the volume of cars at one intersection could be useful for predicting the volume
of cars at another intersection the following day. One could still build a DBN to rep-
resent this data, and perhaps even find statistical structure in it. The interpretation of
links in such a DBN would not be nearly so straightforward, and might involve more
complicated relationships mediated by features such as individuals’ expectation of
better commuting routes based on their experiences the previous day.

Thus, in systems where time series data are available, DBNs are useful for mod-
elling loops and for facilitating causal interpretation. However, when interpreting
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these networks, the level of coverage of relevant variables and the time scale of
samples as related to system dynamics should be kept in mind.

9.3 Structure Learning in Bayesian Networks

9.3.1 Overview

When using Bayesian networks to probe biological systems, the building of a fully
parameterised BN capable of making predictions is not necessarily the goal; it is the
dependency structure among variables that is of paramount interest. Identification of
these dependencies requires only determination of the graphical structure of the BN
that describes the joint probability distribution of variables in one’s data set. This is
known as structure learning of BNs.

It is generally considered that BN structure learning can be done from one of
two perspectives: (1) performing tests to identify all conditional independence rela-
tionships among measured variables (e.g. [2, 11, 52, 79]) or (2) using a score, which
indicates how well a particular BN structure describes a given data set, as the criteria
in a search to identify the best BN structure (e.g. [35]). However, Cowell [15] has
shown that the two methods can be mathematically equivalent. The scoring method
has been most commonly applied in biological systems [24, 53].

Scoring methods require heuristic search, since finding the BN with the highest
score is NP-complete [12]. A variety of search techniques are used in biological
applications, such as greedy search [96], simulated annealing [34, 89, 96], or genetic
algorithms [1, 96]. Additionally, model averaging approaches have been developed
to either provide a summary of “best” solutions from a heuristic search [34] or, as
is becoming more popular, to provide a fully Bayesian picture of the probability of
each link being in the solution [25, 37, 51].

BN scores can be subdivided into those aiming to provide a most concise descrip-
tion of both the model and the data (MDL: minimum description length [46, 81];
MML: minimum message length [87]), and those calculating a Bayesian scoring
metric (BSM) that estimates the probability of the graph given the data, P(G|D)

[2, 6, 13, 26, 35, 39, 78]. Again, there is mathematical equivalence between the two
types of scores [23]; here, we concentrate on scores calculating a BSM. The BSM
is generally represented as a log of P(G|D), and, expanded via Bayes’ rule, can be
written as:

BSM(G : D) = logP(G|D) = logP(D|G) + logP(G) − logP(D). (9.2)

In practise, P(D) is left as an uncalculated constant. The prior over graphs,
P(G), can be used to incorporate prior knowledge about network structure. We
will cover usage of P(G) tailored for biological systems later; here we address the
basic situation when there is no reason to prefer some structures over others, and
P(G), too, is left uncalculated. This leaves P(D|G) to be either calculated or ap-
proximated. As an example, we describe the direct calculation of P(D|G) using the
BDe score (Bayesian Dirichlet equivalent) [6, 13, 35, 78], which has been widely
applied to biological systems.
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9.3.2 Bayesian Dirichlet Equivalent Score

The BDe calculates the marginal probability P(D|G) for a discrete Bayesian net-
work by integrating over all possible parameter settings � for graph G:

P(D|G) =
∫

�

P (D|G,�)P (G|�)d�. (9.3)

This integration provides an inherent penalty for complexity of G; this is in contrast
to, for example, the BIC score (Bayesian Information Criterion) which asymptoti-
cally approximates P(G|D) and includes an explicit penalty for complexity based
on the dimensionality of � [35]. The integral of (9.3) is solvable, if the prior over pa-
rameters P(G|D) is assumed to be distributed in a Dirichlet manner. Details of this
derivation can be found in Heckerman [35]; here, we simply present the solution:

P(D|G) =
n∏

i=1

qi∏
j=1

{
�(αij )

�(αij + Nij )

ri∏
k=1

�(αijk + Nijk)

�(αijk)

}
, (9.4)

where n is the number of variables Xi in the set χ , qi is the number of possible
instantiations of parent states pa(Xi) of the parents of Xi , ri is the number of value
states xi of Xi , �(·) is the gamma function (continuous extension of the factorial),
αij and αijk are equivalent sample size statistics of the Dirichlet prior distribution,
and Nij and Nijk are counts in D of the number of times the parents of Xi take
on instantiation j , and the number of times the variable Xi takes on value k with
parents in instantiation j , respectively. The BDe score is then calculated from these
values in the data as the log of this probability.

Inspection of (9.4) can assist in understanding how the BDe score relates to the
data. The rightmost term, �(αijk + Nijk)/�(αijk), is higher when the counts Nijk

for the j th parent state of the ith node are concentrated in a particular child value.
Thus, the score is higher when a particular parent state is more useful for predict-
ing a particular child state: this matches the definition of statistical dependence.
The leftmost term, �(αij )/�(αij + Nij ), is higher when (1) the counts Nij are dis-
tributed evenly across parent states j and (2) there are fewer possible parent states.
The first feature simply indicates that higher scoring networks are possible when
the data set includes equal numbers of examples showing outcome across possible
combinations of parent states. The second feature is the inherent penalty for com-
plexity: more complex networks can only increase the score if the detriment from
more parents (leftmost term) is counterbalanced by increased predictive value for
the child (rightmost term) [95].

Two other considerations affect the value of the BDe score: the number of dis-
crete states qi for each variable and the value of the Dirichlet distribution’s equiva-
lent sample size (ess; used to calculate αij and αijk). In systems with actual discrete
variables, there is little the user can do to modify the effect of number of discrete
states; however, BNs are often applied to systems with continuous variables that
are then discretized for analysis. In such situations, or in ones where many states
may be collapsed into fewer, the following implications of number of discrete states
are of interest. More discrete states maintains more information present in original
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continuous data; fewer discrete states masks noise. More discrete states can lead
to more predictive power from parent to child (rightmost term in (9.4)); fewer dis-
crete states leads to greater statistical power to find relationships (leftmost term).
Thus, choosing the number of levels for discretisation represents finding a balance
between opposing influences on the accuracy of results.

In practical application in biology, a relative low number of discretisation lev-
els is usually chosen, e.g. two to four, corresponding to concepts such as “on/off”
or “low/medium/high”. Yu et al. [96] did simulation studies identifying three states
as optimal for gene regulatory networks; however, the generalisability of this result
to more complicated gene regulation or beyond genetic systems is unclear. Addi-
tionally, because statistical power for finding relationships is increased with equal
examples of parent states (leftmost term in (9.4)), using a discretisation strategy that
results in equal distribution across states is desirable. However, care must be taken
to consider the biological meaning behind values. For example, while in genetic
systems, the difference between no transcripts of a gene and one transcript (or even
a few hundred) may be of no consequence, making it is reasonable to lump zero
and other values together as “low”, in ecological systems, the difference between
no predators and a single predator can be highly biologically significant [57]. Thus,
knowledge of the system must be combined with that of the score’s properties to
choose appropriate discretisation methods.

The contribution of the Dirichlet’s ess to the BDe score is usually conceptualised
as how many data points worth of belief one has that “anything can happen”: the
higher the ess, the less statistical dependence required between variables for a link to
increase the score [80], and thus the easier it is for any link to be found. Low values
of ess (e.g. one or two) are thus used to put a high burden on the data for providing
evidence for relationships. While this is true, to gain a more detailed understanding
of the effect of the ess—and to avoid pitfalls blind extensions of this concept can
create—it is worthwhile to return to the step between (9.3) and (9.4) above. This
step is the assumption of the prior over parameters, P(G|�), to be distributed as a
Dirichlet.

The Dirichlet distribution is the extension of the beta distribution to the multi-
variate domain [45], and takes the form:

Dirichlet(θ1, . . . , θr ;α1, . . . , αr) = �(
∑r

k=1 αk)∏r
k=1 �(αk)

r∏
k=1

θ
αk−1
k , (9.5)

for r variables θ1, . . . , θr with parameters (or hyperparameters, in the context of a
prior) α1, . . . , αr .

The first issue to address is precisely what we are assuming follows a Dirichlet
distribution. Recall that in a discrete BN, � consists of a collection of θxi |pa(Xi) for
each variable Xi . These θxi |pa(Xi) form a conditional probability table (CPT) relat-
ing the probability of Xi taking on any of its values given a particular parent instan-
tiation; each element of this table can also be referred to as θijk , related to θxi |pa(Xi)

for the probability of the ith node taking on the kth value xi for the j th parent in-
stantiation pa(Xi). It is a single row of this CPT that we assume is distributed as
a Dirichlet: the prior over parameters is a Dirichlet over the variables θij1, . . . , θijr ,
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Fig. 9.5 Dirichlet distribution. Projection of log-probability density for 10,000 random deviates
of the three-variable Dirichlet distribution with equal hyperparameters α1 = α2 = α3 = α onto one
of the variables θ for (a) α = 0.5, (b) α = 1, and (c) α = 2. Note differing scales of y-axes; log of
probability density is plotted to emphasise curvature

corresponding to the parameters θijk for each of the r possible child states in the j th
row of node i’s CPT. This Dirichlet’s hyperparameters, αij1, . . . , αijr , correspond
to the αijk in (9.4); αij in (9.4) is simply a shorthand for the sum αij = ∑r

k=1 αijk .
Now that we know what we assume is distributed as a Dirichlet, it is necessary

to cover how the ess relates to the hyperparameters of this distribution. In the most
common form of the BDe score, the BDeu (Bayesian Dirichlet equivalent uniform)
[35], the hyperparameters αijk are calculated from the ess to be equal for all r child
states and q parent instantiations of node i: αijk = ess/rq , i.e. all hyperparameters
are equal in each Dirichlet distribution, and each row of the CPT for a node is
assumed to follow the same Dirichlet distribution.

With this knowledge, we can consider implications of modifying the values of
the ess. At the simplest level, we note that the higher the ess, the higher are the αijk

and αij values in (9.4). But it is more instructive to consider how adjustment to the
ess modifies the prior. The typical low values of ess lead to αijk’s that are less than
one; the Dirichlet corresponding to these hyperparameters is a U-shape (Fig. 9.5(a)).
Thus, our prior belief of the parameters in G is that the CPT table of a child node
contains probabilities which follow a U-shaped distribution: they are likely to be
very low, or very high, but less likely to be medial values. Because the distribution
is defined across a row of the CPT and is constrained to sum to one, this means
our prior belief is that any given row of the CPT most likely contains a mix of high
and low values. Such a prior is reassuringly sensible: the assumption is that if a link
exists in G, then given a parent state j , we expect some child values k to be more
probable than others, i.e. the parents are useful for predicting the child.

As we increase the ess, the camber of the Dirichlet’s U decreases until at αijk = 1
it reaches a straight line (Fig. 9.5(b)). For αijk > 1, the Dirichlet forms a hump
(Fig. 9.5(c)); the prior assumption is now that if a link exists in G, then given a
parent state j , we expect the child values k to have similar, medial probabilities.
This means that we assume the parents are of no use for predicting the child! Thus,
increasing the ess in the hope of finding more links—following the logic that a
higher ess makes links easier to reveal—can backfire, as at some point this will
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change the nature of the prior belief behind the meaning of a link in the graph. This
occurs simultaneously with increasing this prior’s strength and thus its contribution
to the posterior. Therefore, it is prudent to choose an ess which maintains αijk < 1.

As can be seen by the above discussion, the score used for identifying the best
BN to describe a data set can have a number of implications involving choices made
by the user as well as features of the data itself; much of the work in BNs applied to
biological systems relates to developing modifications to the score to take advantage
of biological knowledge (e.g. calculation of P(G) [4, 40]) or the development of
new scores tailored to the statistical properties of a system [19].

9.4 Bayesian Networks in Biology

9.4.1 Complex Biological Systems

Biology is rife with complex systems formed of networks of interacting variables;
in many cases the identities of the partners in these interactions are both unknown
and of great interest to discover. Thus, structure learning of Bayesian networks can
be a powerful tool for understanding biological systems.

The “genomic revolution” led to BNs entering biology through attempts to make
sense of the large amounts of data suddenly available in molecular biology, and par-
ticularly gene expression measured by microarrays. Molecular biology remains the
area of most popular application of structure learning of BNs in biology, despite
some rather drastic mismatches between the requirements of BNs and the avail-
able data; instead of stymying progress in this area, these challenges have lead to a
number of advances in BN methodology applied to molecular systems. BNs have
recently gained use in neuroscience, where the needs of BNs and the available data
are more congruent; additionally, the theory that neurons in fact perform Bayesian
inference [73] suggests that BNs may be highly suited to modelling this biologi-
cal domain. One more biological application of BNs is in ecology; research here is
in very early stages, but the need to understand interactions within ecological sys-
tems in the context of outside of influence from human activities and global climate
change [71] means that ecology is a very promising area for BN analysis.

9.4.2 Molecular Biology

Friedman et al. [27] first applied Bayesian networks to gene expression microarray
data with the intent to recover transcriptional regulatory networks. This was quickly
followed by a number of similar applications [33, 34, 38, 63, 68, 69].

BNs were seen to be well suited for gene regulation, for unlike other modelling
frameworks, they are capable of capturing many types of relationships expected in
molecular systems; for example, gene expression is known to be stochastic [55] and
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expected to contain non-linear features such as non-monotonic (where both high
and low levels may have suppressive effects) and non-additive (where all elements
of regulatory complex are required to be present for gene activation) relationships.
Early on, Murphy and Mian [59] suggested that DBNs could overcome the perceived
limitation of BNs’ cyclicity constraint for genetic systems, in which feedback loops
are expected to be major components. This was supported by simulation studies and
successful applications [51, 70, 76, 96]. Thus, many researchers have gone on to
develop and improve BNs and DBNs specifically for application to gene expression
data.

Because a natural question of gene regulatory interactions is whether they are
activating or suppressing, researchers developed methods of annotating links in
BNs with directional semantics. Hartemink et al. [33] enabled identification of up-
regulatory (+), down-regulatory (–), or non-monotonic links. Yu et al. [96] expanded
on this to provide an influence score giving both the sign (+/–) and magnitude
(scaled 0–1) of the relationship between two genes.

A major challenge for learning structure of BNs from microarray data is that the
data amount is relatively limited: at most several hundred data points, often around
20–50, are available. Friedman et al.’s initial application [27] used 76 gene expres-
sion data points to find static BNs; Ong et al.’s later work [63] recovered DBNs from
only 12! Because structure learning in BNs performs poorly with low data amount
[35, 88, 96], much work in the molecular realm has been geared towards enabling
more accurate recovery of BNs from limited data. Using only provided microar-
ray data, one can post-process links based on magnitude of influence score [96],
interpolate in time series [96], limit the number of parents per variable considered
[31, 95], and use conditional independence tests to provide better starting networks
for heuristic search [88]. Other methods take advantage of biological intervention
experiments (e.g. mutations, knockouts, over-expression, drug interference, etc.),
and develop BSMs and search techniques tailored for these types of experiments
[14, 18, 68, 69, 83, 94].

The large body of genomics and bioinformatics data provides an additional av-
enue to improving BN representation of gene regulation through the prior over
graphs P(G). For example, ChIP-chip (chromatin immunoprecipitation on a gene
chip) data provides information about where on a genome particular proteins bind;
this information can be used to suggest gene regulatory interactions if a transcrip-
tion factor (a protein which influences gene expression) binds upstream of a gene.
Such data can be used to rule out interactions which are not supported [34], ad-
just P(G) to give a higher probability to supported interactions while still allowing
novel interactions given strong evidence from the data [40], and even model confi-
dence in the original ChIP-chip data using P(G) [4]. P(G) can incorporate other
types of biological knowledge such as the location of binding motifs, sequences of
DNA to which a transcription factor is known to bind [40, 82, 84], and outcome of
prior intervention experiments [41]. Werhli and Husmeier [90] have developed an
extensible framework to incorporate multiple sources of prior biological knowledge
into a P(G) value simultaneously.

Other imaginative methods of incorporating prior biological knowledge into BNs
have been developed, ranging from creation of nodes representing protein com-
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plexes [40, 62] to simplifying the heuristic search [17, 47]. With all of these de-
velopments tailoring BNs to gene expression data, BNs are now being employed
to discover novel biological knowledge: for example, exploring networks related to
specific biological functions [99], identifying candidate genes for disease [50, 54],
and even using BN structure to assist in identifying binding motifs [9].

In addition to gene expression, more types of molecular data are now available in
high-throughput quantities. Metabolic flux, protein expression, and phosphoprotein
expression have been used to discover networks representing signalling pathways
[30, 49, 74]. Of particular note is Sachs et al. [74], who used phosphoprotein and
phospholipid expression to recover known signalling pathways, as well as validated
novel predicted interactions. Many of these newer molecular data types, such as
the flow cytometry measurements used by Sachs et al. [74], come in much greater
quantities (e.g. thousands of data points), and are expected to be more even more
amenable to BN analysis. Thus, molecular biology is a continuing area for develop-
ment and application of BNs.

9.4.3 Neuroscience

Neuroscience burst onto the Bayesian network structure learning scene in 2006 with
three independent applications of BNs to neural data [77, 97, 98]. Two analysed
fMRI (functional magnetic resonance imaging) data, which uses magnetic signals
from haemoglobin to measure blood flow to—and thus infer neural activity of—
regions in the brain [97, 98]; one analysed extracellular, multi-unit electrophysiol-
ogy data, which uses implanted electrodes to record action potentials from nearby
neurons, providing an activity level measure for a brain region [77].

Both Zhang et al. [97] and Zheng and Rajapakse [98] applied the BIC score for
static, continuous Gaussian BNs to recover networks among brain areas from fMRI
data of humans performing cognitive tasks. Smith et al. [77] used the BDe score to
learn discrete DBNs from electrophysiology of the auditory regions of songbirds;
theses DBNs were compared to known anatomical structure of the auditory sys-
tem, enabling evaluation of accuracy of the results. In contrast to a previous, linear-
based method of recovering neural information flow (partial directed coherence:
PDC [75]), the DBN recovered only accurate connections, corresponding to neural
information flow along physical connections in the brain [77]. This work thus gave
confidence for the ability of BNs to accurately reveal pathways of neural informa-
tion flow.

Further work analysing fMRI data has introduced the use of DBNs [7, 72]. In all
these fMRI applications, much care has been taken in the interpretation of networks
due to issues related to the time scales involved (as discussed in Sect. 9.2.3): fMRI
measures blood flow, assumed to be a proxy for neural activity, on a time scale
of seconds; however, neural activity travels between brain regions in milliseconds.
Thus, DBNs built from fMRI data cannot have the direct causal interpretation of
neural information flow from action potentials travelling down axons; instead the
connections are interpreted as reflective of slower mental dynamics [7, 72, 97, 98].
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Further work analysing electrophysiology data has concentrated on applying BNs
to spike train data; spike trains are recordings of action potentials of, not groups, but
individual neurons. The goal with electrophysiology continues to be to find BNs that
can be interpreted as direct neural signals travelling between nodes. Spike trains
have two major issues for BNs: (1) potential irregularity of the lag between the
signal from one neuron and the response of another, due to neural integration of sig-
nals over time and variations in transmission time along axons and (2) a distribution
across the discrete states of firing versus not firing that is heavily biased towards not
firing.

Eldawlatly et al. [20–22] applied the BDe to find DBNs from simulated spike
train data, showing improved recovery of DBNs over static BNs and other neural
information flow methods: PDC [75] and generalised linear models (GLM) [85].
Multiple potential time-lags between neurons were incorporated using high-order
Markov models in the DBNs [22]. Jung [42] also used the BDe on simulated spike
trains, addressing both issues presented by spike train data by recovering static BNs
with spike frequency calculated in large time bins (e.g. 150 ms). The large time
bins were expected to contain influences between neurons across multiple possible
time delays (which only range on the order of around ten or less milliseconds), and
thus result in statistical dependencies between simultaneously sampled bins; addi-
tionally, the frequency transformation enabled discretisation of a now-continuous
value [42].

Echtermeyer et al. [19] directly addressed the two issues facing spike train data
for BNs by developing a new score: the Snap Shot Score (SSS). The SSS is a like-
lihood score capturing probability of firing due to excitatory influences. It avoids
artefacts due to biased distribution of discrete states by assigning semantics and
treating firing and not firing states differently; it explicitly includes multiple time
lags through a time-averaged transformation of parent spike trains. The SSS was
shown to perform well on simulated spike trains, including with only partial ob-
servability of the simulated circuit: a highly likely situation for real data [19].

All BN applications to spike trains have thus far only evaluated accuracy in simu-
lations; however, given the growing popularity of BNs in neuroscience, applications
to real spike train data cannot be far away. Curiously, the only other BN applica-
tion to electrophysiology data to date has been in fact not to neurons, but to mus-
cles: Li [48] used the BIC to recover Gaussian BNs based on surface electromyo-
grams (sEMG), which measure electrical signals from contracting muscles using
electrodes on the skin. BNs among muscles were interpreted to be reflective of in-
teractions among their driving neural processes [48].

Because neural data can come in quantities of thousands, to tens or hundreds of
thousands, of data points, neural systems are well-suited to data-hungry BN struc-
ture learning. Other types of neural data exist: for example, calcium imaging of
individual cells, which measures the calcium influx related to neural firing [29];
electroencephalography (EEG), which measures electrical signals of neurons from
scalp electrodes; magnetoencephalography (MEG), which measures magnetic fields
produced by action potentials in the brain using superconducting quantum interfer-
ence devices (SQUIDs); and more [3]. It is very likely that BNs will soon be applied



9 Revealing Structure of Complex Biological Systems Using Bayesian Networks 199

to all these neural data types, serving an important role in future research into deci-
phering brain function.

9.4.4 Ecology

The newest biological discipline to see application of Bayesian network structure
learning is ecology. Ecological systems consist of a vast web of interacting species
and environmental characteristics, and it has been recognised that understanding
these interactions is important for understanding impact of climate change and hu-
man activities on these systems [16, 67, 71]. However, revealing ecological net-
works has until now required detailed field data of interaction events or been limited
to simple statistical methods or to small, simple systems (e.g. [44, 56]). BNs repre-
sent a way to reveal ecological network structure using species counts and environ-
mental measures that are relatively easy to obtain.

Milns et al. [57] applied the BDe score to recover static BNs of bird and habitat
interactions in the Peak District National Park. In order to handle difficulties pre-
sented by biased distributions of discrete states and inconsistent search, they devel-
oped advances in pre-processing of contingencies and in model averaging of search
results. The recovered BNs corresponded to known species and habitat interactions,
providing confidence for BN application in ecology [57].

Additionally, the BNs provided useful insights into the system and avenues for
further research. In particular, interactions depended upon the spatial scale analysed;
this suggested that the spatially explicit ecological data, which consisted of counts in
different physical locations, may provide an arena for development of BNs tailored
for spatial analysis [57]. Since much neural data also comes in a spatially explicit
form, and many molecular processes occur in defined cellular locations (although
this is not yet subject to high-throughput measurement), such BN development for
ecological systems may prove synergistic for other areas of biology.

9.5 Conclusion

Bayesian network structure learning in biology has rapidly expanded from initial
application in 2000, to include—in less than a decade—many types of biological
data across molecular, neural, and ecological sciences. BNs are likely to continue
to spread within these disciplines, as well as potentially into other areas of biology.
There are now a number of tools available for BN structure learning in biology,
variously tailored to a particular system or general for all BNs: two related Matlab
toolboxes [36, 58], three packages for the open source statistical software R [5, 8,
10], three standalone applications [19, 32, 92], and two web interfaces [61, 92]. Easy
access by biologists to such tools suggests BNs will continue to spread in biological
application.
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While this chapter has concentrated on the benefits that BNs have for biology,
in doing so we have seen the benefits biology has had for BNs. Structure learning
in BNs entered biology through the molecular realm, where limitations of available
data lead to advances in dealing with low data amount, heuristic search, incorpora-
tion of prior information, and scoring metrics. BNs have only recently been applied
to neural data, and already a new BN score has been developed. The single appli-
cation of BNs to ecology necessitated its own advances. Thus, as BNs have found
a new home in the biological sciences, research has fed back advances which can
improve BN application in many domains.

Acknowledgements I am grateful to Dr. Charles Twardy for a critical reading of the manuscript.
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Chapter 10
Dynamics and Statistics of Extreme Events

Holger Kantz

Abstract Complex dynamics is characterized by an irregular, non-periodic time
dependence of characteristic quantities. Rare fluctuations which lead to unexpect-
edly large (or small) values are called extreme events. Since such large deviations
from the system’s mean behavior have in many applications huge impact, their sta-
tistical characterization and their dynamical origin are of relevance. We discuss re-
cent approaches, with special emphasis on dynamics on networks.

10.1 Introduction

Extreme Events as outliers in a time series have been subject to statistical analy-
sis for more than 50 years, since Gumbel has published his book on extreme value
statistics [18] (the pioneering article by Fisher and Tippett [12] is even 30 years
older). In this context, extreme events in a sequence of independently and identi-
cally distributed random variables are either the maximal values among a block of
data (i.e. the maximum in a time window), or they are defined by overcoming a pre-
defined threshold (threshold crossing). The essential result of the statistical theory
is that the distribution of such block maxima asymptotically can be described by a
three-parameter family of generalized extreme value distributions (GEV) [9]. Ex-
amples where this concept of extremes has been applied are manifold: river levels
with peaks corresponding to flooding, wind speeds with peaks representing violent
gusts, seismic activity with peaks representing earthquakes.

From a more fundamental point of view, extreme events are extraordinarily large
deviations from a system’s normal behavior, embedded in a background of everlast-
ing irregular fluctuations. In most systems, both the normal fluctuations and extreme
events are consequences of the complexity of a system’s dynamics, as we know it
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from daily weather. Only recently, attention moved from the purely statistical anal-
ysis of extreme events to the attempt of a detailed understanding of the underlying
dynamical processes [1]. Which feedback loops in a system exist so that huge de-
viations can occur? Are there precursors of such behavior, might the occurrence
of an extreme event be predictable? And what are proper scoring rules in order
to evaluate the success of a prediction? This latter issue can be easily illustrated for
earthquake prediction: If one predicts an earthquake of magnitude larger than six for
some place where such earthquakes occur less frequently than once per 100 years,
then a mis-prediction by ten days seems negligible from the physical point of view.
Nonetheless, from a practical point of view, such a prediction is rather useless, since
evacuating a city and not letting people back to their homes till it actually happened
is impossible if it happens only ten days later, and if the prediction came ten days too
late its uselessness is even more evident. So how to quantify the success or failure
of such a prediction?

Scientific approaches towards extreme events currently can be sorted according
to the following scheme:

• Statistical analysis such as Extreme Value Statistics. Since extreme events by def-
inition are in the tail of any probability distribution, they are rare, and one of the
main goals of statistical analysis is the robust estimation of these tails. A typ-
ical challenge is the extrapolation to larger observation periods: Determine the
magnitude of an event which occurs on average (in the ensemble mean) once per
century, given observations from a single time series of 50 years.

• Data driven predictions and the search for precursors are based on a different
type of statistical analysis, which employs conditional probabilities and temporal
correlations. In some sense, data driven models are more or less compact repre-
sentations of such temporal dependencies. Such an analysis aims at understanding
the dynamics behind extreme events.

• Simplistic physical models have been proposed for many different real world phe-
nomena. Among the most well known are sandpile models which are inspired by
landslides and which, in modified form, are supposed to have some relevance also
for earthquakes. They are useful to investigate particular mechanisms leading to
extreme events. Sandpile models gave rise to the concept of self organized crit-
icality (SOC). An SOC system drives itself into a critical state (no fine tuning
of parameters required), so that, for example, the frequency-magnitude distribu-
tion is scale free. Hence, arbitrarily large events might occur, and there are no
temporal correlations between successive events.

• Detailed disciplinary investigations. Since extreme events are large impact
events, many disciplines study “their” extremes with great care. Examples in-
clude hydrology and flooding, meteorology and extreme weather, traffic sciences
and infrastructure failure.

The exchange between these different approaches should be strongly enhanced
in order to make fast progress. In this article, we essentially focus on data based
predictions.
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10.2 Extreme Events in Networks

Extreme events are time dependent phenomena and hence require dynamics. In the
context of networks, extremes can therefore occur (recurrently) if either a network
with fixed topology supports some dynamics on its nodes or links (such as a static
neuronal network or a traffic network), or if there is some self-regulated dynamical
re-wiring of the network. Extremity in a network is related to the values of some
characteristic quantity which determines the performance of the network. A typical
example is network traffic and congestion. It is evident that depending on the struc-
ture of the network, the congestion of some hubs might well affect the performance
of the whole network dramatically. So the network specific issue would be how the
interaction of network dynamics and network topology enhance or suppress local
fluctuations, and whether local network failure spreads over the whole network or
not. Evident examples from real world are supply chains, transportation and infor-
mation networks, and the power grid. Extreme events are congestion and black-outs.
Less evident examples are epileptic seizures, which by some researchers are inter-
preted as a synchronization related network phenomenon [25], and perhaps civil
wars, where the breakdown of network links (re-wiring) causes a fragmentation of
society.

10.3 Return Times

A relevant statistical quantifier for an extreme event is its frequency. The mean rel-
ative frequency of occurrence is a number between zero and unity and describes the
average probability that the event occurs at an arbitrary time instance. Its inverse is
the mean return time, i.e. the mean time elapsing between two successive events. If
events occur independently of each other, then the probability of occurrence is the
same at every time instance, and hence the return times are exponentially distributed
(a simple point process). A non-exponential return time distribution therefore con-
tains additional information about the extremes.

Two relevant cases are known from the study of experimental data and from
simple model simulations: First, return time distributions can have a single hump
with a maximum at some non-zero value. This means that the time intervals between
successive events tend to assume a typical value, i.e. these extremes are occurring
more regularly, and in particular the occurrence a new event right after an event is
quite improbable. Examples for this behavior can be found in [3, 14].

The other observed situation is that events might occur as clusters in time. One
example for this behavior is the occurrence of earthquakes in earthquake cata-
logues [22] and models [8]. Inside such a cluster, inter-event times can be quite
short, whereas the times in between two clusters can be very long: the system has
episodes of activity and episodes of passivity. The return time distribution has, com-
pared to the exponential distribution, more weight around zero and more weight in
the tail at large times. It turns out that such behavior is related to long range correla-
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tions and that under suitable assumptions the corresponding return time distribution
is a stretched exponential [2, 6] or a Weibull-distribution [24] (which in this context
has nothing to do with GEV).

10.4 Prediction of Extreme Events

Weather forecast is sometimes a forecast of extremes: A detailed physical model
which contains a relevant subset of the physical and thermodynamic processes in
the atmosphere is fed with the current atmospheric state as initial condition, and
a numerical solution over the following 5–10 days is computed. If this solution
displays an extreme weather condition, one could thereby predict an extreme event.
There are many subtleties in this process which are responsible for the fact that
weather forecasts cannot be obtained by a desktop computer, using initial conditions
to be downloaded from the Internet, but are instead produced with huge manpower
and huge computer power by large weather services. But, in principle, one could
consider applying the same scheme to the prediction of earthquakes, of stock market
crashes or of epileptic seizures.

The reason that this is not always the optimal way is twofold: in many situations
the physical understanding of the system is much worse than in the case of the atmo-
sphere. This is in particular true for the three examples: earthquakes, stock market,
epileptic seizure. Secondly, in most cases, one is not interested in the every-day pre-
diction of normal short term fluctuations, so that the high effort would not pay off.
The whole weather prediction business is not sustained because of the few extremes
which are thereby predicted, but because the detailed knowledge of the weather it-
self is required. This is different in epileptic seizures or seismicity. Nobody wants to
know a prediction of one’s EEG as long as it does not represent an epileptic seizure.
Therefore, in many situations the approach will not be to set up a detailed model of
the system and to predict the details of the system’s behavior. The simpler approach
will be to search for a classifier which simply tells us whether at a lead time of a
fixed number of hours an extreme event will happen, given the current state of the
system. As an extension of this deterministic or “point prediction” one can issue
probabilistic predictions, which tell us the probability that at the given time in the
future an event will happen. Depending on one’s own cost function, one can use the
predicted probability to draw one’s own conclusions.

Re-phrasing the last paragraph, a probabilistic prediction scheme for extreme
events is a conditional probability of the event to take place (at a fixed time in the
future) under the condition that the current state of the system is as what we know
about it. It is evident that this conditional probability, in principle, is well defined
but that it might be difficult to obtain it in practice. It is this latter aspect which gives
rise to different schemes and different terminology.

Probabilistic predictions require also to think about scoring rules. The predictor
delivers the value of a probability, whereas the observation (which in this context
is called the “verification”), is a binary variable: Either there is (according to the
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pre-defined notion) an extreme event, or there is not. How to compare these two
different types of variables?

A first relevant requirement is reliability. If we have a large set of prediction trials,
then we can form a sub-sample of those where the predicted probability was x. Let
us assume that this set has N members. The implicit claim is that these N cases stem
from a sample where the chance for the event to follow was x, i.e. this set should
contain xN cases where actually an event followed. This test has to be successful for
all possible values of x ∈ [0,1] and in practice can only be done by suitable binning.
If the prediction scheme does not pass this test, one can re-calibrate the predicted
probabilities. In any case, being reliable does not mean that a probabilistic scheme is
also useful. Imagine the very simple scheme which predicts a constant probability,
which is identical to the rate of events. Then, all prediction trials fall into a single
bin, and reliability is trivially established. But this prediction, being constant over
time, might be quite useless. Imagine that our extreme event was “snowfall of more
than 10 cm in 24 hours”, then it is evident that taking into account the seasons would
do much better than saying “this happens on average three times per year, i.e. it will
happen tomorrow with a chance of 1/122”.

One test for the predictive power of a prediction is the ROC statistics [10] which,
moreover, has the advantage that is has no explicit dependence on the rate of events.
It therefore allows comparing the predictability of quite different phenomena. The
idea behind is that prediction of extremes is a classification problem. We want to
classify the current state of the system into either creating the event or not. De-
pending on how sensitive our prediction scheme is (i.e. depending on the value the
predicted probability has to overcome in order to issue a warning), the prediction
scheme produces false alarms and misses hits. Missing an event is a quite different
failure than a false alarm, and it is evident that by tuning the sensitivity one can
reduce one of the two failures at the cost of increasing the other one. This issue is
sometimes called “sensitivity versus specificity”, where sensitivity means how many
of the occurring events have been correctly predicted, whereas specificity means
how many of the predicted events actually took place. As a side remark, this very
same issue is relevant in medical diagnostics. In a more formal setting, the ROC
statistics is suitable if the variable to be predicted can assume only two values, and
where the costs of a misprediction are not symmetric: if the future is “1” but one
predicts “0” the costs might be different from predicting “1” when the future is “0”.
In contrast, other standard error measures such as the root-mean-squared prediction
error, but also the Brier score or Ignorance [5, 16], are symmetric, since they rely
on a distance measure between prediction and verification. The other particularity
of the ROC statistics is the issue of weighting. In many error measures, one aver-
ages over a long time series as a standard time average. If, for example, the task is
to predict an earthquake which takes place once in 100 years, then predicting that
it will never take place leads to a single wrong prediction within 36,500 days of
prediction, which seems to be an impressive hit rate (36,499 correct predictions). It
will be hard to beat, but it is evidently useless. The ROC statistics therefore normal-
izes the number of correctly predicted extremes and of false alarms separately: It
is a diagram where as a function of some parameter which controls the sensitivity
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Fig. 10.1 A typical ROC
plot. The curves represent the
prediction skill of the
algorithm described in
Sect. 10.5 applied to the
sandpile model in Sect. 10.6.
The different curves represent
different magnitudes of
events to be predicted. In this
system, events are the better
predictable the larger their
magnitude mthres is
(measured in percent of the
largest possible event)

of the predictor the hit rate h is plotted versus the false alarm rate f : h = (number
of correctly predicted events)/(total number of events during all prediction trials)
and f = (number of false alarms)/(number of non-events among all prediction tri-
als).

The benchmark for every predictor in terms of the ROC-statistics is the diagonal
h = f : If on average every t time steps an event is predicted randomly, without
any correlation to the true outcome, then the hit rate and the false alarm rate would
both be 1/t . Hence, such a useless random predictor as a function of the sensitivity
parameter (which tunes t ) yields the diagonal as the ROC curve. Therefore, in order
to possess predictive power, a predictor’s ROC curve has to be above the diagonal,
and the more it is above the better it is. Depending on the specific situation one can
identify the optimal working point of the predictor, i.e. the most suitable sensitivity.
This will correspond to a point on the ROC curve which in some sense is close to the
corner (0,1), i.e. to minimum false alarm rate and maximum hit rate. Our example
from above, not predicting events at all, is zero sensitive. It does not produce false
alarms, but also does not give any hits. It corresponds to (0,0) which is evidently
not close to (0,1).

Depending on the structure in the input data and on the chosen prediction scheme,
an ROC curve might approach the optimal point (0,1) more or less closely. Even
if the approach is very good, as for the top curve in Fig. 10.1, the extreme events
might be effectively unpredictable: The ROC curve does resolve the two types of
prediction errors separately. But if the costs for false alarms one not negligible (as,
for example, the costs to evacuate a city because of an earthquake), then there might
be no working point apart from sensitivity 0 where the total costs of all false alarms
are less than the avoided costs due to correct hits. Hence, we arrive at the somehow
paradoxical situation that the ROC statistics guarantees that we are able to identify
nontrivial prediction schemes, but that the most cost efficient strategy is to use a
predictor which is optimal when weighting the costs of false alarms and of missed
hits with their absolute number of occurrences.
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10.5 Data Based Predictor of Extreme Events

Data based prediction relies on the fact that a stochastic process x(t) is completely
specified when all its joint probabilities are known. This means that in the first place
we assume that the phenomenon is not necessarily deterministic, but the determin-
istic limit is contained in this notion. Joint probabilities are probabilities that at a
couple of time instances the process assumes some specific values, pn(x(t1) = x1,
x(t2) = x2, . . . , x(tn) = xn). Here, x(t) might be a scalar or a vector, pn is a scalar
field with values between 0 and 1. The process is fully described, if we know pn

for all positive integers n and for all possible combinations of time instances tk .
From the joint probabilities, one immediately derives conditional probabilities or
transition probabilities

Pn

(
x(tn+1) = xn+1|x(tn) = xn, x(tn−1) = xn−1, . . .

)

:= pn+1(x(t1) = x1, . . . , x(tn) = xn, x(tn+1) = xn+1)

pn(x(t1) = x1, . . . , x(tn) = xn)
.

These conditional probabilities denote the probability that x assumes the value xn+1
at time tn+1, provided that the sequence of x(t)-values at times tn, tn−1, . . . was
xn, xn−1, . . . . This quantity supplies information for prediction: Having observed
the values xn, xn−1, . . . , we can read off the probability distribution for the future
value xn+1. In a general stochastic process, this probability distribution can only
become sharper if we include more conditions, i.e. if we increase n. If (in discrete
time) there exists a finite order n such that the conditional probabilities are all the
same for n′ > n, then this is a Markov process with finite memory. But even if
a process is not Markovian (and that should be true for the majority of observed
stochastic processes), then the gain of information by increasing n will decay fast
in n, so that in practice one can work with a finite n. When trying to predict extreme
events, it is often not suitable to predict the precise value of some observable (e.g.
the magnitude of seismic activity or the water level of a river) and thereafter to
decide by help of a threshold whether this is extreme or not.

It is better (and more general) to consider the following scenario: We assume
to base our prediction on a time series of a decision variable dt , where time t is
discrete. The decision variable can be univariate or vector valued, depending on the
phenomenon. Sometimes, the observable information is distributed among different
quantities which are recorded as time series, and the decision variable is a function
of these. In other words, passing from a series of measurements to a series of the
decision variable comprises all possible steps of data processing and enhancement
of the information content. It might include noise reduction by filtering of raw data,
it might include reduction of dimensionality by transformation to principal com-
ponents. What specifically is useful depends on the phenomenon and the available
data. In any case, along with the time series of the decision variable comes an event
time series Y . This series is a sequence of “0” and “1”, and Yt = 1 if and only if
there is an extreme event at time t .

Two examples should illustrate this concept: (a) Flooding of a city by a river:
here, the physical measurements might be the water level at some gauge in the river.
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These measurements might immediately form the decision time series. The event
takes place if the water level exceeds a certain threshold, i.e. the event time series
is derived from the decision time series itself. (b) An epileptic seizure: the phys-
ical observations might be measurements of the electric activity of the brain, i.e.
a multichannel EEG. Since this is a high dimensional vector of very noisy data,
data processing might be used in order to construct a nontrivial decision variable.
Noise reduction by filtering and transformation onto principal components would in
this case be standard procedures. The event series, i.e. whether there is an epileptic
seizure at time t or not, might be derived from very different sources of information.

In the spirit of stochastic processes, we now assume that all information which
in this setting is available for prediction is contained in the knowledge of the joint
probabilities P(Yt+1, dt , dt−1, . . .). Therefore, a predictor should be based on this
probability.

When searching for precursors of an extreme event, a commonly used scheme
is to identify the pattern (which in our notation is a sequence of values of the deci-
sion variable dt ) which most probably precedes the event. If during the prediction
trials a pattern similar to the precursor is observed, one would issue a warning of
the event to follow. The sensitivity of this algorithm is controlled by the tolerance
of what means “pattern similar to the precursor”. This procedure is appealingly
parsimonious in the sense that if we have a huge data set with only a few events
(say, 50 years of data and 100 events), then it is easy to identify the events and
to study the behavior of the decision variable prior to the event. This procedure
implies to search a sequence of values in dt such that the conditional probability
P(dt , dt−1, . . . |Yt+1 = 1) is maximal, whereby the conditional probability is deter-
mined from the joint probability and the marginal probability p(Y = 1). However,
one can show that this method of prediction is not optimal [20].

When using the ROC-statistics as the measure of success, then the optimal pre-
dictor is to use the conditional probability P(Yt+1 = 1|dt , dt−1, . . .), which is the
probability that an event will follow, given that a specific sequence of values of dt

has been observed. Indeed, this is also the natural choice when trying to predict
Yt+1 from dt , dt−1, . . . under the assumption that we deal with a stochastic process
in d and Y . Formally, one could also include Yt , Yt−1, . . . in the condition, but in
practice this is obsolete if the event rate is very small: The Y -values would be iden-
tical to zero almost always, so that this additional condition would not induce any
restriction.

In summary, the optimal probabilistic predictor is to use the value of the probabil-
ity P(Yt+1 = 1|dt , dt−1, . . .) for the specific values of the last values of the decision
variable as the prediction P̂t+1 of the probability that an event occurs at time t + 1.
In order to assess the success of this predictor, one can either use a skill score as it
was designed for probabilistic prediction, or one can convert the probabilistic pre-
diction into a deterministic prediction and study the ROC statistics for the latter.
The evident conversion scheme is to define a threshold probability p0 and to predict
an event to follow if and only if P̂t+1 > p0. By varying the threshold p0, one can
tune the sensitivity of the prediction scheme: For low p0 one would predict events
with a high rate, which might lead to many hits, but also to many false alarms. For
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hight p0, positive predictions will be made at a low rate, resulting in much fewer
false alarms, but potentially also in much fewer correct hits. Therefore, by varying
p0 from one to zero, one runs through the full ROC curve. Which p0 is the most
useful for predictions depends on the details of the prediction task, in particular on
the costs of false alarms and of missed hits, and on the event rate. A plausible choice
is to use such a value of p0 that the rate at which the algorithm predicts events is
identical to the event rate. There is, however, no justification that this is optimal, and
it is easy to construct counter-examples.

10.6 Prediction of Extreme Avalanches in a Sandpile Model

Extreme events are usually large impact events, and the impact could be a nonlinear
function of the event magnitude. Nonetheless, often extremity of the impact requires
extraordinary event magnitudes, and this is best seen in the phenomenon of earth-
quakes: Their magnitude is measured as the logarithm of their energy release. One
well studied physical mechanism which implies extraordinary event magnitudes is
called self organized criticality (SOC). This concept was introduced by Bak, Tang,
Wiesenfeld in 1987 [4] and means that a system drives itself into a critical state. Crit-
icality implies the lack of length and time scales because of self-similarity, and the
particular consequence of this is that distributions of typical observables are power
laws. Hence, there is no finite upper limit to event magnitudes, and there is even no
finite mean value. Very rarely, arbitrarily large events might take place. Evidently,
this can be true only in an infinite system.

In order to illustrate the concepts introduced so far, we apply them to the pre-
diction of extreme avalanches in a sandpile model of finite size. The finiteness of
the system (as it is typical of systems which surround us) is responsible for corre-
lations on which predictability is based. The sandpile model [4] mimics a growing
sandpile: sand grains drop on a pile, and if locally the slope becomes too steep, a
sand grain rolls down. It thereby has the potential to cause an avalanche. This pro-
cess leads to a heap of sand with a well defined average slope. The model of Bak,
Tang, Wiesenfeld has been shown to be critical. A particular consequence is that
the frequency-magnitude distribution for avalanches is a power law, i.e. there is no
“typical” avalanche size. In a finite system, the system size defines a length scale,
and it has been shown that no avalanche can be larger than L(L+ 1)(L+ 2)/6 [14].
Therefore, the power law of the magnitude-frequency distribution has an upper cut-
off. Beyond that, the finiteness of the system introduces temporal correlations be-
tween large avalanches: The distribution of time intervals in between two successive
extreme avalanches (defined by their magnitude exceeding a threshold) is depleted
around zero, whereas in the infinite system successive avalanches are independent
of each other and the return time distribution is therefore an exponential. This “re-
pulsion” of big avalanches allows to some degree to predict them.

Our observation time series is the sequence of magnitude values mt of avalanches.
Our event time series is derived from that. An event is an avalanche whose magni-
tude exceeds a threshold mthres, i.e. Yt = 1 iff mt ≥ mthres. Our decision variable
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is constructed from the observations using the empirical fact that large avalanches
repel each other. We form the weighted sum dt = ∑∞

i=1 simt−i with some suitable
suppression factor s, 0 < s < 1. Thereby, the value of the decision variable is large
only if very recently a very large avalanche happened. We then compute the con-
ditional probability P(Yt+1 = 1|dt ) on the range of observed d-values from a part
of the time series which one calls the training set. We then perform predictions
on another part of the time series called test set and construct the ROC curves as
explained above. From the last value d of dt we read off the predicted probability
of an avalanche to come through P̂t+1 = P(Y = 1|d = dt ) and convert that into an
alarm, if this probability exceeds some threshold. Under variation of this threshold
we find the full ROC curve [15]. As a result (Fig. 10.1), avalanches are the better
predictable the larger their magnitude mthres. The rate of correct hits at the same
rate of false alarms is larger. This phenomenon has been observed in other scenarios
of extreme events as well, such as turbulent wind gusts [19]. Here, we see that the
conditional probability P(Y = 1|d) is the more peaked the larger the magnitude of
the target avalanches. In view of practical applicability, we must confess that in this
case the ROC statistics is a bit misleading. The number of avalanches of magnitude
larger than mthres decreases when increasing mthres so much that the higher hit rate
for larger mthres at fixed false alarm rate actually leads to less hits for about the same
absolute number of false alarms. Hence, the number of false alarms per hit increases
with increasing mt , which is not what one would call improving the predictability.
In particular, if one considers that humans tend to ignore alarms when there are
too many false alarms, the prediction of very large avalanches in the SOC sandpile
model would be a complete failure. Despite the fact that the predictor is optimal in
the ROC sense, one cannot know whether different decision variables would lead
to better predictability. Hence, the predictive skill which one obtains empirically is
always a lower bound to what might be possible.

10.7 Back to Networks

Indeed, a few authors consider avalanches and similar phenomena in networks,
e.g. [11, 21]. The sandpile model lives on a square lattice with nearest neighbor
coupling. A straightforward generalization would be to define it on an arbitrary
network. Indeed, this has been done, where various motivations and applications
for sandpile-like dynamics on networks has been given. Generally speaking, the
sandpile-dynamics is a re-distribution of load from one node onto the others and
thereby a typical effect of the temporary knock-out of one node. Several authors
study how the exponents of the power law for the frequency-magnitude-distribution
depend on the network structure [17]. Also, dynamical re-wiring of the nodes ac-
cording to avalanches has been proposed [13]. It seems, however, that currently there
is no work which emphasizes the properties of extreme avalanches as a function of
the network structure, and, in particular, no work on their prediction. However, a
different SOC system, namely the Olami–Feder–Christensen (OFC) [23] model for
earthquakes, has been simulated on small world networks, and the predictability
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of extreme avalanches was qualitatively the same as in the sandpile model: Since
due to the finiteness of the system large avalanches repel each other, very large
avalanches are better predictable than just by chance [7]. However, the actual effect
of the small world property on the predictability has not yet been fully quantified
and understood.

10.8 Conclusion

Extreme events are very large deviations of a system’s behavior from normality.
Extreme events occur in all systems with complex dynamics, also in dynamical net-
works. Details of the creation of these large fluctuations are still rarely understood,
so that their prediction remains a challenge. We have presented a universal pre-
diction scheme for data based predictions (as opposed to model based predictions,
which evidently depend on the system specific model), but we have also outlined
the limits of predictability, which are the more relevant the rarer the events are.
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Chapter 11
Dynamics of Networks
of Leaky-Integrate-and-Fire Neurons

Antonio Politi and Stefano Luccioli

Abstract The dynamics of pulse-coupled leaky-integrate-and-fire neurons is dis-
cussed in networks with arbitrary structure and in the presence of delayed inter-
actions. The evolution equations are formally recasted as an event-driven map in
a general context where the pulses are assumed to have a finite width. The final
structure of the mathematical model is simple enough to allow for an easy imple-
mentation of standard nonlinear dynamics tools. We also discuss the properties of
the transient dynamics in the presence of quenched disorder (and δ-like pulses). We
find that the length of the transient depends strongly on the number N of neurons. It
can be as long as 106–107 inter-spike intervals for relatively small networks, but it
decreases upon increasing N because of the presence of stable clustered states. Fi-
nally, we discuss the same problem in the presence of randomly fluctuating synaptic
connections (annealed disorder). The stationary state turns out to be strongly af-
fected by finite-size corrections, to the extent that the number of clusters depends
on the network size even for N ≈ 20,000.

11.1 Introduction

Among all kinds of networks that play some role in the physical, biological, and
social world [37], neuronal systems are presumably the most complex ones, as they
store and process a huge amount of information and are able to do that by simul-
taneously performing many different tasks [25, 35]. The remarkable robustness of
the mammalian brain against relevant damages hints at the general nature of the un-
derlying mechanisms that are responsible for its functioning [2, 13, 23, 26]. As a
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result, even though accurate mathematical models have been developed, which de-
scribe the activity of single neurons and of their synaptic connections [15, 36, 40],
it is convenient to analyze relatively simple systems under the assumption that they
are able to reproduce (most of) the relevant phenomena exhibited by more realistic
systems. This does not dispense with testing whether and to what extent the collec-
tive behavior exhibited by such simple networks does mimic the evolution of real
brains. However, the efforts made in the last years to characterize networks of sim-
ple neurons have revealed that this is already a difficult task and it is worth studying
them also as a testbed for the development and tuning of appropriate mathematical
tools.

In this paper, we focus our attention on a class of simple neuron models that
exhibit a periodic spiking behavior in the absence of coupling. The single element
is schematically described as a so-called leaky-integrate-and-fire neuron [15] (LIF):
a dynamical system characterized by a single phase-like variable. The coupling is
the result of (inhibitory/excitatory) pulses that are sent across the system. In the last
20 years, a large amount of literature has accumulated on this subject [1, 3, 4, 6–8,
11, 30, 41]. To this literature one should also add papers devoted to the substantially
equivalent class of pulse coupled phase oscillators [17, 19].

In spite of the simplicity of the equation describing the single neuron, many in-
gredients can be naturally included which make the network evolution not so triv-
ial. We have in mind: (i) the shape of the pulses that can be assumed to be either
δ-like [30] or to have, for example, an exponential tail [1, 41]; (ii) the presence of
delay in the synaptic connections [11]; (iii) the topological structure of the network
(leaving aside the question of the synaptic dynamics) [9, 14, 24, 39]; (iv) the diver-
sity of the single neurons [28]. Altogether, the four ingredients contribute to gen-
erate a wealth of different phenomena, and it is necessary to identify those which
are truly general and robust. The attention of the first studies was focused on per-
fectly synchronized states, where all neurons follow exactly the same trajectory
[30, 39]. A complementary class of dynamical regimes, later uncovered is that of
splay states, that are characterized by a uniform distribution of the single oscillator
phases [32, 38].

A further ubiquitous regime that has been repeatedly analyzed is the spontaneous
grouping of neurons into clusters [1, 7, 11, 12, 28, 47]. It is typically induced by the
presence of delay, but it appears also for pulses of finite width. Another regime that
has attracted a considerable interest are the so-called balanced states. They have
been identified as the most appropriate candidates to reproduce the irregular back-
ground activity affecting the cerebral cortex [5, 6, 21, 42, 43]. The irregular dynam-
ics is the result of a careful “balance” between excitatory and inhibitory synapses.
Collective oscillations represent perhaps the least trivial phenomenon: the coarse-
grained evolution as revealed by, for example, the electric activity, is qualitatively
different from the microscopic dynamics of the single neurons [31, 41]. The behav-
ior is robust against the addition of noise [6, 31] and disorder [33]. Finally, given the
evidence that transient dynamics plays an important role in odor recognition [29],
some efforts have been devoted to the characterization of long lasting transients
[45, 47].
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In this paper, we first focus our attention on the introduction of a sufficiently gen-
eral formalism to describe and analyze a rather broad class networks of LIF neurons,
namely in the presence of (equal) delays, finite pulse-widths and disorder (either of
quenched or annealed type). In fact, too often different notations are adopted by
different groups of researchers, and this makes it difficult to compare the conditions
under which the various results have been obtained. Additionally, with reference
to the standard formalism, it is not always obvious to infer the relative strength of
the resulting coupling. Addressing this questions is the goal of the second section,
where we first define the model and introduce an appropriate parametrization of the
evolution equations (the technical details are presented in the appendix at the end of
the paper).

In Sect. 11.3, the set of differential equations is transformed into an event-driven
discrete-time mapping with reference to a rather general setup which, incidentally,
allows appreciating the implications of dealing with disorder, delay and pulses of
finite width. The reformulation of the original problem solves also once for all the
practical problems that are sometime encountered in the implementation of standard
dynamical-systems tools (such as the computation of Lyapunov exponents) in the
context of pulse coupled oscillators.

The rest of the paper deals with δ-like pulses. This choice is mostly dictated by
the simplicity of the corresponding model, combined with the past evidence that the
resulting phenomenology is substantially equivalent to that obtained in more realis-
tic setups. However, it is wise to recall that the δ-like case is a singular limit which
does not always coincide (for the stability properties) with the behavior of networks
with pulse-width of arbitrarily small but finite width [46]. Thus a word of caution
is needed to stress on the need to check a posteriori the general validity of result-
ing scenario. More precisely, in Sect. 11.4, we investigate the role of delay in the
(transient) irregular dynamics. The seminal paper [45] revealed that, in the absence
of delay, there is a finite parameter region where exponentially (with the number
of neurons) long and yet stable transients can be observed. This peculiar regime is
a specific instance of a more general phenomenon, the so-called stable chaos [34].
The validity of this scenario in the presence of delay has been preliminarily inves-
tigated in [20, 21, 44]. In Sect. 11.5, we pass to analyze the, in principle, simpler
setup of annealed disorder with the goal of investigating the stability properties of
the clustered states in the presence of an additional dynamical noise.

11.2 Model Definition

Networks of LIF neurons have been repeatedly investigated in the literature. In spite
of the simplicity of the single-neuron model, this choice allows exploring a rich va-
riety of setups and reproducing many different phenomena. Unfortunately, different
notations are often adopted in the literature, thus making it difficult to organize the
various results into a coherent picture. It is therefore useful to introduce suitably
rescaled variables and parameters both to single out the minimal set of relevant pa-
rameters and to discuss their physical role. As a result, the evolution equation for
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the membrane potential vi , is written as (see the appendix for the mapping between
our notations and those adopted in [20, 44])

v̇i = a − vi + g

N

∑
n:tn<t

Si,l(n)F (t − tn − τ), i = 1, . . . ,N. (11.1)

When the potential vi reaches the threshold vi = 1, it is instantaneously reset to the
value vi = 0. The parameter a, which corresponds to the rescaled external current,
sets the time scale for the Inter Spike Interval (ISI), relative to the relaxation time of
the membrane potential. The function F(t) describes the shape of the single pulse
(starting at time t = 0 and with unit area), tn’s are the firing times of the neurons
connected to neuron i, while τ is the delay time with which the pulse is received.
The parameter g measures the average pulse strength: g > 0 (g < 0) corresponds
to excitatory (inhibitory) coupling. Moreover, the matrix Si,l describes the relative
strength of the synaptic connection from neuron l to neuron i (notice that there is
no reason to expect any symmetry). As the average coupling strength is determined
by g, the connectivity matrix is normalized in such a way that 〈S〉 = 1. Finally, the
variance σ 2 of Si,l measures the strength of the disorder.

Besides the ingredients introduced so far, one may wish to include a stochastic
term to account for the uncontrollable interactions with the environment. This is the
setup often studied by Brunel et al. and can be studied with the help of mean field
approach. Here we limit ourselves to consider random connections and suggest the
interested reader to look at [7].

Often disorder is introduced by assuming that the synaptic connection from neu-
ron l to neuron i is present with a probability f . In this case, as shown in the ap-
pendix, Si,l = {1/f,0} so that 〈S〉 = 1 and σ 2 = (1 − f )/f . It is easy to check that
the highest degree of randomness is obtained in the limit of f → 0; σ 2 is a better
parameter to characterize the amount of disorder and compare different forms of
randomness.

In order to clarify the coupling mechanism and to allow for a comparison with
the standard mean-field coupling, it is necessary to understand the meaning of the
various parameters and in particular of a and g. We do so by referring to homo-
geneous networks (σ 2 = 0) in the presence of δ-like pulses. According to model
(11.1), the membrane potential of each neuron evolves independently until when a
pulse is emitted. The coupling is the indirect consequence of the dependence of the
velocity v̇i on vi itself. This is better appreciated by focusing our attention on the
evolution of the time distance between any two neurons. As long as no pulses are
received, such a distance stays constant. When a pulse is received, vi is pushed back
(we assume an inhibitory coupling, i.e. g < 0) by a fixed amount g/N . This im-
plies that the temporal distance shrinks (increases) if the potential lies in a region of
decreasing (increasing) velocity. As a result, the strength of the mutual interaction
is not related to the amplitude of the (backward) kick, but rather to its variability
as a function of vi . The discussion can be put on a more quantitative ground by
transforming the variable v into a “time-like” variable φ. In practice, it is sufficient
to integrate the equation of motion (11.1) to determine v(t) (with initial condition
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v(0) = 0) and thereby rescale the time variable in such a way that the ISI—identified
by the condition v(T ) = 1—is normalized to 1 (φ(v) = t/T ),

φ(v) := t

T
= 1

T
ln

a

a − v
(11.2)

where the phase φ ∈ [0,1] and

T = ln
a

a − 1
. (11.3)

The phase jump due to the an incoming pulse is

Δφ ≡ φ(v − g/N) − φ(v). (11.4)

In the large N limit,

Δφ = gφ′(v)

N
= geφT

aNT
. (11.5)

In the context of pulse-coupled phase oscillators [17, 19], all of this comes naturally,
as they are defined by assuming that the phase increases linearly in between spikes
(φ̇ = 1) and by introducing directly a phase-dependent shift Δφ (the so-called phase
response curve [16]). This way, one can immediately recognize the two leading
effects of receiving a spike. On the one hand, the neuron undergoes a relative average
slowing down,

Δφ = g(eT − 1)

aNT 2
= g

aN(a − 1) ln2(1 − 1/a)
≡ χ

N
(11.6)

where the last equality can be seen as the definition of the slowness parameter χ .
A second relevant parameter is the variation of Δφ, which according to the previ-

ous arguments, can be considered as more meaningful measurement of the effective
coupling strength. We propose to quantify the variation in terms of Δφmax −Δφmin.
In the large N limit, we find

G ≡ (Δφmax − Δφmin)N = g

a(a − 1) ln(1 − 1/a)
. (11.7)

χ and G are the most appropriate parameters for the characterization of networks
of pulse coupled neurons. In particular, we claim that they prove useful when func-
tionally different velocity fields have to be compared.

In Fig. 11.1, we have plotted the isolines identified by constant a and g values
in the (χ,G)-plane. By comparing the straight lines (which correspond to different
a values), one can appreciate how an increase in the external current a contributes
to decrease the effective coupling strength. The crucial role of a in determining the
effective coupling strength is further confirmed by the shape of the isolines with
constant g. In the diagram, we have inserted the two points which correspond to the
parameter values selected in [44] (diamond) and [20] (circle), respectively. One can
notice that the former choice corresponds to a rather strong coupling regime.
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Fig. 11.1 The parameter
plane as identified by the
effective coupling strength G

and the slowness parameter
χ . The solid straight lines
parameterize LIF neurons
with constant a (a = 1.1, 1.5,
2 and 3, by moving
counter-clockwise). The
dashed lines correspond to
g = 1, 2, 3, 4, and 5 (from
bottom to top). The diamond
corresponds to the parameter
values adopted in [44]; the
circle corresponds to [20]

11.3 Model Implementation

A simple inspection of (11.1) reveals that they are piecewise linear. Therefore, it
is convenient to transform the model into a discrete-time map by integrating the
differential equation between two consecutive times when discontinuities are en-
countered. There are two different types of such events: (i) the times tn when a
neuron crosses the threshold; (ii) the times tn + τ when the pulses are received. Let
us then order all such times and call t ′n the nth discontinuity which can be of either
the former or latter type.

Before going on, it is necessary to focus our attention on the field resulting from
the collection of pulses received by each single neuron. In fact, the dynamical sys-
tem as defined by the differential equations (11.1) is highly non-standard: it looks
like a non-autonomous system, although the model is autonomous (no external mod-
ulation is involved). In fact, the optimal strategy consists in formally introducing the
variable Ei which describes the field seen by neuron i,

Ei(t) = 1

N

∑
n:tn<t

Si,l(n)F (t − tn − τ). (11.8)

Under the assumption that the shape F(t) of the single pulse is the Green’s function
of a linear differential equation of order d , we can turn the above explicit definition
into

E
(d)
i =

d∑
j=1

bi,jE
(j−1)
i + k

N

∑
n:tn<t

Si,l(n)δ(t − tn − τ) (11.9)

where E
(d)
i denotes the d th time derivative of Ei and k is a suitable constant in-

troduced to normalize the area of the single pulse. Equations (11.1), complemented
by (11.9), identify a standard dynamical system: each neuron is described by the
membrane potential plus d variables to characterize the field. From now on, we pro-
ceed in a formal way to unravel the dynamical complexity of a generic model, while
presenting the technical details for a specific example.
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We can construct a map by integrating (11.9) from the initial condition
E

(j)
i (t ′n) = E

(j)
i (n) (with 0 ≤ j < d), vi(t

′
n) = vi(n) for a time Δt(n) that we leave

for the moment unspecified. The field equation can be formally solved, yielding

Ei(t
′
n + Δt) = Ei(n) +

d∑
j=1

ci,j eλj Δt (11.10)

where λj ’s are the eigenvalues of the linear equation (for the sake of simplicity,
we assume no degeneracy) and the coefficients ci,j are linear combinations of

E
(j)
i (n)’s. Upon replacing such an expression in (11.1), we obtain a linear differ-

ential equation with time-dependent coefficients that can be explicitly solved.
Now, it comes the problem of determining Δt(n). We start by computing the

time Δti(n) needed by each neuron to reach its threshold. Such a time is a function
only of the ith variables, Δti(n)(vi(n), {E(j)

i }). Moreover, at all times there exists a
list of times tm + τ with m ∈ {m1, . . . ,m2} such that tm < t ′n and tm + τ > t ′n. This is
the list of the pulses that have not yet been received. It may be empty, but it cannot
contain more than N items, as the delay is assumed to be (much) smaller than the
ISI, in accordance with physiological measurements, so that there cannot be more
than one pending pulse per neuron. By combining all such information, it turns out
that

Δt = min
{
(Δt)i; tm + τ

}
, i ∈ {1, . . . ,N}, m ∈ {m1, . . . ,m2}. (11.11)

If the minimum belongs to the first group, we are in front of a typical Poincaré sec-
tion: one variable is determined by the constraint identifying the surface of section,
the potential of the neuron which reaches threshold and which is reset to 0. All the
other N(d + 1) − 1 variables can be updated by implementing the above mentioned
integration schemes. If the minimum belongs to the second group, it means that a
pulse is received and the variables of the neurons that are supposed to receive it (as
dictated by the connectivity matrix) must be updated. It is here that the δ function
in (11.9) comes into play: the (d − 1)th derivative of the field is incremented by an
amount that depends on the coupling strength. Moreover, as the label of the neuron
that has emitted the spike to be received at time tm +τ can be any l ∈ {1, . . . ,N} and
since tm depends on all the d + 1 variables associated to the lth neuron, this seems
to suggest that the effective phase-space dimension is 2N(d + 1), but this would be
a wrong conclusion. To understand why this is so, consider the simple delayed map

un+1 = γuuun + γuvvn + βuun−N+1vn−N+1,

vn+1 = γvuun + γvvvn + βvun−N+1vn−N+1.

At the first sight, one is tempted to conclude that the evolution of such a map re-
quires knowing both u and v for N consecutive time steps in the past, and that the
phase-space dimension is 2N . However, this is not the case, since the only informa-
tion on the delayed state that is required is contained in the variable xn = unvn. In
other words, a simple change of variable from un and vn to, for example, un and
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xn would reveal that the true phase-space dimension is N + 1. The same is true
in our neural network, since the only past information that is required is contained
in the variables tm. Therefore, we can conclude that the “delayed” arrival of the
pulses increases the dimension only by N (the maximal number of possible pending
pulses), so that the phase-space dimension is D = N(d + 2) − 1 (having taken into
account that one is eliminated because of taking the Poincaré section). It is quite
interesting to notice that, contrary to standard models of continuous-time dynami-
cal systems with delayed feedback where the delay induces an infinite-dimensional
phase space [18], here the dimension stays finite and there are no conceptual diffi-
culties in simulating the model on a digital computer. From a practical point of view,
the correct dimensionality manifests itself as soon as the variable vn is replaced by
a time-like variable corresponding to the expected crossing time (given the current
shape of the field E). Such a variable is nothing but the generalization of the vari-
able φ mentioned in the previous section to the case of nonsingular pulses (except
for a sign and a scaling factor).

Altogether the above outlined approach has allowed transforming the initial set
of ordinary differential equations into an event-driven map which can be easily sim-
ulated numerically and studied analytically. In the last part of this section, we illus-
trate the method with reference to a specific example.

11.3.1 An Example

In this subsection we consider a pulse shape that has been repeatedly investigated in
the literature [1]

F(t) = α2tθ(t)e−αt (11.12)

where θ(x) is the Heavyside θ function and α is the inverse pulse-width. The corre-
sponding field equation is two dimensional [33]

Ëi(t) = −2αĖi(t) − α2Ei(t) + α2

N

∑
n:tn<t

Si,l(n)δ(t − tn − τ). (11.13)

Notice that this is an example of a degenerate spectrum, as the two eigenvalues are
equal to one another. Since the differential equation is of second order (d = 2), we
need two variables, namely the field Ei and its first time derivative Ėi . For the sake
of simplicity, we replace the latter with Qi := αEi + Ėi . The resulting map for the
field variables reads

Ei(n + 1) = Ei(n)e−αη + Qi(n)ηe−αη, (11.14a)

Q−
i (n + 1) = Qi(n)e−αη (11.14b)

where η denotes the yet unspecified integration time and the minus superscript
means that we have still to include the possible effect of a pulse arrival at the end of
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the time interval. At the same time, the updating rule for the membrane potential is

vi(n + 1) = vi(n)e−η + a
(
1 − e−η

) + gH
[
η,Ei(n),Qi(n)

]
(11.15)

where

H [η,E,Q] = e−η − e−αη

α − 1

(
E + Q

α − 1

)
− ηe−αη

α − 1
Q, (11.16)

(there is no need to mention the dependences on i and n here). These two equa-
tions can be used to introduce the above mentioned phase-like variable and define
its updating rule. The phase-like variable ηi(n) is nothing but the time needed by
the neuron i to reach the threshold, given the current field dynamics. This can be
determined by setting vi(n + 1) = 1 in (11.15). The resulting relationship between
η and v (for a given pair of E, Q values) is

vi(n) = a − eη
(
a + gH [η,E,Q] − 1

) = R[η,E,Q]. (11.17)

The corresponding updating rule is the trivial equation

η−
i (n + 1) = ηi(n) − η (11.18)

where the superscript again warns us that the “last minute” corrections have not
been included and where the value of η is still to be determined. In order to do so,
we have to introduce another set of variables, the arrival time ηi of the last pulse
emitted by the ith neuron (this time is infinite, if there is no pending pulse). Their
evolution rule is, obviously,

η−
i (n + 1) = ηi(n) − η. (11.19)

Now, we are in the position to determine the time η which is nothing but

η = min
{
η−

i (n), η−
i

}
. (11.20)

The knowledge of η allows completing the transformation equation. In the case
η belongs to the first set of variables, it means that the end of the time interval
corresponds to the threshold crossing of, say, the neuron m, i.e. ηm(n) = η. In this
case, the evolution equation completes as (unless stated otherwise, the index i ranges
in the whole {1,N} interval)

Qi(n + 1) = Q−
i (n + 1),

ηi(n + 1) = η−
i (n + 1), i 
= m,

ηm(n + 1) = R−1
[
0,Em(n + 1),Qm(n + 1)

]
,

ηi(n + 1) = η−
i (n + 1), i 
= m,

ηm(n + 1) = τ.

(11.21)
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In the case η belongs to the second set of variables, it means that the pulse sent by
the neuron l(n) is received by the connected neurons. With the same convention as
before,

Qi(n + 1) = Q−
i + Si,l

α2

N
,

ηi(n + 1) = R−1
[
R(η−

i ,Q−
i ,Ei),Ei,Qi

]
,

ηi(n + 1) = η−
i (n + 1), i 
= l,

ηl(n + 1) = +∞.

(11.22)

The equation for ηi (where, for the sake of clarity, we have dropped the n + 1
dependence in the r.h.s.) states that the estimated crossing time has to be readjusted
after the variable Q has been affected by the pulse arrival.

The whole dynamical model consists of (11.14a), (11.14b) and (11.17)–(11.22).
It involves 4N − 1 variables. In the case of fully homogeneous networks (all-to-
all identical couplings), there is no need to attach a different field to each neuron.
Accordingly, the number of variables reduces to 2N + 1.

This model is often studied in the limit of δ-like pulses. It is instructive to recall
that the stability property of the resulting solutions do not connect smoothly to those
of the above model in the limit α → ∞ [46]. In other words, the zero-width is
a singular limit that has to be carefully considered, especially since real pulses in
the brain have a finite width. With these words of caution, we nevertheless restrict
ourselves to neurons coupled via inhibitory δ-like pulses. In fact, in spite of its
simplicity, the corresponding setup provides a wealth of nontrivial phenomena that
need be understood.

11.4 Quenched Disorder

In this section, we study the network behavior in the presence of quenched disorder,
i.e. we assume that the geometry of the connections, as well as the synaptic strength,
does not change during the evolution.

In the case of inhibitory coupling (g < 0) and δ-like pulses, it is known that
the network exhibits a non-chaotic dynamics (the maximum Lyapunov exponent
is negative) both with and without synaptic delay [20–22, 44, 45].1 This means
that any trajectory eventually converges towards a periodic orbit. It is convenient to
introduce the recurrence time

Tr = min
{
n

∣∣ dist
(

C(n), C(m)
)
< ρ, 1 ≤ m < n

}
(11.23)

where C(n) ≡ {ηi, ηi} denotes the time-n generic configuration,2 dist is a measure of
the distance between any two configurations, and finally ρ is some fixed resolution.

1Jahnke et al. [20, 21] showed that the same holds also in the case of heterogeneity in the single
oscillator parameters and in the synaptic delays.
2As we refer to δ-like pulses, it is not necessary to invoke E and Q variables.
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Tr is the first time that the current configuration C(n) is ρ-close to a previous one
C(m∗) (where m∗ is the value of m for which the minimum is achieved in (11.23))
and T := Tr −m∗ is the period of the asymptotic orbit OT . A condition for the above
formula to be meaningful is that ρ must be smaller than the radius of the largest ball
entirely contained in the basin of attraction of OT . Numerical simulations indicate
that it is typically sufficient to set ρ ≤ 0.01. Finally, in order to define a statistically
reliable observables, it is necessary to average Tr and T both on a set of different
initial conditions and different realizations of the connectivity matrix.

With reference to a diluted (f < 1) network without delay, Zillmer et al. [45]
found that when the coupling strength g is small enough, the transient time needed
to approach the asymptotic orbit increases linearly with the number N of neurons.
On the other hand, above some critical value, the transient becomes exponentially
long in N and turns out to be effectively stationary (with the exception of an initial
time-interval of length independent of the system size). More important, the “tran-
sient” dynamics turns out to be irregular, as testified by a non zero coefficient of vari-
ation of the ISI.3 This dynamical behavior is often referred to as stable chaos [34]; it
is akin to the irregular evolution exhibited by some cellular automata. Stable chaos
has raised an increasing interest in the context of neuroscience, as a possible mech-
anism to give rise to highly irregular spike-train patterns without the need to involve
standard deterministic chaos [10].

In order to investigate the robustness of this scenario against the introduction of
delayed spikes, Zillmer et al. [44] studied the setup A defined in the appendix with
the additional constraint that each neuron has exactly the same number K = f N of
incoming connections. The typical scenario is illustrated in Fig. 11.2, where one can
see that an initial exponential growth (see small circles) of the average transient time
is followed by a rapid decrease. In the same figure, one can see that qualitatively
similar results are found once the constraint on the number of incoming links is
released. As a matter of fact, the only difference is that the initial exponential growth
extends to larger network sizes. This is coherent with the naive idea that removing
such a constraints is equivalent to slightly increasing the disorder in the network.

Moreover, in Fig. 11.2, one can follow the dependence of the average asymp-
totic period 〈T 〉 on the system size. For this choice of the parameters, 〈T 〉 follows
the same trend exhibited by the transient. This implies that the complexity of the
transient dynamics mirrors the complexity of the recurrent orbits. This is illustrated
in Fig. 11.3, where we show the raster plots of two typical periodic orbits, after
labelling the neurons according to their first firing time. The periodic orbit shown
in Fig. 11.3(a) does not reveal any special regularity, except for the ordering which
must manifest itself whenever a period is completed. A very different structure is
seen in Fig. 11.3(b), where the neurons are clearly organized in two groups (clus-
ters) which fire almost synchronously. The enlarged view plotted in the inset of
Fig. 11.3(b) allows appreciating the fine structure and the width w of each cluster.

3The coefficient of variation of a stochastic variable is nothing but the normalized standard devia-
tion.
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Fig. 11.2 Average transient
lengths 〈Tr 〉 (circle) and
average periods 〈T 〉 (open
squares) as a function of the
size of the network N . The
dashed line is an exponential
fit on 〈Tr 〉. The parameters
used are reported in
Table 11.1, setup A. The
small circles represent 〈Tr 〉 in
the presence of the constraint
discussed in the text: the
dotted vertical line indicates
the position of the peak

Fig. 11.3 Typical periodic solutions for small (N = 138) (a), and large (N = 805) (b), network
size (an enlargement in (b) shows the broadness, w, of the smeared clusters). The dashed lines
represent the periods T of the solutions. The neurons (i index) are sorted according to their firing
times. The parameters used are reported in Table 11.1, setup A

On the other hand, very recently, Jahnke et al. [21], with reference to the setup B de-
fined in the appendix, found a seemingly steady exponential increase of the transient
time. A priori, it is not obvious whether the different scenario can be attributed to
the choice of substantially different parameter values. Indeed, from Table 11.1, one
can see that the setup B refers to a much weaker coupling and a stronger disorder.
In order to clarify the issue, we have investigated this model [27] for significantly
larger system sizes than those analyzed in [21], discovering that stable clusters exist
also in this latter case and rapidly attract generic initial conditions.

In order to shed some light on the observed behavior, it is convenient to consider
the large N limit. We may think that two neurons belonging to the same cluster
are characterized by independent sets of connections, so that their initial (just after
having been reset) distance diffuses. After one ISI, i.e. after receiving a number of
order N of spikes of amplitude ≈ 1/N , it is reasonable to conjecture that their posi-
tions diffuse away by an amount of order 1/

√
N that can be considered as a rough

estimate of the cluster width. As a result we can conclude that the fluctuations due
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to the disorder are increasingly negligible. In other words, it is reasonable to assume
that for N → ∞, the dynamics coincides with that of a homogeneous network with
all parameters set as in the original model except for a zero variance σ 2.

The analysis of regular networks can therefore serve as a reference to have a
first order approximation of the phenomena expected in large disordered networks.
Ernst et al. [11, 12] have shown that in large such networks, when the delay is small
compared to the ISI of the single neuron TISI, the attractors are states composed of
clusters of synchronized oscillators, which fire exactly at the same time. In fact, the
delay typically breaks the very existence of a splay state as soon as τ < TISI/N ;
this is because the symmetry among all neurons is broken and one must distinguish
between those which are waiting for the arrival of an incoming spike and those
which are not. By replacing N with the number nc of distinct clusters, one can turn
the above inequality into a relation for the maximal number of clusters as a func-
tion of τ , nc = TISI/τ . As discussed in [11, 12], the larger the delay, the smaller
is the expected number of clusters. Depending on the initial condition, the dynam-
ics can converge towards different states characterized by both different numbers
of clusters and different populations of neurons within the clusters. Here we briefly
elucidate the interaction mechanisms. Let us consider a state where the neuron of
a given cluster is slightly perturbed. The effect of receiving a spike is to push back
the potential by some fixed amount, irrespective of the actual value. Since the ve-
locity field steadily decreases upon increasing v, the push-back effect turns into a
small decrease of the time distance and thus into an effective attraction. A different
scenario may emerge in the case of the spikes sent by the neurons belonging to the
same cluster. As long as the distance of the perturbed neuron from the reference
cluster (transformed into a time-distance δt) is smaller than τ , all neurons receive
the spikes after having been reset, and the above described stabilizing mechanism is
again at work. This mechanism accounts for the transversal stability of such states.4

If |δt | > τ and, let’s say, the single neuron lags behind, it receives the “self-spikes”,
when it is still in the low velocity region (below threshold), so that it is significantly
slowed down, i.e. it is pushed away. This asymmetric mechanism induces a cluster
destabilization for perturbations that are sufficiently large.

According to the previous argument, which predicts the perturbation induced by
the disorder to be of amplitude 1/

√
N , we can conclude that as long as N < τ−2, no

stable clusters exist and generic trajectories are obliged to wander across the phase
space until peculiar periodic orbits are found which attract them (the one reported
in Fig. 11.3(a) being one example). This explains why long transients are observed
in relatively small networks. On the other hand, for large N , many clustered states
exist, which facilitate the convergence of generic trajectories, thus contributing to
shorten the transient length as reported in Fig. 11.2.

However, we have not yet touched the most tricky point. The very existence
of a clustered state means that all the neurons are characterized by the same Inter

4The stability against perturbations of the cluster positions is a different story and requires a more
detailed analysis.
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Fig. 11.4 (a) Difference between the membrane potential of the first, vf , and last, vl , neuron
within the same cluster. Data refers to a periodic orbit composed of eight clusters in a network with
N = 5,000 neurons. (b) Raster plot of the crossing times of the threshold v = 0.3 in a network of
N = 10,000 neurons. Neurons are labelled according to their corresponding cluster (as determined
when the physical threshold v = 1 is crossed). In both figures, the parameters are as reported in
Table 11.1, setup B

Spike Interval, TISI. It is amazing that neurons self-organize in such states irrespec-
tive whether they receive stronger/weaker, more/less inhibitory spikes. The fluctu-
ations of the mutual distance are better appreciated in the setup B since there is a
larger number of clusters (eight, nine). With reference to this latter setup, we see in
Fig. 11.4(a), how the difference between the membrane potential of the first (vf ) and
the last (vl) neuron (within the same cluster) fluctuates in between two consecutive
spikes.

In some case the inter-spike fluctuations may be so large that single clusters mix
themselves, making almost impossible their identification far from the threshold.
This behavior can be appreciated in Fig. 11.4(b), where the crossing times of an in-
termediate threshold (v = 0.3) are reported for the neurons of the different clusters.
From the shadowed regions we see that some neurons of the sixth cluster cross the
threshold before all neurons of the fifth cluster have done so.

Some evidence of correlations spontaneously arising among the different neu-
rons, can be discovered by studying the following indicator. Given any two clusters
I , J composed respectively of NI , and NJ neurons, let us introduce

δt
I

J (j) =
NI∑
i=1

δt ij , j = 1, . . . ,NJ (11.24)

where δt ij are the temporal slowing down of the j th neuron (within cluster J ) as a
result of the spikes coming from the neurons of cluster I .

In Fig. 11.5(a), δt
I

J (j) is plotted as a function of the firing time tj , for the pair
of clusters I = 2, J = 3. There we see that the first neurons in the cluster (those
with a smaller abscissa) are slowed down less than the last neurons. This “destabi-
lizing” effect can be effectively described by approximating the cloud of points with
a straight line of slope s(I, J ) which, in this case, turns out to be s = −0.51. Quite
remarkably, s(I, J ) ≈ s(I ′, J ′) when I − J = I ′ − J ′. After averaging over pairs of
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Fig. 11.5 Measure of correlations between clusters. (a) δt
2
3 as a function of the firing times tj ,

j = 1, . . . ,NJ for clusters I = 2, J = 3; the straight line is a linear fit. (b) The average slope 〈s〉
defined as in the text as a function of the distance (I − J ) mod nc . Data refers to a network size
of N = 20,000 with a periodic orbit composed of nc = 8 clusters; the other parameters are as in
Table 11.1, setup B

clusters sitting at the same distance, we obtain the data plotted in Fig. 11.5(b). One
can see that the spikes of neurons of the previous cluster have a destabilizing effect,
while the contrary happens for the following cluster. The origin of this organization
has yet to be understood.

11.5 Annealed Disorder

Networks of LIF neurons can be studied in a different framework where the strength
of the connections between any two nodes, or the topology of the network, is not
fixed, but changes in a stochastic way during the dynamics evolution (the so-called
annealed connections). The biological motivation for referring to this kind of con-
nections relies on the fact that the synaptic transmission of a signal is a stochastic,
or unreliable [14], process. The mathematical motivation is that this setup can help
us to understand the dynamics in the presence of quenched disorder. Obviously, in
this case there are no longer periodic orbits, as the system is not deterministic.

At variance with other authors [14], who consider the synaptic strengths to
be dichotomic variables, here they can assume a whole range of different values
(see (11.28)). Accordingly, P(S) represents the probability for a generic neuron to
receive a spike of strength S whenever any other neuron reaches its threshold.

Also in the annealed case, when the delay is much smaller than the ISI of the
single neuron, the typical stationary state is composed of clusters of neurons firing
within a narrow time window of the order of magnitude of the delay τ . However, at
variance with quenched disorder, where many stable cluster states co-exist that are
characterized by different populations of neurons, here the fluctuating connections
induce a continuous exchange of neurons between neighboring clusters [14]. As
a result, the dynamics relaxes towards a maximum entropy state, characterized by
evenly spaced clusters of equal sizes. One instance of the dynamics is illustrated
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Fig. 11.6 Networks of LIF with annealed connections. (a) Firing neuron, labelled with index i, as
a function of the time in the stationary state for N = 5,000. (b) Number of neurons within clusters,
Nc , as a function of the time in approaching the stationary state for N = 40,000. If the neurons
are sorted according to their firing times, as in Fig. 11.10, one gets in both cases that the stationary
state is composed of eight clusters

in Fig. 11.6(a), where the raster plot refers to the stationary state of a network with
N = 5,000 neurons, in the presence of eight clusters. In other words, the average ISI
corresponds to the distance between a given cluster and the eighth successive one.
The convergence towards the asymptotic state can be appreciated in Fig. 11.6(b),
where the population of each cluster is plotted as a function of time.5 There, we see
that after some oscillations, the populations of the eight clusters become soon equal
to one another (apart from unavoidable statistical fluctuations).

11.5.1 Cluster Width

In order to compare the behavior of quenched and annealed systems for different
network sizes, it is convenient to focus our attention on the spreading of each cluster.
We do that by introducing two indicators: the width w, equal to the time distance
between the first and the last firing event, and the standard deviation Σ of the firing
times inside a cluster. In both cases, it is first necessary to identify all the spikes
which belong to the same cluster. As shown in Fig. 11.7, this is not a difficult task:
the only problem may be the isolated spikes coming from neurons that are occasion-
ally travelling across different clusters, that must be carefully identified and removed
from the counting.

In Fig. 11.8, the two indicators are plotted versus the system size for both
quenched and annealed disorder. There, we see that quenched disorder is always
characterized by a smaller spreading. Moreover, we see that up to N ≈ 5,000 both

5The simulation is started from a random uniform distribution of the membrane potentials in a
network of N = 40,000 neurons.
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Fig. 11.7 Enlarged view of
the spiking times in two
consecutive clusters for a
network of N = 10,000:
w represents the distance
between the first and the last
firing event within a cluster
(i labels the firing neuron)

Fig. 11.8 Broadness of clusters as a function of the size of the network for quenched (open sym-
bols) and annealed (full symbols) connections; circles and squares refer respectively to Σ and
w. The horizontal dotted line indicates the value of the synaptic delay; the dashed line is a pow-
er-law fit giving an exponent of ≈ −0.49. The stars represent the standard deviation Σ in the
annealed framework for a seven-clusters state (see the text and Fig. 11.9). Data corresponding to
the quenched case have been averaged over about hundred different realizations of the disorder

setups are characterized by a similar decreasing trend. For quenched disorder, the
decreasing trend continues smoothly for larger network sizes and appears to be con-
sistent with a standard 1/

√
N statistical law (see the dashed line with slope −0.49,

which is the result of a power-law fit of the last five points). On the other hand, in
the annealed case, in between N = 10,000 and N = 40,000, the standard deviation
Σ does even exhibit a small increase!

A first indication that something anomalous is happening comes from the number
of clusters which, for N >≈ 60,000 passes from eight to seven, suggesting a sort of
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Fig. 11.9 (a) Transition from a unimodal to a bimodal distribution P (Δ) of firing times within a
cluster, for N = 10,000 (circles), N = 20,000 (triangles), N = 40,000 (squares), and N = 80,000
(stars), in a regime characterized by eight clusters. (b) The distribution P (Δ) for N = 40,000 in a
regime with eight clusters (dashed curve) and seven clusters (solid curve)

transition.6 To gain further insight about this phenomenon, we looked at the distri-
bution of the firing times within a cluster. We do so by referring the generic firing
time tj to an origin to, defined as the median of the spiking times within the cluster
the j th neuron belongs to. Thereby, we construct the distribution of the differences
Δ = tj − to for all spiking events in all clusters. In Fig. 11.9(a), we see a quali-
tative change upon increasing the network size from N = 10,000 to N = 20,000:
the distribution becomes bimodal. The presence of two peaks is responsible for the
anomalous increase of the standard deviation. For larger networks, the second peak
in P(Δ) becomes so small that for N > 40,000 it does no longer appreciably con-
tribute to the standard deviation (see Fig. 11.9(a)). On the other hand, the second
peak contributes to keep the value of w above the synaptic delay τ .

11.5.2 Bistability and Inter-Cluster Fluxes

The spontaneous onset of a bimodal distribution further confirms the existence of
qualitative changes for N ≈ 40,000. In order to further clarify this issue, we have
changed the protocol used to prepare the initial conditions. Instead of choosing
randomly {vi(0)}N for a given size N , we prepare the initial conditions directly
in a state with a fixed number nc of clusters, by referring to the stationary state
{ui}M generated with a different number M of neurons. More precisely, we set
{vi(0)}N = {ui}M . If N < M , the u variables are pruned, removing (M − N)/nc

elements from each cluster. When N > M , a number (N − M)/nc of new variables
is added to each cluster, by randomly setting them equal to some of the existing
values.

6Unfortunately, testing whether this phenomenon occurs for quenched disorder, too, is beyond our
computational capability.
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Fig. 11.10 Bistability for N = 20,000: eight-clusters (a) and seven-clusters (b) state. The neurons
(i index) are sorted according to their firing times

Starting from a seven-cluster state typically obtained for M = 80,000, and de-
creasing the number of neurons, we have found that seven-cluster states exist and
are stable for N = 40,000 as well as for N = 20,000. The corresponding standard
deviations are plotted in Fig. 11.8 (see the stars); they exhibit a more natural de-
crease with the system size. If the system size is further decreased to N = 10,000,
the seven-cluster state destabilizes and the dynamics converges to the eight-cluster
state. Analogously, we have verified that the eight-cluster state is no longer sup-
ported for N = 80,000. Therefore, we conclude that in between 10,000 and 80,000
there exists a bistability between the two regimes. In that range of sizes, one should
occasionally observe jumps between the two metastable regimes. However, on the
time scales numerically accessible, we have not been able to see any switch. It would
be extremely important to develop some theory to estimate the order of magnitude
of the dwelling times.

A more detailed comparison between the two regimes can be made by look-
ing at the distribution of the firing-times (suitably shifted as discussed above). In
Fig. 11.9, we see that the bimodal distribution clearly visible in the eight-cluster
regime, is strongly depressed in the seven-cluster regime, but it does not disappear.
In other words, the bimodality does not seem to be associated with an incipient loss
of stability.

Another method to compare the two regimes is by plotting the firing times in
a raster plot where the neurons are labelled (once for all) according to the order-
ing of their first firing times. The plots obtained for N = 20,000 are presented in
Fig. 11.10, where we see that in both cases the clusters, initially well separated,
become increasingly blurred over time as a result of jumps between neighboring
clusters. Moreover, we see that this phenomenon is definitely more relevant in the
eight-cluster regime.

The inter-cluster fluxes can be studied more quantitatively in the following way.
We start labelling the clusters according to their firing order (modulus nc) and
thereby assign to each neuron the label � of the corresponding cluster. By then letting
the system evolve, each time a neuron fires we compute the difference δ� = �′ − �

between the previous and the new label; δ� = +1 (δ� = −1) corresponds to a for-
ward (resp., backward) jump. We found that δ� assumes only the values, −1, 0,
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Fig. 11.11 (a) Fluxes of neurons between clusters: circles and triangles represent the forward
(Φ+) (resp., backward (−Φ−)) flux in the eight-clusters regime; open squares represent the for-
ward flux in the seven-clusters regime. (b) Comparison of the distributions of TISI for N = 40,000
for eight-clusters (dashed curve) and seven-clusters (solid curve) state

and 1, which means that jumps occur only between neighboring clusters. Finally,
the relevant fluxes are defined as

Φ+(n) = #(δ� = +1)

n
, Φ−(n) = #(δ� = −1)

n
(11.25)

where the symbol # denotes the cardinality of the set of events identified by the
condition expressed in parentheses and we recall that the time n coincides with the
number of firing events.

In Fig. 11.11(a), the two fluxes are compared for different system sizes in the
eight-cluster regime. It is transparent that the positive flux is larger than the neg-
ative one. This means that the average ISI of the single neuron is slightly smaller
than the (macroscopic) period of the clustered regime. This is reminiscent of the
self-organized quasi periodic regime observed in networks of identical neurons in
the presence of spikes of the type (11.12) [31, 41], although in the present case
both fluxes vanish in the thermodynamic limit. In the same figure, we have plotted
also the forward flux for the seven-cluster state (the backward flux being too small
to be reliably quantified) which confirms the earlier impression that this regime is
characterized by smaller fluxes.

In order to further refine the analysis of the clustered regime, we have analyzed
the distribution P(TISI) of the single neuron ISIs. The results for N = 40,000 are
plotted in Fig. 11.11(b) both for the eight- and seven-cluster states (please note the
logarithmic scale on y-axis). Both distributions show three well separated peaks.
Having noticed that the dynamics is characterized by forward and backward jumps,
it is tempting to associate such peaks with the jumps. In order to test this natural
idea, we have plotted the relative firing time Δ (within the cluster) versus the last
ISI TISI. The results plotted in Fig. 11.12 for N = 20,000 show a clear correlation
between Δ and TISI: the small peak in the distribution P(Δ), occurring for positive
Δ values, is due to the presence of neurons with a smaller-than-average last TISI (fast
neurons). The smaller spot noticeable in the lower right corner of Fig. 11.12 suggests



11 Dynamics of Networks of Leaky-Integrate-and-Fire Neurons 237

Fig. 11.12 Time position Δ

of the neurons within the
cluster plotted versus the last
TISI for a network of
N = 20,000 neurons in the
eight-cluster regime

that a similar correlations occurs for slow neurons. The picture is completed once
we realize that the two spots contain all neurons that have just exhibited plus and
minus jumps, respectively. In other words, the multimodality in the spike times is
due to a memory effect of the inter-cluster jumps.

11.6 Summary and Perspectives

In this paper, we have discussed the behavior of networks of pulse coupled LIF neu-
rons. We have developed a formalism that allows studying such networks in the wide
context of generic pulse-shapes in the presence of both disorder and delay. More
precisely, we have found that the evolution of such networks can be described by an
event-driven map which involves (2 + d)N − 1 variables, where N is the number
of neurons and d the number of variables needed to describe the field seen by each
single neuron. This is at variance with standard dynamical systems with delayed
feedback, that are characterized by an infinite dimensional phase-space. Moreover,
we have suitably rescaled the equations and introduced two adimensional parame-
ters G and χ which quantify the effective coupling strength and the slowing down
induced by the (inhibitory) coupling. Such parameters provide a direct and instruc-
tive characterization of the system dynamics and allow for a qualitative comparison
between networks characterized by different force fields.

Next, we have extensively discussed the case of δ-like inhibitory pulses both in
the presence of quenched and annealed disorder. In the quenched case, we have ver-
ified that the dynamics always converges towards a periodic orbit. This is in agree-
ment with the known stability of such networks. Less obvious is that the conver-
gence time initially grows exponentially with the number N of neurons, becoming
as long as 106–107 time units, before decreasing down to a few hundreds of time
units. This is because upon increasing N , neuron-to-neuron fluctuations (due to the
presence of disorder) progressively decrease and the network dynamics becomes in-
creasingly akin to that of homogeneous networks. In homogeneous networks, there
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exists a huge number of clustered states that are simultaneously stable. Part of the
large degree of multistability may be ascribed to the variability of the number of
clusters, as well as of the number of neurons within each cluster. However, the
largest contribution arises from the invariance under permutation of the (identical)
neurons. The introduction of disorder breaks the invariance: some solutions are sim-
ply perturbed, giving rise to clusters of finite width, while others are destroyed. For
the parameter values that we have selected, and N -values smaller than a few hun-
dreds, the effective amplitude of the noise is such that very few clustered solutions
survive. As a result, most of the trajectories wander in a phase-space whose dimen-
sion is proportional to N and this, we believe, is the mechanism responsible for the
exponential growth of the transient dynamics. On the other hand, by further increas-
ing N , the effective noise decreases, so that the number of clustered states increases
and they can rapidly attract the transient dynamics. It would be useful to turn these
qualitative arguments into a quantitative theory, but many subtle effects enter the
game, making the development of even approximate arguments quite a difficult task.

In fact, we have preferred to turn our attention to the simpler case of networks
with annealed disorder. Because of the noise, the dynamics wanders among the dif-
ferent clustered states and one can thereby focus the attention onto the structure of
the stationary state. As already noticed in [14], the asymptotic state is characterized
by an even distribution of neurons among the various clusters. However, the num-
ber of clusters, as well as their width appears to be strongly affected by finite-size
corrections. For instance, we have seen that the typical number of clusters decreases
from eight to seven, in the N range [104,105] where it is accompanied by a bista-
bility region, where the number of clusters depends on the initial preparation, and is
characterized by a strong stability: we have never seen a switch in our simulations.
We have also discovered that the clusters are characterized by a multimodal struc-
ture, that reflects inter-cluster fluxes. Such fluxes are presumably the key point to
understand the overall loss of stability of the corresponding macroscopic solutions.

Finally, it is at least curious to notice that these qualitative changes occur in a
range of connectivity values that are similar if not even larger than that of the cere-
bral cortex (104). This suggests, that although it is certainly important to understand
the behavior of neural networks in the “thermodynamic limit”, as this represents a
0th-order approximation of the dynamics, finite-size corrections may be nonnegli-
gible.
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Appendix: Rescaling the Equations of Motion

Models of LIF neurons are often introduced by referring to different normalizations.
In order to facilitate the comparison of the results obtained by different groups,
in the following we illustrate the rescaling needed to express the equations in the
adimensional setting adopted in (11.1).
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A.1 Setup A

Zillmer et al. [44] analyze a network of N LIF neurons by referring to the equations

βV̇i = Iext − Vi + β
J

K

N∑
l=1

μi,l

∑
m

F
(
t − t

(m)
l − D

)
, i = 1, . . . ,N (11.26)

(some variable names have been changed to avoid the confusion arising from the
overlap between symbols which denote different quantities), where K is the number
of incoming links to each neuron (f = K/N is the dilution of the network); β is
the membrane time constant of the neuron; Iext is an external current and D is the
synaptic delay. Moreover, the model definition includes the reset potential Vr and
the firing threshold Vt . The parameter J with J < 0 (resp., J > 0) for inhibitory
(resp., excitatory) coupling represents the coupling strength, while the topology of
the network is defined by the connectivity matrix μi,l . The distribution P(μ) is
chosen to be dichotomic, i.e. P(μ) = (1 − f )δ(μ) + f δ(μ − 1), which implies
that the average is 〈μ〉 = f , while the variance is σ 2(μ) = f (1 − f ). Finally, the
function F(t) (that becomes a Dirac’s δ-function in the case of zero-width pulses)
describes the shape of the single pulse, while t

(m)
l represents the mth firing time of

the lth neuron.
The above equations transform into (11.1), once the following changes of vari-

ables are introduced,

• t → t/β ,
• D → τ = D/β ,
• V → v = (V − Vr)/(Vt − Vr),
• Iext → a = (Iext − Vr)/(Vt − Vr),
• J → g = J/(Vt − Vr),
• μi,j → Si,j = μi,j /〈μ〉 = μi,j /f ,

where the new distribution P(S) of connections strengths writes P(S) =
(1−f )δ(S)+f δ(S −1/f ), so that its average is equal to one as required, while the
variance is σ 2(S) = (1 − f )/f . The parameter values corresponding to this setup
are summarized in Table 11.1.

A.2 Setup B

In Jahnke et al. [20, 21] the model is defined as

V̇i = Iext − γVi +
N∑

j=1

εi,j

∑
m

F
(
t − t

(m)
j − D

)
, i = 1, . . . ,N, (11.27)
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Table 11.1 Parameters used with the two different setups. The parameter a, representing an exter-
nal input current is always larger than the firing threshold (a > 1): in this regime, non-interacting
neurons exhibit a periodic firing with a period T = ln(a/(a − 1))

a τ τ/T g f σ 2

Setup A 1.1 0.1 0.041 −5 0.869 0.15

Setup B 3.0 0.04054 0.1 −1.5 0.25 4.33

where Vr = 0, Vt = 1 and
∑N

j=1 εi,j = JT . The coupling strengths εi,j are randomly
chosen according to the distribution

P(ε) = (1 − f )δ(ε) + f 3N

2JT

H(ε)H

(
2JT

Nf 2
− ε

)
(11.28)

where H(x) is the Heaviside step function.
By performing the transformations,

• t → tγ ,
• D → τ = Dγ ,
• Iext → a = Iext/γ ,
• JT → g = JT ,
• εi,j → Si,j = εi,j /〈ε〉 = εi,jNf/JT ,

the model (11.27) can be rewritten in the form (11.1). The probability of connections
strengths becomes

P(S) = (1 − f )δ(S) + f 2

2
H(S)H(2/f − S)

so that 〈S〉 = 1, and σ 2(S) = 4/(3f ) − 1. The parameter values corresponding to
this setup are summarized in Table 11.1.
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