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Electronic Life


This is a book about people and computers. It proceeds from several fundamental assumptions:

1. People are more important than computers.

2. Much of what we believe about computers is wrong.

3. It is easy to use a computer.

4. This is fortunate, because everybody's going to have to learn.

5. It is not so easy to use a computer wisely.

6. This is unfortunate, because everybody's going to have to learn.

7. Computers can actually be a lot of fun.

8. There are people who want to put a stop to that.

The proliferation of computers in recent years has been truly phenomenal. In 1978, there were about 5,000 desk-top computers in the United States. In 1982, there were 5. million. In 1980, there were 350,000 computer terminals communicating with a large machine elsewhere; by 1982, there were 3 million such terminals. By 1990, it is estimated there will be 80 million desk-top computers in the United States. By then, if you count microprocessors in weapon systems and home appliances, there will be a billion computers throughout the world. These small, cheap powerful devices will be everywhere, and they will have altered every aspect of human life, from the way we run our societies to the way we run our personal lives.

This may not be welcome news.

Industrial societies in the twentieth century have already undergone several revolutions in life-style as a result of new technologies, but these revolutions are now clearly perceived as mixed blessings. Even the most exhilarating single moment of twentieth-century technology–landing a man on the moon–is now perceived for what it was, the first giant step in the systematic militarization of space. And the nuclear power controversy in the United States is only comprehensible as a debate over whether our society should move in the direction of more technology or not. At the moment, our disaffection with technology seems to be so complete that even environmentalists prefer acid rain to nuclear waste.[1]

But in our disillusionment, it's worth remembering that the virtues of the technological future have been consistently oversold –often by the technologists, always by the press, and frequently by consumers themselves. Technology hype has been a feature of Western life for more than a century. But the technology doesn't create its own hype. We do it to ourselves, and if we're now disappointed or feel we've made wrong choices, we have only ourselves to blame.

Second, there are plenty of places left in the world where one can live a nineteenth-century life, an eighteenth-century life, or even a tenth-century life–but few people rush to live in them. Even the most disillusioned offspring of industrial society gets a rude shock on learning what the pre-technological world is really like.

The fact that industrial technology has been transformed from a problem-solving panacea to a problem-in-itself reveals more about us than it does about technology. If we are now inclined to view technology as a mixture of good and bad, advantage and disadvantage, cost and benefit, it simply means that we have adopted a more mature view. We've grown up a little.

Taking responsibility for choices is especially important when we think about computers, because computers are going to be in everyone's hands–like handguns. This makes computers a rather different kind of technology.

In contrast, consider automobiles. The technology of personal transportation doesn't allow the individual much freedom. You can't make your own automobile; design and manufacture are controlled by large corporations. You can't use an automobile without a road; road construction is controlled by governments. With an automobile your effective choices boil down to trivial matters such as cosmetic styling and accessories.

Similarly, mass-communications technology is out of your control. You can't easily create your own newspaper or television program; as an individual, you are effectively limited to complaining about large corporations that do.

And in many other areas of technology, we as individuals have come to recognize that we are powerless to control or shape the way technology is used. Like children with seemingly omnipotent parents, we must do as we are told. We are outsiders, resigned to that role. We can snipe at technology, but we can't really do anything about it.

But this is not true of computers. Small computers should not be perceived as just one more home appliance like a television set or a radio. Televisions and radios are passive receivers. A computer can function as both transmitter and receiver of information. Especially when connected to other computers, it places considerable technological power in individual hands.

There are several potential dangers in this situation, but the most fundamental is that people will not recognize the power they have. They may continue to behave as if computers were yet another form of technology controlled by "them"–the powerful faceless corporations and government institutions. If that happens, a great opportunity will have been missed–and a great responsibility shrugged off.

I'm always amazed at the number of people who fire off flashbulbs when photographing a sunset. If you ask them why they do it, they say, "Because it's getting dark, and when it's dark you need flash." These two statements are correct. At sunset, general illumination is decreased, and flash adds light when it is dark.

Unfortunately, flash has no appreciable effect beyond ten feet. The sun is some 50 billion miles away, or about 500 trillion times too far to be reached by a flashbulb. And in any case, sunlight provides an adequate exposure long after the sun itself has set. In short, flash isn't necessary–and it doesn't do any good. Why are they firing off their flashbulbs? Because they have started with some correct information, and followed it to an absurd conclusion.

In this example, the outcome is harmless enough. But it reflects a substantial misunderstanding of the appropriate use of a camera. And it will give you a bad picture.

If you act according to a similar misunderstanding of the appropriate use of computers, the outcome may not be so harmless. Computers are powerful instruments that can be powerfully wrong when used wrongly.

Critics such as Joseph Weizenbaum fear that people will invest the computer with more authority than it deserves. In his book Computer Power and Human Reason, he raises serious issues about the impact of the computer on the unsuspecting and naïve user. Without doubt, inappropriate faith in the computer is an issue that must be faced.

But it seems to me that people will be able to see past the machine to the creator. Recognition of authorship occurs in apparently impersonal creations. For example, arcade games are increasingly advertised as the creation of one or another programmer.

I suspect the problem is self-limiting–both aroused and resolved by the machines themselves. If you fool around with a microcomputer for a while, you will get a sense of the subtleties that mechanical processes can produce. It is that sense, more than

anything else, that one needs to face a newly "computerized" world with human balance and human judgment.

Most of this cheap, miniaturized computer power comes from industries in the Santa Clara Valley in northern California. The area is so dense with computer firms that it's often called Silicon Valley. And because the business of making computers and components is so fiercely competitive, some call it Silicon Gulch.

The firms in Silicon Gulch are revolutionizing every aspect of our lives–a fact that by now they know perfectly well. You might think that the source of all this change would be the source of ideas about what it means as well. But in true American fashion, Silicon Gulch firms are out to make money, not revolutions.

Consider miniaturization. You might imagine that somebody had a vision of all these tiny, powerful computers on desks around the world, and set out to make it happen. Not so: Andrew Grove, president of Intel Corporation, points out that miniaturization is a by-product of the attempt to make cheap computing power, and not a goal in itself.

The unit of fabrication is not the individual microchip, but a round wafer of silicon about three inches in diameter. Each wafer must be etched and treated in complex ways in a process that requires several days. Therefore, the more chips you can pack onto a single wafer, the cheaper each chip will be when you finally cut the wafer up into individual chips. If you can cram 250 chips on a wafer, they'll each be cheaper than a wafer that contains only 25 chips.

Similarly, if you can cram more components into each individual chip, then the cost of computing power will be cheaper.

This mundane business truth drives the mania for miniaturization. And the fact that miniaturization is a major factor in the widespread use of microprocessors is a kind of historical accident.

Nobody really sat down and planned it that way.

Of course, plenty of firms in Silicon Gulch make whole computers, not components, and they're focused directly on how these machines will be used, and by whom. However, Apple Computer,

which really created the personal computer market, began as a garage business. The Apple was originally intended for games; the machine's inventors supposed they might sell a total of 20,000 units over a period of years. But most Apples are now used for business, and they sell at the rate of 25,000 a month.

So nobody really sat down and planned that either.

In 1979, Nolan Bushnell left Atari, having sold it to Warner Communications for $28 million. Within a year, video games had become so popular that Atari registered more than a billion dollars in sales; by 1982, the company was making back its selling price every two days.

Hard to imagine that was planned either.

The point of these stories is that nobody's in charge of the revolution. The suppliers of equipment and services have no better idea than you and I what's going on out there. It's a society-wide phenomenon.

In a sense, such an event is particularly likely to happen with computers, since the machines have no pre-determined function. For that matter, neither do computer programs. One reason why creating programs is so difficult is that after the program is written and put out into the marketplace, individual users take it and apply it to all sorts of tasks the authors never imagined. Naturally they sometimes get into trouble–and start calling the authors to complain, or to ask for help. Throughout the history of computers, the manufacturers of machines and programs have faced an almost impossible task in trying to anticipate use.

The history of the telephone provides an instructive example of what happens as a technology becomes widespread. Anyone over the age of fifty can probably remember when telephones had no dials. To make a call, you picked up the receiver and waited until an operator came on the line. You told the operator the number you wanted, and the call was placed for you. If you placed a long-distance call to some other city–a very exotic undertaking –you'd hear the operators talking to each other in their regional accents, arranging to route your call through their individual switchboards.

By the 1940s, this charming system was breaking down. There simply weren't enough operators to work the switchboards. In fact, projections of future telephone growth suggested that there weren't enough women in America–even if they all became telephone operators–to make the system run.

The solution was direct-dial telephones, which demanded all sorts of automatic switching devices and complex thingamajigs. This flashy new technology obscured a basic truth. The telephone company had actually solved the problem of insufficient operators by making everyone into his own operator. The number of telephone operators now equaled the telephone-using population.

For nearly everyone, the telephone provided the first experience of direct interaction with a computing machine. People had to learn the harsh rules of computer interaction: numbers only, and numbers presented in a specific order. The telephone responded to exactly what you dialed, whether you'd made an error or not. There was no friendly human voice to catch your mistakes. After an initial period of grumbling, people discovered they preferred direct dialing. It was faster and it was totally private. The few situations where an operator was still required, such as for overseas calls, became irritating. The fact that you couldn't do the whole thing yourself was now perceived as a flaw, not a virtue. Of course, in organizational hierarchies, telephone dialing acquired certain status connotations. Highly placed executives affected a total inability to dial for themselves, requiring their secretaries to do it for them. But virtually everyone understood this for what it was, a status ploy. No one in his right mind was really unable to dial a phone. Telephone dialing was an essential skill for everyday life.

And eventually the affectation fell away, as affectations do. A busy executive could place his own calls faster than a secretary could do it for him. And no one wanted to look as if he weren't busy.

Computers are now going through the same series of transformations. Everyone is becoming his own operator. Direct access means power; and it's becoming a necessary skill for everyday life.

But the analogy can be extended further. Just as the telephone

doesn't care where you are calling, the computer doesn't care what use you make of it. And just as the telephone company has had to go to great lengths to devise a simple direct-dial system anywhere in the world, computer programmers have gone to great lengths to devise methods that allow you to create your own programs.

Computer languages were the first step, but that's far from satisfactory for many users, who don't want to know so much about the machine. The second step was to create programs that will write your programs for you. You answer a series of questions in regular English about what you want to happen, and then the machine itself writes the new program.

Many such "code generating" programs exist. Using them, you can set up the computer any way you like, without knowledge of computer language. In short, just as you have become your own telephone operator, you become your own programmer.

With home computers, this trend started with serious business programs for accounting and data management. But it has now extended through the full range of programming, even to games; programs exist to write other game programs, so you can sit down and design the sort of game you'd like to play, without bothering to learn machine language.

It's at this point that the question of who's running the revolution becomes answered. You are. Through a series of accidents, computers have become small, cheap, and widespread. Because users employ computers for everything under the sun, programmers are being forced to create general tools to allow you to do your own programming.

These two events put you firmly in charge. You're a general, not a private. In fact, there are no privates. Step to the mirror and salute yourself–then go carry out your own orders.

This book began as practical notes for friends who had just bought home computers, and were now staring with horror at their new acquisitions. I would help them get started and leave a set of these notes for reference. Because my notes were written on a word processor, I added a little more each time. I began to get feedback.

You should have mentioned this or that, they'd tell me. The notes got longer and longer.

I began to realize that first-time computer users needed help with something not covered in most books and manuals–namely, an attitude to take toward this new kind of machine. How to think about computers, not just how to use them.

Meanwhile, I had started to develop computer programs for film production, a business that previously used no computers at all. I was plunged into a whole new world: buying minicomputer hardware, supervising programmers, and trying to convince suspicious specialists that their lives would be simpler and better (and they would not lose their jobs) if they used these machines. The new programs were easy to use, but visitors became so anxious around a computer terminal they literally couldn't recognize that they could save millions of dollars using them.

Again I was thrown back to attitudes.

In June, 1982, I attended the International Design Conference in Aspen, Colorado, and watched professionals in another field struggling with computers and what they meant. Once again, attitudes seemed critical.

Computers really are unprecedented machines in everyday life, and they do demand a whole set of new attitudes. This leaves people feeling helpless and lost.

I hope this book helps. At the very least, having written it, I can stop talking about it myself.

Because I feel that attitudes toward computers are initially more important than facts, this is a book of my opinions–or, if you prefer, my prejudices. I'm not judicious or fair; I'm telling you how I think about small computers. Other computer users may disagree. If you do, write your own book.

Second, the book is simplified, and any simplification risks inaccuracy. But I don't think beginners need fret over such details as why the IBM PC isn't a true 16-bit computer; they can pick that up later. You have to start somewhere, and most texts start at too advanced a point.

Third, this book is practical, even in its speculative discus-

sions. You can get lost in the theoretical aspects of computer art, or artificial intelligence. If you want to do so, this book won't help.

Fourth, I'm fussy about language, because language creates a structure for thinking–which is the subject of this book. Language suggests possibilities and limits, often unconsciously. I've watched beginners struggle repeatedly with terminology. The language of computers has drifted and shifted with thirty years of technological change. Indistinct words, like out-of-focus snapshots, should be discarded. I also feel certain ways of speaking should be avoided, because they imply the computer is doing something it really isn't.

Finally, this book focuses on microcomputers and minicomputers–small machines that cost from a few hundred to several thousand dollars. If you're interested in large mainframe computers, most of what I say won't be useful.








Practical Matters A to Z


Afraid of Computers


Everybody is.

The computer is a new machine. It requires new skills, new orientation, new ideas. It's changing our lives. Nobody in his right mind likes that.

Although we've all been fed a load of psychological pap that says learning is fun and challenges are exciting, human beings are inherently conservative. Change means stress. Change makes us uncomfortable and fearful.[2]

Watch people learning to drive a car. Do they appear to be having fun? Of course not. They're terrified–and dangerous besides. Watch people learning to play the piano. Are they having an exciting, challenging time? No. They're mastering feelings of frustration and boredom, trying to hit the damn keys right.

There's a fundamental truth here: human beings don't like change.

We're also told children accept change more readily than adults. If so, why must parents drag their child kicking and screaming to a new school, a new dance or music class? Why is divorce so hard on children? Why do children always oppose a change of residence?

Children tolerate change no better than adults. It's simply

more acceptable for them to resist openly–and in the end, they know they have grown-ups to soothe them and help them adjust to new things.

Since it's considered poor form for an adult to kick and scream, adults learn to reject change by more subtle mechanisms. These mechanisms protect the adult from admitting fear, but they are not healthy because they interfere with learning.

So whoever told you that you're supposed to enjoy new things is wrong. You're perfectly justified in hating new things and finding them frustrating. A certain amount of kicking and screaming is useful.

Fear of computers is normal.

But it is not helpful. People who fear computers cannot use them wisely. Either they reject the machines out of hand, and are deprived of the legitimate benefits of computers, or they accept the machines but remain so intimidated that whatever flashes up on a screen is taken as received truth. You can get into trouble either way.

Read on.

Anatomy, Computer


Faced with an unfamiliar computer, experienced programmers do an interesting thing.

They do nothing.

They stand and look at the machine. After a moment, they may make some simple observation like "Hmmm, it's got a hard disk drive," or "I see it's got a built-in printer."

What they're doing is checking out the anatomy of the machine–finding where things are. This is a logical first step before trying to operate the machine.

Beginners skip this step. Either they throw up their hands in horror and announce that computers are beyond them or they plop down at the keyboard and say, "Okay, what do I do?"

What you do first is nothing. Whether you're in a store or a home or an office, first step back and look. Take your time.

You will probably be looking at a collection of off-white boxes. Your first task is to determine which box contains the computer itself.

Do this by finding the keyboard. The computer is either built into the keyboard box (Apple II, Atari, VIC) or directly attached to it by a cable (IBM, Epson, DEC). Once you've identified where the computer is, you can stop worrying about it for now, and maybe forever.

Meanwhile, the keyboard may have upset you because it has more keys than a typewriter. Don't fret over the extra keys. A computer keyboard is basically a typewriter keyboard, no matter how many keys it has. (And in time you'll learn that the extra keys make things easier, not harder.)

Now find the disk drives. These are boxes with little slots. They may be separate, or built into the computer itself. Either way they work the same. Disk drives store information for the computer.

Even if disk drives are new to you, they're not difficult. Each drive has a little slot with a little latch. The drives take floppy disks of black plastic; you probably see some lying around nearby. Hold a disk with your thumb over the label and slide it into the slot. Close the latch. Open the latch and take the disk out. So much for disk drives.

Next find the monitor. It may be a TV set, or it may just look like one. In any case, it works like a TV. It's got an on/off switch, brightness and contrast controls. No big deal.

Now find the printer. The printer is just an electric typewriter without a keyboard.

Having located the computer, keyboard, disk drives, monitor, and printer, you've identified the essential components of the system. This is all you need to deal with at the moment.

But there may be additional things lying around. There may be a modem, to link the computer to a telephone line. There may be game paddles or a joystick for playing games. There may be a graphics tablet for drawing pictures. Don't worry about any

of this extra equipment now. Notice it exists, and ignore it.

Sit down and focus on the main computer components. You may want to label each component with a 3" X 5" card. But however you go about it, take the time to get the basic anatomy –computer, keyboard, disk drives, monitor, printer–clear in your mind.

The reason for emphasizing this spatial orientation is that a computer is a system of component parts, like a component stereo.

If you own a stereo, you probably have no idea how it actually works, and couldn't care less–but you know what each box does. If you didn't understand stereo components, you might try to tune in a radio station by twirling the knobs on your tape deck (which will get you nowhere).

Yet many beginning computer users struggle for hours through similar sorts of errors, just because they never took the time to figure out what each component does.

The minimum information you need to run a computer system is the functions of the different components.

To continue the stereo analogy, you can think of the computer as the amplifier.

The amplifier just makes music louder. It doesn't care what the music is. Yet by itself the amplifier is silent. You have to provide it with a source of music–either prerecorded records or tapes, or live signals from a radio. In addition, you have to provide the amplifier with an output device, such as speakers or headphones. Without them, the amplifier will remain silent.

Similarly, the computer is silent without a source of information, from prerecorded floppy disks or from keyboard input. And the computer also needs an output device, in this case a monitor or a printer, so you will know what is happening.

Thus a component stereo and a component computer are quite close in functions. Here's the analogy in summary:

Stereo Computer

INPUT DEVICES

Tape Deck, Phonograph Disk Drive

Tuner Keyboard

PROCESSING DEVICES

Amplifier Computer

OUTPUT DEVICES

Speakers, Headphones Screen, Printer

RECORDING DEVICES

Tape Deck Disk Drive

All this is simple enough. But note one crucial distinction between a stereo and a computer: a computer has memory and a stereo does not. Because people are not accustomed to machines with memories, the computer memory is the most difficult thing to get a "feel" for.

Read on.

Applications


Everybody wants to know "Why should I get one? What good is it to me? What do I do with it?"

When they don't get a crisp answer–and they never do–they become discouraged.

But the problem lies in the question, not the answer. In a large cosmopolitan city, if someone asked you "What kind of food is available here?" you'd probably answer that there are all kinds of food, and that the person can find whatever he wants.

But this doesn't satisfy the questioner, who now asks, "Yes, but what kind of food am I hungry for?"

That's a foolish question, yet it's the question people are really asking about computers, and not getting an answer to. Nobody can tell you what you're hungry for. And nobody can tell you how to use a computer. You'll have to decide for yourself.

Nearly 3 million small computers were sold in 1982, so a lot of people had some application in mind. It may help to know how other people use their computers. There are four main areas of use:

Business. Fifty-four percent of small machines are devoted to business applications, where they do accounting, bookkeeping, inventory, and financial planning.

Personal/Home Management. People balance their checkbooks, plan the family budget, keep track of recipes, and do word processing for personal letters.

Education. Programs are available to teach a great range of skills interactively; people learn quickly and easily this way. Word processing is valuable to older students, who frequently use a computer for nothing else.

Entertainment. The computer is the best toy in human history. Many people buy them to use as a toy, although few will admit it.

But all this may still not help you decide what you're hungry for. In that case, consider Bertie's Butler.

Bertie's Butler: Version I


Your rich Uncle Bertie in England dies, and bequeaths you his butler. Pretty soon the butler arrives on the doorstep of your house or apartment.

What in God's name are you going to do with a butler?

Your life worked perfectly fine without him. You don't have any use for a butler. I mean, you can't see him dressing you or serving dinner or doing those regular butler chores, as if you were Cosmo Topper.

Furthermore, although he's friendly enough, he doesn't know America, so you have to explain every little detail to him. If you ask him to go to the post office for you, you first need to tell him where the post office is, and how much stamps cost, and–oh, he's just more trouble than he's worth, this butler. And his standing around makes you nervous.

You do the sensible thing: you try to get rid of him.

But he won't leave.

He explains that according to Uncle Bertie's will, his expenses are fully paid, and he's your butler for life. You're stuck with him.

You resign yourself to having this butler hanging around forever. But as time goes by, you begin to notice certain advantages. Trivial advantages, but agreeable. It's nice that the house is always watched. It's nice that there's someone to accept UPS packages and answer the phone when you're at work. You're freed from these petty things. And it's nice that there's always someone to play chess with you on spare evenings.

As the butler proves his reliability, you let him take care of some of your bills, type your letters, do a little shopping. He starts to remind you of things, like your mother's upcoming birthday. He's very good with the kids; they love him.

After a year, you can't imagine life without your butler. It's not that he does anything really vital; it's just that he's so helpful in a dozen little ways. You realize you were a fool to try to get rid of him. In fact, now you wish you had two butlers. . . .

Bertie's Butler: Version II


Your rich Uncle Bertie in England dies, and bequeaths you his butler. You're delighted! You can't wait for this wonderful servant to arrive and change your life! Eventually the butler arrives on the doorstep of your house or apartment.

Immediately you notice he is in formal dress with a stiff white collar. This is not your thing at all–you imagined a more casual

servant. Nevertheless you set him to work. And right away you discover problems.

For one thing, the butler speaks British, not American. Your car has a punctured tire so you ask him to "fix the flat." You return home to find he's redecorated the apartment and ignored

the car.

Furthermore he doesn't know America, so you have to explain every little detail to him. If you ask him to go to the post office for you, you first must tell him where the post office is, and how much stamps cost, and the American currency system, and–oh, he's much more trouble than doing the job yourself.

He's friendly enough but he's rather stubborn. He does things his way. It becomes clear that if you're going to use him, you'll have to change. But you don't want to change.

You resign yourself to having this useless butler hanging around. After a year, you can't imagine why you wanted him in the first place. It's not that he's so bad; it's just that he never does anything without patient directions from you. He's a waste of time, this butler. . . .

Somewhere between these two stories lies most people's experience of a computer invading their lives. The lessons are clear. First, the computer is an interactive device. It will do as much as you teach it to do. But teaching it takes time–your time. And second, don't expect too much from any computer. It's just a machine.

Bunny Slopes and Instamatics


If you're learning to ski, start on the bunny slopes. They're not terribly exciting, but you can learn on them comfortably and you won't get hurt. You'll be reassured by the other beginners, who, like you, are also falling down a lot.

But in every ski lodge, you find certain advanced skiers who

subtly make you feel you're not really skiing unless you're going a hundred miles an hour down sheer ice.

The fact that these experts need to put you down is their problem. It's more fun to learn in a learner's environment.

In the same way, start with a beginner's equipment. If you're taking your first photos, an Instamatic will be perfectly adequate. You can get Instamatic film everywhere; passing strangers on the street know how to operate it; it's simple to use. You're free to concentrate on the real purpose of a camera, which is to take pictures.

The person who reminds you that the Instamatic is a pretty lousy camera isn't helping you. He may tell you a Nikon is a snap to use–but it isn't. It's tougher to load film into a Nikon than it is to use an Instamatic from start to finish.

You can always buy a better camera later, if you decide you want to get involved with f-stops and focal lengths and depth-of-field and film speed and all the other things that you must know to operate a complex camera.

If the equipment is too complicated or the slopes too steep, you won't have any fun and you will eventually stop trying.

The Apples and TRS-80s and Atari 800s of this world are computers designed for beginners. These machines exist in a bunny-slope environment: lots of other stumbling beginners around, lots of help available. If you're a novice, you will have an easier time, and more fun, starting with these machines.

Buying a Computer


It's harder to buy a computer than to use one.

This is literally true: the average buyer spends seven hours purchasing his machine, and anyone can learn to use a computer

in much less time than that. To buy a computer, follow these rules:

1. Buy from a store, not a mail-order house. Mail-order prices are cheaper, but if you're reading this book, you need the support a store provides. A good store has salesmen who speak English; sells both machines and programs; does its own repairs; and either has its own classes or provides training and installation. The store should also be conveniently located, since you'll probably have to lug the machine back there at least once in the first year.

2. Buy a program, not a machine. This is the hardest rule to follow. When you walk into the store, you will see all these computers and glowing screens. Your consumer instincts lead you to focus immediately on the machines, their different designs, keyboards, screens, and so on. Resolutely ignore the machines. Turn your back on them, and talk to the salesman about what you want a computer to do.

You must decide the use for yourself–preferably before you come to the store. (See APPLICATIONS.) Perhaps you want to do word processing, and also to play games. Perhaps you want the machine for business accounting, but explicitly want no games because you don't want your employees wasting time playing them. (Forget that; they'll play games anyway.) Perhaps you want a machine for your family's exploration–and thus want a learning tool, or a toy.

These uses require programs, and only secondarily machines to run those programs. Once you've decided what programs you want, choosing a machine is much simpler.

3. Buy a flexible machine. As with Bertie's butler, you don't really know how you'll end up using the computer. But you can be pretty sure that once you have the machine working at its primary use, you'll want it to do more. You may not think you will, but you will.

Therefore the safest thing is to get a machine with lots of optional hardware, programs, attachments, and other stuff. To determine how flexible your machine is, ask these questions:

How many programs are available? If the machine you're considering doesn't have a fat book listing programs for sale, or if the salesman hands you a sheet printed by the computer manufacturer, think carefully about your purchase.

How many languages are available? The number of programming languages is a good indicator of how much programming has already been done on the machine, and how quickly future programs will be adapted to it. (See LANGUAGES, COMPUTER.)

How many operating systems will it run under? The operating system determines the number of available programs. Specifically, think carefully before you buy a machine that can't run under CP/M. (See OPERATING SYSTEM.)

How much hardware is available? Can you buy attachments to make the machine speak? Draw on a graphics tablet? Use a light pen or a "mouse"? How many different manufacturers sell hardware for your machine?

How many books are available? If there's a store in your town that specializes in computer books, visit it just to look at the number of books available for your machine as opposed to others. Find out how many magazines either are devoted to your machine or carry regular articles on your machine.

You may never want any of the books, magazines, hardware, or programs. But you can't be sure, and a limited machine costs as much as a flexible one. Keep your options open.

There is one situation in which you should not keep your options open. If you want a special-purpose machine for full-time use, buy a special-purpose machine. (See DEDICATED MACHINES.)

4. Never buy a machine unless it does the job now. The salesman may promise that a machine will have just the piece of hardware or exactly the program you want next month. But it may not come next month. It may not come for a year. It may not come ever.

This harsh fact has always been true of computers. In many respects, the history of an established, reputable company like IBM is a chronicle of salesmen managing to keep customers happy despite the fact that the machines arrive late and don't perform as promised. The computer business is ruthlessly competitive, and salesmen display excessive optimism to make a sale.

5. Don't buy a brand-new machine or program. Computers and programs are complex creations, and new ones have bugs– sometimes severe bugs. The Apple III computer was released

prematurely, and then withdrawn for a time because of its problems. A great many programs have been hastily released, and just as hastily "updated" as the manufacturers correct the bugs.

If you wouldn't buy a new-model car for at least a year, then you don't want to buy a new machine or program until it's been out and tested for a while either.

6. Don't save money on monitors or printers. Beginners often imagine monitors or printers are less important than the computer itself. They're not. Your experience of the computer is largely determined by how the type looks on the screen or on the printed page. Fuzzy type and blurry print are a drag.

It is much easier to add than to upgrade equipment. Unless the store allows you to try out a monitor or a printer, don't accept a cheap one. You'll soon wish you had something better, and you'll find nobody wants your cheap equipment any more than you do. (See MONITOR; PRINTER.)

7. Make the salesman write down what you have bought. Do it in detail at the time of purchase. (See CONFIGURATION.)

8. Make the store set it up. The store should either install the computer for you or assemble it in front of you at the store, showing you how it goes together. You should get some minimal instruction in using the machine.

9. Don't test programs. Many stores let you try out program packages on a trial basis. Beware this kindness: you can waste a lot of time trying out programs. It's faster to read reviews in magazines, or to ask other users. Even satisfied users know a program's limitations. If you must test, narrow your decision to two choices, and make the decision quickly at home.

10. Don't buy a prepaid service contract. Unless your machine is used only for business, and unless the contract stipulates the repairman will come the same day to your office, you don't need a service contract.

Byte


A computer is just a bunch of on/off switches. How does it use these switches to store information such as words, letters, and numbers? It does it exactly the way you'd do it if you were faced with the same problem.

Consider the following detective story:

There's a kidnapper at large. You've narrowed the suspects to four men: Andrew, Ben, Charlie, or Dave. You and the police set a trap for him. One of these four will come to your house tonight, while the police hide outside. Your job is to identify the kidnapper, signal his name to the police, and then keep him occupied while the police recover the child.

But how will you signal? You can't pick up the phone and call. Eventually, you and the police hit upon the clever idea of signaling the first letter of his name by casually switching on the house lights after he arrives. Since there are four possibilities, you will need two lights:

KIDNAPPER|LIVING ROOM LIGHT|BEDROOM LIGHT

Andrew| on| on

Ben| on| off

Charlie |off| on

Dave| off| off

Charlie walks through the door; you turn on the bedroom light; the police recover the child, and you're a hero.

Of course, if you had more suspects, you'd need more lights to signal. If you had twenty-six suspects, from Andrew to Zeke– in other words, all the letters of the alphabet–you'd end up needing six lights in various on/off combinations to signal.

It turns out that a computer also requires six on/off switches –or bits–to identify one letter of the alphabet. But the computer

must deal with more than just the alphabet. It must handle numbers from zero to nine, punctuation marks, and many other symbols. A computer actually uses eight switches to store a single piece of information. With eight switches, a computer can handle any of 256 symbols.

Thus for a computer the unit of information storage is a group of eight switches working together. These eight bits are called a byte. One letter of the alphabet stored in the computer takes one byte.

The capacity of the computer to hold information is measured in bytes. This measurement is usually in thousands of bytes, or kilobytes, represented by the letter "K." A computer with the memory to store 64,000 bytes is referred to as a 64K computer.

Calvinists, Computer


One of the delights of any new technology is that it is, for a while, free. Government hasn't figured out how to regulate it; businessmen haven't figured out how to squeeze all the joy out of it; educators haven't figured out how to teach it into tedium. For a while, the new technology is in the hands of enthusiasts, with nobody to tell them what to do.

The early barnstorming days of manned flight created a fellow-feeling among enthusiasts that triumphed over the regimented horrors of World War I. The early days of movies, records, and television were each characterized by a period of glorious freedom and invention, followed by ever-increasing organization and decline. These technologies show a kind of inverted life span, with the Golden Years falling at the beginning, not the end.

Personal computers are only about six years old, and already the rule-makers and the dogmatists are out in force. They're the computer Calvinists. They are shocked by these goings-on. Look: do you mean to say that a person can buy a machine, take it home,

teach himself programming, and then use the computer however he pleases? Without first being told the proper way? Without paying any attention to the rules? Everybody doing whatever he wants? That's anarchy! It can't be allowed to continue! Let's have some classes and some courseware and let's insist on computer literacy! By God, let's put a stop to this!

Of course, no Calvinist talks this way, even to himself. On the contrary, Calvinists tell you everything they're doing is for your own good.

Personally I hope that, for once in the twentieth century, a new technology will stay free. Because the rule-makers always manage to kill the essence while tidying up the details. Dogma replaces direct experience, and ritual becomes reality.

Right now, we are at the edge of a new era of unlimited potential. Nobody can see what is going to happen; nobody knows. There are no experts, and there's no reason slavishly to follow anybody's instructions about anything.

Including mine.

Do it your way, and have all the fun you can.

Compatible


At the start of any new technology, compatibility is a problem. When color television began, there were competing methods of transmission until one method predominated. In the early days of audiotapes, there were cassettes and eight-track cartridges, until eventually cassettes became the standard. There are now two non-compatible methods of home video recording, VHS and Betamax, which seem for the moment to be coexisting.

Computer compatibility is a far more complex issue than any of these earlier examples. Right now, every computer is incompatible with every other computer; programs created for one brand will not run on another without modification.

This situation presents such obvious drawbacks that it can't

continue forever–but it will probably continue for many years to come. In the meantime, a buyer must recognize that he is buying both a machine and access to a collection of programs. If you plan to wait until computer programs are as standardized as LP records, you'll wait a long time.

Computer


Originally, a person with a talent for calculation. In the eighteenth and nineteenth centuries, mathematical prodigies were referred to as computers.

During World War II, there was a desperate need for computers; whole roomfuls of people worked to draw up gunnery charts, or to perform the calculations for atomic research. An insufficient supply of human computers was the principal impetus behind developing mechanical devices to perform these functions.

Naturally enough, the first machines were also called computers, although they were really what we would now call calculators. They did mathematical computation exclusively, and had no other reason for being. The first inventors felt that four computers would be sufficient to carry out the world's computational work –after all, how much use was there for a computing machine?

After World War II, more advanced machines were developed with the ability to manipulate any kind of symbols–numbers, alphabetical letters, visual images, anything. These devices were still called computers, though they were applied to non-mathematical tasks such as language translation. At this time, the term "machine" became popular; it seemed more accurate to speak of "machine translation" rather than "computer translation" of a language, for example.

By the mid-1970s, it was clear that the future of these devices lay overwhelmingly in non-mathematical applications. Industrial societies were increasingly concerned with information processing, and the bulk of information took the form

of images and text, not numbers. "Computer" is less and less appropriate for machines that do this work, although the word is clearly here to stay.

Computer Art


Computer art has been around for twenty years, and the term now has certain widespread assumptions attached to it. Most people have seen computer art, particularly computer graphics, which have been used in movies and television commercials extensively during the past ten years. As the products called "computer art" have become more familiar, it has become harder to ask whether they should be called computer art–or whether there is, really, such a thing as computer art.

Art has always been a human activity. Even when mechanical processes are involved, we have focused on the human aspects. Thus a machine-woven rug can be appreciated for its human design, while the perfection of the execution of that design is uninteresting since it is mechanical.

But the concept of computer art threatens to upset this traditional view, because the computer is not as elementary as a weaving machine. "Computer art" carries the suggestion that the computer may have created the work itself, and not merely acted as an agency for execution.

Although we never speak of paintbrush art or pencil art or typewriter art, we do speak of computer art as if it were something different.

Can the computer create something? At first glance it seems obvious that it can. Animated computer graphics, with their fluid transitions and whiplash perspectives, look strikingly new. And if one watches the machine doing animation work, there seem to be lengthy periods when the computer is acting "on its own."

But if one observes these processes in more detail, it becomes clear that creation is not occurring within the machine. First of all, computer graphics are not unique. Computers have yet to generate anything that cannot be done by hand–and usually already has been done. Second, the apparent ability of the computer to act "on its own" is the outcome of thousands of hours of patient human effort to refine its instructions. The computer can manipulate a shape for us if we have already informed it what a shape is, what the rules for shape manipulation are, what this specific shape is, and so forth.

You can start an automobile engine and it will run by itself, too, but that doesn't mean it's being creative. It's just running.

But what about the situations where the computer makes something not precisely determined by the programmers? I can write an indeterminate art program, such as the simple one in the appendices. The more general my commands, the more likely it is that I will get back something that surprises me. Is that surprise proof

of creativity?

No, because I still had to give the computer a rather long list of instructions. Inescapably, I must tell it the boundaries within which it acts, and the rules of behavior within those boundaries. Because I do so, the essential creativity remains with me, not the

machine.

If this argument leaves you with some nagging doubts, consider a simpler example. You build a clock. Any creativity in that step is clearly your own–the clock is just a mechanical device. Now you modify your clock so it rings every hour. This makes the clock more complex in its behavior, but it still cannot be said to have creativity. It's just doing what it's made to do. Now you add a variety of other effects–whistles, shrieks, smoke bombs, Bronx cheers–and you arrange for these effects to go off at random. Now neither you nor anyone else knows exactly how the clock will behave. It will appear quite complicated as it puffs and whistles and burps through the day. It may produce some unusual combinations of effects. But it never does anything truly creative, be-

cause it never goes beyond the limitations of its own structure– a structure that you provided.

I have reached this conclusion sadly and reluctantly. I have been a writer for nearly twenty years and I am lazy. When I first brushed up against these machines, I immediately thought to put them to work doing the hard job of making up stories. This did not strike me as impossible, at least in simple ways.

After a famous mystery writer died, a cardboard wheel was found pinned to the wall of his study. This wheel was marked like wedges of a pie with notations such as "Get knocked out" or "Go to another place." Apparently the writer spun the wheel whenever he was stuck for a plot change. That's common enough; in A Moveable Feast, Hemingway mentions incorporating apparently chance events in writing. If he wrote on a rainy day, for example, the rain got incorporated into his story. Most writers are aware that they incorporate outside occurrences from time to time. In principle, it's not much different from spinning a wheel to decide what happens next.

It would be simple to put a writer's plot wheel on a computer. But that wouldn't help much, because the instructions on the wheel are just spurs to creativity. A phrase such as "Get knocked out" merely jogs the creative energies of the writer. In fact, incorporating an external event and making it one's own is the creative part of the process–not the external event itself. The more I thought about it, the more the spinning wheel seemed like a joke.[3]

Isn't it possible to imagine a machine that could do something more? Can't a machine be given enough rules and information to enable it to tell us stories? Yes, it can. That's been done several times. The trouble is that the stories aren't interesting.

What makes an interesting story? In an interesting story, we want to know what happens next–because we have identified, in some way, with the characters in the story. We are able to identify with characters of a different sex, or from a different time. We can identify with unpleasant characters, even characters that we hate. The process of identification is complex, but there is something ineluctably human about it. Machines can't create the conditions for that identification in us–because they are machines.

In saying this, I am not making a philosophical point, but a practical one. It is indisputable that machines can imitate many aspects of human behavior, and can proceed in ways indistinguishable from human procedures in limited situations. But the formal rules for playing chess are simple compared with the formal rules for writing tragedy–assuming such formal rules exist at all. I suspect they do, but that doesn't mean that they can be discovered in any easy way. Even when human stories follow obvious genre formulas, we distinguish between a good use of the formula and a bad one. What makes the difference? Nobody really knows. Even the most perceptive critics are talking about behavior that they themselves cannot duplicate. What hope is there for the computer programmer? I think, as a practical matter, none.

If true computer music were ever written, it would only be listened to by other computers. I think this is an inherent limitation that we prefer to ignore.

For example, there has been a great popular interest in extraterrestrial life in the past decade. It has caught the imagination of the entire society, from scientists to moviemakers. But the fact is that all conceptions of alien life are basically like us. Those rubbery cute little guys are just that–rubbery cute little human beings. There are stranger life forms already on our own planet. And the biases that configured the plaque on Pioneer 10 are little better concealed, although there was at least an attempt to be more general. What's interesting is that the attempt failed; it always fails.

You can't get the human bias out of the human imagination. All we can imagine are variations of ourselves, because nothing else makes sense to us. We see what we know, and we imagine what we can imagine. Human art is inevitably human.

Radically different art would be literally invisible. I've often been amused to think that domestic dogs practice an art form, right under our noses. After all, a dog walking down a street behaves just like a person in an art gallery, going from picture to picture, alert and interested. There's a whole world of fascination for dogs that we can't participate in, because we have no comparable sense of smell.

Less fancifully, Edmund Carpenter [4] tells how seventeenth-century sailors enjoyed inviting aborigines aboard their ships and firing off cannons unexpectedly to scare them. But when the cannons were fired, the Indians didn't even blink. They had no reaction at all. The loud sound meant nothing to them.

What is truly new does not create shock–it creates nothing. If we are shocked by art, we are shocked because our expectations are not met. And that means we already have expectations based on previous experience.

Is there anything, then, that can be called computer art? I think there is. I think that certain products of the search for artificial intelligence–programs such as ELIZA and shrdlu–are computer art.

By computer art I don't mean the computer made them; I mean they are human artworks possible only with a computer. Why are they human artworks?

First of all, they are handmade creations, often beautifully done. They aren't the inevitable consequence of a scientific theory; they are ad hoc constructions by human beings.

Second, they create a little world, akin to medieval miniature paintings. Within this little world, everything conforms to the artist's (programmer's) perception of how that world works, and they are internally consistent–one of the hallmarks of a work of art.

Third, they reflect back to us something about the outer or "real" world that this inner world partially describes in a simplified form. In this respect, too, they are clearly works of art, since all art is a simplified version of some larger

reality.

Finally, they inevitably show the traces of their creator. Even if a team of people has built the program, the team has operated under someone's instruction and guidance. That person has a world view that is reflected in the final program.

If one imagines artificial-intelligence programs as an art form, then many objections to them disappear (and perhaps much funding). We don't complain that the Sistine Chapel ceiling is not also The Last Supper. The very idea is absurd. Art is inherently limited; we appreciate it for what it is, not what it isn't.

For example, shrdlu was a doctoral thesis by Terry Wino-grad, a brilliant artificial-intelligence worker, shrdlu operates in a limited world in which a robot arm moves blocks and other forms on a tabletop. (There are no actual blocks or robot arm; the world is all imaginary, though it is represented graphically.) The following interaction of shrdlu is reported by Joseph Weizen-baum.

Human: Find a block which is taller than the one you are

holding and put it in the box.

Robot: By "it" I assume you mean the block which is

taller than the one I am holding.

HUMAN: O.K.

Robot: (The hand sets down the block it is holding and picks up a taller one.)

Human: What does the box contain?

ROBOT: The blue pyramid and the blue box.

Human: What is the pyramid supported by?

ROBOT: The box.

Human: Why did you clear off (the red) cube?

Robot: To put it on a large green cube.

Human: Why did you do that?

Robot: To stack up the red cube, a large red block, and a large green cube.

Human: Why did you do that?

Robot: Because you asked me to.

SHRDLU is so remarkable that it seems uncharitable to point out that the program can't tell you who won the football game, whether it's raining outside, or who's the President of the United States, shrdlu only functions in its little world of boxes on the tabletop. It can't step outside this miniature world at all. It's like an elaborate nineteenth-century clockwork mechanism where little figures dance on a little landscape. It's wonderful for what it is–and it represents only a small part of the vastness of the real world.

Problems arise from the claims made for shrdlu and other programs, since the avowed purpose of artificial-intelligence studies is to produce just that, a genuine artificial intelligence. But there's no reason to dismiss these beautiful creations because their makers overstate their significance. Leonardo da Vinci insisted he was a scientist representing reality according to natural laws. In a sense he was, but not in the same sense as Galileo, who made an identical claim for his activities.

We have learned the wisdom of appreciating works of art for what they mean to us, not paying too much attention to what the creators think they mean. In recent years we've come to treat science and technology in the same way. This is healthy and sane.

Computer-Assisted


This phrase is heaven-sent for acronym collectors. It offers such variants as CAD, Computer-Assisted Design;[5] cai, Computer-Assisted Instruction; cam, Computer-Assisted Manufacturing;

cade, Computer-Assisted Data Entry; cat, Computer-Assisted Teaching, Testing, or Tomography; case, Computer-Assisted Software Engineering or Computer-Assisted Systems Evaluation. . . . Had enough?

But there are so many more we haven't covered.

Actually, I've got one of my own–caca, for Computer-Assisted Crap Analysis. If you feed caca into caca, you come out with caca. This verifies the oldest computer axiom, "Garbage in,

garbage out."

Acronyms are the spoor (Self-Perpetuating Organizational Operating Regimentation) of the bureaucratic brain. A snappy acronym becomes a thing-in-itself and obscures direct meaning. This is often beneficial to the creators of the thing-in-itself–and they know it. These people aren't fools.

So be cautious with Computer-Assisted Anything. Remember that in Computer-Assisted Design or Teaching, it's the Design and the Teaching that matter, and the Computer Assistant at best only Assists. It may not even do that.

Keep the converse in mind. If your Computer-Assisted Teaching system operates well, it's because a person worked damn hard to make the programs good, not because the machines supplied some magic on their own.

Never forget: computers are machines developed by people, programmed by people, fed information by people, and operated by people. What comes out of this Computer-Assisted-Chain-Letter Exercise (cacle) reflects human characteristics far more than machine characteristics.

The day may come when we will consult artificial intelligences that will make a real contribution toward solving our problems. But don't look for it now. You'd be better off whispering sweet nothings into the tail pipe of a Chevrolet.

Computer Crime


In seventeenth-century England, more than two hundred crimes were punishable by hanging. The great majority of those felonies were crimes against property; stealing goods worth more than a shilling was sufficient for the death sentence.

The only way to avoid hanging was by royal pardon or "benefit of clergy"–a convicted criminal had the right to call for a Bible, and if he could read it aloud to the court, he was branded on the thumb and released. Benefit of clergy was originally a medieval notion, dating from the time when priests were the only literate members of society, and were subject to their own ecclesiastical courts.

But remnants of this medieval tradition persist to this day in modern attitudes toward white-collar crime. We are reluctant to define white-collar crime as crime at all; the milk-toast bank clerk who embezzles, or the corporate high roller with a Bahamas bank account, is likely to get off with a slap on the wrist, if he is prosecuted at all.

Such criminals appear to us quite different from the brutal street mugger who presses a gun to his victim's head. White-collar "criminals" are nicely dressed, responsible, and educated. They steal from large, faceless institutions, such as banks and insurance companies, which can afford the losses. Privately, we resent the large institutions of society; anybody who rips off the IRS or the telephone company is likely to be viewed as a clever, praiseworthy person.

It is into this protective misperception of white-collar crime that the computer criminal neatly fits. The computer criminal enjoys further advantages. Few like computers and fewer still understand them; the computer criminal is perceived as unusually bright and smart. Furthermore, the computer criminal is often young and without serious criminal intent. When a teenager taps into Defense Department data banks, we perceive humiliation of

the government, and we're delighted. The fact that it costs the DOD $24 million to untangle the mess is hardly worth mentioning. And if another teenager taps into the high-school records to change his girlfriend's grades, that's just a youthful prank. We remember how it was.

Of course this is all nonsense.

Institutions pass their losses on; ultimately we pay for the depredations of computer criminals–an amount estimated at from $5 billion to $30 billion a year.

If we stopped to think about it, we would not be amused by Alec Guinness as the embezzling bank clerk, Liza Minnelli as the shoplifter, or Peter Ustinov as the computer criminal.

In fact, the long-standing leniency toward white-collar crime is about to undergo a startling revision. A company like Citibank uses computers to process transactions amounting to $30 billion a day for customers in a hundred different countries. American banks move $400 billion a day by computer just within the United States. Our society is now simply too vulnerable to disruption to view white-collar crime tolerantly. Among the changes:

Institutions will lose their embarrassment about their self-image–the chief reason computer prosecutions are rare. Computer crime is not evidence of mismanagement; it's evidence of

crime.

Companies will abandon their naivete about employee honesty. Many companies seem to think that their employees won't steal because they're good Americans and loyal to the company. Yet a substantial body of psychological data suggests that people will do whatever they can get away with. The best guarantee of employees' honesty is a system that doesn't tempt them.

We will be less inclined to regard computer crime as clever. Most computer crime is rather stupidly simpleminded. The welfare worker who programs the computer to make out checks to himself isn't smart. (If he were smart, he wouldn't send the checks to his own house.) Nor is computer crime innocent. The disgruntled employee who programs a logic bomb in the computer to shut

down the system a month after he leaves is no better than an arsonist.

Further, as more people become skilled in the use of computers, the vulnerability of individuals will increase. It's one thing to read that someone ripped off the phone company. It's another thing to have an argument with your neighbor, who then taps into data banks and destroys your credit rating, eliminates bank records of your mortgage payments, or orders your car repossessed.

Finally, age will cease to be a mitigating factor. The ability of some kid to shut down a large computer system in another city or another country for a week or two will simply be intolerable –no matter how much he explains that he didn't mean it. After a period of education in these matters, there will be several highly publicized cases in which twelve-year-olds go to jail. Everybody's going to feel uncomfortable about it, but society won't really have a choice.

Along with a change in attitudes will be a change in the way data is handled. With the breaking of the Stanford public key code in 1982, it has finally become clear that encryption alone can't provide adequate security. Other sophisticated techniques will be added. Internal watchdog programs will track communications inside a system, looking for suspicious interactions. Biometric verifications will be increasingly common–checking fingerprints, retinal blood-vessel patterns, handwriting, or voice–before a user is allowed access to a system.

Large institutions are already hardening their security in traditional ways. Major data banks won't be accessible on open telephone lines much longer; there will be separate systems for transmitting information–the electronic extension of the bank vault. Institutions that fail to take these measures will get what they deserve. Before 1982, the biggest single computer theft was $10.2 million, but in that year Wells Fargo was hit for $21.3 million.

If you don't want anybody to get his hands on your money or your information, you'd better make sure it's not available. The

tendency to lock up important information will pervade the society to a degree previously unknown.

Configuration


Computerese for exactly what you have. There are so many possible modifications to a computer, so many different input and output devices, and so many ways to describe the resulting configuration, that there is only one solution: make a list and carry it with you.

The list should include the name and model of your machine, and any modifications; the name, model, and slot number of any additional hardware boards or interface boards; the name and model of peripherals, and any enhancements; and so on.[6]

Keep this list handy when you visit a store or call for help. Even if it means nothing to you, it'll make sense to whomever you're talking to. There's nothing more frustrating–for you and the other person–than not knowing what equipment you have, and how it is configured.

Control over the Computer


Fred Astaire once said that whenever he bought new clothes, he took them home and threw them against the wall a couple of times –just to get the intimidating newness out of them, and to show them who was boss.

Some people fret over a new car until it gets its first ding in the door. Then they relax: it becomes just another car. (I have a clever friend who parks his new car in tight spaces so that he'll get a ding right away.) Many people, on taking up a new residence, immediately cook their favorite dish to get familiar smells into the place.

These are all ways of asserting control over a new object or situation.

People have a similar desire to assert control over a computer, but they're unsure how to proceed. Throwing it against the wall or dinging the case is unwise. And merely running store-bought programs is insufficient; even after a year, you'll feel some lingering unease.

In my experience, you assert control over a computer–show it who's boss–by making it do something unique. That means programming it. Even if you never want to program again in your life, if you devote a couple of hours to programming a new machine, you'll feel better about it ever afterward.

So set aside some quiet time, open your machine's instruction manual, and follow along. Don't feel discouraged if you are doing simple things. Complexity is not the point. The point is familiarity.

(I've included a simple, take-control routine for the Apple computer and the IBM Personal Computer in the appendices of this book.)

Convert, Computer


As with the reformed hooker or ex-smoker, beware the zeal of the computer convert. The most vigorous opponent of the machine usually becomes its most intemperate advocate.

In reality, you're seeing two extremes of the same neurosis. The person who deeply resists computers is insecure. His sense of control over his life and work is shaky; he is a person drowning in a lack of self-worth. And, contrary to popular opinion, chronically drowning people don't grasp at any straw; they're far more likely to deny they're drowning at all.

However, given a solid straw, the drowning person embraces it in a death grip. Nothing will shake him loose from this newly perceived salvation. Having insisted the computer is totally useless, he now feels the computer solves all of life's problems.

He wasn't right before, and he's still not right. A computer, like any other human creation, has advantages and disadvantages. View it in a balanced way.

Copyright


Copyright is literally that–the right to copy. For valuable information, possession of copyright is the traditional method to obtain payment for the work that went into creation.

The history of copyright law reflects the history of copying techniques. The printing press spurred the first copyrights for the authors of written works. Later, copyright law was extended to cover musical compositions and photographic works as problems with copying those creations arose.

But as recently as three years ago, computer programs were not protected by copyright law. Although that position is no

longer tenable, the exact application of copyright law to computer programs is unclear. Meanwhile, new technological developments have made copyright law increasingly awkward in other areas.

For more than twenty years, authors and publishers have fought the ability of individuals to Xerox written works at will. But it's clear that methods for copying text are slow, difficult, and expensive. Anyone who wants to Xerox a book must spend a lot of time at it. The copy cost will probably exceed the cost of buying the book itself. Additional copies are nearly as expensive and as time-consuming as the first one. Thus the threat of Xerox technology has always been limited by practical considerations.

Similarly, anyone who wants to make a 35-mm photographic copy of a movie has his work cut out for him. The film stock costs one thousand dollars and the technique requires a roomful of specialized equipment. It can be done, but not conveniently.

But once information is transferred to an electronic form, copying the information becomes extremely easy. One can tape a record album or a televised movie with no effort. Multiple copies can be run off from the original. And while it is true that the cost of raw materials is a substantial fraction of the original–audiotape costs half the price of an album, and videotape costs a quarter the price of a taped movie–the savings are sufficient to make the effort worthwhile. Losses from copying records and movies may amount to hundreds of millions of dollars a year; no one knows for sure how much.

The public tends to shrug off such theft. After all, Mozart and John Ford are dead and won't care if we tape their creations; and people are not inclined to sympathize if Rod Stewart or Clint Eastwood loses a few pennies from individual acts of piracy, since these artists are perceived as incredibly overpaid in the first place.

But when we come to computer programs, the ramifications of unrestricted copying become very great indeed. A computer program is a complex creation, often involving many people over a period of years. The programs may sell for a thousand dollars or more. Yet one can copy such an expensive program onto a two-dollar floppy disk in thirty seconds or less. The difference in

cost between purchasing and stealing is enormous. And if one puts the pirated program out on a computer network, thousands of other people can instantly make copies, too. Losses in the annual $200 million American software market are estimated at from $ 12 million to $36 million.

Predictably, groups affected by this new copying technology have sought to preserve copyright protection in some semblance of its traditional form. Authors and motion picture producers have asked the courts to outlaw copying technology, or to tax it at the point of sale. Computer program manufacturers have devised elaborate techniques to prevent copying of disks, although these efforts have merely created a parallel industry devoted to breaking each new copy-protection technique. Any computer-wise kid will tell you flatly, "You can copy anything."

Whatever the courts decide in the short term, it will eventually be obvious that there is no way to regulate widespread copying in an electronic information society. The technology can't be stopped; consumer preference for videotape over laser disks means, bluntly, that people want to copy.[7] They are beginning to think of it as an ordinary right. A tax on copying technology at some early point will never be equitable. The problem will only get worse.

Buckminster Fuller argued that we should use forces, not fight them. The problem of copyright looks somewhat different the moment one accepts copying technology as uncontrollable.

Copyright actually has two aspects. The first is payment for dissemination; the second is protection against the dissemination of competing, essentially identical products. Only this second aspect will remain a recognizable legal issue. Payment for dissemination must take a new form. Given the fact that extensive networks already exist to spread electronic information–radio stations, cable TV systems, and computer networks–we must conceive new ideas of dissemination. Old ideas presumed a life span for the information. For example, a movie could be shown in domestic theaters, then foreign theaters, then on airplanes, then on pay TV, and finally on network TV. All this might take five years.

But dissemination has now become instantaneous. Once the information is released in any form, copying inevitably follows. There were illegal videotapes of E. T. for sale the day the film opened in the American movie theaters; they circulated in England for six months before the film opened, and theater revenues correspondingly fell.

The only solution is to accept instantaneous dissemination as a fact of electronic life. The creators of a movie, a musical composition, or a computer program will come to recognize only two stages of its existence–absolute private ownership during development, and absolute public ownership at the moment of release. The dividing line will be sharply defined, and the creator will receive all of his compensation when he crosses it. [8]

Some consequences of this new scheme should be stated explicitly. First, there must be competing networks of dissemination to prevent monopolies. This is already recognized as a potential problem, and is the reason film companies are creating cable TV companies to compete with the monolithic Home Box Office.

Second, people will still go to movies and concerts and plays, but it'll be understood that they are paying for a method of reproduction, and not access to the information itself.

Third, absolute public ownership will not be identical to what we now call public domain. The authors of a computer program or a movie will reserve certain rights to their creation, particularly the right to make updates or sequels. Exactly what these rights consist of will be bitterly fought in the courts during the next ten years; the battles have already begun.

It is by no means clear how these legal issues will be resolved. But it seems inevitable that our ideas of ownership and copying of information will undergo radical revision in the coming years. Because they have to.

Courseware


This hideous neologism is a mark of the computer Calvinist, as the cloven hoof is the mark of the Devil. Refuse all courseware offered to you.

Don't be fooled by institutions with intellectual traditions; traditions don't apply to computers, and as a matter of fact traditional college professorware seems to be in the vanguard of forcing courseware upon unsuspecting students.

Remember that education imparts not only facts, but an organizational framework for those facts–a way of looking at the body of knowledge. This framework is much more powerful than the facts themselves, which is why students remember their professors vividly long after they've forgotten the specific content of the classes.

But the framework is usually unconscious and inexplicit. There are often hidden agendas at work. Employing unnecessary or phony jargon–such as "courseware"–may imply that the teacher wishes to make the information more specialized and difficult than it really is. An instructor who needs to emphasize his own superiority over the hapless student is not a good teacher. Students need someone who will demystify the information, and make it easy to learn as possible.

Take a regular, old-fashioned class from a regular, old-fashioned teacher–and skip the academic posturing.

Creative


"The computer isn't creative–what good is it to me?" say a lot of my friends who are artists and composers and writers. This is a remarkably stupid attitude.

No, a computer is not creative. Nor is a typewriter, a piano, or a paintbrush. They are tools, and everybody uses them. (Well, not everybody. You still hear some writers insist that real stylists don't compose on a typewriter, as if pushing a pencil had some magical effect on prose. This is basically a nineteenth-century snobbism, and it overlooks inconvenient truths such as the fact that the first novel written on a typewriter was The Adventures of Tom Sawyer. Mark Twain, no fool, didn't make that widely known. See STATUS, COMPUTERS AND.)

Creative people tend to focus on the uniquely difficult parts of their work–the parts that drive them crazy, the parts they are anxious about–and they conclude, correctly, that computers can't help with those parts. Nobody and no thing can help.

But more mundane aspects of their work would benefit from help. For example, a film-composer friend, after investigating different computerized music systems, said to me, "I can't see how they would help me, given the way I work. I just have to sit at the piano and scratch it out."

Yet it was clear that he repeatedly faced irritating minor problems. Sometimes the arranger couldn't read his handwritten score; a legible printout would help. Film scores have to be precisely written to the second; sometimes he lost or added a beat, and later had to make adjustments in a rush. In fact, he lived with a constant nagging anxiety that he'd mistimed a piece of music. Then, too, the film was frequently recut at the last minute, forcing him to add or delete a few bars under great pressure. At such times he was especially likely to make mistakes.

The point is that these aspects of his work were not perceived us "part of the job." His job was to compose; the exasperating details were just the price he paid to do the work he loved.

Yet these problems were part of the job–at least, they sapped his energy and time–and they were a snap for a computer. He got one. And, as inevitably happens, as soon as he had the machine he began to discover one or two other things that had always annoyed him and that he wanted to fix. . . .

My own view is that creative people need computers more than others, if only to handle the tedious, routine aspects of their work, to give them more time to create. (Creative people often glorify these mundane details, because they think they have to do them.)

Render unto the machine what is the machine's. You go do what only a human being can do.

Debugging


Programs never work the first time.

In the earliest days of computers, this fact came as a big surprise. People imagined that they would simply write a program, put it on the computer, and it would run. It took a while to realize that a debugging period invariably followed the introduction of any new program.

The whole idea of debugging puts people off, though I don't know why. Writers often say that books aren't written, they're rewritten. And in fact most formal assemblies of information– proposals, applications, speeches, presentations, designs–go through several drafts or revisions. So there's nothing unique about rewriting for a computer. Think of the debugging process as a creative period in which you refine your ideas. And realize that debugging is never finished. (See TESTING.)

Dedicated Machines


Originally, a dedicated machine was one that required a dedicated electrical line–meaning a separate power line drawing directly from the source, and therefore dedicated to one particular outlet. The first dedicated machines were word processors and other specialized computers intended to handle specific tasks; the early models of these machines could not tolerate minor electrical fluctuations on a non-dedicated electrical line.

Dedicated machines are sneered at by computer Calvinists, who think that a single-purpose machine is somehow cheating. But the advantages of such a machine should not be underestimated.

The true computer lacks a specific purpose; the same machine can balance your checkbook, check spelling on your letters, and play Space Invaders with the kids. But this versatility is not without its drawbacks; even among computers, the jack-of-all-trades is master of none.

Specialized machines sacrifice versatility in favor of additional features applicable to a specific use. Everything about these machines, from keyboard to disk drives to monitor, is designed with that one use in mind. They are also often cheaper than a comparable general computer.[9] Some major categories to consider are:

WORD PROCESSING

If you're a professional writer, or if you have a business where all you really want is word processing, buy a dedicated word processor. It will do a far better job than the best word-processing program for a general computer, and it will be much easier to learn to use.

MUSIC COMPOSITION

Machines combining electronic synthesizers and computer memory are a natural. If you're interested in music and can afford a specialized machine, buy one.

LABORATORY APPLICATIONS

If you want to monitor instruments and process analog input, get a machine built to do that job. Much laboratory disaffection with personal computers arises from the hassle of adapting a general-purpose machine to specialized needs. It's hard enough to get an experimental prep running smoothly; who needs the additional bother of making a personal computer interface with it?

INFORMATION NETWORKS

If you want Dow Jones or The Source or any other information network, get an interface device and be done with it.

GAMES

You can save a lot of time and some money by buying a game console that plugs into your television. Any child can tell you the pros and cons of different systems.

CALCULATION

If all you want is a sophisticated calculator, you can buy for about a hundred dollars a handheld machine that can be programmed in basic and that has a typewriter keyboard, a built-in printer, and a small memory for words and numbers.

In thinking about dedicated machines, bear in mind the question of availability to the user. My sister bought an Apple II for herself and her teenage daughter, but because my sister uses it constantly for word processing, her daughter has no chance to get on it. They need two machines.

Many labs buy a personal computer because it can do word processing, but the machine is constantly monitoring laboratory experiments that cannot be interrupted, so its value for word processing is nil. These labs would be better off with a word processor and a separate laboratory monitor.

A machine is no good to you if you can't get on it. If you have two distinct full-time needs, you need two machines.

I suspect we'll see more dedicated machines in the future. Trends in chip construction suggest it will become easier to make specialized machines. Especially important is the ability of the special-purpose manufacturer to design his own VLSI (Very Large Scale Integration) computer chip.

A vlsi computer chip is defined as a chip so complex that it cannot be designed by a single engineer in his lifetime. VLSI design has become heavily automated, using what are now called "silicon compilers" to aid in creating the design. As a result, specialized vlsi chips can be designed for specialized machines, even if only a few thousand chips are turned out–or even a few hundred. The trend toward specialized manufacture at the level of the silicon chip is bound to increase the range and availability of special machines.

Indeed, it may turn out that the general-purpose computer is a creation unique to the late twentieth century. It may soon be practical to have one computer for doing graphics, another for doing word processing, another to link with our interactive cable TV, and so on.[10]

In any case, don't let the computer Calvinists make you feel you're a sissy because you've bought a special machine that does the job. The whole idea of machines is to do the job.

Design


The earliest designs of any new object reflect older images. The first Pulsar digital watches looked like TV sets; the first home computers looked like typewriters mating with TV sets.

External computer design is still dominated by engineers, and there are a lot of ugly clunkers around. But there's no excuse for making a machine that looks like a toilet on the space shuttle– and less excuse for buying one. I'm constantly surprised that people who wouldn't put an ugly stereo on a side shelf will place one of these junky boxes right in the center of their desk, as if they had no choice.

Apple, Atari, IBM, DEC, Epson, Xerox, and Olivetti make pleasant-looking computers, although they're all basically white or gray. (I don't know why computers don't come in colors; eventually they will.)

Good design is not an aesthetic frill; it matters. A pleasing appearance means somebody cared how it looks to you; it's a strong hint that the inner workings have been arranged with the user in mind, too.

Digital


Everything's digital these days, but it wasn't always so.

In 1973, I made a movie called Westworld, which was a fantasy about robots. The film required us to show the point of view of the main robot, played by Yul Brynner. But what special-effects technique would best suggest a machine's point of view?

I proposed a rather simple solution: to show the point of view of a machine, use a machine. I wanted to film the scenes and then manipulate the film with a computer.

This process of converting a photographic image for machine

use is called digitizing. In essence, an electric eye attached to the machine scans the image in small units, called pixels, and assigns each pixel a numerical value. The picture is thus converted into a series of numbers, and the numbers can be manipulated in different ways.

Once the manipulation is completed, the process is reversed– the machine takes the digital information and reconstitutes a picture.

Such a process had never been used for motion picture films before, and none of the special-effects houses even knew what we were talking about. At this time, film special effects were limited to purely photographic processes such as solarization–the technique used, for example, to make the shimmery, bizarre-colored landscapes in 2007. None of the special-effects houses had computers or were even thinking about them; all they could do were variations on photographic techniques. But photographic techniques look like just that–darkroom manipulation of the filmed image. I wanted a mechanical process.

Finally we went to the Jet Propulsion Laboratory in Pasadena. At least they knew what we were talking about. They explained that the technique had thus far only been used for single images, because each required massive computer power. We were talking about two minutes of film, or 2,880 separate images. But they said they could do it: they could process two minutes of movie film. It would take nine months and cost $200,000.

Since the entire film had to be finished and released in six months, at a total cost of $1 million, we had to look elsewhere. Eventually John Whitney, Jr., agreed to undertake the job in four months for $20,000. He used the machines at Information International, Inc., a local business with lots of computer power. Tri-ple-I had vast rooms full of mainframe machines. But it was still brutally difficult. We had to shoot the film under special conditions to assist the computer in reading it. Then each frame of film had to be broken down into its three color separations, and each separation frame had to be scanned individually, a process that took hours. Working long hours and nights with the giant mainframes, John was able to process only a few seconds of film a week.

But in the end, we got what we needed. Westworld was the first

feature film to process imagery by computer. We obtained a sort of blocky, animated effect that was remarkable in 1973–and a cliche seven years later, when similar imagery appeared in everything from perfume ads to paintings by Salvador Dali.

But the point is that proliferation of this computer-processed imagery has been matched by a substantial proliferation of computer power. Computer animation for commercials and logos is now a thriving business, and small shops crank them out with tiny, very powerful micros. These days the most expensive film in the world is the three-second logos for network television. Those rotating, glinting ABC and NBC letters are entirely created by computer, and cost about $25,000 a second.

Even feature films such as Star Wars that rely on photographic special effects use small computers in dozens of different ways: running the cameras, controlling exposures, operating the optical printers, and so on. Although we don't think about it, such films would be impossible without substantial computer power. They are entertainment products of the computer age.

Disk, Floppy


Floppy disks are the most common storage medium for small computers. Think of them as audio cassettes pressed flat, like records. They're roughly as durable as audio cassettes.

Experts warn you to treat floppies with care: they shouldn't be bent, exposed to extreme temperature, dust, liquids, or electromagnetic radiation. Mail or airport security checks may injure them. As a result, anxious beginners handle floppies as if they were made of glass.

Yet in practice, floppies tolerate substantial abuse. Even if you smear your greasy fingers on the center hole,[11] jam them into the disk drive, and dribble cigarette ash on them, they'll probably still work. You can mail them and take them on airplanes with no problem. They're not really so fragile.

However, like audio cassettes, they fail without warning. One minute you're playing your favorite audiotape in your car; the next minute, you're untangling a snarl of brown ribbon. Floppy disks show the same unpredictability. Therefore you should always have a backup copy of any important disk.

Beginning users invariably ignore this advice–until they have their first disaster. Indeed, one minor puzzle of computers is that people don't back up their data until they personally experience a nasty screwup.

A friend of mine had six months of small-business accounts on one disk. The disk was lying next to the keyboard when he knocked his gin and tonic over on it one evening, soaking the disk. He had no backup copy. Result: night after night retyping the data into the computer.

I had a hundred pages of a screenplay on a disk when something happened–a power surge, a write error in the drive, a flaw on the disk surface itself, something–and the disk became suddenly unusable. I couldn't recover it, I couldn't print out its contents, I couldn't copy it, I couldn't do anything. I sent it to the intensive-care unit of the manufacturer; they returned it with regrets. It was a dead disk. I had no copy.

A friend returned home to find his teething eight-month-old daughter chewing on one of his disks. He had no copy.

Another friend's offspring carefully put Daddy's disks to one side while they played. Unfortunately, the disks were placed beside a toy ray gun containing a powerful magnet. Result: erased disks. He had copies, all right, but the copies were erased along with the originals.

Every computer user has his own disaster story. The lesson is simple. Make a backup copy of anything you care about. Keep your copies separate from the originals. It's not a bad idea to make two backups of important disks.

Disks are cheaper than time. Learn to think of every disk as actually two disks–the original and its backup copy.

Back up your data.

Two facts about floppy disks that aren't widely known:

New disks contain defects about as often as audio records or tapes. If you've just bought a program that doesn't run according to the instructions, your first suspicion should be that the disk is defective. Don't assume you're doing something wrong. Don't waste a weekend trying to make it work. Take it back to the store and exchange it.

Also, your own data disks may prove defective–and that may not become evident until the disk has been used for some time. If a disk begins to act up consistently, copy its contents onto a new disk, and throw the defective disk out. Don't copy it onto your existing backup. (See RECOVERY.)

Some terminology:

Disks come in single- or double-density varieties. This simply refers to how densely the data can be laid down on them.

Disks have an internal architecture that involves sectors and tracks. Forget about all that unless you plan serious programming. Your machine will format a new disk to its specific requirements automatically; you don't need to involve yourself in the details. Leave that to your machine and your disk.

The term diskette is meaningless. The first mylar disks for computer storage were 14 inches in diameter, so when the 8-inch version was introduced, they were called diskettes. Then 5 1/4-inch disks were introduced, and they were called diskettes. Now Sony has come out with a new 3 1/2-inch diskette. It seems time simply to call everything a disk. Why use a longer word when a short one will do?

Finally, a most troublesome piece of computer jargon is the word boot. The term has a historical rationale, but nowadays to boot a disk or a system usually means to insert the disk and turn the computer on.

Disk, Laser


Laser disks were originally invented for recording photographic information, but they have enormous data-storage capacity as well. One laser disk the size of an LP record can store a billion words, which is more than the average person will read in his entire life.

Programs have been written to enable computers to control laser-disk recorders. Such combinations of computer and laser disk offer considerable potential. As I write this, arcade games are starting to use laser disks to provide photographic-quality images for the gamester as he swoops, bombs, and torpedoes his way through life.

But more serious applications of the laser disk lie further in the future. At the moment, there are problems with disk manufacture, and playback equipment is expensive. And the programming challenges presented by such enormous storage capacity are, to say the least, daunting.

Documentation


Computerese for instructions. The quality of the instructions for a program is nearly as important as the program itself, since it determines how quickly and effectively you will learn to use the program. Many otherwise excellent programs have astoundingly bad instructions.

Look for several things.

First, does the documentation provide a general explanation, telling you about the program and what it does? Such general orientation is always valuable.

Second, does it provide step-by-step examples of how to use the program? Does it have pictures showing how the screen looks

as you go step by step? It is easiest to learn a new program by following a provided example.

Third, does it have an index? Documentation without an index will eventually drive you wild. The beginning user is most often focused on learning how to use the program, and may ignore the fact that once learned, the documentation is then only an occasional reference–and a reference without an index is frustrating.

Finally, if it is a complex program, does it have a compact reference card to keep by the machine while you work?

The best documentation seems to have some sections that are absurdly clear and some sections that are forbiddingly complex. If you can't understand any of it, then the documentation is probably too technical. If you understand all of it right away, then it'll probably prove too superficial for long-term use.

Many people are embarrassed to admit they want idiot-simple instructions. This embarrassment is more acute if you already have some familiarity with machines and programs. But the fact that you're a whiz with word processing means nothing when you look at an accounting package or a data-base management program. There's no disgrace in wanting instructions that begin, "Put in the disk and turn on your machine. See the little blinking light. That is the cursor. ..." Quite the contrary, it makes excellent sense. The simpler it is, the faster you'll learn, and the faster you learn, the sooner you'll be able to use the program–which is the point.

Finally, ask if the program has additional instructions written by someone else. Many popular but poorly documented programs –such as Wordstar–now have exemplary instructions sold in book form by outside people. These are nearly always worth the money.

Just as disks are often defective, documentation is often wrong. Having another source of documentation can save hours of frustration trying to make the program do something that is badly or incorrectly explained in the original documentation. After you've blown Sunday at the keyboard, you won't be glad to go to the computer shop on Monday and be told, "Oh yeah, the documentation is wrong on that point. You have to press Control-F-U and it works fine."

Documentation has the additional meaning of explanations inserted within the body of a program to tell you what a given line of computer code means.

Such documentation is essential if others are to pick up where the original programmer left off. It's difficult to decipher the thinking of a programmer months or years after the original work was done.

This applies to you, too.

If you decide to program, just wait until you work on something into the wee hours–and then try to decipher what you've done the very next morning. You won't believe it. It's like a magic trick: you haven't any idea what was in your mind just a few hours before.

This problem is not confined to novices. Terry Winograd, the brilliant author of the artificial-intelligence program shrdlu, was unable to modify his program a few years later, because neither he nor anyone else could figure it out.[12]

An undocumented program is unmodifiable and therefore of limited value. Standards for program documentation have become more demanding in recent years. It is now common practice to insert an explanatory comment for each line of computer instruction.

Dog, Feeding the


Will your computer feed the dog? Will it take out the trash? Baby-sit the kids? If it won't, then what good is it?

The answer is that any personal computer can do all these things. A few enterprising souls employ computers to manage their households to an extraordinary degree, but they've had to work at it. At the moment there is no commercially available Dog-Feeding Peripheral (DFP). But the DFP is surely in the cards. I've been tempted to build the prototype myself, just to silence cynical friends.

A lowly Apple computer with 48K of memory can run all the operations of an offshore-drilling station–and has. The power of these tiny machines is incredible; a brisk game of Pac-Man, or a jog around the Visi Calc track, is by no means the limit of their potential.

But there's an irony in all this: when people joke about feeding the dog and taking out the trash, they are instinctively approaching computers the right way.

Computers are best suited to the realm of the mundane and the routine–and they are not to be taken too seriously.

Down


Computers, like boxers and airplanes, go down when they fail. They are also said to crash, or bomb out. The sudden violence implicit in such terms should be taken seriously. This slang originates with hard-core computer technicians. They know what they're talking about.

Drive, Floppy Disk


Think of a disk drive as a precise, high-speed tape deck. Like a tape deck in a hi-fi, it's mechanical, and therefore the most likely component in a computer system to fail. Intermittent disk-drive trouble is an unavoidable part of modern computer life.

Because the computer itself usually works flawlessly, drive trouble is very noticeable. Beginners take it much too seriously when the computer squeaks and complains of an I/O ERROR.

Watch other people using a computer to learn the way they jiggle and fiddle with the disks in the drives.

There's a skill to getting a cranky disk drive to load a program –a mixture of patience and body English. You have to learn it.

Drive, Hard Disk


Hard disk drives are closed boxes the size of ordinary drives. The disks are sealed inside. Because hard drives are sealed, they are untroubled by dust, grime, and the sloppiness of human operators. They are built with much closer tolerances between the drive head and the disk itself. This allows a hard drive to store an enormous amount of information, and to retrieve it rapidly.

Like any piece of precision mechanical equipment, hard drives are expensive–one may cost as much as the computer itself. Nevertheless, hard drives are increasingly common and soon will be standard on all but the smallest, cheapest computers.

Elitism, Computer


Every new technology brings cries of elitism–fears of a ruling "technocracy" controlling the technology, and us. We've heard these cries about film, network television, communication satellites, cable television, home video technology, and, most recently, computers. This clearly demonstrates that people don't understand computers.

Twenty years ago, it was true enough. Computers were huge and expensive, difficult to use, and generally in the possession of large corporations, businesses, and universities, where they were attended by a priestly elite of obscurely educated technicians. In 1963, when I did my college thesis on a computer, I had no direct access to the machine; I never even saw it. I punched my little

stack of punch cards, and turned them over to the priests. Some weeks later, I was given a pile of green striped printout. What happened in the interval was a complete mystery; the whole process felt like consulting the oracle at Delphi.

But now this same amount of computing power sits on my desk. I deal with it directly; and I can do any damn thing I please. I can use it to describe the behavior of galaxies or I can use it to make pornographic animated cartoons. It costs as little as a TV set, and a TV is not generally considered an elitist appliance. It can be operated by anyone with a grade-school education, and such education can't be characterized as elitist.

The truth is, small computers aren't elitist at all. On the contrary, they are the first piece of information technology in the twentieth century that breaks the monopolistic hold of large institutions.

Take a hypothetical example. A high-school English teacher has a better way to teach grammar and wants the world to know about it. What are her choices?

If she wrote a textbook, she'd then have to find a publisher; the publisher would demand changes for the market; the resulting book might be distributed well or badly; and so on. If our teacher wanted to make a movie, a television show, or even a video cassette to explain her methods, she'd face still greater restrictions. And these visual media are inherently so expensive that she could not possibly finance the operation on her own.

But if she decided to write a computer program, she could buy a machine for a few hundred dollars, learn programming in a relatively short time, and write her program. And dissemination is a snap–she could put it out on a computer network and it would be immediately available to whoever was interested. Thousands of users around the country could make their own copies of the program cheaply and virtually instantaneously. Some networks would even pay her a royalty.

In fact, this situation is so revolutionary that it is going to create some problems for society as a whole. (See COPYRIGHT.) But by no stretch of the imagination is the new computer technology elitist.

Error Messages


Beginners get a lot of error messages, inevitably accompanied by a sharp electronic beep. Beginners are alarmed by the whole business, jerking their hands from the keyboard as if the machine were about to explode in front of them.

And the messages themselves seem to be the worst sort of reprimand. What is one to make of NEXT WITHOUT FOR ERROR? Or TYPE MISMATCH ERROR? Even if the error message appears to be in English, it's not helpful, such as the self-evident CAN'T CONTINUE ERROR.

The upshot is that beginners don't bother to read error messages. It takes a long time before they realize the machine is helping them find out what's wrong.

Look up error messages in your manual, or press the help buttons on your keyboard. Listen to your machine. It's doing the best it can.

Eyestrain


Sooner or later your eyes will protest against this new demand that they stare at a glowing video screen. You will wonder whether video screens are bad for your eyes.

There is no evidence that they are.

Your eyes will adjust after a while. About the same time that you do.[13] Especially if you insure good, glare-free lighting and proper seating–just as you would when using a typewriter, or watching TV.

Fake


There's a lot of fake computer processing around, and there's going to be more. Just because the printout comes to you with perforated holes on the sides doesn't make it right.

Many programs allow a person to use the computer as a typewriter. Data can be entered with very few internal checks; processing can be modified by human instructions so that it comes out however you want it to come out.

The self-fulfilling prophecy is one of the great psychological truths of human life. Nothing about computers prevents them from verifying that the world is the way you want to believe it is.

In science, where methods of conscious and unconscious data manipulation are well understood, faking information is referred to as "massaging the data," or "fudging results." But it amounts to the same thing.

In the most reprehensible situations, you fool others. In the most destructive situations, you fool yourself.



File


Just like a file in a filing cabinet, a computer file is a collection of related data that is stored and retrieved as a unit. It is helpful to think of files in this physical way. In computer terms, you "open" a file and "read" it; you then "write" in the file, making additions

or changes; and when you are through you "close" the file again. The fact that you are reading and writing from and to a disk makes no real difference.

The significance of the file is exactly what it is in a filing cabinet. How you set up your files determines what you get back, and how easily. There are two big differences.

The first is that the computer can easily handle large files, and can shuffle through the contents of a file rapidly.

The second is that you can't shuffle through the file conveniently at all. Browsing is extremely awkward. Computer scientists keep certain kinds of information in regular file cabinets.

They know.

Games


The microcomputer revolution has been spearheaded by games, which is one reason people have such mixed emotions about games.

There are several kinds of games:

1. Arcade games. These are versions of old, mechanical pinball-type games. Within the trade, arcade games are broken down into such subspecies as invader games, named for the archetypal Space Invaders; their opposite, the defender games; and eating games, including Pac-Man and its clones. Because arcade games rely heavily on hand-eye coordination, they're often referred to as twitch games. One Atari designer recently remarked that his company had consistently overestimated the intelligence, and underestimated the manual dexterity, of the people who play these games.

2. Strategy games. Chess, backgammon, and other traditional board games, and a generation of newer games that require thinking instead of dexterity, are available on computers.

3. Adventure games. These are new games, a kind of cross between a shaggy-dog story and a complex puzzle, which can only be played on a machine. The player gives commands in English,

such as GO EAST, ENTER THE HOUSE, or TAKE THE KNIFE, as he moves through a fictitious landscape of words and pictures. Adventure games take days or even weeks to play, and manual dexterity is irrelevant.

What is one to think of electronic games? Many individuals and communities express concern about the enormous popularity of arcade games among the young. I'm inclined not to worry.

Arcade games are the hula hoops of the '80s, and already there are indications that the mania for twitch games may be fading. Meanwhile it seems sensible to insist on regular school attendance and some balance between time spent at an arcade hangout and other recreations such as sports.

However, unlike hula hoops, the present generation of computer games represents a transitional phenomenon on the way to a permanent alteration of our world. Computers are the most compelling toy ever invented. Even in the 1950s, games were surreptitiously played on mainframe computers; the first computer video game was invented in 1962. Ever more elaborate and challenging games will be played on computers in the future. Why not? It's a way of making friends with the machine.

Gender, Computers and


Computers have attracted more men than women. In recent years, there have been studies that suggest sex differences in mathematical and linguistic ability–men are more skilled in math, women more skilled in language. But computers are not particularly mathematical, and we may expect both men and women to use them with equal facility.

River Raid, one of the most popular new cartridge games, was designed by a twenty-seven-year-old woman, Carol Shaw. More and more women are using computers on a high programming level.

So if your wife or daughter or secretary or company president tells you she can't understand it, tell her she's a chauvinist.

Generation, Computer


The first personal computer was created by a company called MITS in 1975. It was based on the Intel 8-bit microprocessor. Although that computer, the MITS Altair, is no longer manufactured, it led the first generation of Radio Shack, Apple, and Atari machines in the late 1970s. All first-generation machines were based on 8-bit microprocessors. (A microprocessor is a computer compressed into a single chip. The 8-bit designation indicates how much information the processor can handle at one time, and how much memory it can deal with.)

The second generation of personal computers is based on newer, 16-bit microprocessors. The IBM Personal Computer was the first popular 16-bit machine; more than twenty different 16-bit computers are now being sold. These machines work faster, have more memory, and cost more than 8-bit machines. They also have fewer programs and attachments available.

In a couple of years, there will be a generation of 32-bit machines available. And so the cycle will continue, into the indefinite future.

This creates a consumer dilemma. Each time a new generation of machines is introduced, the market is chaotic, the machines are unproven, and they have few programs available. After three or four years, there is more reliability and there are more programs, but the machines that run them are increasingly old-fashioned.

The solution for home users and first-time purchasers is to buy late in the cycle. A proven machine with a large stock of programs will be far more satisfactory than a hot new machine with nothing to run on it. The Apple II has 16,000 programs available; the Atari 800 has 2,000. The IBM PC has 1,000. Some of the newer machines have only three or four.

Pay your money; take your choice.

Hands-on Experience


You can't get comfortable with computers by talking about them or by reading books, including this one. You need hands-on, direct experience.

Learning to run a computer is like learning to deliver a tennis serve, to cook a souffle, or to drive a car. You have to get out there and do it.

Hardware


If you can touch it, it's hardware. That's simple enough. All the trouble arises from the supposedly opposite term, software. (See SOFTWARE.)

Heat


Computers don't tolerate excessive heat. If your machine works fine when you first turn it on, but begins to behave erratically after an hour or two, you may need an air-conditioned room, or a fan attachment for your machine, or both.

Help!


The best source of help is another person: a friend with a machine like yours, the neighbor's kid, a salesman. It will make your life much easier, when you start to use a program, if you can arrange telephone access to some person who already knows the program.

The next best source of help is printed information: documentation on the machine or the program, or a book. Most of your questions are answered somewhere in the documentation.

The worst source is the telephone number of the manufacturer of the program or the machine. This number, somewhere in northern California, is always busy.

Many machines and programs now come with built-in help menus and buttons. These may or may not actually help.

Hurting the Computer


Many beginners worry that they may do something that will hurt the machine.

Short of drop-kicking it or soaking it in the bathtub, there's not much you can do to hurt the machine. That shouldn't be a concern.

However, there are plenty of ways to lose your data, which is why you should back up your disks and treat them gently.

Information, Computers and


It's disquieting to hear that computers will provide us with more information. Perhaps you feel you're already bombarded with too much information.

But what people really intend when they speak of information is meaning, not facts. Undoubtedly we're bombarded with too many facts–isolated bits of data without context. You may read in the newspaper that "two feet of snow fell in Milwaukee last month." That's a fact: but what does it mean? Is two feet a lot or a little? Did it cause some particular disruption? Did it all fall in a single storm, or six inches a week? What's the point of mentioning this fact?

To assign meaning always requires more information to organize what we have. And it is this organization that computers have a talent for. Computers can take large numbers of facts and convert them into comparisons, spreadsheets, graphs. In short, they can help us to assign meanings.

More meaning, and fewer facts.

That's the idea, anyway.

The information-handling facility of computers will force us to learn general techniques to assess information. This is long overdue in any case.

Foremost among these techniques is the branch of mathematics known as statistics. It's extraordinary how many educated people lack even the most rudimentary comprehension of statistics. Most understand that statistics is a formal way to arrange information according to means, standard deviations, averages, and so forth.

But the real importance of statistics lies in its power to evaluate information. If there were ten nuclear accidents last year and thirteen this year, does this prove that nuclear accidents are on the rise? It may not. In the most literal sense, the facts don't speak for themselves.

Yet most discussions of facts, even high-level discussions, proceed from the assumption that the only way to challenge conclusions is to challenge the raw data from which the conclusions are drawn. Such challenges are highly emotional, since they derive from the old–and incorrect–belief that figures don't lie but liars figure. Yet without statistical evaluation, figures do lie. They lie all the time.

Statistics represents an impersonal method for assessing the credibility of both raw data and the conclusions drawn from that data. Its use can save a lot of shouting, and a lot of hot air.

The fact that the practice of sophisticated statistical analysis is not more widely used may mean that it's a little like more efficient tax enforcement–nobody really wants it. One can argue that certain disputes are better resolved by shouting than by rational thought. Furthermore, since statistics is mathematical, it is frequently counter-intuitive in its results. That's another reason people don't like it. A final reason is that statistics often tell you that nothing is going on–or that something is going on–when you'd prefer to believe the reverse.

Input


Whatever is put into the computer. Widely used in ordinary conversation, as in "Give me your input." This usage began with engineers and computer people, and is now omnipresent. Everybody's giving his input to everybody else.

My input is that I oppose machine terms for human actions. If you mean "Tell me what you think," then say that. You might just be rewarded with some thinking, instead of some input.

Intelligence, Artificial


I want to make four points about the thirty-year-old study of artificial intelligence, or AI.

1. There is no theoretical limit to what machines can do. No aspect of human behavior is so unique or special that machines cannot perform the same function–or appear to do so. The world backgammon champion is a machine. Computer chess programs

whip all but the most gifted human opponents. Computers can diagnose disease as skillfully as human physicians can in certain instances. These are all activities earlier observers insisted "a computer can never do."

You'd think by now everyone would have gotten the point: there is nothing a machine can't do.

2. The machine isn't doing it the way we do it. Depending on your point of view, this fact is either deeply troubling or irrelevant. But certainly it suggests a danger that naive computer users will attribute to the machines qualities they do not really possess.

3. Getting the machine to do it is hard. Genuine artificial intelligence has been a long time coming. In fact, it's quite a bit overdue. In the 1960s, most AI researchers were predicting true artificial intelligence within thirty years. As recently as 1975, a few observers still expected it within ten years. Now some AI workers are saying that real artificial intelligence is a hundred to three hundred years away.

Yet limited examples of artificial intelligence are not so far off. Certainly in the next decade there will be "expert systems" highly skilled in specialized areas such as medicine, law, or engineering. These expert systems may be so adept that it will be difficult for professionals to ignore the advice of the machine in many instances.

But the general-purpose artificial intelligence, the machine that will make your coffee, commiserate with you over your automobile accident and sue whoever hit you, do your laundry, check your sore throat, and advise you on your career angst, is not hovering in the wings.

4. AI is a branch of human psychology. This conclusion is not self-evident, although it should be. Artificial intelligence is really focused on how human beings do various tasks. This is only natural, since before you can instruct a machine to imitate human actions, you need to understand what human actions really are.

The quest for artificial intelligence has provoked intense scrutiny of the most obvious and therefore unexamined components of human behavior: how you recognize a friend, how you tell whether the friend is happy or sad, how you decide what to say

to your friend, and so on. This is a very different order of problem from how to solve a quadratic equation, or even how to translate Russian into English.

Marvin Minsky, an artificial-intelligence pioneer, observes that it's often easy to make machines do things that are hard for people, and hard to make machines do things that are often easy for people. A decade ago, Minsky's laboratory at MIT tried to make a machine that could play Ping-Pong. The lab encountered severe problems in attempting to duplicate this human pastime.

In any event, it is easy to be distracted by the artificial part of artificial intelligence. At the moment, the limitations of AI are the limitations of human psychology, not the limitations of computers. AI will thus remain a field of study devoted to understanding human behavior–at least for the foreseeable future.

I/O


The common abbreviation I/O means Input/Output. It's a subject of considerable importance to users. The way a computer gets its information (input), and the way it responds (output), is the principal determinant of how the machine feels to a user. Input/Output is the equivalent of how an automobile "handles."

Most computer users find that they wish for a little more understanding–in all senses of the word–from their machines. They dream of more "natural" kinds of interaction. A good deal of current effort is directed toward that goal. It takes two forms: mechanical devices, and programs.

Information is usually entered on a panel of keys. The keyboard is such a familiar device that we do not stop to think how arbitrary it is. The keyboard was invented in 1867, shortly after the Civil War. Its present form was pretty well fixed by about 1875. Few things have persisted unchanged from that time. This makes the

keyboard rather like a clam–a simple creature that hasn't evolved much over a great span of time.

When the computer was first widely used, in the 1950s, it was in effect inserted into the middle of the familiar typewriter. The typewriter keyboard was on one side–the input side–and the paper roller and striking keys were on the other side–the output side. Later, another familiar device, the television, was hooked up to the computer along with the typewriter.

This pattern of handling input and output with machinery adapted from other areas was established during the earliest days of computers. Over the forty-year history of these machines, surprisingly few devices have been invented specifically for interacting with the computer. To be sure, there are graphics tablets, joysticks, light pens, optical character-recognition devices, and so-called mice that control cursors. Yet most users still interact through the familiar keyboard, monitor, and printer.

The next ten years should see a proliferation of new devices. Touch-sensitive screens will be widely used. Machines that speak in limited ways are already common, and machines that accept spoken input will become more common. Within twenty years, optical devices will allow machines to recognize faces and previously seen objects. In fact, a range of sensory devices should give machines the ability to touch, smell, hear, and see. And computers will certainly become more mobile after 1990.

Less spectacular developments will affect the keyboard, monitor, and printer. Keyboard design is long overdue for change. (See KEYBOARD.) Monitor screens will be thin, and will display high-resolution lettering in a greater variety of sizes and typefaces defined by user-controlled character generators. Printers will be quieter and faster, and will routinely print in color. Buffer memories for peripherals will increase in size. For example, there is talk of building memory into monitors, so that you could load text into your thin screen, unplug the screen from the computer, and go sit on the couch to read, as you now read a book.

These mechanical changes will alter the way we feel about computers, as well as the way we interact with them. But they are less important than changes in programming sophistication.

Why can't you talk to a computer in ordinary English? Why can't it compensate for little mistakes? Why can't it know what you mean?

In short, why can't a computer be more like a man?

There are two answers. The first concerns hardware. Since computers operate as a series of on/off switches, all high-level languages must translate specific commands into specific switching instructions. This requires memory. The more commands you build into the language, and the more flexible you make the grammar, the more machine memory you require.

For most of computer history, memory has been expensive. Scientists designed languages that would not take up so much memory that none was left to do any computing work; there was no point in creating a flexible machine that understood everything but could do nothing about it.

But memory has become ever more available and cheap. Desktop computers will have usable memories of a thousand kilobytes or more in the next year, or two hundred times what is now built into desk-top machines. Large, inexpensive memory eliminates the hardware barrier to creating machines that understand ordinary language.

But what remains is the second, more difficult problem of creating a program that instructs the machine to understand so-called natural language.

It's not easy. Anyone who has tried to explain a joke to someone who speaks another language knows that languages are laden with cultural assumptions, non-literal meanings, and ambiguities. For example, how would you explain these sentences:

"Time flies when you're having a good time."

"I'll tell you in my good time."

"I played a game of tennis in my time."

"I play tennis all the time."

"Let's play one more time."

"Let's play another time."

"I play when I get time."

"I got to the court in time."

"I got to the court on time."

"My timing was good."

"There isn't time for tennis."

"This isn't the time for tennis."

"Can you tell me the time?"

"Can you tell time?"

"Time will tell."

If you were obliged to teach someone the formal rules for these sentences, you'd spend a lot of time at it. It's not surprising that understanding natural languages has eluded programmers for decades. It'll be a while before you greet your machine with "Good morning. Turn yourself on and let's get going."

However, simpler interactions are possible. Already so-called front-end expert systems enable the user to interact with the machine in ordinary, if somewhat restricted, English. Essentially, front-end systems are AI programs interposed between the keyboard and the stored data. Like a false façade on an old building, what you now see is the new surface, not the old bricks. The front-end program allows you to interact with a certain degree of informality and imprecision; these programs seem to "know what you mean." They require a lot of memory and a lot of computing power, and probably will not be available for home machines until 32-bit computers are common.

But even before then, we'll see a great increase in machine tolerance for human error. If you type PPRINT, the machine can easily scan an internal vocabulary, find the closest match, and respond, I THINK YOU MEANT PRINT. IS THAT CORRECT? If you agree, the machine will fix the error for you. Certainly the days when any computer responds with a cryptic SYNTAX ERROR are numbered.

Furthermore, there is no reason why the machine cannot begin to "know" your quirks. If you consistently make some error (I frequently type FREUQENTLY, LSIT for LIST, and THJE for THE), the machine can begin to compensate for you without asking. Some computers already do this in a primitive way.

If these tendencies are extended, it is possible for a computer to "figure out what you are trying to do" on a higher level. That is, despite errors in several statements, the machine could scan the

overall structure of the instructions, detect the pattern, and respond: I THINK I UNDERSTAND WHAT YOU MEAN. YOU WANT TO MAKE A TABLE OF VALUES OF 8 MULTIPLIED BY EVERY NUMBER FROM 1 TO 20. IS THAT CORRECT?

Such instruction scanning is far simpler than genuine language comprehension, but it would make computers more lifelike and easy to use. Experimental programs already perform far more sophisticated text analyses.

It's important to note that every development discussed so far is purely mechanical. A computer that corrects your errors may seem more intelligent, but it's just a more sophisticated mechanical device. It's demonstrable that what most people define as mechanical is merely repetitive. It's easy to get rid of that repetitive quality, by programming multiple statements of equivalent error messages–having the machine first say, for example:

I THINK I UNDERSTAND WHAT YOU MEAN.

LET ME SEE IF I UNDERSTAND YOUR MEANING.

DO YOU MEAN THE FOLLOWING?

This gives a more "alive" quality to the machine, but you shouldn't be fooled. It's still just a machine.

Jargon


All this talk of ram and ROM, bits and bytes, CP/M and DBM, single and double density, buffers and peripherals . . . It's enough to drive anyone away whimpering.

But cooks don't think twice about the extensive vocabulary of the kitchen. Sports fans wield a vast jargon; incredible specialized knowledge is needed to follow a football game. Everybody knows at least fifty terms for automobile anatomy. An ordinary-home stereo has at least forty specialized terms,[14] most of them printed on the outside controls, but nobody's put off by stereos.

Of course, we've had years to assimilate all this. And we've forgotten that thirty years ago, when "hi-fi" was new, most people were dismayed by the specialized new terminology.

Computer jargon is neither extensive nor forbidding. It's just new, and it takes time. After a few months, new computer users find themselves chattering away happily about ram and rom– and it actually means something to them!

Jobs


Worried about losing your job to a machine? Most people are. Are your worries justified? That's hard to say.

It should be clear by now that nobody really understands how an industrial economy works. If anybody did, we wouldn't have problems keeping it running smoothly.

Similarly, there's no satisfactory way to think about what happens with the arrival of automation, except to say that it's not news when a company offers a thousand new jobs, or when certain industries haven't been able to get enough people for years–but ouster by a goddamn robot is widely and emotionally reported.

I have trouble with the doomsayers who foresee human beings on the soup lines and machines ladling out the soup. Nor am I persuaded by the image of everyone tripping through sunlit fields like characters from Elvira Madigan while machines do all the work and create all the wealth for us.

My guess is that:

1. Everyone will work differently.

2. Everyone will work less.

3. Everyone will work who wants to work. But that's only a guess.

Keyboard


The standard typewriter keyboard, the so-called qwerty keyboard, was first made shortly after the American Civil War. Originally, the need to prevent jamming of the keys determined the arrangement of the letters. In essence, our keyboard was designed to slow typing down.

With the advent of electric typewriters, mechanical limitations became unimportant, and new keyboards were invented. One was laid out by August Dvorak, who studied which keys were actually most often pressed. The Dvorak keyboard moved most of the typing to the right hand (the qwerty board has almost 60 percent of typing done by the left hand), and in general reduced the amount of jumping around the hands have to do. Even more radical keyboards have been invented, notably the PCD-Maltron, a sculptured board that looks as if it melted somewhere along the line.

But all new keyboards have faced the same resistance–nobody wants to learn a non-standard keyboard; no one wants to learn typing twice; no office wants to install new boards and have to retrain everybody.

Computers change all this. Many computers have plug-in keyboards, and the computer doesn't care what arrangement the keyboard has; it merely needs to be told which key, when pressed, stands for which letter. Different keyboards can be used by different operators on the same machine–and will be.

This will enable you to overcome minor design irritations. When IBM built its Personal Computer, it abandoned the keyboard layout of the IBM Selectric typewriter, even though the 9 million IBM Selectrics already sold have made the Selectric keyboard an office standard. Why IBM changed its computer

keyboard is a mystery, particularly since the new keyboard is in many respects not an improvement.

But increasingly the rule of computers is: if you don't like it, you can change it. As a matter of fact, you can even design your own keyboard, reassigning the keys in whatever way you like. Many users have.

Three terms:

Monopanel or membrane keyboards are single sheets of plastic with touch-sensitive areas. Monopanel keyboards appear on cheaper computers and limit them severely, since you cannot rest your fingers on the keys.

Expanded keyboards are QWERTY keyboards with extra keys for entering numerical data, or for program control.

Soft keys are user-definable. This means that you can tell the computer what you want a key to mean, and the computer will accept your instructions.

Languages, Computer


Computers carry out their work through thousands of on/off switches. In mathematical terms they use binary notation, a series of l's and 0's. This is efficient for a computer but awkward for people. (A few people can program in direct binary notation but that's beyond most of us.)

To make machine interaction easier for people, computer languages have been developed. A language is a code for talking to a machine. If I want to print out some information, I'd like to tell the machine to WRITE or PRINT it. But machines don't understand WRITE or PRINT; they only understand l's and 0's. So the code must be provided to the machine, so that it knows what WRITE or PRINT or GET or SAVE means in its own electrical terms. The code can be wired into the machine, or it can be entered as programs. But the machine must be given the language before I can start talking to it.

There are hundreds of computer languages, each with advantages and disadvantages, advocates and detractors. But computer languages are all pretty similar. They each have a "vocabulary" of about a hundred reserved words; they each have a rigid grammar; they each can be learned in from ten to forty hours. It's easy to go from one language to another, and a professional programmer will know several.

If you're thinking of learning a language, which should you learn? Three languages were especially designed for beginners– basic, Pascal, and Logo.

All personal computers come with some version of basic, a language developed in the late 1960s by John Kemeny and Thomas Kurtz at Dartmouth College. For better or worse–some say for worse–basic is the most common small-computer language.

Complaints about the appropriateness of basic focus on the "unstructured" quality of the language. Newer languages force organization on you, and assist you to think more clearly. Pascal, developed in 1970 by the Swiss computer scientist Niklaus Wirth, is such a language. The most common version is UCSD Pascal, developed at the University of California, San Diego, by Kenneth L. Bowles. A still newer language, Logo, was defined by Seymour Papert and his co-workers at MIT in the 1970s.

Then which should you learn? Experts engage in violent disputes, but for the average person it isn't really a problem. If you just want to dabble, or to write short programs of less than a page to customize purchased programs–say, to make your printer do something special–then basic is the quickest to learn and the easiest to use. And it really is the lingua franca of small computers; all computers speak basic, and most magazine articles are written in it. On the other hand, if you want to get serious and write long programs, you'll be much happier with Pascal. For children, Logo is best.

All the languages mentioned are high-level languages. They are closer to English than binary numbers. But there is something

more primitive, called assembly language. Assembly language is close to direct binary machine code, and uses abbreviations such as JMP and INY for single-step commands. It's not for beginners.[15]

Learning


There are reasons to think that all forms of learning are similar. It's easier to think about learning in a physical context than in an intellectual context. If you're learning a tennis backhand or a golf swing, the first rule is slow down. Do the action in slow motion, feel the different stages.

The next rule is tolerate your own errors. You're going to hit a few balls wildly, particularly at first. Suspend self-criticism.

The third rule is learn by direct experience. Reading a book on tennis strokes has limited value. The same is true of computers. Unless the machine is in front of you, and you're typing as you read, the exercise has limited value.

The fourth rule is learn by example. Often you can simply imitate a teacher and get the hang of it. The same is true of computers. I'm not opposed to typing in programs even if you don't understand them. You'll start to learn, if only by fixing your typing errors.

The final rule is work at short intervals. Nobody takes a five-hour tennis lesson. Learning a computer can't be done in long stretches either.

Literacy, Computer


This unfortunate term has been adopted for everything from knowing computer jargon to the practical ability to run these machines. It's unfortunate because it suggests all kinds of wrong ideas.

"Literacy" has two meanings. The first is the ability to read and write a language, in this case presumably a computer language. Yet the majority of computer users operate their machines quite happily without any programming ability at all–just as most car owners drive without knowledge of auto mechanics.

Furthermore, if one learns a computer language, writing for a machine involves a process utterly different from, say, writing an essay in Italian or French. No one sits down and writes a computer program, hands it to the machine, and walks away. Computers display such finicky precision that even short programs must be tested line by line. Writing a program is thus interactive with the machine, and has the quality of a struggle, trying to make the damned thing understand.

Therefore, when used in this sense, computer literacy involves not only what words to say to the machine, but also how to say them. "Computer competence" would be a much better term.

The second meaning for literacy is the state of being informed or educated about a subject. To the extent that "computer literacy" means simply knowing something about computers, it's a waste of time. These days, if you can't actually use the machines, you're in trouble–because you're computer incompetent, no matter how computer literate you may think you are.

Literacy, Ordinary


One unrecognized change of the Computer Age is the revived emphasis on plain old literacy.

For a while there, when we were in the Television Age, it seemed as though information were going to be increasingly visual, and people wouldn't have to bother anymore with old-fashioned language and linear thinking. Illiteracy was going to be okay. You'd just see some product on TV, and go out and find it in the supermarket by recognizing the colors on the box.

Well, now the Computer Age is here and linear thinking is required–with a vengeance. The computer is the most fiercely linear invention imaginable. And it requires the ability to read and write.

Actually, illiteracy was never a good idea unless you aspired to be a slave. Knowledge is power, and knowledge exists as manipulated symbols. That's been true for several thousand years. It isn't going to change anytime soon.

Machines and Men


We are entering a period when it will be important to distinguish clearly between what men can do and what machines can do. Unfortunately the distinction has been blurred in recent years.

The astronauts are the most publicized example of men turned into machines. When the first astronauts landed on the moon, the world cheered–but with reservations, for it was clear that these "men" behaved in rather inhuman ways. The first man on the moon should have shouted "Gosh! I'm standing on the moon!" But he didn't. There weren't a lot of spontaneous yucks from the Apollo astronauts, and for very good reasons. They had been

living in simulators for months on end, grinding the humanness out of them; they were totally dedicated to "the mission," and perceived themselves as integrated with the "onboard mission systems." They were aware that their every heartbeat and breath was monitored and measured, watched from Earth like any other mechanical system on the spacecraft that might fail.

Yet the latter twentieth century has been influenced by NASA in ways more subtle than Teflon pots and pans. To the extent that people agree with Chris Krafft, head of the Johnson Space Center, that astronauts "represent the cream of the crop of human beings," machine-like human behavior may be perceived as acceptable, and even desirable. It's not surprising that we've begun to apply machine terms to describe ordinary human behavior. People are "wired," "turned on," and "plugged in"; people give their "input" and produce their "output"; people no longer decide, they "exercise a decision-making function."[16]

Similarly, machines are attributed qualities appropriate only to people. In casual conversation, a computer program may be said "to behave like," "to believe itself to be," or "to act as if it thinks it is" something or other. Such expressions are usually intended to be amusing or ironic. But naive minds may accept them as literal truth, and repetition always produces reinforcement, however unconsciously.

To say that a program "believes" anything at all is as fundamental an error as to say that a person is "turned on" by anything at all. Human beings are not provoked to action in the same way as a stereo amplifier. Not even by analogy.

We risk loss of humanity whenever we treat a man as a machine. Fortunately, men usually can't live up to their machine conception. Even the astronauts had the good grace to throw up occasionally, or get the flu, or do something else that differentiated them from the machinery aboard the spacecraft.

But the reverse is not always true. A sophisticated computer may not provide clear signals that it is only a machine. Its machine nature may be difficult to recognize; it is up to us to keep the mechanical truth firmly in mind.

Twenty years ago, Arthur C. Clarke listed the differences between a camera and the human eye, concluding that the human eye was inferior to the camera. Clarke is a wonderfully intelligent observer of man and science, but his point can be just as easily turned upside down. It's simple to show that the human eye is vastly superior to any camera if one includes the film as well as the camera itself. The human eye registers an image that no camera can duplicate, because the visible light exposure range of the human eye exceeds that of any film stock by at least a factor of 10.[17] The very sharpness of man-made lenses is problematical in many situations because it is so unnatural. Much effort in photography is devoted to decreasing lens sharpness.

One eventually concludes that the camera is neither better nor worse than the human eye, only different. And the difference–the difference between what is human and what is machine–is something we must never forget.

We are not machines, and machines are not people. Not now, and not for a long time to come. Personally, I think not ever, although at the far reaches of imagination this becomes an issue of philosophy.

But as a practical, immediate consideration, no philosophical issue is involved. People are people. Machines are machines. Only a fool confuses them.

Magnetic Fields


Strong magnetic fields erase floppy disks. You've probably never cared whether or not objects in your working environment create a magnetic field, but you'll have to pay attention now.

Telephones create a field whenever they ring; don't put a disk next to a phone. Television sets create fields; if you stack disks on top of a TV, you're asking for trouble. All stereo equipment is suspect. My lovely high-tech Italian desk lamp has a transformer built into the base; it creates a magnetic field when it's on. Scissors and screwdrivers may be magnetized. Electrical motors in clocks and toys create fields. Some wristwatches create fields. Any unshielded electrical cord creates a field around it.

These facts should make you careful but not crazy. After all, magnetic fields diminish rapidly with distance; you can place your disks six inches from the telephone without worry. But you never know what will happen. Even if everyone in your office is mindful of magnetic fields, the night cleaning crew or the weekend repairman may not be. Protect yourself: don't leave your disks lying around, and keep backup copies in a safe place.

Mathematics


Computers have little to do with mathematics these days. Even the experience of programming in a high-level language is not particularly mathematical. It's much more like talking to a cranky aunt who doesn't hear well. You say, "I've just been outside," and she replies, "I never told you to hide." That's what programming is like.

Memory


We are not accustomed to dealing with machines with memories. The very idea of machine memory, and the associated jargon, gives beginners trouble.

To begin with, there are three kinds of memory.

Random Access Memory, or ram, is memory that is available

to the user. Think of ram as lots of little cubbyholes in the computer, each capable of storing a single number or letter of the alphabet. Small computers have from 16K to 256K of ram, meaning they have 16,000 to 256,000 cubbyholes.

ram is temporary memory. You get to fill those cubbyholes up, but whatever you put into them will be stored only as long as the power is on. If the electricity goes, all the information in ram goes, too.

Disks can hold information, too. A single side of a 5 1/4-inch floppy disk will hold at least 140K–equivalent to about 70 typewritten pages. Thus, in most computer systems the disk holds far more information than will fit into the computer memory at a single time.

The computer communicates with the disk; information can be swapped back and forth between the disk and the memory. Beginners are invariably confused about where information is in the system–is it on the disk, or in memory, or both? The distinction is important, because if power is turned off, information on the disk is preserved but information in memory is lost.

A friend of mine spent all one Saturday afternoon entering accounts for his small business. After three hours, the house lights flickered briefly–and he had to start all over. He didn't realize that simply entering data from the keyboard doesn't preserve it.

The trouble is that once entered, the data looks quite permanent. You can move through it, manipulate it, push it and pull it like taffy. It's difficult to accept that it's only temporarily there.

Most programs allow you to save your data quickly on the disk at the press of a key, and keep right on going where you left off. Experienced users do this every fifteen minutes or so. That way, if the power dies, you only lose the last fifteen minutes of work.

It also gets you into the habit of frequently saving work. It's extremely common for someone to get lost in his work, do a satisfying few hours, pat himself on the back, and flick the machine off–only to realize he forgot to save his work at the end of the session.

Another friend powered up her machine and loaded in a couple of chapters of her new novel from the disk. She was just beginning to work when the power went out. The information was gone. She spent the next hour tearing her hair out over the loss of her precious chapters. Finally, she sat down to rewrite it–and discovered that it was still on the disk. All that torn hair for nothing. The information was safe all along.

Thus a beginner must proceed carefully for a while, until you develop a "feel" for where information is.

Two ideas seem to be troublesome:

First, although disk and memory can communicate, they're separate. You must instruct them to communicate. They don't do it automatically.

And second, when you load or save information on a disk, you're copying it, not transferring it. Beginners think that when the information is loaded from the disk to memory, it is somehow removed from the disk and placed in memory. It's not. The loaded information is still on the disk. Similarly, when you save information to the disk from memory, it is still retained in memory. You've just copied the memory onto the disk.

The interaction of memory and disk is like Xeroxing, not like mailing.

The second kind of machine memory is ROM, or Read-Only Memory. ROM is memory that has been permanently filled: cubbyholes stuffed with letters and then sealed in the factory. It's confusing to call ROM a form of memory at all, since it's so different from ram. You can't use ROM for your programs, and losing electrical power will not destroy information in ROM.

Read-Only Memory exists only for the use of the machine. ROM contains internal administrative programs such as languages and operating systems. Since ROM is for the machine only, I recommend that you forget about it. Only the rank novice announces proudly, "I've got 40K of rom!"

The third kind of memory is buffer memory. It's a special variety of ram. Buffers exist between the main memory and the

disk, and sometimes between the main memory and the printer or some other peripheral device. You can dump the contents of the main memory into the buffer, and then the printer will print out whatever is in the buffer, freeing you to continue working on new information in the main memory.

Most users end up wanting more Random Access Memory. The history of small computers has been characterized by increasing amounts of ram. The earliest machines had only 4K; most machines are now sold with at least 16K, and many users feel unhappy without at least 64K. What's it all for?

In the first place, the machines rarely allow the user all the ram. Besides their own rom, computers frequently eat into ram for such tasks as running the disk drives, handling additional languages, or connecting to peripheral equipment. A disk drive may consume 10K of ram; a language interpreter another 10K. A page of graphics may require 8K, and animation 16K. At this rate, 64K of ram disappears fast.

Furthermore, as users become accustomed to their machines, they begin to want simultaneous processing. When you start using a word processor, you find it's a wonderful time-saver. But after you've typed in your text, you must wait while the machine checks spelling. Then you must wait while it prints out your pages. You forget that the whole procedure is many times faster than you could ever do it before. All this waiting around for the machine gets on your nerves. You start to wonder why the machine can't simultaneously check spelling and print out while you keep typing.

Or if you're working with graphics, you wonder why you can't have more detailed images, in more colors, drawn faster. If you're programming, you want more English-like languages.

Whatever the reason, you end up wanting more memory. And machines with 512K to 1,000K of ram will be commonplace by the mid-1980s.

Microchip


If you remove the cover from any desk-top computer, you will see a green plastic board with lots of tiny black rectangles plugged into it. These black rectangles are microchips.

Each chip has a different function. The largest one is probably the microprocessor–the chip that does the actual computing work. Surrounding chips add memory, provide languages, run the disk drives, and so on. Microchips are identified by the code numbers stamped on them. Some chips are standard parts employed in many computers. Other chips are specially manufactured for a particular computer.

The design of the computer, its so-called architecture, is determined by the way the various microchips are linked together. You're looking at the architecture on a gross level.

Actually, the black rectangles are not the microchips themselves, but a plastic or ceramic covering. If you were to break open one of these coverings, you'd find inside a little silvery flake of silicon, a third of the size of the black rectangle. This is the actual chip. Dozens of fine wires run out from the chip to the prongs that plug the chip into the green board.

You'd need a powerful microscope to see that the silvery surface of the chip is etched in complex patterns. These patterns allow the chip to perform the function of thousands and thousands of electronic components.

Thus, when you remove the cover of a computer, you actually see the equivalent of an aerial view of a city–you can see the basic layout of streets and buildings, but the real level of everyday hustle and bustle occurs on far too small a scale to see.

Microprocessors, or How I Flunked Biostatistics at Harvard


In 1967, all students at the Harvard Medical School were required to take a biostatistics course. At this time there was a newly emergent class of specialist, called a biostatistician, who was consulted by working biologists with the same frequency that Mafia hit men consult their lawyers, and for the same reason–to ask, "Can I get away with this? Is my work unobjectionable?"

Thus, in 1967, to teach biostatistics to every medical student had its revolutionary aspect; the idea was to make all young doctors self-sufficient to carry out their own statistical analyses, and to evaluate those of others. It was imagined we would read every journal article critically, and then sit down with pencil and paper to scratch out the calculations and determine if the authors had done their sums correctly or not.

But this focus on self-reliance (and a rather prissy instructor) led to a final examination where we were expected to calculate standard deviations by hand. And the calculation of standard deviations requires the calculation of square roots by hand.

I'd done a lot of statistical work before medical school, and although I set up the formulas on paper for my final, I flatly refused to do these calculations by hand. Desk-top calculators were available for such drudgery; every lab had them. I pointed this out.

And I went further. I predicted that within ten years there would be calculators the size of a pack of cigarettes, and costing only a hundred dollars. Thus, I argued, there was no need to bother doing square roots by hand, since it was a virtually obsolete skill.

For this bit of prediction, I got a sarcastic note in red pencil, and a D grade. My instructor took pains to remind me that desk-top calculators in 1967 were larger than a typewriter, weighed more than thirty pounds, and cost several hundred dol-

lars. My instructor disagreed that they would ever become as small and as cheap as I claimed in my lifetime, let alone in ten years. He made some further nasty remarks about my propensity for science fiction, and underlined the D grade twice, emphatically.

Texas Instruments sold the first pocket calculators in 1971.

Unfortunately, by that time I was two years out of medical school, and in no position to deliver the stinging rebuttal my instructor had richly earned.

But the point of this story is not to demonstrate that I was right and he was wrong. To tell the truth, I had grave doubts about my prediction (almost as grave as the doubts about my ability to do square roots by hand). Although I felt certain that pocket-size miniaturization could be achieved within ten years, I was not at all convinced about the hundred-dollar price tag. Such a cheap price implied volume sales. And after all, a miniature calculator capable of carrying out square roots was a pretty specialized item, like a spectrometer or an amino acid analyzer. It might be useful to a few laboratories, but who else would want one?

The man on the street had no earthly use for a miniature calculator. What would he want one for? Balancing his checkbook? You didn't need to carry something in your pocket to do that. And after he balanced his checkbook, then what? I could think of no other use.

I still can't.

But these days, everybody seems to carry a calculator. Women have them in their purses like perfume spray. Men have them in their wallets and built into their watches. Kids take them to school. (That at least makes sense.) Yet I never see anybody using them. I don't know what they carry them around for. I carry one, too, and I don't know why. Once every couple of months, I use it, but I never do anything with it that I couldn't do by hand.

But the real point is that the whole society seems to have decided en masse that it wants calculators. Everybody must have a calculator to feel equipped to face the day. And this consensus has been reached in the same mysterious way that previous consumer decisions have been made against the SST, in favor of

television, against eight-track cassettes, in favor of FM stereo, against quadraphonic sound, in favor of videotape, against the laser disk, and so on.

My prediction failed to anticipate that everybody and his grandmother would want this specialized item. And it failed in another aspect as well–I did not anticipate the invention of the microprocessor, the computer on a chip.

I wasn't the only one.

What happened was a curious event. In 1970, a Japanese firm asked Intel, a leading microchip company, to create a whole series of different chips for an intended line of small calculators. An engineer at Intel named Ted Hoff argued that the most efficient procedure would be to create a single microprocessor chip, which could then be modified in its functions with specialized peripheral chips. This was done: and the Intel microprocessor chip began the small-computer era.

Mindless Machines, the Virtues of


Consider for a moment the differences between talking to a computer and talking to another human being. Human communication occurs on many levels simultaneously: the literal meaning of the words we speak, the tone of voice they are spoken in, the rhythms and accents. We also observe facial expressions, bodily movement, dress, grooming, and so on. Smell and touch may be important in some situations.

Furthermore, we have a memory for prior communications with a particular person, allowing us to compare the present interaction with past ones. Finally, we may bring outside knowledge to the interaction; if we know George was just fired from his job, we expect communication with him to take certain forms. And so on.

In contrast to the incredibly rich quality of human communication, computer interaction is thin and literal-minded. The com-

puter accepts information on a single channel only–generally keys pressed at a keyboard. And it only accepts literal information: if you're upset and making an unusually large number of typos today, the machine won't notice. Although some computer systems require a password or other identification, they can't be said to "know" you, or to remember past interactions with you, any more than your house knows you because you have a key to the front door.

Because the machine is so literal-minded, it makes no allowances within the single channel of communication. If you type PPRINT "THIS IS A SENTENCE," the computer won't guess that you meant to type PRINT. It'll simply quit working. In fact, it won't compensate in any way for you. An architect's draftsman knows what kind of building he is drawing, and can correct minor errors depending on whether it's a skyscraper or a family dwelling. A computer draftsman just cranks it out, mistakes and all, in a way that we would call "mindless."

There are some virtues to this mindless mechanical interaction. One reason why human communication is so messy is that all the channels are operating simultaneously. The volume of information is so great that both speaker and listener filter what they receive through their expectations. If George was just fired and we expect him to be depressed, we may not notice that he's actually delighted–particularly if we ourselves are depressed for some reason. Psychological projection is a major factor in all human communications, and it causes all kinds of trouble. If we stop to think about it, erroneous communication is the rule rather than the exception. Whole groups of people may pursue a course of action that no person likes, because each assumes the others are in favor of it. Our assumptions constantly get us into trouble.

And, finally, when mindless mechanical work is appropriate, it's difficult to obtain. A typist will add new typing errors, as well as fix old ones. A draftsman may insert mistakes not previously there.

So we shouldn't be too quick to denigrate the literal-minded-ness of the computer. It has value in some situations–precisely because it is so different from human interaction.

Mistakes


As a rule, computers don't make mistakes. People make mistakes.

Some argue that an incorrect forecast from a computer weather-forecasting system is an example of a computer mistake. Such a view ignores the fact that a person wrote the program to carry out the weather forecast; the machine merely did the dirty work.

At least for now, the old adage still holds: it's a poor workman who blames his tools. And a computer is just a tool[18].

Monitor


Unless your computer has a switched plug at the back, don't buy a monitor that lacks an on/off light. You'll forget and leave it on for days at a time. Also, be wary of buying a color monitor to display text. Color monitors are generally unsatisfactory for text displays. If you want to view both color graphics and text, you probably need two monitors.

Of the monochromatic monitors, there is heated and pointless debate about whether white, green, or amber lettering is easiest on the eye. It's a question of personal preference: look at them and decide for yourself.

Need


"Do I need a computer?"

Probably not, unless you're in business. But you don't need a TV either, and you almost certainly have one. You don't need all the clothes you have. You own all sorts of things not strictly necessary for survival.

Need is totally subjective. It's a false issue.

The real question is "Am I going to be able to get through the rest of my life without a practical ability to use computers?" The answer is almost certainly "No."

Network


Interest in personal computers has usually focused on the individual's use of a so-called stand-alone machine. But within a few years, this may be less important than the fact that users around the country can be linked together over telephone lines in a network.

What's the advantage over simply making a call? Voice transmission is excellent for conveying emotional states, or limited amounts of hard data. But if you have ever listened as someone described a graphic image over the phone, you quickly realized that a picture is worth much more than a thousand words. And if anyone has tried to engage you in a complex discussion involving a lot of text or a great many figures, you probably found yourself postponing the conversation until you had a copy of the information in front of you. Furthermore, telephone calls must be arranged at a time suited to both parties. And you cannot just "put information out there"; you must call a particular person.

Computer networks have none of these disadvantages. You

can transmit text or graphics at your convenience; the receiver can review the information at his. You can put information out onto a network "bulletin board" and whoever is interested (including people you don't know) can pick it up and use it, and communicate back to you.

Computer conferencing and specialized user groups of all sorts are springing up. Small computers may ultimately be as ubiquitous as telephones, because they are as useful as telephones–for communicating with other people.

Notebook


Keep a notebook for your machine. Whenever you get stuck and have to look something up, or whenever you discover a neat trick or come upon some funny little time-saver, write it down. All machines and all programs have their little quirks. But you'll forget, and in six months you'll encounter the same problem, and have to go through the whole searching process all over–except that this time you'll remember you once knew the answer. If only you'd written it down . . .

Operating System


The concept of an operating system confuses many users. Fine, there's a computer waiting to be told what to do. Fine, you load a program into the computer and the program tells the computer what to do. Then where does this operating system fit in?

Next you learn that certain programs require a particular operating system, not a particular machine. Some operating systems, such as CP/M, are referred to as "popular," as if the operating system were a thing to be embraced in its own right. If your

machine doesn't "run under" a particular operating system, you may be able to buy something that will see that it does. But what is the operating system?

It's easiest to think of operating systems as a form of government. All governments govern, but a constitutional monarchy, a democracy, and a dictatorship differ in the details of how the job is done.

The operating system governs the internal workings of the computer, which is why operating systems are sometimes called an "environment," and why computers "run under" an operating system the way nations run under a dictatorship. By changing the operating system, you change the internal workings of the computer–in particular, you change the way the computer reads in and writes back to floppy disks.

The operating system is pretty much invisible to the user. You treat the computer the same way no matter what you're running under. The significance of the operating system lies in the programs that can run on your machine.

The most widely accepted operating system is CP/M, which stands for Control Program/Microprocessors. CP/M was created by Digital Research, and an enormous range of programs has been created that run under it. If your machine can run under CP/M, then you have access to all these programs; if not, you don't, and never will. Thus, the availability of CP/M–whether you need it right now or not–is a significant feature to consider when buying a computer.

Unix, another operating system, was created by Bell Labs in the 1960s and is gaining popularity. The principal advantage of Unix is that it is extremely portable–programs developed on one machine are easily converted to another. Its immediate usefulness, however, is not as clear as that of CP/M.

Maybe you'll never need the programs that run under a particular operating system like CP/M. But you can't be sure–and the experience of previous computer users is that they end up using their machines for purposes they never imagined when they first bought the machines.

Outmoded


Nothing prevents people from getting involved with computers more than the fear that whatever they learn or buy will soon be obsolete. Such concerns are heightened by reports emphasizing the rapidity with which machines and programs are changing. Advertisers promote the newness and the relentless pace of advance.

In fact, fear of obsolescence is a largely groundless concern. People imagine quantum jumps in machine development that simply don't occur. While it is true that machines become ever smaller, cheaper, and easier to use, they are not that much smaller, cheaper, or easier to use. It's more to the point to think about computers as you think about cars or refrigerators: subsequent models will always be better, but a sensible purchase will not look like a Model T by the time you get it home.

If you have a use for a computer now, then buy a machine that fills your needs and don't worry about the future. In three or five years, you may want a newer computer, but in the meantime you will have had the benefit of your present machine. This is especially so for small-business applications, where a computer will often pay for itself in the first year.

I can report two anecdotes from personal experience. In 1980, I was thinking about buying an Apple II computer. A friend who seemed to know a lot about computers told me, "Don't buy an Apple II, wait for the Apple III. It'll be out any day now." Like a good consumer, I dutifully waited more than a year for the Latest Thing. But when the Apple III finally appeared, it was clearly a business machine, not suited to my interests at all. I'd wanted an Apple II all along, and I'd wasted a year waiting for the wrong thing.

The second story is the reverse. In 1979, I bought an Olivetti word processor. This was at a time of rapid change in word-processing technology; IBM was about to come out with a word

processor; my friends asked why I was not waiting for the Latest Thing. But I knew my needs; I was satisfied that the Olivetti would do what I wanted, and I bought it and was done with it.

I'm writing this book on that same word processor, now four years old. Newer word processors are much cheaper and somewhat smaller, and offer many features that my Olivetti lacks. But after four years, there has been no development sufficiently compelling to induce me to buy a new word processor. In another couple of years, there may be.

So be careful about obsolescence. If you're not sensible, you'll fall into the Housewife's Fallacy: don't clean the house, because it will only get dirty again anyway.

Paranoia


As you begin to feel comfortable with your machine, you will have to deal with the paranoia of others. Perhaps you'll talk about your machine at cocktail parties and dinners–computers do tend to be compelling. You'll see the eyes of non-computer people glaze over. You may get snide comments and hostile remarks, perhaps an idiotic opinion or two.

Be gentle. Remember you were that way six months ago. And try to imagine that six months from now, when you're a more seasoned veteran, you may have to listen to the blithering enthusiasm of some newcomer–one of those tedious people who think computers are the salvation of the world, and can't stop talking about them.

Parents


You've just bought a home computer, but before you've even figured out how to turn the damn thing on, your seven-year-old

daughter starts banging away at it, making it do all kinds of tricks.

If you're a parent who has any tendency to feel competitive with your children, or to regard your children as evidence that you're aging and over the hill, such an experience can be hugely disturbing. It's easy to make more of it than you should.

Your son or daughter's ease with computers probably reflects a year or more of experience at school. After a year of experience, you'll be comfortable, too. But what to do in the meantime?

Getting your child to teach you is not as simple as it sounds. Many parents fear losing authority over their kids, and hesitate to adopt a subordinate role–ever. And kids make impatient teachers; after hearing "Oh, Dad, don't do that" a couple of times, you may decide to salvage what's left of your ego and study the manual on your own. Now you're sitting up at night in bed, tired from a day at the office and trying to make sense of a goddamn manual filled with hieroglyphics. The more you compare your struggles to the easy familiarity of your child, the more annoyed you become. Eventually you hate the computer, and your smart-ass know-it-all offspring as well.

Parents who successfully overcome this situation seem to do so in several ways:

1. They take a class. There are good reasons to go outside the family structure for certain kinds of education. It's often more comfortable to learn a new skill from someone who is not mixed up in the strong emotions of family life. An evening class from an adult instructor is much more straightforward. Your kid learned about computers from someone else. You might as well learn from someone else, too.

2. They buy a different machine. If your kids are using TRS-80s at school, buy an Apple or an Atari for your home. There are enough quirks and differences from one machine to another to slow your kid down, and to make it possible for you to learn with him.

3. They make the child a consultant. You start out with your machine, learning as best you can on your own. When you get stuck, you ask your child for specific help. But you don't expect the child to teach you everything from start to finish.

4. They learn on weekends. Astutely, you avoid the machine

on weekday evenings, when you are tired. It's then that you're likely to snap at a child who rattles off an explanation and makes you feel dumb. Learning a computer is difficult; you need to be rested. And children have homework on weeknights; they may resent parental interruptions and be less tolerant than on weekends.

In the end, parents who find a way to permit their children to help them have an enormous advantage. It's much easier to learn to use a computer with individual help. If your child can be a helper and not an antagonist, you'll learn much more quickly and easily.

In fact, if you check around the office, you'll be amazed at how many people are learning about computers from their kids. They've managed to work it out. So can you.

Portable


Most machines are less portable than they look–and most people don't need a portable machine.

Although the salesman assures you that businessmen everywhere lug their Apple computer and two disk drives to the office every morning and home to the kids every night, don't be so sure. It's heavy, and it's a pain in the neck to detach and hook up. A truly portable machine must be very compact and light–but then you may find yourself going blind staring at a miniature screen.

In any case, it's never been clear to me who really needs to pull out his computer and run programs in a car or on an airplane, except somebody desperate for novelty. In my view, the whole idea of a computer is that it enables you to get your work done so fast that you can sit back and enjoy the ride.[19]

Power


"I have 40K of rom!"

"I have 256K of ram!"

"I have a 10-megabyte Winchester drive!"

"I have a high-speed color printer!"

"I have a 16-bit CPU!"

"I have forth!"

There's only one response to this kind of bragging. Your big powerful machine is only as good as what you do with it–which is another matter entirely.

Power, Electrical


If you're like me, you've spent your whole life ignoring manufacturers' advice to ground your appliances; your wall sockets are a messy tangle of extension cords and three-way plugs.

But computers won't put up with that cavalier attitude. They are sensitive to the electricity they receive. They must be grounded, and they must have reasonably constant power without surges or dropouts. If you live in an old building or in a community with fluctuating electrical power, you may have to take steps to insure that your power is more stable. This can involve anything from buying a surge suppressor to hiring an electrician to run a dedicated electrical line to your wall socket.

It's also worth remembering that the majority of computer failures are really power failures–they occur because you've developed a loose connection somewhere. Before you drag your machine back to the store, make sure all your plugs and cable connections are seated snugly. If that doesn't fix it, unplug your machine, remove the cover, and press down firmly on all the little

chips with your thumb. If you've got expansion boards or modules, press these down as well. Then put the cover back on, power up, and see if it works. Chances are it will.

Print


Old-fashioned print–books and newspapers–will be with us for some time to come.

There are several reasons to think so. First, printed text on paper is ideally suited for browsing. This is how most people use a newspaper; they don't really read it, they look through it. Browsing is far slower and more difficult when electronic text is displayed on a video screen.

Second, print is highly portable. You can read it on trains and planes and buses with no additional equipment or power source.

Finally, as a medium, print is cheap. The cost of a paperback book is less than a floppy disk containing the equivalent information.

Even computer people agree that we'll be reading print on paper for at least ten more years–which is an eternity in the computer world.

Printer


In descending order of cost, there are three kinds of printers– letter-quality printers, dot-matrix printers, and thermal printers.

Letter-quality or Daisy-wheel printers work like regular typewriters: a metal element presses a ribbon against the page to make the character. They are expensive, slow, and often unnecessary. A letter-quality printer costs at least a thousand dollars more than other printers.

Thermal printers burn letters with heat into special paper.

Thermal printers are silent. If that's essential, get one. Otherwise don't. Print quality is poor; the paper is expensive and turns dark with age.

Most people choose a dot-matrix printer. This printer presses a matrix of pinpoint dots against a ribbon, thus stamping the letter shape on the paper.

Dot-matrix printers come in a bewildering variety. Most print different type sizes; some print colors; and many print graphics. Most stores carry books of printout from different printers, to help you choose. Make sure you see the printer do all the things you want it to do before you buy it.

At the same time, you'll see how easy the printer is to use. Most are simple, but a few require tricky programming commands that are annoying and troublesome.

Buyers often ignore printing speed. This is because the printer in the store seems to be clattering away like blazes. And it is: the human speed-typing record is 186 words per minute, or roughly 17 characters per second. Even the slowest printer will go twice that fast, printing 35 or 45 characters per second.

But speed is the forte of computers, and as you work with your machine, you'll change your notions of how fast things should be done. Dot-matrix printers average 80-120 characters per second, and some will print 200 characters per second. Remember that nobody ever feels his printer is too fast.

Finally, printers differ widely in sturdiness: ask the salesman which models are tough. He has no reason to suggest an unreliable printer; unreliable printers come back–literally–to haunt him. Remember that a high-strung sports car may be your pride and joy, but a high-strung printer is just a pain.

Problems with Our Computer"""Problems with Our Computer"


It's happened to everyone. On your monthly statement, you find a charge for a book, dress, or piece of equipment that you never ordered, or long ago returned, or already paid for.

You call the company and somebody says, "We're having problems with our computer." He asks for your forgiveness, and a copy of your canceled check or other documentation.

You do as requested, but the next month the item is still there –with an added interest charge. You call again, but the person you talked to before is at lunch, on vacation, or "no longer with

us."

The new person says he is having problems with the computer, and asks for documentation. You say you already sent it; he says he can't find it. You send the documentation again.

But pretty soon you get a letter from Moe's Collection Agency that begins, "We're sure a nice person like you doesn't mean to be a creepy deadbeat ..."

You call again. Everyone you've ever talked to is out to lunch or on vacation or "no longer with us." The new person on the phone checks your account and says, "Well, you are awfully late in paying. . . ." When you explain the whole story, the person is very sympathetic and says they are having problems with the computer, and please send the documentation all over again.

This can go on for years.

Of course, there are times when a company really has computer problems, but you can recognize those times immediately. The person on the phone or behind the desk is scared and exhausted–he's been taking complaints like yours for hours. He's scared because he knows they really do have a problem, a massive one. He's probably hoping you won't figure out just how bad it is. He'll beg for mercy. Be merciful.[20]

But if the person is glib in citing "problems with our computer," then you're just getting the runaround. Remember that computers don't make mistakes; people do. The computer didn't lose your earlier letters and copies of canceled checks; the computer didn't fail to remove the erroneous entry. You're not dealing with a computer problem at all–you're dealing with a sloppy, inept company. And you're allowing their ineptitude to waste your time and energy.

Don't do it.

When you receive a wrong billing, give the company the benefit of the doubt. This means you make one phone call, and send one letter if requested. Send the letter to the person you talked to, and begin with "Following our phone conversation today . . ." Keep the originals of everything–your correspondence, your bills, your canceled checks. Send them Xeroxes.

If the problem isn't fixed within one month, don't get mad– but don't waste any more time with these turkeys either. Send a second copy of all your correspondence and bills directly to the president of the company. Include a pleasant, straightforward letter indicating that you have taken appropriate steps to correct the error, but since this has not worked, you're asking his office to clear up a problem within his company.

Don't apologize for wasting his time; and don't hesitate to write, even if it's a five-dollar discrepancy. In my experience, such letters to the president invariably solve the "problem with our computer."

It's amazing how many company presidents know how to fix computers.

Processing, Data


No matter how much money you invested in your super-duper computer, no matter how bright the genius who wrote your program, data processing is only as good as the data being processed.

The computer expression gigo means "Garbage In, Garbage Out." This great truth has become a great cliche. The people who think they understand it are the ones who most often get into trouble.

Obviously, if an operator enters the wrong figures into a pro-

gram, he'll get wrong answers back. Everybody knows that. The problems arise when figures entered aren't exactly wrong–they're just imprecise, and everyone knows it. For example, if you estimate next year's business, you may enter a series of guesses, each within 10 percent. These entries aren't garbage; as far as you're concerned, they're pretty good guesses. The natural tendency is to assume that the final projection is accurate to the same degree. But it may not be.

If you add your estimates, the potential error remains the same. Ten entries, each accurate within 10 percent, produce a final answer that is accurate within 10 percent. But if your estimates are multiplied with each other, the possible error increases rapidly. Ten entries, each estimated within 10 percent and multiplied together, may give a final error as large as 300 percent. Thus, your final estimate isn't very reliable, even if it came out of a computer.

It may be worthwhile to go through the estimating process for other reasons. But it is a clear mistake to believe the final computer projection. Why do people sometimes believe it? Because almost nobody wants to admit that his business life is so unpredictable, so uncertain. But it is. That's the truth–not your computer projection.

Processing, Word


Word-processing technology has been around for more than ten years, but it's only now becoming popular. A word processor looks like a typewriter with a TV screen. As you type, words appear on the screen, instead of on the page. Because the words are retained in the computer memory as electrical impulses, they can be manipulated with great flexibility. You can add, delete, or modify text at the press of a button. You can create blocks of text and combine them however you want–to make form letters or legal documents. As you make changes, the computer continu-

ously realigns your text, re-forms paragraphs, and adjusts your page count.

There are a few odd tricks, such as "search and destroy." You can instruct the word processor to search your entire text for a word, to find every instance and make changes. (I didn't want "software" to proliferate in this book, and I used my word processor to check that it didn't appear except in specific instances. Meanwhile I went off and had a cup of coffee.) Word processors can also check spelling and identify typos.

The two questions people ask most often about word processors are: how long does it take to learn to use one, and will it make a difference to my writing?

If you already know how to type, it'll take two to five days to learn to use a word processor–roughly the time it would take you to become comfortable with a slightly different typewriter keyboard, so that your finger hits the backspace key instead of the return key, and so on. This makes sense, because a word processor is really just a fancy typewriter that performs secretarial functions. People who say it takes weeks to learn are exaggerating to impress you with their newly acquired skill. If you install a machine on Monday, you'll be whizzing along by Wednesday or Thursday. Actually, the most troublesome thing for beginners to learn is not to hit the carriage return at the end of a line, since the machine does that automatically.

Does it make a difference in your writing? It's markedly faster, especially for revisions. Copy is clean. But whether the computer makes a more profound difference depends on whom you talk to –and when. For the first six months or so, the wonders of the new machine are so impressive to the user that he may claim virtues that don't really exist. As time passes and the machine becomes more familiar, the process of writing starts to seem the same after all.

There's not much difference between the blank page and the blank screen.

Program


A set of instructions to make the computer do something. But that's not a very useful way to think of a program, since instructions purely to the machine for its own use are often brief.

The bulk of many programs is devoted to helping people put data into the machine and get processed information back out again. One's satisfaction with a program strongly reflects these areas of input and output.

People don't understand this. When they look at a long program, they fail to recognize how much of it is directly geared to them. Don't throw up your hands: this stuff matters to you. And it's always the least computery part of the program.

For example, a basic program might begin with:

10 HOME

20 VTAB 3: HTAB 5

30 PRINT "WHAT IS YOUR NAME?"; : INPUT N$

40 PRINT N$

50 PRINT "IS YOUR NAME CORRECT? (Y/N)"; : INPUT A$

60 IF A$ = "N" THEN GOTO 20

70 PRINT "NICE TALKING WITH YOU/'; N$ ; "."

Now, this means in English:

10 Clear the screen

20 Tab down 3 lines, and horizontally five spaces.

30 Print "What is your name?" and stay on the same line. Wait for something to be typed in from the keyboard. Call whatever is input N$.

40 Print this N$ back out again, whatever it is.

50 Print "Is your name correct? (Y/N)." This prompts the user to answer Y or N. Get the answer, and call it A$.

60 If the answer is N for no, then you'll need to start all over again. So go back to line 20.

70 If the answer is not N, then the name must be okay. So print "Nice talking with you," and stay on the same line. Print the name N$, stay on the same line, and print a period (.).

Notice that the basic program is not mathematical. It's much like instructing a typist. VTAB means vertical tab, HTAB means horizontal tab. PRINT means print what's in quotes. INPUT means wait for input. And so on. You don't need differential calculus to follow this.

And in any case, the whole routine is for your (the user's) benefit, to allow you to enter and check your input. Therefore you may want to modify it. You can do all this without paying any attention to the guts of the program that appear later on.

There's a corollary to this. If you're commissioning programmers to write programs for you, you may be frustrated at the delay between the time the programmer announces the program is "working" and the time it actually accepts data and spits back answers.

The reason is that the programmer is focused, at least in part, on the internal workings of the machine and how it manipulates data. This aspect is invisible to you. You're focused on what you put in and what you get back. Programmers always consider the program to be working before the input and output routines are finished. Because these input/output routines are extensive, it may take a long time to get them right.

Programmers, Supervising of


Programming has become a feared and hated art. There are endless disaster stories, all unnecessary. If you hire programmers to write a program for you, here are some rules to follow:

1. Hire one person. If additional people are required, let that person hire them and supervise their work.

2. Hire a programmer who speaks ordinary English. If he insists on talking about bytes and algorithms, don't employ him.

The days of the Priesthood of the Machine are long gone. Get someone you can talk to.

3. Hire a programmer who doesn't know your business. If a programmer has previously written programs for businesses similar to yours, you might think it advantageous to hire him. It's more likely a liability. There is nothing worse than a programmer who assumes he understands what you are about, and what your needs are. The essence of good programming is a fresh look at the situation.

4. Hire a programmer who is familiar with your equipment, or the language that your other programs are written in. Familiarity with your business is a drawback; but familiarity with your computer is a definite advantage.

5. Be prepared to spend time working with the programmer. If you want a system that fits your needs, you are going to have to take the time to identify your needs. A good programmer will be skilled at getting this out of you.

The core of your discussions should be: "What do you do and why do you do it?" Other questions to be considered are: "What parts of your job do you like and what parts don't you like? What always seems to get done late or badly? What always goes smoothly? What do you never want to do again? What's your fantasy of how your job could be done?" Anecdotes and examples should be encouraged.

Productive sessions with the programmers are invariably painful. Because you must explain your most fundamental (and generally unquestioned) assumptions, and your most trivial and automatic routines, you will find these talks exhausting and difficult. If they are not exhausting and difficult, you're not going deeply enough. I suspect the advantage of putting a business on a machine derives as much from re-examination of old methods as it does from the actual transfer of work to a computer. Frequent sessions lasting one to two hours are best.

6. Feel free to modify your ideas as you go along. Changing your mind about what you want the computer to do is inevitable. This is no time to be an unswerving leader. Swerve all you want.

7. Resist altering your work patterns merely to make it easier for the machine. Every programmer will sooner or later see a simplifying maneuver that makes his own life easier, and he will promote it vigorously. But the whole point is to have the machine conform to you, not vice versa.

On the other hand, if a genuinely improved way of doing things emerges, adopt it.

8. Break down the programmer's work into sub-units and set deadlines for completion of each unit. Review progress in detail at least once a month; every two weeks is better. Anyone who turns a programmer loose for six months without supervision is asking for problems.[21]

9. Expect it to take longer than you expect. Some people say a programmer can write only ten lines of finished, debugged code per day. Anyhow, it's a slow undertaking. It always takes longer than they tell you it will, and longer than you think it should.

10. Insist that your program be well documented at every stage of development. Don't wait until it's done, because you may have to fire the programmer before completion. At least half the disaster stories of custom programming involve poorly documented programs that prove unmodifiable later because no one can figure them out.

11. Recognize that programmers are strange folk. They work at home, or at night, or for sustained periods followed by sustained absences. A nine-to-five programmer is a contradiction in terms.

12. Finally, if such things matter, agree in advance about who owns the program, and who has the rights to use or market it. Just because you have paid someone to write a program does not necessarily mean you own it.

Recovery


Recovery refers to techniques to get back lost data on a floppy disk. There are three things to know about data recovery.

The first is that it's possible. If the data was ever recorded on the disk, the fact that you've mistakenly erased a file, found your dog chewing the disk, or suffered some other screwup does not mean the data is lost forever. There is a whole range of programs and tricks to help you get it back. Copy the injured disk if you can, and then go through the recovery maneuvers. If you don't succeed, get help from a computer store, or from the manufacturer of the machine or program. It's actually rather rare for lost data to be truly unrecoverable.

The second thing is that data recovery is always a last resort. It's inherently unreliable; even if it works, the data is likely to come back scrambled. And even simple recovery takes a huge amount of time.

The third thing is that if you have a backup disk, then you haven't got a problem. Just copy the backup onto the original and carry on. If you don't have a backup, you've asked for the trouble you now have.[22]

Retrofit


Certain terms are chosen to disguise their real meaning. "Retrofit" is engineering jargon that sounds high-tech and scientific. But in computer terms, it usually means correcting what wasn't done right in the first place.

"Enhancement" is a similar word. Additions to a computer system can modify or improve it, but when something is added to make the machine competitive with other computers in its class, that's called an enhancement.

Whenever enhancements are retrofitted at no charge, or very slight charge, you can be pretty sure what's really going on.

Scientific Models


Human beings continually create models of reality. These models are always simplified and approximate, although we tend to forget that. Models are integral to our language and our tools. If we say a friend is angry, we ignore the fact that our friend is much more than just the emotion of anger. If we measure with a yardstick, we ignore the fact that the yardstick is inexact.

Because we use models constantly, and because models are built into our language, we tend to substitute models–simplified constructs of reality–for reality itself. In minor ways, we've all had the experience of seeing our models collapse, as when the furniture doesn't fit in a room because our measurements were inexact, or when our angry friend tells a joke to his supposed enemy. At those times, we are sharply reminded that reality is more complex than our modeled version of it.

Computers enable us to create models of previously unimagined intricacy. Such models can be enormously seductive; they

don't collapse before our eyes in any obvious way. A classic example is Joseph Weizenbaum's program eliza, which instructs a computer to simulate a therapist. The program fooled a great many people into thinking that a new era of automated therapy was about to begin. Many otherwise sensible scientists advocated just that.

It is in precisely such postures that scientific bias becomes dangerous. Science is an enormously powerful method for exploring reality, but it is only one method. Whole realms of human experience lie beyond its grasp. In fact, consciousness itself is beyond science, as George Wald recently observed.

The failure to recognize this leads to patent absurdities. A team of scientists measuring the heartbeat and rectal temperature of a yogi in a trance state is a profound joke. Yet the scientists are doing the best they can; in fact, they are doing the only things they can. They are in the same position as social scientists who study garbage to determine how people lead their lives; such studies tell you something, but not much. The scientific approach misses the point.

It often does–more often, perhaps, than we are willing to admit. We have a strong tendency to exclude or deny phenomena that don't fit our pre-existing schemes.

When I studied surgery at a Boston teaching hospital, two well-known surgeons were much discussed by the students.

Surgeon A was a brilliant academician who operated with classic perfection. He worked quickly, performing an operation in the standard time, or faster. He worked neatly, not disturbing the tissue any more than necessary, tying off vessels with a minimum of excess tissue left over. He kept anaesthesia light, and rigorously observed sterile procedure.

Surgeon B was a former football star with the easygoing casu-alness of the ex-jock. He broke every rule. He poked around inside the patient, taking twice as long as other surgeons to perform an operation. His messy surgical ties left behind lots of excess tissue. He kept his patients deeply drugged with anaesthesia, and he occasionally coughed into the field.

But Surgeon B's patients were invariably up and around immediately after the operation, happy and smiling and on their way home in record time. And Surgeon A's patients had terrible postoperative problems: they got infections, they got complications, they whined and complained, their hospital stays dragged on for weeks.

This disparity between technique and results was well known throughout the hospital. No one argued the facts. The question was why did it happen? We students were taught that surgical speed, minimal trauma, light anaesthesia, and scrupulous cleanliness were the keys to good operative results.

Yet here was evidence that it wasn't so. Nor could it be explained away by differences in bedside manner. Surgeon A was attentive and reassuring to his patients; Surgeon B spent little time with them, and frequently didn't bother to visit them the night before a procedure. This behavior didn't affect the outcome–nor did it matter to the patients themselves. Ordinarily, patients would scream neglect until the surgeon came; Surgeon B's patients would just shrug and say he was probably busy and they'd see him in the morning.

What was happening? How did it work, and how could you explain it? If it wasn't the science of medicine and it wasn't the art of medicine, what was it?

Nobody ever figured it out. The best we could conclude was that Surgeon B, in some mysterious way, instilled in his patients the expectation that everything would be fine and the surgery would go well. But how he did this all-important thing, or when, was unknown.

Unable to provide an explanation, we settled for a description and pretended that it was an explanation as well. But the suspicion remained that what we were observing lay somehow outside science and its methods. Such notions were uncomfortable and we did not dwell on them. Powerless to understand the situation better, we resumed the study of what we could do: learning to make good ties, work quickly, use light anaesthesia, follow sterile procedure, and so on.

I don't regard this situation as unique in any way. But if you have only two categories for what you perceive in the world–

science or superstition–then you are obliged to conclude either that the differences in results between Surgeon A and Surgeon B did not really exist, or that some crucial difference in technique did exist but we hadn't found it.

In the meantime, practicing surgeons all recognize that some of their colleagues have the touch, and others don't. The healing touch. Whatever that means.

Will a computer help you find it? Perhaps it won't. The computer is a product of science, and it's most easily used to create models that fit the scientific world view. There's nothing wrong with that –so long as the power of the machines does not seduce us into allowing the machines to define reality for us.

Bertrand Russell once argued that reality is not mathematical, it's just that we're too stupid to understand anything but those parts of reality that can be explained in mathematical terms. In the same way, the computer is a powerful tool for exploring aspects of reality–but not every aspect of reality. Personally, I find it interesting to divert a computer to frankly non-rational tasks; a program to cast the I Ching is included in the appendices. You can play with it and decide for yourself if a three-thousand-year-old unscientific Chinese tradition is superstition or not.

There are many ways of looking at reality. Science is only one way. The most profound experiences of human life lie beyond science–and beyond computers. This does not diminish either science or computers.

It's just a perspective.

Skills, Computer


At the moment, only one skill is essential to operate a computer: the ability to type. This will probably remain so for ten years.

This situation affects women more than men, since women have been raised to think of typing as a low-grade, secretarial skill.

It was probably good advice when Mother or some well-wishing male executive told you never to learn to type. But now that typing is the primary skill for computer interaction, it suddenly has no social connotations whatever. Secretaries type, presidents type, chairpersons of the board type.

If you can't type, you're at a disadvantage.

Learn to type.

Social Change


At this stage in the twentieth century, we can be excused a certain amount of cynicism–and a certain amount of fear–about the impact of still another new technology, computers, on our lives.

Certainly computers are here to stay; certainly more and more of us will be looking at screens as we work. But what will result from this is unclear. There seem to be competing views for every aspect of this development. For example:

More people will work at home, so home life will become more important. That seems good. But keeping everyone at home will make it difficult to get any time alone. That seems bad. But women raising children can work at home conveniently. That seems good. But they'll be staring at the screens, not the kids. That seems bad.

In education computers are compelling, so kids learn quickly on them. That seems good. But the computers are so compelling they're addicting. That seems bad.

Computers can handle a lot of data quickly. That seems good. But that fluid data is vulnerable to theft or destruction. That seems bad. A computerized society will be swift and efficient. That seems good. But we will be dependent on the machines. That seems bad.

Computers are becoming more humanlike in their responses. That seems good. But as they become more humanlike in their responses, they may become just as much of a pain in the neck as people. That seems bad.

Computers will put people out of work. That seems bad.

But computers will assist in the retraining process. That seems good.

And so it goes.

What is one to make of these conflicting views? My own feeling is that all views are right. The computer revolution is aifecting every aspect of society and it will produce a mixture of good and bad effects.

Such a conclusion may seem like cheating. It certainly feels unsatisfactory. We'd all prefer a clean simple line into the future, straight as time's arrow. The fact that the clean lines drawn by past generations proved wrong does not seem to diminish our own desire for clean lines. But history suggests that how we shape our lives to a new technology is complex, and ultimately unpredictable. It is easier to anticipate the arrival of a new technology than it is to predict what will happen to the societies that use it.

Or, put another way, what happens is in our hands–individually. Yours and mine and our neighbors'.

Software


I avoid this 1950s slang term, which should have been buried with Eisenhower.

In the old days, machines were "hardware," and the programs to run on the machines, generally punch cards or tapes, were cutely termed "software." There was a clear physical difference between hardware and software.

But over the years the distinction has become confused, especially with the advent of the Programmable Read-Only Memory (prom) chip, whereby what is clearly software is converted into what is demonstrably hardware. Some programs are now sold as chips, which you plug into your machine. The term "firmware" has been introduced to refer to this hard software.

I prefer to talk about machines and programs, and forget

what's hard and what's soft. "Software" always conjured up images of rubber table settings for me, anyway.[23]

Specialized Knowledge and the Professions


Why do we consult a doctor or a lawyer? In part, at least, because the professional person possesses specialized knowledge we need. This specialized knowledge is generally highly formal in its structure.

Because computers can easily store and manipulate formal information, professional knowledge is extremely vulnerable to computers. That should have been obvious as soon as pocket language translators appeared five years ago. If you can encode the formal rules for language translation on a microchip, you can encode the formal rules for divorce proceedings or appendicitis diagnosis on a microchip as well. Once such a chip exists, it can be manufactured cheaply in quantity. Why should anyone consult a lawyer when he can buy all the information the lawyer possesses on a legal-knowledge chip for a couple of dollars?

Furthermore, in many situations the professional does not have all the expertise he needs. As more and more so-called expert systems help with legal research and medical diagnosis, the professional himself will be consulting the computer with increasing frequency. Since your doctor or lawyer is consulting a computer, why shouldn't you do it yourself, and skip the expensive middleman?

This question goes far beyond the age-old dream of getting rid of doctors and lawyers. In the end, it comes down to how we think about computers and people.

There's little question that in certain applications of specialized knowledge the computer can function as well as or better than its human counterpart. It's also true that the overwhelming majority of professional consultations are quite routine. The writing of wills, or the differential diagnosis of fatigue, is not complex.

But consider again our original question: why do we consult a doctor or a lawyer? In the most general sense, it is because something has gone wrong in our lives. Some personal relationship, or some aspect of our physical body, is not functioning correctly. We are uneasy and troubled, and we ask the professional to restore function and balance to our lives. Although we may imagine that this consultation is a characteristic of complex societies, it can be found in the simplest societies as well.

The Huni Kui people of the Amazon[24] are a tribe of jungle hunters. From time to time, a member of the tribe becomes unable to catch game for his family. Either the hunter finds no animals in his wandering, or the animals flee before he can shoot them, or his arrows miss their mark. If this continues long enough, the hunter's family suffers hardship and must be fed by others. The hunter himself is humiliated and indebted, until finally he is forced to consult the tribal chief.

This initiates a ritual interaction. The chief gathers the best hunters of the tribe. Together they examine the hunter's weapons, making sure that they are properly constructed and cared for. Then they inquire after the hunter's routine preparations for the hunt, what herbal baths and charms he employs. Next they review in minute detail his recent hunting failures. Finally, they all go into the jungle for an overnight ritual purification of the hunter and his weapons.

This ritual always works. The hunter invariably feels better and finds game. Order and balance are restored to the individual and the community.

Psychotherapy for a jungle hunter may seem a bizarre notion, but on closer examination we should be more surprised if it didn't occur. Every society requires mechanisms for integration of the

members of that society.

But the point is that even in this technologically simple setting, the troubled person was obliged to go outside himself to experts for help. That help ultimately consisted of reintegrating the man with himself, his community, and his natural environment. This is a deeply human experience.

And when we consult doctors or lawyers, we seek the same kind of relief. Rarely is the goal merely access to information. We want advice, we want understanding, we want "someone we can talk to." It's common to feel better as soon as we've seen the doctor, even before we start taking the prescribed medication. And the lawyer who says "I'll handle it" makes us feel better, even before he actually takes any steps to solve the problem.

When professionals are viewed in this way, the importance of computers to professional interactions diminishes. We consult professionals not because we want information but because we

want to feel better.

Can a computer make us feel better? Perhaps it can–if we allow ourselves some fundamental errors in perception.

In 1966, Joseph Weizenbaum, a computer scientist at MIT, wrote ELIZA, one of the most famous and significant programs in computer history, eliza instructs a computer to imitate a non-directional, Rogerian therapist. In the years since, many versions of eliza have been written for small computers. Here is a recent interaction on mine:

HELLO THERE, I'M ELIZA. HOW ARE YOU FEELING?

I'm tired today.

WHY ARE YOU TIRED TODAY?

From working on my book.

HMMM . . . TELL ME MORE.

The book's about computers.

YOU THINK COMPUTERS CAUSE PROBLEMS FOR YOU?

Trying to explain that computers are stupid machines.

ARE YOU REFERRING TO ME?

Yes. You.

LET'S GET BACK TO YOUR PROBLEM . . .

Okay. Fine. Tell me my problem.

THERE ARE NO EASY ANSWERS TO YOUR PROBLEM.

You always say things like that.

HOW DOES THAT MAKE YOU FEEL?

I feel you don't care.

INTERESTING . . . CAN YOU ELABORATE ON SUCH FEELINGS?

Computers are just machines.

OH I THINK YOU KNOW BETTER THAN THAT.

Well, you aren't a human being, kiddo.

WHAT MAKES YOU THINK I AMENT A HUMAN BEING KIDDO

I rest my case.

DO YOU FEEL IT SOLVES ANYTHING TO REST YOUR CASE?

Although the responses sometimes appear complex, the computer is actually doing something rather simple. It scans the input sentence for key words it has been programmed to recognize. When it finds one, it selects an answer from a group of previously programmed responses. If the computer fails to find any word it knows, it gives a nondescript response such as HMMM ... TELL

ME MORE. The whole process is utterly mechanical–and in this

case, obviously so.

But more refined versions of eliza can be startlingly persuasive. It's not difficult to assume that the computer really understands you. Weizenbaum himself was alarmed by the initial acceptance of his program. Some users asked him to leave the room, because their conversation was becoming too intimate. Others refused to believe it was "just a program." Still others heralded eliza as initiating a new era of automated therapy.

This raises the question of what people think a therapist is. In The Road Less Traveled, psychiatrist M. Scott Peck[25] defines a therapeutic interaction that no machine could ever imitate, because that interaction is inherently, profoundly human. But unless we have conceived a view such as Peck's–unless we have developed a real sense of what a human being is, and what a caring human interaction is–then a chat with eliza will seem perfectly satisfactory.

In the future, we can expect a radical transformation in the professions, in which the exclusivity of information is denied the professional person while his therapeutic role continues unchanged. This strikes me as good. In the final analysis, we are not lawsuits to be tried or diseases to be treated; we are people with human problems. As we begin to have our own access to the professional's fund of information, we will naturally gravitate for further advice toward those professionals who treat us as human beings, and not merely as problems, or sources of income.

Speech, Computers and


In 1969, when my novel The Andromeda Strain was published, the idea of voice-reminder systems struck readers as exotic and bizarre.

But within ten years, Sharp sold a miniature talking clock with its voice circuits embedded in microchips; and by 1982, my Dat-sun spoke in a seductive female voice, informing me that "lights are on" or "fuel is low." By that time, many home computers had attachments that allowed them to speak in some fashion. But few computers could understand speech input in any flexible way.

How long will it be before you can talk to your computer as you do to your next-door neighbor? Most experts think that development awaits the so-called fifth-generation computers, at least ten years away. Even if you play the odds and assume development will occur twice as fast as the experts think, the first truly speech-responsive computer will not be available before 1988.

Meantime, face reality; learn to type.

Status, Computers and


When small computers first began to proliferate, about six years ago, most educated people adopted the traditional snobbish attitude toward machines. "I can't work them," they would say with pride. "My secretary [or assistant or middle manager] knows how to run it. I don't have the faintest idea."

These postures are straight out of Hard Times, and are appropriate to the Industrial Revolution of a hundred years ago, when operating machines was beneath persons of quality. Long after computer terminals appeared on secretarial and middle-manage-

ment desks, vice-presidents would not be caught dead with terminals in their offices.

About two years ago, a transitional phase began–the hidden computer for top management. Like a wet bar or a television set, the computer was tucked away from casual view. Terminals were made to pop out of coffee tables, or from behind sliding wood panels. When top executives were portrayed as using computers in advertisements, the executives were reclining, feet propped up indolently on desk or ottoman, keyboard across their knees. No fevered hunching over a glowing terminal for the real decision

makers!

Inevitably, computers became a status symbol in their own right. It's no longer fashionable to admit you can't use them, and everyone must have one prominently displayed to prove that he's

with it and up-to-date.

These amusing fashion trends shouldn't be taken too seriously. Status symbols are not tools; they're status symbols, and one can argue that high-level executives should spend their time with people, not computers. But the traditional problem for managers is isolation–lack of access to the day-to-day, working reality inside their own organizations. From this standpoint, an executive who can't operate a computer is vulnerable. He must rely on subordinates to tell him what's happening.

My own feeling is that a good executive ought to be able to make a surprise visit to his own data bank, the way he makes a surprise visit to a regional office. But he shouldn't spend too much time at either place.

Tape


Having heard that disk drives are like sophisticated tape recorders, you won't be surprised to hear that ordinary tape recorders can be used to store computer programs. Most home computers will accept either disk drives or tape recorders for program stor-

age. A few, like the Timex Sinclair 1000, only accept tape recorders.

Tape recorders are much cheaper than disk drives–and much inferior. Their principal defect is speed: they are much slower and more cumbersome than disk drives. Since speed is a primary advantage of the computer, a slow storage unit reduces the usefulness of the total system.

Tape is acceptable for an inexpensive system. But for most computers it's like playing a Bang & Olufsen receiver through pocket radio speakers: it works, but it doesn't do the machine justice.

Testing


Programs, like scientific theories, can never be proved right–they can only be found wrong. The fact that a program works a thousand times does not guarantee that a bug won't show up the next time.

Experienced programmers say, "There's always one more bug."

Test a new program until you're cross-eyed with exhaustion. And regard every running of a satisfactory program as one further test. There's no way around this perpetual testing and caution.

It's the nature of the beast.

Trust


Beginners go through all sorts of permutations of trust in their machines. Initially, as they see their precious data disappear onto a featureless plastic disk, they tend to print everything out "just to be safe." Later, as they grow more comfortable, they print less and less–and ignore warnings to make backup disks. Sooner or

later, the computer crashes and they discover the error of their

ways.

When people deal with processed computer data, a similar progression occurs. The first reports are viewed with profound suspicion, and later reports are accepted with blind faith.

Treat your computer like any other machine–your car or your dishwasher or your watch.

It's reliable as hell until the day it isn't.

User


To computer hackers, byte-heads, and other fanatics, the term "user" is a pejorative. It implies somebody who just uses the computer with no knowledge of how it operates.

If you're a user and somebody tries to make you feel bad because you don't know hexadecimal code, relax: users are the wave of the future. A certain number of people are fascinated by the computer and want to know everything about it, just as a certain number of people want to get dirty and greasy tinkering with their automobile engines on weekends. There's no harm in it, but there's no virtue in it either.

It's fine to be a user–simply to use the computer as a tool. There is a whole world of life and sensation and feeling that has nothing at all to do with computers. In fact, computers are really a rather trivial part of the human experience. Don't let anyone tell you otherwise.

Widows, Computer


The little machines are incredibly compelling, and one can work them long into the night. Marriages fall apart because of the machines.

Here she comes at midnight, saying, "Honey, do you know what time it is?" You haven't the faintest idea and couldn't care less; without taking your eyes from the screen, you mutter something conciliatory and she goes away. She's back in two hours, stamping her foot, insisting you come to bed.

She's a computer widow, and you have a problem. Your problem is getting easier–or, at least, more socially acceptable–all the time, because more and more spouses are faced with it, and they can discuss it among themselves while you go off and play with the machines.

But the problem of the computer widow or widower remains. And it awakens all the vague concerns people have that we will all eventually be engaged in some masturbatory act involving ourselves and our machine reflections, oblivious to everything in life that is flesh and blood and human and juicy and alive.

Such a fuzzy fear ignores several hard facts. People don't spend hours locked in embrace with their microwave ovens or their vacuum cleaners. There must be something special about computers that makes them so compelling. And there is.

A computer always listens to you. It reacts immediately, catching every nuance of what you say. It always hears you freshly. Each time you make a statement, it behaves as if you had never made that statement before.

On the other hand, close friends and loved ones don't respond freshly to what you say. They think they know you; familiarity breeds inattention, if not contempt. It's not hard to feel that the computer is "more alive," more attentive, than one's flesh-and-blood companions.

Further, the computer never gets tired. After three hours, it's just as quick to respond, and apparently just as interested, as it was during the first five minutes. It's an indefatigable playmate–every child's dream.

Finally, the computer makes no demands of its own. It is there to do what you want it to do, and when you get tired of it, you just turn it off. No guilt, no recriminations, just flip the switch and it's gone. It's a sort of intellectual prostitute–and the appeal of prostitutes has never been obscure.

My own feeling is that widows had better recognize what they're up against. And I can't help feeling that the competition between human beings and machines–for the attention of other human beings–can only benefit human beings in the long run. Computers are information-processing, communicating devices. And if they set a new standard for information processing and communication by human beings among themselves–well, we've needed that for a long time.

Zenith: The Final Days of Man Before the Machines Take Over?


Many theorists predict the eventual creation of a super-intelligent machine, a computer vastly more powerful than human beings. The machine might be constructed with biochips, and thus would literally be another life form.

We have already seen that such a computer is not imminent. But even if we imagine it in the distant future, how should we think about it?

My own feeling is that when the super-intelligent machine comes, we'll survive. We have always defined as human what is unique to us, and we have weathered these storms before.

We have no record of how human laborers felt when Neolithic domesticated animals took over as beasts of burden seven thousand years ago, but it's clear that mankind survived with dignity and a sense of humanness intact.

We have had machines for nearly two hundred years that did intricate tasks such as plucking, spinning, weaving. We seem to have survived that.

We've had computational machines for forty years, and we've survived that as well. That we now have robots to carry out still more complex tasks should not unduly distress us. Nor should the future prospect of a super-intelligent computer, a brain more powerful than ours.

We've been traveling down this road for a long time–perhaps as long as two million years. Making tools to free us to do something else with our hands, and our time.

A Zen meditation asks the question "What am I?" The meditator begins by saying, "I am not my hands, I am not my feet," then progresses through "I am not my body" and "I am not my thoughts" and "I am not my emotions." But as the meditation continues, breaking one kind of identification after another, there remains an "I" to deny what that "I" is. No matter how one continues this progression, no matter how far one extends it, there is always something left.

The fear that in the coming years we will be replaced entirely by our creations–that we will live with computers as our pets live with us–suggests an extraordinary lack of faith in human beings and their enterprise.

As far as we know, the universe is infinite.

As far as we know, we are the only creatures that know it's infinite.

As far as we know, our ancestors have worked patiently for hundreds of thousands, perhaps millions, of years to get us exactly where we are today.

As far as we know, we will always be greater than our creations. Our ancestors were threatened by trains and planes and electricity; we take these things for granted. Today we are threatened by computers; our descendants will take them for granted, too.

As far as we know, there is much about ourselves that we don't know.

Human beings will always have something else to do.

And so, for that matter, will their machines.








GROUCHY GLOSSARY


Algorithm. A method for doing something.

Analog. As opposed to digital. For example, representations of numerical values by variations in electrical current, such as a meter with a needle.

Application. Not how you get a job, but what job you set for the computer.

Backup. Copies of data on a storage medium such as floppy disks.

BASIC. Beginners' All-purpose Symbolic Instruction Code. A computer language designed by John Kemeny and Thomas Kurtz of Dartmouth.

Bit. A single switch inside a computer.

Bomb. Computer or program failure. Also, a programmed instruction intended to make the computer fail, as a form of sabotage.

Boot. To turn power up in a system. Generally, to put a disk in the machine and turn the machine on.

Buffer. A special temporary memory for holding data between two areas, such as between the computer memory and the disk or the printer.

Bug. An error that crashes the program.

Bulletproof. Programming routines so well constructed that the user cannot screw them up.

Byte. The unit of information storage in the computer, equivalent to one character of text. Generally comprised of eight bits.

COBOL. Common Business-Oriented Language. Exactly what it says, a programming language for business, developed in the early 1960s.

Code. Programmed instructions to the computer. Source code is the language the program was written in. Object code is the machine language the program is translated into.

Column. The number of characters on the monitor screen.

Compiler. A program that translates high-level language into machine code.

Crash. Computer or program failure.

Data. Information.

Data base. Information fed into the machine, the basis for making decisions or calculations.

Dedicated. A single-purpose machine. Formerly, an electrical line required for a single purpose.

Density. A measure of the closeness that data can be put onto a disk.

Disk. A recording medium for computers, similar to audiotape.

Documentation. Notes and instructions that accompany a machine or program.

Down. Describing a computer that is not working; i.e., the machine is down. Not applied to programs.

Dump. This term refers to evacuating the contents of some part of the machine–a portion of memory, a part of the disk–to the screen or printer. I dislike "dump" but can think of no substitute.

Enhancement. Fancy talk for making something the way it should have been in the first place.

eprom. Eraseable Programmable Read-Only Memory. A chip that can be programmed, and reprogrammed, at will.

Execution. Of a program, not you. Making it run on the computer.

File. A collected group of records.

Forth. A programming language.

Fortran. FORmula TRANslation, a scientific and engineering language.

GIGO. Garbage in, garbage out. A great truth.

Hardware. Nuts-and-bolts equipment.

Input. Whatever is put into the computer.

Interface. The junction of a computer and something else, such as a printer, a telephone line, or a sensing device in the real world. In wider usage, the border of any two things imaginable, such as "the speaker-listener interface." Such ways of speaking generally reflect a spurious attempt to make what is said seem more important, or at least more scientific, than it is.

Kilobyte. One thousand bytes of information, abbreviated K or sometimes KB.

Megabyte. One million bytes of information, abbreviated M, or sometimes MB.

Memory. The storage capacity of a computer. Divided into ram, Random Access Memory, and ROM, Read-Only Memory. User memory is ram.

Mode. The method of operating. For example, there are two execution modes, immediate and deferred.

Monitor. A video screen for displaying computer input and output.

Operating system. The internal programs that govern the operation of the computer. Many different computers can run "under" certain popular operating systems, such as CP/M (Control Processor/Microcomputer).

Output. Information transmitted from the computer to an external device such as a printer. In common usage, it has the sense of productivity, which is not correct for a computer. Often applied to people in the sense of productivity.

Packing. Compression of digital data for efficient storage.

Pascal. A high-level language for beginners. Named for Blaise Pascal, a seventeenth-century mathematician. There is no agreement whether this language should be printed upper or lower case, or both.

Program. A sequence of instructions to direct a computer.

prom. Programmable Read-Only Memory. Computer chips that can be imprinted with fixed programs by the user.

ram. Random Access Memory. Computer chips available to the users for temporary storage of information, ram is generally measured in kilobytes (K) or megabytes (M). Information in ram is held only as long as power is maintained.

Read. To get data from a disk or other storage device.

Retrofit. To fix up later. The engineering sound of this one disguises the true meaning, generally that somebody goofed.

ROM. Read-Only Memory. Computer chips with fixed instructions on them for the computer.

Software. Programs.

Systems. A buzzword. When a skyscraper, a weapon, a town, a doctor's office, a kitchen, and a nuclear family are all systems, it's time to ask what isn't.

Up. Said when a computer is working; i.e., the computer is up.

vlsi. Very Large Scale Integrated microchip. A biggie.

Write. To store data on a disk or other medium.
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About the book


Here, at last, is the layman's guide that everyone has been waiting for–that does what no other book about computers has done. It tells you–simply, concisely, comfortingly, and without jargon–what computers really are, how to choose them, how to use them, how to think about them, how to live with them, how to get them to help you, how to keep them in their place, how to enjoy them. It gives you everything from precise, step-by-step instructions on what to do when you first approach a new computer to sound advice on how to stop your computer from causing trouble in the family.

Michael Crichton–author of such memorable (and best-selling) novels as The Andromeda Strain, The Terminal Man, The Great Train Robbery, and Congo– has for years made brilliant and creative use of computers in each of his three professions: as a doctor/ scientist, as a filmmaker (Westworld and Coma), and as a writer. Now, in Electronic Life, he shares his knowledge and his love of computers. His message: Don't be afraid of them, they're only machines, they're here to make your life easier, and, what's more, they can be a lot of fun!

He begins with a brief overview of the revolution now in progress ("In 1978, there were about 5,000 desk-top computers in the United States. In 1982, there were 5 million. ... By 1990, it is estimated there will be 80 million. . . ."). And he makes us accept the fact that, sooner or later, all of us will be using computers, like it or not, so why not like it?

Then he gets down to specifics, A to Z: from Computer Anatomy (how the components of a computer are similar to, and how they're different from, the components of a stereo) and Buying a Computer (why you should "buy a program, not a machine") to Games, Computer Languages, the Virtues of Mindless Machines, Paranoia, Word Processing, Computer Skills ("At the moment, only one skill is essential to operate a

computer: the ability to type")___He takes the scare out

of "computerese," clearly explaining what is meant by such terms as Applications, Byte, Compatible, Courseware, Floppy Disk, Down, Error Messages, Microchip, Printer, Retrofit, Software, etc... He tells you what you

need to know about Computer Crime, Design ("There's no excuse for making a machine that looks like a toilet on the space shuttle–and less excuse for buying one"), Eyestrain, Computer Literacy, Magnetic Fields, Mathematics ("Computers have little to do with mathematics these days. Even the experience of programming in a high-level language is not particularly mathematical"). ... In dozens of alphabetical entries, Crichton gives us the information essential to intelligent understanding of computers, and he gives us this information in a style that both instructs and entertains–a pleasure to read!

Finally, he provides appendices of computer programs specifically designed to put you in control of– and make you feel comfortable with–your (Apple or IBM) computer.

For anyone who owns or uses a computer, for anyone who is thinking about buying a computer (whether to play video games, to balance a checkbook, to write a novel, or to help run a business), and for anyone who is merely curious about how computers are transforming our world, Electronic Life is a boon and a blessing.


About the author


Michael Crichton graduated from Harvard College and Harvard Medical School, worked briefly in medical research, and, after the publication of his first novel, The Andromeda Strain, devoted himself increasingly to writing: five novels and two works of non-fiction, including Five Patients. He is also a filmmaker, most recently directing the film version of his own novel The Great Train Robbery. He was born in 1942 in Chicago and lives in California.








Notes


[1] Assuming that 1) our society won't cut power consumption dramatically; 2) alternative non-polluting power sources are not available today, although they will be in ten or twenty years; 3) we must therefore arrange for a temporary source of additional power; 4) neither coal nor nuclear power is an agreeable power alternative; 5) but we must choose one or the other, selecting the lesser of two admitted evils.

Assuming you're still with me, then the only decision is which is the lesser evil. Nuclear power is the lesser evil, if you can look at it rationally–which by now almost nobody can. (Trees didn't get to vote.)

[2] Don't confuse change with newness. Newness is pleasant. You probably genuinely enjoy a new car or new clothes, but these new items are not really different from the ones they replace. As a matter of fact, automobile and clothing designers are careful to create the appearance of change without actually changing much—because they know people don't like genuine change.

[3] I finally wrote a little program as a joke. It's in the appendices.

[4] Carpenter, Edmund. Oh, What a Blow That Phantom Gave Me! (New York: Bantam, 1974), p. 33.

[5] Some insist CAD stands for Computer-Assisted Delay.

[6] As an example, here is the list for an Apple:

ITEM|MANUFACTURER|SLOT

Apple II Plus|Apple Computer|(none)

CP/M Card|Microsoft RAMCARD|#0

Serial Printer Card|Model 7710-A (AS-1)|#1

80 Column Card|Videx|#3

 

Language Card|Microsoft|#4

Disk Controller Card|Apple Computer|#6

2 Disk Drives|Apple Computer|(none)

Monitor|Amdek 300|(none)

Printer|IDS 460|(none)

 

[7] It may also mean that they want to show pornographic movies at home. But that isn't clear. Sooner or later, somebody would make pornographic laser disks. But one thing was clear: you'd never be able to copy with laser disks. For most consumers, that was the end of the discussion.

[8] This does not mean an end to royalties. Creators will still be paid as a function of the audience they attract. Cable TV or computer networks can keep track of their viewers or users and pay creators accordingly. But although you must pay for the first night's viewing of a movie on cable, there's nothing to prevent you from copying it and viewing it again, or lending the copy to a neighbor. Just as there is now nothing to prevent you from lending a book or a magazine to your neighbor.

[9] The IBM Displaywriter, a dedicated word processor, is two hundred dollars cheaper than a comparably equipped IBM Personal Computer.

[10] There is a counter-argument, based on the history of digital watches and calculators. Those devices have shown a clear trend toward incorporating more and more functions into a single device. People now take it for granted that they can buy a calculator that will tell them the day, date, and time in multiple time zones; that functions as a stopwatch with a lap timer; that has an alarm; that plays musical tunes; that stores a little text; and that even provides a game or two.

But even though their calculators tell time, most people still wear wristwatches.

[11] I've never understood why women, far more than men, seem to handle floppy disks by putting their index fingers through the center hole. In any case, man or woman, it's a bad idea. Handle a disk on the rectangular outer folder only.

[12] SHRDLU was of course documented, but it was a long program (more than 250,000 lines of code) and the documentation was inadequate to allow revisions.

[13] In England, Her Majesty's Principal Inspector at the Health and Safety Executive, E. A. Cox, concluded, "There are no radiation levels that could be considered to be of concern to the normal individual." American computer consultant Carl Machover has argued that most problems with video screens are psychosomatic in origin: people who feel alienated from a new technology will find some way to complain about it. See New Scientist, January 27, 1983, p. 229.

[14] Receiver, tuner, amplifier, turntable, tape deck, speaker, watts, ohms, jack, headphones, connector, cartridge, needle, arm, AM, FM, Dolby, LED, phonograph, volume,

input, loudness, balance, bass, treble, mono, stereo, mute, record, pause, rewind, play, monitor, selector, auxiliary, timer, counter, rewind, fast forward, ground.

[15] Minsky notes that specialists use it when they want to get the greatest possible speed from the computer—and the least possible speed from the programmer.

[16] This criticism shouldn't be pushed too far; at bottom, nothing new is happening. It's demonstrable that human emotions are inexpressible except by analogy; people have undoubtedly "burned" with desire and "glowed" with excitement ever since they huddled around cave fires.

[17] This situation finally changed in 1982, with the introduction of Eastman 5293 film stock, which uses two separate emulsions to record a great exposure range.

[18] There is, however, one technical area where computers can indeed make a mistake. Oddly enough, it's fundamental—in arithmetic. If you divide 1 by 3, the answer is .3333333333 . . . with the 3's continued indefinitely. Computers, like people, must round off. But how they round off, and how they handle decimal points in general, varies slightly from one machine to another. You're not likely to have a problem from this, but you might.

[19] But if you really require a portable machine, wait as long as you can before buying. This year's eighteen-pound, briefcase-size machine will be next year's nine-pound, book-size machine. Extremely small, powerful computers are evolving very rapidly at this writing.

[20] And be honest. If you read between the lines and figure out that all the March billings are shot to hell, you'll realize that you could refuse to pay not only one disputed entry but the entire month's billings. Don't take advantage of his vulnerability. Remember, this month it's his company that has the computer problem. Next month, it could be yours.

[21] At these review meetings, insist he go through a hard copy of the source code with you and explain to you in general terms how the program is set up. Even if you don't really understand the code (and you won't), this procedure has at least five benefits.

First, the programmer will respond positively to your interest; he'll end up working better and faster. Second, as he explains his work aloud, he often notices problems he hasn't considered—without your saying a word. Third, programmers tend to drift, refining minor parts of the program while neglecting the guts. You'll keep him on track with frequent review. Fourth, you'll see if he's documenting sufficiently, and if new work is being done. Fifth, you'll learn from the interaction.

Even though you may lack specialized computer knowledge, it's still your job to supervise the programmer. He needs supervision—and support and encouragement—as much as anyone else. Give it to him.

[22] But if you elect to recover the disk—and if you succeed—never copy the recovered disk onto your original backup. Instead, make a new backup. The reason is that a recovered disk may contain hidden glitches or deletions that only become evident days or weeks later. When you hit these problems, you'll wish you'd kept the original backup.

[23] There are two other reasons to discard the term "software." Software seems to imply something less important than hardware, when in fact software is usually more difficult, time-consuming, and expensive to create—hence the industry expression "It's the software that's hard." In addition, software programs are generally not soft and pliable at all. They're usually as rigid and unadaptable as if they were cast in iron.

[24] See F. Bruce Lamb, The Wizard of the Upper Amazon (Boston: Houghton Mifflin Co., 1975), p. 33.

[25] Peck, M Scott. The Road Less Traveled (New York: Simon and Schuster, 1978).
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