


Meaning and Truth



Topics in Contemporary Philosophy

Editors

Joseph Keim Campbell
Michael O’Rourke
David Shier

Editorial Board Members
Kent Bach

Michael Bratman
Nancy Cartwright
Richard Feldman
John Martin Fischer
Nick Gier

PJ. Ivanhoe
Michael McKinsey
John Perry

James Rachels
Stephen Schiffer
Harry Silverstein
Brian Skyrms

Peter van Inwagen



Meaning and Truth

Investigations in Philosophical Semantics

Edited by

Joseph Keim Campbell
Washington State University

Michael O’Rourke
University of Idaho

David Shier
Washington State University

a SEVEN BRIDGES PRESS, LLC
CHATHAM HOUSE PUBLISHERS

MEW YORE « LOMFON



Seven Bridges Press, LLC
135 Fifth Avenue, New York, NY 10010-7101

Copyright © 2002 by Seven Bridges Press, LLC

All rights reserved. No part of this book may be reproduced, stored in a retrieval sys-
tem, or transmitted in any form or by any means, electronic, mechanical, photocopy-
ing, recording, or otherwise, without prior permission of the publisher.

Executive Editor: Jehanne Anabtawi

Managing Editor: Katharine Miller

Composition: Bytheway Publishing Services

Cover Design: Darby Downey, DD Creative Services
Printing and Binding: CSS Publishing Company, Inc.

Library of Congress Cataloging-in-Publication Data

Meaning and truth : investigations in philosophical semantics / edited

by Joseph Keim Campbell, Michael O’Rourke, David Shier.

p. cm. — (Topics in contemporary philosophy)

Includes bibliographical references and index.

ISBN 1-889119-55-5 (pbk.)

1. Semantics (Philosophy)—Congresses. 1. Campbell, Joseph Keim,

1958— II. O’Rourke, Michael, 1963— III. Shier, David, 1958— IV. Series.
B840 .M456 2001

121'.68—dc2r

2001002390

Manufactured in the United States of America
0o 9 8 7 6 5 4 3 2 1



Contents

Foreword by Stephen Schiffer vii
Editors’ Acknowledgments ix

Introduction

JosepH KEim CAMPBELL, MICHAEL O’ROURKE, AND DAVID SHIER
1. Investigations in Philosophical Semantics: A Framework 1

Part I. Cognition and Linguistic Meaning

KENT BACH
2. Seemingly Semantic Intuitions 21

MicHAEL MCKINSEY
3. The Semantic Basis of Externalism 34

ROBIN JESHION
4. Acquaintanceless De Re Belief 53

STEPHEN SCHIFFER
5. Meanings 79

Part Il. Linguistic Meaning and the World

NATHAN SALMON

6. Mythical Objects 105



Vi

10.

11.

12.

13.

14.

15.

MEANING AND TRUTH

MARIAN DAVID

Truth and Identity

KirRk LUDWIG

What Is the Role of a Truth Theory in a Meaning Theory?

ONATHAN SUTTON
A New Argument against Modesty

ROBERT CUMMINS

Truth and Meaning

Part I1l. Aspects of Linguistic Meaning

HERMAN CAPPELEN AND ERNIE LEPORE
Insensitive Quantifiers

EMMA BORG
Deferred Demonstratives

LENNY CLAPP

What Unarticulated Constituents Could Not Be

ANNE BEZUIDENHOUT
Generalized Conversational Implicatures and Default
Pragmatic Inferences

KENT BACH AND ANNE BEZUIDENHOUT
Distinguishing Semantics and Pragmatics

Index

124

142

164

175

197

214

231

257

284

311



Foreword

Stephen Schiffer
New York University

THE PAPERS IN this volume are article versions of selected talks given at the
third annual Inland Northwest Philosophy Conference, on Truth and Meaning,
held in Moscow, Idaho, and Pullman, Washington, March 24-26, 2000. This
was the first year the conference was funded to bring in participants from all
over the United States, and if; as I expect, future colloquia in the series meet the
same high standards, the annual INPC will occupy an important place in
American philosophical life. As a high-quality annual colloquium, it will quickly
gain the prestige and attention now held by only two other such philosophy col-
loquia in the United States, the one at Chapel Hill and the one at Oberlin.

I was honored by the invitation to be the keynote speaker at the collo-
quium, but I had little idea of what to expect from a philosophy of language
colloquium in Moscow, Idaho. Happily for me, it turned out to be one of the
best-run and most stimulating philosophy conferences I have ever attended in
any area of philosophy. The editors of this volume, Joseph Keim Campbell,
Michael O’Rourke, and David Shier, who must be thanked for conceiving the
series and actually getting it to happen, organized and ran the conference with
near-awesome skill. The Universities of Idaho and Washington State are to be
commended for their generous and wholehearted support, thereby making this
new philosophical institution possible, one that will bring to those universities
cach year a level and excitement of philosophical activity enjoyed at very few
other universities.

The collection of papers published in this volume, aptly subsumed under
the wide-ranging rubric Meaning and Truth, covers most, if not all, of the top-
ics in the philosophy of language that are currently of most concern. The papers
by Lenny Clapp, Robert Cummins, Marian David, Kirk Ludwig, Michael
McKinsey, Jonathan Sutton, and myself deal with foundational questions about
the nature of meaning, of meaning theories for particular languages, and the
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analytical relations between meaning and truth. The papers by Emma Borg,
Herman Cappelen and Ernie Lepore, Robin Jeshion, and Nathan Salmon bring
specific questions about reference and quantification to bear on more general
questions about the nature of meaning. And the contributions by Kent Bach and
Anne Bezuidenhout concern the semantics/pragmatics distinction. (More de-
tailed introductory comments on these papers is provided in the editors’ intro-
duction.) I hope readers of these papers will be as stimulated and informed by
them as we, the participants of the conference, were by the talks on which they
were based.
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CHAPTER 1

Investigations in Philosophical
Semantics: A Framework

Joseph Keim Campbell, Michael O’Rourke, and David Shier

FRAMING THE THEORY OF MEANING

The Big Picture

MEANING IS EVERYWHERE—in our thoughts, in our words, in our actions,
in the world. Wherever we turn, it is there. Each of us crafts a life around the
meaning we find, setting goals, acting and reacting according to what we take
this meaning to be. There is, of course, nothing new in this observation. It de-
scribes our experience in a way that collects together a varied set of features that
do not form a natural category. As such, it may motivate a theoretical investi-
gation into the nature of meaning, but it will not ground one. A ground for a
theory of meaning can only be recovered if this observation is focused. There are
a number of ways to do this. We might focus, for instance, on those aspects that
are regarded as generally meaningful, as opposed to those that have meaning for
specific individuals or select groups. Alternatively, we might focus on meaning-
ful human actions, attending to other appearances of meaningfulness only when
they are relevant to an understanding of action.

Still another way is to focus on those aspects of meaning that are grounded
in representation, or roughly, things that have the function of standing for or
signifying something beyond themselves. For instance, photographs, diagrams,
realistic drawings, sentences, discourses, and so on. Attempts at isolating these
for investigation reveal that other similar things do not count as representa-
tions—doodles, say, or random strings of letters. Thus, the first question that
arises for one who chooses this approach is What is the difference between repre-
sentations and similar things that are not representations? An answer to this ques-
tion should make clear the properties that distinguish representations from non-
representational objects.
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The discipline of semantics, broadly construed, can be understood as de-
voted to the investigation of the representational character of things that have
these properties, or what is the same, to their significance as representations. The
focus in this volume is the semantics of language, or that branch of the broader
discipline that concerns linguistic representations—i.e., words, phrases, and sen-
tences that function as parts of language. These are recovered from auditory dis-
turbances and ink stains, noises and marks. As is generally true of representa-
tions, these noises and marks resemble other noises and marks that are not
linguistic representations. For instance, consider:

(1) Scalia is a textualist.
(2) cliasa si a xttlstiuae

Despite similar group size and similar letter distribution across groups, only (1)
counts as a linguistic representation, while (2) is alphabet soup. The working hy-
pothesis behind the semantics of language is that (1) has certain properties that
underwrite its representational character, and (2) lacks them; further, these prop-
erties account for the place of (1) in a systematic language that people under-
stand and employ. The semantics of language is in the business of accounting
for these properties.

Dimensions of the Semantics of Language

The goal of the semantics of language is to construct a theory of the meanings
of linguistic representations. Theory construction in this domain is no different
than theory construction in other disciplines where the world contributes the
phenomena. We start with observations drawn from our experience with the
phenomena and then develop a conceptual model, under empirical pressure,
that subsumes the phenomena under systematic generalizations. Empirical and
conceptual elements interact synergistically—the empirical data initially inspire
conceptual construction and then force conceptual revision along the way to a
theory, while the conceptual structures that are built delimit what counts as em-
pirical data. Thus, investigations in the semantics of language must be respon-
sive to empirical evidence as well as conceptual considerations.

Relative to this characterization, we can identify two broad dimensions of
the resulting theory, viz., the conceptual dimension and the empirical dimension.
The former concerns the internal structure of the theoretical framework, com-
prising the concepts themselves and their interrelation, while the latter concerns
the relation between this structure and the world of our experience.

Along the conceptual dimension, we find considerations bearing on both
the nature of linguistic meaning and our knowledge of it. The first set of con-
siderations are metaphysical and can be classified with the help of two funda-
mental questions:
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What are linguistic representations?
What explains the fact that linguistic representations are meaningful?

The first question motivates us to reflect on the nature of language. Is it a set of ab-
stract entities, such as symbol types or utterance types, or is it rather a set of cog-
nitive representations, realized neurophysiologically? More narrowly, the first ques-
tion raises the issue of the semantic hierarchy of linguistic representations. Should
words or sentences be regarded as the primary semantic building blocks, or should
we look to uses or utterances instead? A popular way to answer the second ques-
tion is in terms of meanings that are associated with linguistic representations in
some complex fashion. These could be things that are already lying around, such
as objects in the world or ideas in the mind, although serious obstacles lie in the
way of this purely referential approach. We might, instead, take these representa-
tions to be associated with abstract entities, such as functions or propositions, that
explain their significance as representations. Or perhaps we combine these two pro-
posals in the classic Fregean style. A wholly different approach takes meaningful-
ness to be explained by the manner in which linguistic representations are used.
Here the leading idea is that linguistic representations are meaningful because of
the specific roles they play in the economy of human interaction. They have mean-
ing because of the roles they play, setting this approach apart from the first, which
holds that they can fill these roles because of their meanings.

The importance and value of language are anchored in its meaningfulness,
but only because we have knowing access to this meaningfulness. As with intel-
lectual investigations generally, inquiry into the nature of language throws light
on our knowledge of language while it illuminates its object. But in contrast
with many other inquiries, such as, say, astronomy, linguistic inquiry does not
obviously take as its object something that lies outside the mind of the knower.
Indeed, there are those who argue that we must direct the light of our inquiry
at this knowledge in order to illuminate language, since the language we speak
and our knowledge of it are inextricably bound up with one another. Whether
or not this is correct, it establishes epistemic considerations as central to the
study of language generally, and so to semantic theory in particular. The epis-
temic aspect of semantic theory can be isolated with the help of three questions:

In what does our knowledge of linguistic meanings consist?
How do we come to know linguistic meanings?
How do we use our semantic knowledge?

In answering the first, we must attend to the cognitive realization of the lan-
guage and the suite of abilities it underwrites, as it is through these that the rel-
evant epistemic conditions are met. The second question directs us to consider
the circumstances in which we enrich our semantic knowledge, a ground rich
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with clues about the nature of linguistic meaning. The final question is related
to perhaps the most fundamental aspect of our semantic knowledge—the in-
terpretation and production of significant utterances. Our semantic knowledge
accounts for our ability to participate in communicative exchanges as produc-
ers and interpreters, and this is arguably the most important employment of
language.

Conceptual labors shape the theoretical framework, but the tenability of the
theory is dependent on its relationship to empirical data extracted from obser-
vation of actual linguistic practice. The theory is about worldly phenomena, so
we must look to those phenomena to inspire and guide us through the judg-
ments they pass on our efforts. Hence the importance of the empirical dimen-
sion of semantic theory. We can look at two specific sources of data as especially
relevant to semantic theorizing, both of which influence much of what is done
in this volume. First, there are the facts about how natural languages are actu-
ally used by members of the relevant speech communities. It is in these obser-
vations that we find data, such as deferred demonstratives or nonsentential as-
sertions, that require treatment by the theories we build. Thus, this source
supplies the pool of data to be explained by those theories. Second, there are the
semantic intuitions of those who speak the languages. Just as grammaticality in-
tuitions are an important touchstone for syntacticians, so too are semantic in-
tuitions a touchstone for semanticists. Although their importance is disputed, it
is certainly clear that these intuitions guide the theorist in a provisional way and
inspire theoretical judgments. These two sources supply facts about how we act
with language and how we react to it, facts that must be explained by any ade-
quate theory of linguistic meaning.

Modeling Linguistic Meaning

To carry out the task of explaining the epistemological and metaphysical facts
associated with the significance of language, semantic theory might be asked to
do either of two things. First, it might be asked to lay bare the central semantic
concepts and the interrelations between them. Second, there is the business of
yielding a meaning for each meaningful sentence of a language. Both are legiti-
mate goals, but they correspond to semantic theory at different levels of ab-
straction. Pursuit of the former generates a conceptual framework that supports
the assignment of meaning required by the latter, while pursuit of the latter en-
sures that this conceptual framework is connected to the data in a direct way. In
aiming to construct this hierarchy of theories, semantic theorists will typically
focus on some context or set of contexts in which meaningful language can be
studied. One such context is interpersonal communication. Communicative dis-
course is sustained by the subtle interplay of meanings, and so investigation of
it can shed light on both the crucial conceptual components of a theory of
meaning and on the data this theory must explain. Thus, communicative dis-
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course can serve as a source for both the conceptual and the empirical evidence
needed to construct such a theory.

With this in mind, we offer an analysis of a fairly typical episode of inter-
personal communication. By focusing on an exchange involving speaker, spoken
sentence, and listener, we identify elements that can be used to construct a
model of communicative discourse. This model is spare and provisional, requir-
ing modification in light of additional episodes, puzzles, pathological cases, and
so forth, but it serves us by highlighting relationships among concepts that in-
fluence the framing of semantic theory.

Consider, then, an episode in which two people are conversing, one in a
chair (S) and one by an open window (L). At some time t during the conversa-
tion, S utters the sentence, “I'm cold,” intending to cause L to shut the window.
Focus first on S, and in particular on her thoughts. At the time S utters the sen-
tence, she is in a certain overall cognitive state, determined in part by her beliefs
about herself, her listener, the conversation in which she has participated, her
desires regarding herself and the future of the conversation, and whatever in-
tentions she might have concerning her future contributions to the episode.
These cognitive representations are related in complicated ways to the world, be-
ing effects of worldly causes, causal factors of effects in the world, and repre-
sentations of the way the world is or might be. They structure the experience for
S, framing her contributions and her interpretations. Within this overall state,
there are specific representations that motivate S to utter the sentence, “I'm
cold.” These representations include her beliefs about her current comfort level
and her desire to warm up, and they causally influence in some complicated way
the utterance of the sentence. These particular representations trigger the utter-
ance. The speaker’s thoughts, then, causally influence her verbal performance in
two different but related ways. In addition, the sentence uttered can be seen as
expressing the content of certain thoughts that figure into the triggering cause of
the utterance. In some cases, the literal meaning of the sentence may exhaus-
tively express the content of these thoughts, but in many if not most cases, the
thought expressed outstrips the literal content of the sentence.

Second, consider the sentence uttered. This sentence, like the thoughts that
led to its production, stands in a complex relationship to the world. It borrows
from the world, taking both a referent (the person picked out by T’) and a time.
It also purports to describe a state of affairs, viz., how things stand with the felt
temperature of S. Finally, it is produced by a speaker for a reason, and so is a
window of sorts on her thoughts. The overall meaning of the sentence as uttered
on this occasion is influenced by each of these relationships. Attending to them
aids us in making a few preliminary distinctions among aspects of linguistic
meaning. First, there is what we can call sentential meaning, or the conventional
linguistic meaning that is associated with the sentence type and so follows it
from utterance to utterance. This includes conventional meanings of nonindex-
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While it is appropriate to say that Ralph and Doris’s beliefs differ in virtue
of having different types of content—singular and general propositions—Dy it-
self, this point about the metaphysical/semantic features of the belief content
sheds litde light on the nature of the difference between de re and de dicto be-
lief. It leaves unexplained precisely what needs explaining: What is it to believe,
and what are the conditions on believing, a singular proposition? What is it to
believe, and what are the conditions on believing, a general proposition? What
is the psychological difference between these two types of beliefs? I will not here
be attempting to offer a full theory that answers these questions. But what I say
will, I hope, point us in the right direction.

Of course, characterizing the difference between de re and de dicto belief is
notoriously difficult. In particular, it is difficult to know how to extend past the
canonical cases for de re belief, cases in which agents stand in a direct perceptual
relation to the concrete object of thought. If; twenty years down the road, Ralph
thinks to himself that Bessie was a fine cow and my how she did suffer, yet he
has completely lost all memory-images of Bessie, does he have a de re belief of
Bessie? Many philosophers think the answer is yes, but it is not uncontroversial.2
As long as Ralph was once directly perceptually acquainted with Bessie and his
memory preserved information about her in the proper way, his belief can be de
re, despite the absence of Bessie-memory-images. If Ralph tells Rhoda that
Bessie is starving, yet Rhoda has never herself perceived Bessie, can Rhoda’s be-
lief, as manifest by her acceptance of (1), be de re? This is much more contro-
versial. Still, here again, many think that the answer is yes—as long as Rhoda
receives the news about Bessie from a causal communication (or information)
chain that originates in someone who was directly perceptually acquainted with
the cow;? for these beliefs seem to have the same sort of structure as the canon-
ical cases of de re belief. Ralph and Rhoda at least seem to be thinking of a par-
ticular object. Their way of taking Bessie does not seem to be conceptual. But
now theorizing becomes exceptionally tricky: in what sense are these beliefs
about or of the object? How can they be when the agents lack perceptual rep-
resentations of the object, and, in the case of Rhoda, never even had such a rep-
resentation? Problems multiply when we move away from concrete objects, and
consider the possibility of having de re beliefs about mathematical entities, fic-
tional characters and fictional works themselves, nonexistent objects of myth,
false scientific theory, and hallucination, and any other nonconcrete entity.

Despite these difficulties, there is widespread agreement about one issue (at
least for theorists who do not reduce de re to de dicto4): Acquaintance is a nec-
essary condition on de re belief about concrete objects. Kaplan (1969) thinks we
need to be “en rapport” with the object. Bach (1987), Boer and Lycan (1986),
Burge (1977), and Recanati (1993) all maintain that there needs to be a “real re-
lation” between the believer and the concrete object of thought. Ditto for Lewis
(1983) and Evans (1982, 1985). Salmon (1987), Soames (1995), and Donnellan
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(1979) embrace the necessity of acquaintance as well.5 It is rare to have such a
meeting of (these) minds.

Now, the notion of acquaintance here is, like the notion of de re belief, a
term of art. And while I will not venture to explicate the notion, there are sev-
eral things we can say about it. First, acquaintance is one thing, causal connec-
tion another. If Rhoda fertilizes her tomato plant with droppings from Ralph’s
farm, she is, to be sure, causally connected to Bessie; but she is not thereby ac-
quainted with her. So causal connectedness is not sufficient for acquaintance. Is
it necessary? Can you be acquainted with something yet fail to be causally con-
nected with it? Perhaps. Perhaps we are acquainted with some mathematical ob-
jects yet are not causally connected with them. Or take Russell’s (1956) favorite
objects of acquaintance: sense data, universals, and (possibly) ourselves. It seems
that only in a very extended sense can we say that we are causally connected with
such objects. In any event, we need to keep the two notions separate.

Second, there are different ways of being acquainted with an object. One
can be acquainted with it through a communication-chain, or through direct
perceptual contact, as in our canonical cases. If we are acquainted with mathe-
matical objects or universals, this must be a different way altogether.

Third, it seems that acquaintance comes in degrees. One can be more or
less well acquainted with an object, depending on the amount or variety of con-
tact one has had with it.

Fourth, being acquainted with an object is distinct from possessing knowl-
edge-who or knowledge-which with respect to that object. Knowledge-who and
knowledge-which are contextually sensitive.” Within my reading group, I may
know who Jeanette Winterson is: I have read many of her novels and know she
is the author of them. But in the context in which I attend a party in her honor,
I lack such knowledge, for I do not know her from Adam (or Eve). Acquaintance
is not context sensitive in this way. I have acquaintance with Winterson through
her novel and communication-chains and, no matter what the context, my in-
ability to recognize her does not impinge upon that relation.

Within the literature, acquaintance is most often used as a catchall for a nec-
essary condition on de re belief. So, those who countenance communication-
based de re belief about concrete objects would maintain that we are, say, ac-
quainted with Matisse even though we ourselves lack a direct perceptual relation
(as in the canonical cases) with him. Restrictions on the range of objects of ac-
quaintance result in restrictions on the class of de re beliefs. Russell’s curious
views are a case in point. Because he thought the only objects of acquaintance
are sense data, universals, and (again, possibly) ourselves, they are, for him, the
only possible candidates for objects of de re beliefs.

Like most everyone, I do not follow Russell in these restrictions on ac-
quaintance. [ shall be assuming a very liberal notion of acquaintance: that we are
acquainted with some concrete objects, as in the canonical cases, and that we can
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be acquainted with such objects in other ways, including via memory- and com-
munication-chains. I shall be assuming (with many) that a minimal degree of
contact with the object suffices for acquaintance. Most important, I shall also be
assuming (with the masses) that if you and no one with whom you are memory-
or communication-chain—related to ever stood in a canonical (direct perceptual)
relation to a concrete object, you are Not acquainted with that object.

Our question is: in this sense of acquaintance, is acquaintanceless de re be-
lief about concrete objects possible?

The answer that I shall propose is, in short, yes. Since this goes against the
dominant view, I have a lot of explaining to do. But let me hasten to add that
my story of how we can have acquaintanceless de re belief accounts for the fun-
damental importance of acquaintance to de re belief. My view is that the canon-
ical cases in which one is perceptually acquainted with the concrete object of
one’s belief are distinctive: one has a perceptually attained mental representation
of the object. But what is essential to their being de re is not the acquaintance
relation per se, or even the mental representation itself, but rather the role that
beliefs of this kind play in cognition. Some acquaintanceless cases are de re pre-
cisely because they too play this role in cognition. The key idea is that the ac-
quaintanceless cases are parasitic on the canonical acquaintance cases, and what
ties them together is the function of proper names in thought.

THE IMPORTANCE OF OUR QUESTION

Before we get underway, it is worthwhile asking ourselves this: why should we
care about the possibility of acquaintanceless de re belief about concrete objects?
There are at least four in some ways overlapping reasons why we should be
interested.

General Theory of De Re Belief

The first point is obvious. If we find that there is no reason to embrace a con-
dition of acquaintance, we will be forced to reexamine our best analyses of what
distinguishes de re and de dicto belief. Most theorists that embrace the necessity
of acquaintance also, in effect, work it into their characterization of; or into the
essential condition on having, de re belief.8 If my thesis is correct, such analyses
will have to be abandoned, and we will have to confront the hard but fascinat-
ing task of (re)analyzing the notion.

Nonconcrete Objects

Second, if we can understand how we can have de re beliefs about concrete ob-
jects with which we are unacquainted, we may learn something about our ca-
pacity to have de re beliefs about certain nonconcrete entities, like fictional char-
acters and mathematical objects. One might think that the possibility of de re
beliefs about nonconcrete object hinges on their existing, and hence on actually
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having bona fide ontological status as abstract entities. I will not go into the
metaphysical issue here (see notes 3, 13, 14.) For now, my point is just that there
is good reason for thinking that some of our beliefs about fictional characters
and numbers are de re. There seems to be an intuitive distinction between de re
and de dicto belief concerning fictional entities. An avid fan of the Holmes sto-
ries will accept the sentence

(3) Sherlock Holmes smokes a pipe.

There is a very strong pull to say that this individual’s belief, as manifest by ac-
cepting (3), is different in kind from the belief of an individual that is manifest
by accepting the sentence

(4) The most famous fictional detective smokes a pipe

where we suppose that this individual has never read or heard a Conan Doyle
story, has never been in contact with anyone who has, and has no interest in
thinking about the most famous detective in fiction. All the detectives that this
person has had contact with smoke a pipe, and this leads her to generalize about
detectives, real and fictional, and so form a basis for her (4) belief. The differ-
ence between a (3) belief and a (4) belief seems to closely parallel the difference
between the (1)/(2) beliefs of Ralph and Doris.

The distinction also seems apparent in our beliefs about numbers. One
might believe that

(5) 17 is prime.
Alternatively, one might believe that
(6) The seventh prime is prime

without in this case thinking of, or about, 17.9

The parallelism between these examples and our canonical examples is, I think,
solid prima facie—but certainly defeasible—grounds for thinking that the de re/de
dicto distinction applies quite readily to our fictional and mathematical beliefs. In
my view, the analysis of the distinction ought to be general enough to apply to be-
liefs about both concrete and nonconcrete objects.!% An analysis of how it is possi-
ble to have de re beliefs about concrete objects with which we lack acquaintance
would, then, be most welcome because it may shed light on how we can have de
re beliefs about these nonconcrete objects. I will not be presenting a theory ex-
plaining how we have de re beliefs about mathematical and fictional entides, but I
do think that what I say may at least suggest a fruitful line of investigation.
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Nonexistent Entities

Third, our investigation may help in coming to grips with (the possibility of)
de re beliefs about nonexistent entities. Consider the example of Vulcan. To ac-
count for irregularities in the orbit of Mercury, Babinet postulated the existence
of, and named, a planet that circled the sun within Mercury’s orbit. He called
this planet “Vulcan’ and, along with other astronomers of the day, including
Leverrier, attempted to discover it telescopically. We now know that no such
planet exists, but scientists of the time were committed to its existence. Such as-
tronomers’ beliefs would be manifest by their acceptance of sentences contain-
ing ‘Vulcan,” as in

(7) Vulcan circles the sun.

Cases like this aggravate theorizing about de re belief. Our intuitions pull in two
directions. We have an intuition that the astronomers’ Vulcan beliefs have the
same form as other de re beliefs. The belief is not de dicto in that it is not fully
conceptualized. Furthermore, the nonexistence of the planet seems inessential to
the characterization of the subject’s psychological state; it seems that the psy-
chological state would be the same even if the planet existed. On the other hand,
since de re belief is supposed to be belief that is directly about or of an object, it
seems impossible to have a de re belief about something like Vulcan that does
not exist. No object, no de re belief.!! An explanation of how to have acquain-
tanceless de re belief about concrete objects may well assist us in demonstrating
the de re character of (7) beliefs while retaining the aboutness that seems essen-
tial to de re belief.12

Descriptive Reference-Fixing

Fourth, acquaintanceless de re belief is fundamentally connected to a problem
that was first raised by Kripke (1980)—the so-called problem of the contin-
gent a priori. Recall the story of Leverrier and Neptune. No one in Leverrier’s
time perceived the planet we now call ‘Neptune’, but they did have scientific
evidence that a certain planet was causing perturbations in Uranuss orbit.
Armed with evidence of the existence of another planet, Leverrier introduced
the name ‘Neptune’ into the language by stipulating that the term is to refer
to the planet causing those perturbations. By hypothesis, Leverrier intends to
fix the reference of the term, not necessarily to assign it a meaning. He is treat-
ing the introduced term like other proper names and, according to the theory,
and to much semantic theory since Kripke, ‘Neptune’ is then a rigid designa-
tor and consequently, in all counterfactual situations, it denotes the same en-
tity that it denotes in the actual world. Kripke claimed that Leverrier is now
in quite a remarkable position. He can have a priori knowledge of the con-
tingent proposition expressed by the sentence, ‘If there is a planet causing the
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perturbations in Uranus’s orbit, then Neptune is’. But it has seemed to many
that no one, stipulator included, can have a priori knowledge of a contingent
proposition.

How is this problem of the contingent a priori related to our topic of ac-
quaintanceless de re belief? Getting clear on this requires getting clear on the
problem that Kripke set forth by examples. I have previously argued for a cer-
tain way of understanding the problem.!? I shall sketch these arguments just
enough to properly set the stage.

The problem Kripke presented is not essentially about the modal status of
the proposition allegedly known a priori. The basic reason for this is that there
are cases that raise the same perplexing issues, yet the proposition supposedly
known a priori by the stipulator is a necessary truth. Imagine that a scientist has
some general evidence for thinking that there is an element with atomic num-
ber 121 and stipulates that the name ‘Angelesium’ is to refer to the (as yet undis-
covered) element having atomic number 121. Then it seems that the scientist can
know a priori that Angelesium is the element with atomic number 121, if any-
thing has that atomic number. On the assumption that atomic numbers are
essence-determining properties, the proposition known a priori (allegedly) is
necessary, but the alleged a priori knowledge hardly seems kosher. The case raises
exactly the same issue as the Neptune case.

It is natural at this stage to think that what distinguishes these cases is that
the stipulator can have a priori knowledge of the proposition while nonstipula-
tors cannot. This move locates the problem in the a priority itself. But a prior-
ity, in and of itself, is not the heart of the problem. There are cases in which
stipulator and nonstipulator are on the same footing with respect to a priority,
yet the problem remains. Imagine that a mathematician introduces a name ‘N’
to refer to the 69th prime. It seems that such an agent could know that if there
is a 69th prime, then N is the 69th prime. Both stipulator and nonstipulator
seem to have a priori knowledge. But we are still puzzled by the stipulator’s al-
leged knowledge.

I think that these points suggest that the fundamental philosophical prob-
lem pertains to the possible epistemological consequences of the act of stipula-
tive reference-fixing with a definite description. While Kripke introduced the
problem in a way that may presuppose Millian semantics, in my view, the prob-
lem can and should be stated completely independent of any semantic theory.
It is no more a problem for Millians than for neo-Fregeans. We have the fol-
lowing two theory-neutral claims about the cases:

Stipulative Descriptive Reference-Fixing (SDR): There appears to be a
particular possible, and possibly actual, linguistic phenomenon—
stipulative descriptive reference-fixing—in which an agent introduces a
name ‘N into the language by stipulating: ‘N’ is to refer to the E
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Epistemic Privilege of Reference-Fixing (EPR): The act of descriptive
reference-fixing appears to put the stipulator in a position to be non-
inferentially a priori justified in believing the proposition expressed by
the sentence ‘N is the F, if there is a unique F’.

The problem before us is a challenge to any full theory of mind and language
to account for SDR and EPR. It is incumbent upon such theories to either
countenance them as genuine and explain how they are possible; or to maintain
they are not genuine and explain them away.

Now, the issue of acquaintanceless de re belief arises in connection to the
Millian’s attempts to account for SDR and EPR. Millians maintain that the sole
semantic content of a proper name is its referent. Names lack semantic descrip-
tive content. For many Millians, the proposition expressed by a sentence ‘N is
the F is a singular proposition <O, P>, where O is the object denoted by ‘N’
and P is the property denoted by ‘the F.

It is a further thesis—but one that is upheld by the most prominent
Millians—that the content of an agent’s belief that is manifest by the agent’s ac-
ceptance of the sentence ‘N is the F is just the singular proposition: <O, P>.
Such beliefs will be de re—for the object O itself is a constituent of the belief
content, such beliefs are directly about, or of, the individual O.14

Suppose S introduces ‘N’ into the language by fixing its reference with the
definite description ‘the F’. And suppose that there is a unique E Then S al-
legedly has de re a priori knowledge of a particular object O to the effect that O
is the F, if anything is. Leverrier, for example, will have a de re belief about
Neptune that it is the planet causing the orbital perturbations, if anything is,
and will know this a priori.

This is thought to be impossible. How, after all, could anyone know that a
priori, when there is no constitutive or conceptual relation between Neptune
and the property of causing the orbital perturbations? And how, after all, could
Leverrier even come to have a singular belief about Neptune when he has had
no acquaintance with Neptune at all, and neither has anyone in his linguistic
community?

The connection between acquaintanceless de re belief and this problem
should be apparent. It is central to the problem raised by Kripke because the
most widespread Millian solution is to deny that the stipulator ever attains a de
re belief. That is, their solution to the problem is to countenance SDR as gen-
uine, and to claim that no de re belief is ever attained—for the stipulator (and
no one in his linguistic community) stands in a “real relation” to the object. Just
by stipulating that ‘N’ is to refer to the F, it is not possible for the stipulator to
thereby have a de re belief about the object O that it is the unique F. No ac-
quaintance, no de re belief.!5

The standard line to explain away EPR is to claim that only metalinguistic
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knowledge is achieved. Donnellan famously gave an argument for this position. I
think the argument does not work,16 but the position itself is, nevertheless, not im-
plausible. But I am not convinced that it is right. There are roughly two reasons.
At an intuitive level, the appeal to metalinguistic belief to explain away EPR is far
from convincing. It certainly seems that the stipulator’s belief is about nonlinguis-
tic entities, but this point is highly defeasible. The second is more significant. The
Millian who embraces the following theses runs into a theoretical difficulty:

Possibility of Stipulative Descriptive Reference-Fixing: It is possible to
introduce a name ‘N’ into the public language by stipulating that its
reference is to be fixed by the definite description ‘the F.

Purist Millianism about Proper Names: For all proper names, the sole
semantic content of a name ‘N’ is its referent O.

Skepticism about Descriptive Reference-Fixing Generated De Re Belief: Just
by stipulating that ‘N is to refer to the F, it is not possible for the
stipulator to thereby have a de re belief about the object O.

The difficulty is that cases of descriptive reference-fixing appear to mark out
counterexamples to a very natural thesis about linguistic understanding:

Accessibility of Content: For all expressions E in the language L, and all
sentences S in L expressing some proposition P, if an agent A has
semantical understanding of all the expressions E contained in S, then if
A were apprised of all the relevant contextual information, A could have
an attitude having P as its content.

The stipulator introduces the name ‘N’ into the language L, and hence, there
are sentences containing ‘N’ in the language expressing propositions that no
one, not even the stipulator, can grasp. Yet it seems that, given that names lack
semantic descriptive content, the stipulator has all the understanding needed to
grasp those propositions. The conditions for Accessibility of Content obtain in
our cases. That is, it seems that the following thesis holds:

Understanding Millian Names: In cases of descriptive reference-fixing, the
stipulator understands the sentence, ‘N is the F, if anything is,” and is
aware of any features of the context relevant to the determination of the
content of that sentence.

These five theses are jointly incompatible. The Millian must give up at least one
of them.17
Because of these problems, it may be in the Millian’s best interest to con-
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sider a nonskeptical stance about descriptive reference-fixing generated de re be-
lief, even in cases in which there is no acquaintance relation between stipulator
and the object satisfying the description.

How To HAVE DE RE BELIEF WITHOUT ACQUAINTANCE

I want to argue that it is possible to have acquaintanceless de re belief and that
such beliefs are, in a certain sense, generated from the descriptive reference-
fixing act. This is, let me remind you, Kripke’s line. He says:

[Imagine that] a rigid designator @’ is introduced with the ceremony, ‘Let
“a” (rigidly) denote the unique object that actually has the property E
when talking about any situation, actual or counterfactual.” It seemed
clear that if a speaker did introduce a designator into a language in this
way, then in virtue of his very linguistic act, he would be in a position to

say ‘T know that Fa', . . .18

While Kripke seems to think there is something significant about the linguistic
act, he does not offer us an account of why it contributes to making possible ac-
quaintanceless de re belief. That is my aim here.

My argument is in two parts. First, I shall argue that there are fairly strict
conditions on descriptive reference-fixing, and that only if these conditions are
met is the stipulator even a candidate for having a reference-fixing generated de
re belief about the object. This helps exclude certain cases where it is intuitively
implausible that the stipulator has a de re belief about the relevant object. It lo-
cates the difficulty in a failure to actually introduce a name into the language,
as opposed to a failure of the stipulator to have a de re belief. The analysis also
reveals that satisfying the conditions for such a stipulative act puts one in a pre-
ferred position for having a de re belief about the relevant object. Second, I shall
argue that if the conditions on descriptive reference-fixing are met, then the de-
scriptive reference-fixing act itself can alter the way in which we think of the ob-
ject. It can help shift thought from a de dicto belief to a de re belief.

Conditions on Stipulative Descriptive Reference-Fixing
Kripke (1980) isolated ‘one meter’, ‘Neptune’, and ‘Jack the Ripper’ as names in
natural language whose references were fixed by descriptive reference-fixing. He
also introduced the mathematical example of Tt tentatively suggesting that ‘TT is
a name of a real number whose reference was fixed by the description ‘the ratio
of the circumference to the diameter of a circle’.

In his classical paper on the subject, “Reference and Contingency,” Evans
(1985) remarked: “Very few names which naturally occur in ordinary language
can be regarded as descriptive names.” He continues,
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Nevertheless, no matter how rare examples may be, it would appear
always to be open to create descriptive names by stipulation. For
example, we might stipulate:

Let us use Julius’ to refer to whoever invented the zip,

and, governed by such a stipulation, ‘Julius’ would appear to have the
properties of a descriptive name.!?

Evans, of course, took a Fregean line on the semantic content of descriptive
names.20 But the Julius case and cases like it involving “free” introduction of
names into the language inspire skepticism among Millians. After all, the ex-
amples suggest that we can create de re beliefs at will, simply by stipulating: ‘N’
is the F. Evans’s oft-quoted remark—“We do not get ourselves into new belief
states by ‘the stroke of a pen’™ (in Grice’s [1969] phrase)—simply by introduc-
ing a name into the language—borders on being a platitude.2!

If introducing a name into the language was executed simply by the stroke
of a pen, I would surely agree. And I do agree that, as described, there is no de
re belief generated in the Julius case. But my view on why no such belief was
generated is that no name has been introduced into the language. There has
been no act of descriptive reference-fixing. To be sure, we have the outward ap-
pearance of such reference-fixing, but there was no such act.22

In my view, within this debate, philosophers have tended to forget that all
acts of naming—ostensive and descriptive alike—are genuine performatives, of-
tentimes explicit performatives. Consequently there are conditions on success-
fully executing the act—what Austin (1962) aptly called felicity conditions.?3

There are numerous conditions that must be met for a speech act to con-
stitute an act of naming. I will not go into them all (some are the relatively bor-
ing conditions that naming shares with other speech acts; others are more in-
teresting—I am sure I do not have a full grip on these). But I want to draw your
attention to some distinctive conditions on felicitous naming that are relevant
to our concerns here, and that specifically concern the cognitive and commu-
nicative function of names.24

In a case in which an agent S aims to introduce a name ‘N’ into her idi-
olect by fixing its referent, S succeeds in doing so only if the following Sincerity
and Psychological Neutrality conditions obtain.25 (I give formulations for both os-
tensive and descriptive reference-fixing; though the key idea is the same for both
varieties of reference-fixing, the separate formulations are needed.)

Sincerity (Ostension): S intends for ‘N’ to name object O and to use ‘N’
as a name for O.

Sincerity (Description): S intends for ‘N’ to name the F, whatever object it
is, and to use ‘N’ as a name for it.
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Psychological Neutrality (Ostension): S introduces ‘N’ for object O because
S aims to think about and speak about O by mentally tokening ‘N’,
without necessarily thinking about O via any particular mode of
presentation.

Psychological Neutrality (Description): S introduces ‘N’ for the F because S
aims to think and speak about the object O that is the F by mentally
tokening ‘N’, without necessarily thinking about O via any particular
mode of presentation.

Notice that these are not two distinct conditions. Sincerity is weaker than
Psychological Neutrality, but Psychological Neutrality entails Sincerity. Treating
them separately helps highlight Sincerity. (When I do not specify either osten-
sion or description, I intend both.)

Sincerity is, interestingly, a condition that Searle (1969) denies. He claimed
that no special intention is needed for a felicitous act of naming. He lumps nam-
ing and greetings together as speech acts that lack sincerity conditions.26 But I
think that he was wrong on this score about naming. A parent who had no in-
tention whatsoever to use ‘N’ as a name for her child yet who utters or thinks
the words “I name you ‘N’”, would not, I think, be naming her child. The act
was hollow. No name enters her idiolect.

There are complications on this condition if you try to extend it to the non-
idiolect case of introducing a name into the public language. Imagine a context
in which I am forced, perhaps by religious leaders or the state, to participate in
a naming ceremony in which I am to publicly utter “I name this child Abraham
(or Napoleon, or Adolf).” Yet I do not want to name him ‘Abraham’ and have
no intention at all to use ‘Abraham’ as a name for him. Have I named my child
‘Abraham’ by making the utterance in the given context? This is not entirely
clear to me. The act seems to be in some way infelicitous, but maybe the nam-
ing takes place in any event. It may be that in virtue of the relevant uptake—
the fact that others in attendance regard my utterance as sincere—the naming
occurs. But one thing seems clear: if I lack the intention and the rest of the com-
munity is in the know about this, no naming occurs.

With regard to Psychological Neutrality, my claim is that to introduce a
name, agents must have a reason for doing so, one that accords with the func-
tion of names—as vehicles for thinking about objects in a way that requires no
particular mode of presentation of the referent. I do not, however, hold that the
namer must possess this intellectualized account of the function of names and
their psychological neutrality as her reasons for naming the object. A parent’s
own (internal) reason why she names her child might just be that people name
their children. But I think that nevertheless, this must be her reason for intro-
ducing the name, even if she never conceives it as such.

There are, I think, two other principles (not strict conditions) concerning
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naming. One is general, applying to both ostensive and descriptive reference-
fixing. The other governs descriptive reference-fixing only and concerns the pur-
pose of descriptive reference-fixing and the relative advantage of ostensive over
descriptive reference-fixing.

Single Tagging: Fix the reference of a term only if, so far as you know, the
named object is not already named.

Primacy of Ostension: Fix the reference of a term descriptively just in case,
so far as you know, you cannot do it ostensively.

Single Tagging is, no doubt, oversimplified, and there will be exceptions to
the rule—think of pet names, names used just for business, and pen names. But
I think Single Tagging, or some modification of it, must obtain in order to en-
able names to function as COMMON ways of thinking of objects in a psychologi-
cally neutral way.27

Primacy of Ostension expresses the fact that reference-fixing via ostension has
a type of priority over reference-fixing via description. The psychological neu-
trality of naming is rooted in ostensive (demonstrative) reference-fixing. If you
name your pet ferret “Willaby’, your demonstrative identification of your ferret
is from a definite perspective (yours, at that time, in relation to your ferret). Yet
you do not think about your ferret as that object that stands in such-and-such-
perceptual relation to you. You think of him directly. The name “Willaby’ in-
herits that psychologically neutral means of thinking of Willaby. The psycho-
logical neutrality of names stems from ostensive reference-fixing. For this reason,
ostension is a first choice when we introduce names. By contrast, naming via de-
scription’s capacity to generate psychological neutrality is parasitic on naming
via ostension (more on this later). It is therefore a second choice, when psycho-
logical neutrality is desired, yet ostension is unavailable or will not suffice.28

In any event, I think that these points indicate that Evans’s Julius example
is highly suspect. With respect to Sincerity, I doubt that Evans himself had any
intention to use Julius’ to speak about whoever invented the zip and I doubt
that any philosopher upon hearing the example took Evans as seriously intend-
ing to think of that individual. So ‘Julius’ never entered Evan’s idiolect or the
less-restricted language of the community of philosophers. Furthermore, with
respect to Psychological Neutrality, Evans had no legitimate reason for introduc-
ing ‘Julius’ into the language. This is shown by the fact that he had no real in-
terest in the inventor of the zip, whoever it is—no interest in discovering him
or communicating with others about him. He sought no communicative or cog-
nitive advantage by introducing the name, and consequently he lacked a real rea-
son for introducing a psychologically neutral way of thinking about the inven-
tor of the zip. The act was merely artifice, and consequently never gets off the
ground. These points are further reinforced by noticing that Single Tagging and
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Primacy of Ostension are also violated. Given that Evans had good reason to think
the zip inventor already had a name, if he really wanted to think about the zip
inventor in a psychologically neutral way, he should have been moved to inves-
tigation (and consequently to discover his name), not to descriptive reference-
fixing.29

What I have done at this stage is to rule out some cases in which it is in-
deed intuitively implausible that a de re belief is generated. But I have done so
by showing that in these cases, no reference-fixing occurs. We are not “free” to
introduce names into the language in the sense that we are constrained by our
intentions,3 which are, in turn constrained by our cognitive and communica-
tive goals.3! Things must be right with the agent (and context) for a name to se-
cure a reference.

Generating De Re Belief from Descriptive Reference-Fixing

I have not, as yet, said how it is that descriptive reference-fixing enables the stip-
ulator to in fact have de re beliefs about the object satisfying the description.
This leads me to the second point in the argument: the descriptive reference-
fixing act itself can foster a shift in thought from de dicto to de re, and thereby
enable the stipulator to get into a different belief state.

My claim is that if the Sincerity and Psychological Neutrality conditions are
met (as they must be in our cases), descriptive reference-fixing can contribute to
altering the stipulator’s beliefs: if the stipulator’s beliefs initially have as their
content general propositions, they can be transformed to singular propositions
via the act of descriptive reference-fixing. The agent who intends to use ‘N’ as a
name for the F and who does so because she aims to think of that object in a
psychologically neutral way will have her psychology altered by descriptive ref-
erence-fixing.

The argument runs as follows: By Sincerity and Psychological Neutrality, our
stipulator aims to think about the object that is the F by mentally tokening ‘N’.
So, once the reference-fixing occurs, the stipulator’s subsequent uses of ‘N’ are
mental tokens of the name. These mental tokens of ‘N’ function as de re modes
of presentation of the object O. They do so because of the interplay between the
way in which the name-type ‘N”s reference has been fixed, the stipulator’s in-
tentions, and the way in which our thought is tied to logical/semantic form and
its symbolic representations: The reference of ‘N’ is determined not by its mean-
ing (by hypothesis, it has none), but rather by the name’s having had its refer-
ence fixed. ‘N’ refers to that object that is the E The stipulator knows both of
these points and her thought is responsive to them.32 By mentally tokenning
‘N, the stipulator uses ‘N just as she would any name whose reference was fixed
(by ostension), as standing for—as a symbolic de re representation for—its ref-
erent. And the mental tokens of the name in fact function in the same way as
mental tokens of a name whose reference was fixed by ostension—as symbolic
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de re representations for ‘N”s referent. Their capacity to do so is parasitic on the
capacity of ordinary names (whose reference is fixed by ostension) to do so.
Though they will not be causally tied to any initial perceptual representations
of the referent, as they usually do in ostensive reference-fixing, they nevertheless
function as de re modes of presentation. Thenceforth, the stipulator does not,
and need not, think of the object descriptively (satisfactionally) as the F. Her
mental tokens of the name suffice for her to think of the object directly.
Consequently, the stipulator’s belief content is the singular proposition <O,
P>.33

The key idea here is that using names instead of descriptions can alter one’s
psychology. It alters the form, or structure, of the stipulator’s thoughts and be-
liefs about the object. The Grice-Evans point that we do not produce new be-
liefs simply by the stroke of a pen (i.e., by introducing names into the language)
is rhetorically potent, but an overstatement. To be sure, descriptive reference-
fixing generates no new information about the object, but this does not entail
that the introduction of the name fails to bring about a psychological change.
Imagine that agents A| and A, receive the same perceptual experiences and hear
the same reports of information. Informationally, they are twins. Suppose that,
initially, both have only de dicto beliefs about the object that is the unique E
Later, with respect to a certain name ‘N’ and the definite description ‘the F’, A,
satisfies Sincerity (Description) and Psychological Neutrality (Description), and that
A, does not. Suppose also that A, does not intend to use any demonstrative or
pronoun to refer to the F, does not intend to think of the F in a psychologically
neutral way at all. I maintain that in virtue of A;’s fixing the reference of ‘N,
A/’s belief about the referent of ‘N’ is de re while A’s is merely de dicto. In this
way, the possibility of having a de re thought is independent of one’s informa-
tional state.

It is worthwhile reflecting on the metaphorical but still suggestive model of
the mental file folder.34 Initially, a stipulator has a single (or a series) of de dicto
beliefs about the object, which are unorganized or ununited in cognition. By in-
troducing the name into the language, the stipulator opens and labels a new
mental file folder as a repository of information about the object. No new in-
formation is thereby deposited. But the creation of the file itself is nevertheless
a significant change in the stipulator’s cognitive architecture. For now her beliefs
about the object have the same form or role in cognition as many of her other
beliefs that are canonical instances of de re belief. What distinguishes de re
thought is its structural or organizational role in thought; acquaintance, and any
evidential or epistemic relation, is inessential.35

I want to bolster these points by arguing that if we can have de re beliefs via
a communication-chain, then we can have them in the more controversial ac-
quaintanceless cases. It is specially directed to Millians (such as Salmon, Soames,
and Donnellan) who want to allow the former while denying the possibility of
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the latter. My argument employs Kent Bach’s (1987) analysis of the mechanism
for generating de re beliefs via communication chains.36 Though Bach is not
himself a Millian, his analysis of the mechanism should be congenial to Millians,
and it is, in my view, the most developed account in the literature. Perhaps some
of its details are incorrect. But I think that something very much like it must
be correct if there is a tenable Millian account of how to have de re beliefs by
communication-chains.

We start off with an individual who stands in a direct perceptual acquain-
tance relation to a particular concrete object and thereby comes to have a de re
belief about it—like Ralph’s belief about Bessie in our canonical case. Ralph has
a perceptual de re mode of presentation of Bessie. How does Rhoda, who never
perceives Bessie, come to have her de re belief that Bessie is starving? Ralph uses
a name in communicating his thoughts about Bessie. When he thinks of Bessie,
he does so via mentally tokening the name ‘Bessie’. When he communicates to
Rhoda about Bessie, he does so by uttering a physical token of the name. Rhoda
in turn hears the name token and can consequently think thoughts about Bessie
by herself mentally tokening the name. The pivotal idea as to why she is able to
have de re acticudes toward Bessie is this: mental tokens of names are vehicles for
de re thought and physical tokens of names are vehicles for transferring de re
thought.

Notice that Rhoda’s (1) de re belief is specifically about Bessie because she
mentally tokens a name that she received from a communication-chain whose
starting node is a reference-fixing of ‘Bessie’ to Bessie. To be sure, in this in-
stance, ‘Bessie’ had its reference fixed ostensively. And, to be sure, Ralph had a
de re mode of presentation of Bessie. But these facts about the ostension itself
and Ralph’s de re mode of presentation contributes nothing essential to the ex-
planation why Rhoda’s thought is de re. It would contribute something essential
only if Ralph somehow passed along his de re perceptual mode of presentation
to her. But, of course, he does not, and cannot. Perceptual modes of presenta-
tion are not transferable. Ralph cannot pass on to Rhoda his de re perceptual
mode of presentation of Bessie by communicating about it. One can describe
the content of one’s perception of a cow, but one cannot pass it along. What the
recipient receives is a description of a subjective perception, not the perception
itself. Ralph also cannot pass on to Rhoda his perceptual mode of presentation
of Bessie by using a name for Bessie. Names do not function as vehicles for pass-
ing along perceptual de re modes of presentation. Lacking semantic descriptive
content and representational content, names cannot carry the information con-
tained in perceptual de re modes of presentation. Rhoda has no perceptual rep-
resentation of Bessie. What makes her thought de re and about Bessie in partic-
ular is simply that she thinks thoughts by mentally tokening the name ‘Bessie.’

The upshot is that the account of communication-based de re belief makes
essential use of only those facts that are needed for an individual to have de-
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scriptive reference-fixing generated acquaintanceless de re belief. The individual
needs to mentally token a name. What allows the individual to have de re
thoughts about the named object is that mental tokens of the name serve in cog-
nition as de re modes of presentation of the named object. So if one counte-
nances the possibility of de re belief through communication chains (at least on
a model that looks something like Bach’s), then one ought to countenance the
possibility of descriptive reference-fixing generated de re belief.

OBJECTIONS AND REPLIES
I will consider five objections to the thesis and arguments for it.

Information Objection

In order to have a de re belief about an object with which one is unacquainted,
one must have a substantial amount of information about it. If one has only an
extremely limited amount of information about the object, one will necessarily
think of that object “satisfactionally,” as whatever satisfies the conjunction of the
descriptions that express one’s set of information. Thought about that object
cannot be structurally similar to canonical instances of de re belief.

While I see the force of this point, I disagree. True, when we reflect on
canonical instances of de re belief, we think, correctly, that our perception of the
object (or our memory of the perception) provides us with an exceptionally rich
stock of information about the object. This is so even if we have but a fleeting
glance at the object. The richness stems from the “pictorial” or “photographic”
quality of our perceptual representation. Acquaintanceless de re belief generated
from descriptive reference-fixing will be, by comparison, informationally emaci-
ated. Bug, it is far from clear that what is essential to de re thought is the rich-
ness of information about the object. For one, not all of our de re belief is in-
formationally rich in the way in which our canonical cases are rich. Cases
involving acquaintance via communication-chains militate against this idea. If I
hear you say, “My dog Elmer is the sweetest dog,” and I have never met Elmer,
all that I know about Elmer is that he’s a dog and that you think he’s the sweet-
est. My causal relation to Elmer does not help enrich my stock of information.
Neither does the fact that you have a lot of information about him. My psy-
chological state is not altered simply by the existence of yours plus my causal re-
lation to you. If a host of information is demanded, much communication-
based belief cannot be de re. Of course, the proponent of this objection may
think that I cannot have a de re belief in the Elmer scenario.?” But the example
is not needed to make the point. The idea I have suggested is that acquain-
tanceless cases can be structurally similar to the canonical cases in virtue of play-
ing the same role in cognition—roughly speaking, by the fact that the subject
has a mental file folder for the object. The fact that the information on the ob-
ject is extremely limited does not count against the possibility of opening a new
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mental file by mentally tokening a name and so does not entail that the subject
must think of the object “satisfactionally.” My point is that another mechanism
makes the thought de re—mentally tokening a name—and its capacity to do so
does not depend upon the extent of the subject’s information about the object.

Causal Connection Objection
One of the primary cases discussed—the Neptune case—does not seem to be an
acquaintanceless case at all. After all, Leverrier has some causal contact with
Neptune, and this is enough to secure a weak notion of acquaintance, and so
enough for Leverrier to have a de re belief prior to his act of naming. One needs
to establish a point for cases in which no causal relation obtains between sub-
ject and object of belief.38

My reply is that there is nothing about causal contact per se that suffices
for acquaintance or de re belief. It is not the case that all causal connections give
rise to the perceptual representation that are supposed to capture “aboutness.”
Although our canonical cases do, Leverrier did not obtain any perceptual repre-
sentation or nondescriptive mode of presentation of Neptune as a result of his
causal relation to Neptune. Furthermore, the fact that he recognized that there
exists a causal relation between himself and the planet causing the perturbation
in the orbits of Uranus also does not itself suffice. All that that offers is some
causal description, which would itself do nothing more than provide a canoni-
cal de dicto way of thinking of the object. I do not doubt that Leverrier might
already have had a de re belief about Neptune prior to his linguistic act. (See
Irrelevance of Naming Objection on page 71). But, if so, his belief is obtained
from his having consolidated information about the planet, i.c., he opened a
new mental file folder for it. Yet his capacity to do this is not essentially tied to
any acquaintance or causal contact with Neptune.

Basicness of Acquaintance Objection
Surely acquaintance is necessary for characterizing de re belief, and for marking
out the de re/de dicto distinction. It is, after all, from the notion of acquaintance
that we have the idea of a belief being directly about (relationally about) an ob-
ject as opposed to being about it only indirectly (satisfactionally).

Although I have argued that acquaintance is not necessary for de re belief,
I have not argued that acquaintance is not in some way significant to an un-
derstanding of de re belief. De re beliefs via acquaintance are developmentally
primary. Also, I would hypothesize that acquaintanceless de re belief is impossi-
ble without de re belief with acquaintance. And, no douby, it is (direct) ac-
quaintance that suggests the idea of a belief being directly about an object. But
acquaintance itself is sometimes not needed for de re belief. We can use proper
names to generate beliefs that have the same structure and role in cognition as
the canonical instances of de re belief. Though such beliefs are not accompanied
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by perceptual representations, they are not thereby only indirectly about the ob-
jects of thought. The possibility of de re belief without acquaintance is parasitic
on de re belief with acquaintance. Our analysis frees de re belief from the neces-
sity of acquaintance while making sense of the fact that so many others have
deemed it necessary.

Irrelevance of Naming Objection

Assuming one is right about the conditions on introducing a name into the lan-
guage, and assuming one maintains that one can have de re belief about objects
one has no name for, then there is no de re-belief generating role for descriptive
reference-fixing to play. If one is in position to introduce a name for an object
O, one will already have a de re belief about O, and hence, the act of naming
will be otiose vis-a-vis generating de re belief. Alternatively put, descriptive ref-
erence-fixing is merely a symptom, not a cause, of the stipulator’s de re belief.3

Let me start off by addressing this important objection by stating that, yes,
of course, I think that one can have a de re belief about objects for which one
lacks a name. Also, I agree that there are many cases in which a stipulator in-
troduces a name for an object he or she already has a de re belief about. So there
Will be cases in which descriptive reference-fixing will be a symptom, not a
cause, of a de re belief. The introduction of ‘Jack the Ripper’ is probably a case
of this type. Detectives that had reason to think that a single individual was re-
sponsible for a particular series of murders no doubt had de re beliefs about this
individual prior to coining the name. This is, of course, consistent with the po-
sition I advocate. | maintain that mentally tokening a name for an individual is
a sufficient, not a necessary, condition on having a de re thought.

Now, I will, in the end, attempt to turn back this objection. But I initially
wish to assume it is right and explore the consequences. If this objection is co-
gent, then my discussion of descriptive reference-fixing as generating de re belief
is wrong. However, since the objection assumes as correct my account of the
conditions on introducing names into the language, it presupposes that agents
who do so via descriptive reference-fixing already have de re beliefs about the ob-
ject satisfying the description. Thus, if names are in fact introduced into the lan-
guage or idiolect in cases in which the stipulator lacks an acquaintance relation
with the object (e.g., ‘Neptune’), we still need an explanation of how those ac-
quaintanceless de re beliefs came about. This simply points us in the direction
of further research.40 I do not pretend to have exhausted or even explored all av-
enues for generating acquaintanceless de re beliefs. So if the objection is right, it
does not establish that acquaintanceless de re belief is impossible. Indeed, it
seems to put pressure on us to show how it is possible.

The objection is a concern that all cases of descriptive reference-fixing are,
necessarily, merely indicative of the prior presence of a de re belief. The linguis-
tic act contributes nothing. If this is so, my argument that the descriptive refer-
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ence-fixing act can help generate de re belief is unsound. The line of thinking
bolstering the objection runs as follows: if one could have different intentions—
say, de re intentions about an object one does not intend to name—and these
intentions are also enough to set up a mental file folder, then naming the object
cannot play any role in generating de re belief. But surely this does not follow.
The intentions involving names characterized in Sincerity (Description) and
Psychological Neutrality (Description) can contribute to generating the de re be-
lief. This invalid inference is tempting to those who think that satisfaction of
Sincerity (Description) and Psychological Neutrality (Description) is one thing, and
descriptive reference-fixing another. This is a mistake. The fact that an agent sat-
isfies Sincerity (Description) and Psychological Neutrality (Description) is not nor-
mally something that is independent of the generation of de re belief via the de-
scriptive reference-fixing act. By having the intentions in Sincerity (Description)
and Psychological Neutrality (Description) , the agent has in effect done everything
she needs to do to fix the reference of a name, short of actually using the name.
It is not as if, in addition, the she needs to say, “Let ‘N’ refer to the F,” and this
saying is the reference-fixing. In fact, the satisfaction of Sincerity (Description)
and Psychological Neutrality (Description) effectively sets up a mental file folder
with the name as label.

But perhaps this objection stems only from a conviction that reference-
fixing is, necessarily, psychologically insignificant. If so, I find it less than com-
pelling. T described a case in another paperé! in which a contest is being held:
the child with the best project for celebrating the millennium will be the win-
ner. A girl decides it would be neat to discover, and then honor, the first person
born in the twentieth century. To get her project underway, she engages in the
following act. She fixes the reference of the term ‘Oldman 1’ as first person born
in the twentieth century,%2 and then sets out to identify this individual. She
thinks about what she will say to Oldman 1 when first introduced, how she will
honor Oldman 1, and so on. She initiates thought and plans involving this in-
dividual, actions that do not get underway at all until she names the individual.
Of course, I cannot prove the point that the reference-fixing itself contributes
to generating the de re belief, but I think that the case, as described, is possible,
and now leave it as incumbent on the opposition to establish otherwise.

Existence Objection
Without an acquaintance condition, nothing precludes the possibility of having
a de re belief about a nonexistent object. But there can be no de re belief if the
object of belief does not exist. So we cannot give up acquaintance as a necessary
condition for de re belief.

The issue about the (im)possibility of de re belief and its relationship to
empty names needs extensive, separate treatment, but I will comment briefly on
the supposed reductio. The second premise may be doubted. To be sure, it is pe-
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culiar to speak about having a de re belief about nothing. Nevertheless, I am in-
clined to think that we can still preserve the fundamental intuitive understand-
ing of de re belief as belief about something in particular, while admitting the
possibility of de re belief about nothing (paradoxical as it may sound!). The cen-
tral idea is a variant on the one employed here: de re beliefs about nonexistent
objects are initiated by a subject’s opening a mental file; this essential structural

feature is what makes such beliefs de re. In this view, de re beliefs about nonex-

istent objects are parasitic on the more basic de re belief about existent objects.
This enables us to simultaneously deny and explain the common assumption
that de re belief requires for its content an existent object.43

NoOTES

I first presented this paper in a colloquium at the University of Michigan in February 2000. A
month later I presented a somewhat altered version at the Inland Northwest Philosophy
Conference on Meaning and Truth, with Leora Weitzman commenting. Thanks to Michael
O’Rourke for inviting me to that terrific conference, and for his very helpful comments. T also
wish to thank Kent Bach, David Chalmers, Thomas Hofweber, David Hunter, Jim Pryor, Marga
Reimer, Nathan Salmon, Jonathan Sutton, Ken Taylor, David Velleman and Gideon Yaffe for
stimulating conversations and correspondence about these ideas. Two people really helped push
this research forward—Michael Nelson, for his heels-in-the-ground resistance to the central
thesis; and Leora Weitzman, for her thoughtful ideas on how to make the thesis work. T am
grateful to them both.

1.

To have a de re thought, it is not, I think, necessary for a singular proposition to be the
content of the thought. I believe that there may be exceptions in instances in which an agent
thinks with an empty name. If there is no object that is the object of the de re thought, then
the agent cannot have a singular proposition as the thought content. (I am not sure whether
“gappy” singular propositions will do.) I will not deal with this problem in this paper, but
do so in “Farewell Acquaintance.” There I attempt to argue that we ought to abandon not
only acquaintance, but also the traditional existence condition on de re thought.

Bach (1987, 27-31) explicitly considers cases of this type and offers a theory as to why such
beliefs are de re. This position might be embraced by Boer and Iycan (1986), Burge (1977),
and Perry (1980), as it is consistent with the principles on de re belief they advocate, but
they do not spell out an account of why such a belief would be de re. Evans (1982) and
Recanati (1993) would probably object on the grounds that the subject can no longer
individuate the object.

Bach (1987, 31-39) and Boer and Iycan (1986, 128-30) examine cases of this kind and claim
they are de re.

See Sosa 1970 for contemporary expression of the view that all belief is ultimately de dicto.
The view has roots in Frege 1952.

Although Lewis (1979) reduces all de re belief to de se, he does uphold a de re/de dicto
distinction. He maintains that acquaintance relations ground and distinguish, and hence
are necessary for, de re beliefs about concrete objects. Boer and Lycan (1986) regard de re
belief as a special case of de dicto belief, yet uphold a distinction that is rooted in grades of
acquaintance relations.

Kaplan (1989a) abandons an acquaintance relation.

Boer and Lycan (1986, 133) present a highly developed theory of knowledge-who. They also
present convincing cases for thinking one could have a de re belief without knowing who.
Consider, for example, Bach’s influential (1987, 12) where he characterizes de re belief as,
essentially, belief whose object is determined relationally. For him, this comes down to
some variety of acquaintance. For Bach, de dicto (or descriptive) belief is belief whose
object is determined satisfactionally. While I think that Bach’s characterization is, in the
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end, wrong, I think it is a clear and useful heuristic for getting at the distinction. Recanati
also embraces this basic distinction: “a de re mode of presentation involves a certain
relation to the reference” (1993, 103). Burge (1977, 346) holds a similar thesis though his
characterization is problematic: “A de re belief is a belief whose correct ascription places the
believer in an appropriate nonconceptual, contextual relation to objects the belief is
about.” This analysis unfortunately glosses together de re belief with de re belief ascriptions.
Also, appeal to a contextual relation makes it hard to fathom how to apply it to de re
mathematical beliefs.

Charles Parsons (1979, 1993) has developed the view that many of our beliefs about
numbers are de re, and are attained by a kind of Kantian intuition. I find many aspects of
his account quite persuasive.

There is a pervasive tendency in the literature to restrict discussion to de re belief about
concrete objects, laying aside or ignoring belief about nonconcrete objects, cf. Bach 1987,
11; Burge 1977, 339; Recanati 1993, 116. I think this failure to confront de re belief about
nonconcrete entities contributes to the prevalence of an acquaintance condition.

The trend in the literature has been to deny the possibility of de re belief of nonexistent
objects, while attempting to explain away our intuitions about Vulcan-like cases. Some
theorists maintain that Vulcan is, in fact, existent; it is a mythical object that exists as an
abstract entity. Our astronomers may have de re belief about Vulcan, but the possibility is
secured at the expense of a pleasing metaphysics. Salmon (1998, 2000) favors this
approach. The main problem as I see it is not with the abstract entities per se, but rather
with the fact that mind-dependent abstract entities are brought into existence without any
individual’s intention to do so. An alternative route is to deny that our astronomers have
any de re belief. Without an existent object, the subject has no thought, or has, at best, a
de dicto belief. Cf. McDowell 1984, 1986 for the no-thought approach, Evans 1982, Burge
1977, Alston 2000 for the de dicto approach. The problem with these lines is that they
regard our intuition about psychological states as trumped by a theory of the de re, without
offering a convincing explanation why this should be so. It is at least intuitively
implausible that astronomers of the nineteenth century had no thought at all, or just de
dicto thought, corresponding to their acceptance of (7).

In “Farewell Acquaintance,” T attempt to offer a solution to the problem of belief about
nonexistent object. I suggest that such beliefs can be de re, and that the metaphysical
standing of such objects (whether one takes them to be nonexistent, to be abstract entities,
or to have some kind of Meinongian standing) is of little significance to this issue.
Ideally, this chapter should be read as a companion to Jeshion 2000, 2001a. In “Ways of
Taking a Meter,” I focus on the epistemological issue of how the stipulator attainsa priori
justification for her belief. In “Donnellan on Neptune,” I criticize Donnellan’s argument
for the metalinguistic position about what the stipulator knows, and T attempt to set up a
dilemma for one who adheres to the metalinguistic view.

Cf. Salmon 1989, Soames 1995.

The locus classicus is Donnellan 1979. Cf., also Salmon 1987.

The full argument against Donnellan’s argument is in St and §2 of Jeshion 2001a. Here’s
a thumbnail sketch. Donnellan attempted to establish that no de re belief was attained by
Leverrier, but do so without advancing necessary and sufficient conditions for having a de
re belief. Instead he advanced a loose principle governing de re thought. Call it the De Re
Principle: If one has a name ‘N’ for an individual, and there is a belief that one would
express by saying “N is the F”, then if one subsequently meets the individual it will be true
to say to that individual “I believed that you are the F” (or, if the individual is not a person,
pointing, “I believed that that is the F”). He claimed that the Leverrier case appears to
strain this principle. At an intuitive level, it seems that Leverrier would speak falsely if he
said, pointing to Neptune, “I believed that that is the cause of the orbital perturbations.”
Donnellan claimed that in the absence of an alternative explanation, this is a sign that the
subject never had a de re belief in the first place. He claimed that there was no alternative.
I argued that there is an alternative explanation. The strain on the De Re Principle may be
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due solely to the Frege’s Puzzle structure of the case, i.e., to the fact that Leverrier has two
different ways of taking Neptune, one involving acquaintance, the other generated from
stipulative descriptive reference-fixing.

In Jeshion 2001a, I discuss reasons for thinking that the Millian should not give up the
theses of Possibility of Stipulative Descriptive Reference-Fixing, Purist Millianism,
Accessibility of Content, and Understanding Millian Names. Salmon (1987) suggests that
Understanding Millian Names is false. Soames (1995, fn 5) seems to suggest that
Accessibility of Content must be qualified. Kim (1977) denies the Possibility of Stipulative
Descriptive Reference-Fixing, as does Russell (1956).

Kripke 1980, 14, 56, my emphasis. It is not clear to me whether Kripke intends for the
linguistic act to be capable of generating both a de re belief and its justification or just the
justification of a prior de re belief. My view here is like his only if he intended the former.
Kaplan (19894, especially 536, 560) advances a similar line, though Kaplan seems to reject
the idea that there are strict conditions on descriptive reference-fixing.

Evans 1985, 181.

That is, he held that ‘Julius’ is synonymous with the definite description with which its
reference was fixed. To secure the contingency of the sentence, “N is the F, if anything is”,
the definite description must be the rigidified description ‘the actual inventor of the zip’.
A Millian who adopts this position would be rejecting our thesis of Purist Millianism.
Evans 1985, 202; Grice 1969; Recanati 1993, 108; Sutton 2000.

In addition to Evans, Plantinga (1969), Kaplan (1989a), Salmon (1987, 1998), and
Donnellan (1979) all seem to think that one can always introduce a name into the language
simply by uttering “Let ‘N’ denote the F”. Like Evans’s Julius, Kaplans Newmani, Salmon’s
Nappy and Curly-0 examples fail to satisfy our conditions and hence no such names are
introduced into the language.

Austin 1962. On naming as a performative, see also Searle 1969 and Bach and Harnish
1979.

There are some related ideas on the utility of names in Strawson 1974, 42—48. Thanks to
Gil Harman for drawing my attention to Strawson’s discussion.

The notion of sincerity conditions goes back to Austin. The idea that names have an
essential “psychological neutrality” runs through the writings of many Millians and some
contemporary neo-Fregeans. I borrow the term from Recanati 1993, though I must not be
understood as adopting his view on the meaning of or conditions for thinking with names.
Searle 1969, 61. By contrast, Alston (2000) classifies names and greetings in different
categories, as what he calls exercitives, and expressives, respectively.

Reflection on exceptions actually helps bolster Single Tagging. Many pet names (e.g.,
‘Emmie’ for ‘Emily’) are, not insignificantly, phonologically similar to the nonpet name.
This mitigates the extent to which they count against the role of names as devices for
interpersonal communication and psychologically neutral thought about individuals. Pen
names are normally introduced to conceal the identity of the writer; their capacity to do
so depends essentially upon the presence of a normative principle like Single Tagging.
Notice that there is something not just semantically nonstandard, but semantically deviant
about multiple aliases.

Acquaintanceless cases (Neptune, T) are typical instances in which we desire psychological
neutrality, yet ostension is unavailable. Even if acquaintance is present, sometimes
descriptive reference-fixing is needed. Take the meter stick scenario in which the stipulator
is standing before a particular stick and so is acquainted with its length. Ostension will not
suffice. If one says: “that is one meter,” pointing to the stick, one will ordinarily be taken
to be naming the stick, not its length. Description here is needed to supplement ostension.
If you are not already convinced that there are—and must be—conditions on naming,
read this remarkable passage by Plantinga (1969, 253): “Is there really any reason why I can’t
name all the real numbers, or, indeed, everything whatsoever in one vast, all-embracing
baptism ceremony? I can’t see any such reason, and I hereby name everything ‘Charley’.”
This is not to deny another sort of ‘freedom’: any object is, arguably, a candidate for a
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name, for any (or just about any) object is a possible object of our interest. Hence,
provided we have the right intentions, intentions that are responsive to rules on naming,
we are free to name any object.

So I reject a wholesale voluntarism about belief; we do not have that sort of control on our
cognitive lives. I simply assume this point.

In saying that the stipulator knows that the reference of ‘N is determined by reference-,
not meaning-fixing, I do not presuppose any capacity to articulate or perhaps even fully
conceptualize the distinction. I only assume that such a stipulator has a well-grounded
awareness of the difference between giving a name a meaning and tagging a name with a
reference, an awareness that will be possessed by rational agents that engage in the
sophisticated practice of reference-fixing via definite description.

The skeleton of this idea is, I think, found in Harman (1977), who claims that for an
individual to have a thought about object O, it is enough if that individual uses a “mental
name” as a name for that individual, and such mental names can be introduced
descriptively. Though he does not claim that such thought will be de re, much in his
discussion suggests that it should be.

The notion of a mental file folder or a mental dossier is popular in some of the current
literature on de re thought. For a nice development of the idea, cf. especially Perry (1980).
It is not clear to me whether Perry would be sympathetic to the line being pushed here.
Recanati (1993) uses a similar notion of a mental file folder but claims that de re thought
is impossible without non-descriptive identifying information. The notion of the mental
dossier goes back to Grice (1969).

I am inclined to think that what is essential to de re thought, and what distinguishes it
from de dicto thought, is something like the presence of a mental file folder that classifies
information about the object. Psychological neutrality is probably a concomitant of
mental dossiers. The relation between de re thought, names, mental files, and psychological
neutrality deserve much more attention that I can give them here, and the remarks in this
paragraph are intended only to give a sketch of my view; they are not intended as an
argument. Thanks to Leora Weitzman for her probing questions about these matters.
Bach 1987, 31-39.

For example, anyone who buys an individuation requirement (like Evans and Recanati)
will think that I have only a de dicto belief about Elmer.

Nathan Salmon advanced this point (in conversation).

Kent Bach and Leora Weitzman pressed this point.

Maybe the act of introducing a name is separable from introducing a mental file folder,
and the latter is primary. I am dubious about separating the two, but this is an issue that
requires much more attention than I can give it here.

The Oldman 1 case is in Jeshion 200r1a. In that case, the stipulator is in fact acquainted
with the object satisfying the description used to fix the reference of the introduced name,
yet she is not aware that this is so. She thinks she is unacquainted with him. But these
matters do not concern us here. The intuitive pull of the case for our purposes does not
depend on whether the stipulator is acquainted (under a different guise) with the first-born
of the twentieth century.

It is true that this act violates Single Tagging. But I think that the violation, in this
instance, is one of those exceptions that makes the rule. Our subject introduces the name
so that she has a psychologically neutral way of thinking of the individual while engaged
in her project to identify him.

I would conjecture that the standard existence assumption stems not only from the
intuitive characterization of de re belief, but also from the substitutivity properties
(existential generalization in particular) ascribed to de re readings of belief sentences, cf.,
Quine 1956. In short, there is a carryover of a key assumption from the tradition that
understood the de re/de dicto distinction by exploring the semantics of belief sentences.
We need to more fully liberate our understanding of de re belief from this Quinean
tradition.
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chapter 5

Meanings

Stephen Schiffer
New York University

DO THERE EXISTsuch entities de things we me&aii such things do exist,

they are also the things we believe and assert, and thereby the things in terms of
which we must understand what our words and sentences mean. This question
about the existence of things we mean and believe is the brst question in the
theory of linguistic and mental content, for its answer sets the agenda for the
theory of contentf,l for example, the answer is yes, then the next question is:
What is the nature of those things that are the things we mean and believe?

In this chapter | assume, as a working hypothesis, that there are such things
as the things we mean and believe; my goal is an account of their nature. The
things we mean and believe are typically ascribed as contents via that-clauses,
such as Othat Australia is next to GermanyO in OHarold believes that Australia is
next to GermanyQ, and my focus will be on belief reports of the form

(D) Abelieves th&g

since this is the most familiar exemplar in discussions of content, and what ap
plies to them applienutatis mutandito every other that-clause-containing as
cription of content.

To make things even easier for myself, | also assume, as a second working
hypothesis, (a) that Obelieve@tan(ls for a two-place relationNthe bedief r
lationNthat holds between believers and the things they beliel/¢) that
the that-clause that results from a substituen8Gaefers to that whishs
being said to believe.

Belief Contents as Propositions
Consider

(2) Ralph believes that lobsters are psh.
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If, as | am assuming, there exist such things as things believed, then one of those
things is the reference of the that-claus®,i®that lobsters are bshO, and our
question is about the nature of that thing. It happens we can say a fair amount
about it right off the bat. OThat lobsters are bshO plainlythefiisbisiersear

Psh and the following seems straightforwardly true of thisttrahépbstersear

Psh which is the reference of the that-clause:

¥ That lobsters are Bsdbstracit has no spatial location or any other
physical properties.

¥ |t ismind- and language-indepenitetmto senses. First, its existence is
independent of the existence of thinkers or spehartobsterser
bsh which can be believed by different people speaking different
languages, difdspring into existence the brst time, or each time,
someone believed or assertedwistbrought into existence b
anything anyone said or thought. Secitrad lobsters are bah be
expressed by a sentence of just about any natural language but itself
belongs to no language.

¥ It has aruth conditionit® true iff lobsters are bsh.

¥ It has its truth conditioassentiallif is anecessary trukiat that
lobsters are bslrue iff lobsters are bsh. The contrast here is with
sentences. Tlentend@Lobsters are PshO is also true iff lobsters are bsh,
but that is aontingerttuth that would have been otherwise had
English speakers used Olobsterd the way theyRoonmdes®O

¥ It has its truth conditioabsolutely.e., without relativization to
anything. The contrast is again with sentences. The sentence OLobsters
are bshO has its truth conditioniaringlistor among udhere might
be another language or population of speakers in which it means that
camels snore; btltat lobsters are hah its truth condition everywaer
and everywhen.

From all this we may conclude, by an obvious generalization, that things be
lieved are what philosophers madpositionabstract, mind- and language-in
dependent entities that have truth conditions, and have their truth conditions
both essentially and absolutely

Some Dividing Issues
This still leaves plenty of room for philosophers to disagree about the further
nature of the propositions we believe. The brst big issue is whether these propo
sitions ag structuredr unstructuredStructuredd here is a term of art whose use
may be explained in the following.way

Propositions a structured (nearly enough for now) they stand in a one-
to-one correspondence with orderéuples whose basic components are things
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that are not themselves propositions, otherwise Unstructured. Structured propo-
sitions are said to be composed of the constituents of the n-tuples to which they
stand in one-to-one correspondence, and the basic components of those con-
stituents are called “propositional building blocks,” the entities from which
propositions are built up via certain recursive rules. Parties to the debate about
whether that-clauses refer to structured or to unstructured propositions gener-
ally share a certain presupposition that frames the terms of their debate. This
shared presupposition, which I will call the Compositionality Hypothesis (CH)
and which is very widely held, states that the reference of a that-clause is a func-
tion of the references of its primary expressions.? If CH is correct, it is both pos-
sible and useful to construe the arguments of the proposition-yielding function
to be ordered pairs of the form

(3) <<X 5 e X >, Xn>
1 n

where the values of the variables are the references the primary expressions in
that-clauses have in those that-clauses. The theorist of structured propositions
claims that the function is bijective, i.e., that it determines a one-to-one corre-
spondence, so that no two instances of (3) can determine the same proposition.
Consequently, for the structuralist, two that-clauses can refer to the same propo-
sitions only if their primary expressions have the same references. The theorist
of unstructured propositions who accepts CH agrees that the propositions to
which that-clauses refer are a function of instances of (3), but he denies that this
function yields a one-to-one correspondence, and thus holds that two that-
clauses may refer to the same proposition even though their corresponding pri-
mary expressions do not share the same references.

There is reason to doubt that both CH is true and that-clauses refer to un-
structured propositions. For it would seem that the only way of individuating
unstructured propositions given CH is via the possible worlds in which they are
true, which entails that there is only one necessarily true proposition and that,
consequently, Livonia knows every mathematical truth just by virtue of know-
ing that every dog is a dog. Robert Stalnaker, an ingenious defender of un-
structured propositions, has gone to some lengths to explain away the counter-
intuitiveness of such consequences (see, e.g., Stalnaker 1984). There is some
question whether he succeeds. It must be emphasized, however, that Stalnaker’s
counterintuitive result requires holding both that that-clauses refer to unstruc-
tured propositions and that CH is true. There are two ways to endorse un-
structured propositions: relative to CH, and relative to the denial of CH. It is
only the theorist of unstructured propositions who accepts CH [and must there-
fore hold that the propositions to which that-clauses refer are a function of or-
dered pairs of form [3]) who must individuate propositions by their possible-
worlds truth conditions. A theorist who denies that the reference of a that-clause
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is a function of the references of its primary expressions can individuate propo-
sitions as finely as anyone, if not more finely. There will be more on this later.

Most propositionalists accept CH and reject unstructured propositions.
Among theorists of structured propositions the big debate is about the references
of expressions in that-clauses, and therewith about the building blocks of struc-
tured propositions. It is useful to begin with a distinction that yields an exclu-
sive but not exhaustive partitioning of logical space, a distinction between what
I will call the strong Russellian position and the strong Fregean position.4 Both
positions presuppose CH.

The strong Russellian holds that the references expressions have in that-
clauses are the objects and properties our beliefs are about, and that therefore
the references of that-clauses are always Russellian propositions—propositions
whose basic constituents are the objects and properties our beliefs are about.
According to this theorist, the references of the expressions in the that-clause in

(4) Ralph believes that Bill loves Chelsea.
determine the ordered pair
(s) <<Bill, Chelsea>, the love relation>,

which in turn determines, by a one-to-one correspondence, the Russellian
proposition to which the that-clause refers. The basic components of the
Russellian proposition are the same as the ones in the ordered pair that deter-
mines the proposition. In fact, Russellians typically identify their propositions
with ordered pairs like (5), although a more cautious theorist may want to say
that although structured propositions stand in one-to-one correspondence with
ordered pairs, the propositions themselves are sui generis abstract entities not
identifiable with any set-theoretic constructions. Still, there can be no harm in
representing Russellian propositions by the ordered pairs that determine them.>
The Russellian proposition (5) represents will be true in a possible world w iff
<Bill, Chelsea> instantiates the love relation in W, false in W otherwise.

The strong Fregean holds that the references expressions have in that-clauses
are never the objects and properties our beliefs are about but are rather things
she calls concepts, or modes of presentation (guises, ways of thinking), of the objects
and properties our beliefs purport to be about. (Henceforth, I drop ‘mode of
presentation’, which was Frege’s own metaphor, and use ‘concept’, even though
this use of ‘concept’ differs from Frege’s technical use.) Fregean propositions,
then, are structured entities whose basic building blocks are concepts of the ob-
jects and properties our beliefs purport to be about. This theorist will want to
say that there are concepts Cys Cos and C, of Bill, Chelsea, and the love relation,
respectively, such that in (4) ‘Bill’ refers to Cps ‘Chelsea’ to Co and ‘loves’ to C|,
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and that, therefore, thee§ean proposition to which the that-clause refers may
be represented b

(6) <<g, cC>,CL>6
which is true just in case

$xyH(x falls undeg, & yfalls undec, & Rfalls undeC)) & (<x, y>
instantiateR)];

false if %, y> does not instantiatBsand where it is left as a matter of possible
disagreement amongegeans whether to say tlBaig false or neither true nor
false if nothing falls under one of its three concepts.

There is, we should notice at this point, an important asymmetry between
the Russellian position and the genesigefan position just describedNnamely
that the Russellian conception is fully specibed in a waggbanFconception
is not. The Russellian conception is fully specibed because we know what the
components of Russellian propositions are, and thus know what those proposi
tions are. Not so for thedgean conception. There isithesionthat we knav
what the components afegean propositions are becauserdigedn has bor
rowed familiar termsNOconceptO, Omode of presentation®, Oway of thinkingd, and
so onNto stand for those components; but it is an illusion because in the con
text of her theory these terms are technical terms meaning little mtive than
basic components of propositions, assuming those components are not the objects and
properties our beliefs are abmiie sure, therégean chooses terms like-Ocon
ceptO and Omode of presentation® because of the suggestiveness of their pretheo
retic meanings, but no one of those many pretheoretic meanings does all the
technical work therégean requires. And if we do not know wiegiefan con
cepts are, then we do not yet know wireggdan propositions are. The generic
Fregean thegrin other words, does not say what concepts, the components of
Fregean propositions, are, and this is an issue on wdgehrs may differ
among themselves. There will be more on this presently

Although the distinction between strong Russellianism amt str
Fregeanism is not an exhaustive classibcation of theonesuefdspoposi
tions, it does yield an exhaustive antlgie distinction concerning thefer
ence of a given expression in a given that-clause: trivially, given the generic
Fregedbs use obcefd, thisafeence will either be an object argety or else
a concept of one. This in turn yields the following partitioning of theorias-of str
tured propositions, which is exhaustivegasls stuctued popositions:

¥ The reference of a that-clause is always/sometimes a Russellian
proposition (strong/weak Russellianism).
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* The reference of a that-clause is always/sometimes a Fregean proposition
(strong/weak Fregeanism).
* The reference of a that-clause is sometimes a Fressellian proposition (if I
may), such as the proposition represented by
<<Bill, ¢ >, C;>,
which could result from the reference of ‘Bill’ in (4) being Bill, while the
other terms have Fregean references (the Fressellian position).”

Each of these positions has problems.
One famous problem with strong Russellianism is the problem of “empty
names.” Intuitively,

(7) Reggie believes that George Eliot was a woman, but in fact there was no
such person; a committee wrote all the novels

might well be true if there were no such person as George Eliot. But, on the face

of it, the strong Russellian must hold that (7) would have no truth-value if

George Eliot did not exist, as in that case its that-clause would fail to refer.
Another famous problem comes to light with an example such as

(8) Ralph believes that George Eliot adored groundhogs but does not believe
that Mary Ann Evans adored woodchucks.

It seems obvious that (8) might well be true, notwithstanding that George Eliot
= Mary Ann Evans and the property of being a groundhog = the property of be-
ing a woodchuck. But if the two that-clauses in (8) refer to Russellian proposi-
tions, then they refer to the same Russellian proposition and—given the work-
ing hypothesis that belief reports of form (1) (‘A believes that ) say that A
stands in the two-place belief relation to the reference of ‘that S'—it therefore
follows that (8) is not only false, but necessarily false. It is true that Nathan
Salmon and others have shown that the strong Russellian is not without so-
phisticated resources for trying to explain away the intuition to which I just ap-
pealed, but my own view, which I cannot now defend, is that it is problematic
whether those resources can do the job (see, e.g., Salmon 1986 and 1989, and
Schiffer 1987b).

A third problem is actually just a variant of the second, except that it in-
volves utterances of the same that-clause. Thus, Lois Lane may say

(9) I believe that he flies, but I don’t believe that he flies

where the first utterance of ‘he’ is accompanied by her pointing to a photo of a
man in a caped spandex outfit and the second utterance of it is accompanied by
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her pointing to a photo of a bespectacled man wearing a suit and tie. |ntuitively
her utterance oBf may be true even when both utterances of OheO refer to the
same person.rQo take an example made famous by Saul Kripke (19ifke

two simultaneous utterances of

Herbert believes that Paglesski was musical.

may have different truth-values even though both occurrences ef§kBader
refer to the same person. This could happen when Herbert mistakenly believes
there were two famous Poles named @®&if@r one a statesman, the other a
pianist, and when what matters in the conversational context of the brst utter
ance is Herbt® willingness to saw®Hd idea whether Pageski was the
slightest bit musical®, while what matters in the other conversational context is
Herbet® willingness to say ORadéi was astoundingly musical®. The strong
Russellian is committed to denying the intuitive data, since for her beth utter
ances of the belief sentence must have the same truth-value, given the working
hypothesis about the logical form of belief reports (together, to be sure, with her
views about the references of names).

There is another possible problem IOl discuss later, since if it is a problem
for the strong Russellian, then it is equally a problem for every theorist of struc
tured propositions.

Weak Russellianism, according to which only some that-clauses have
Russellian propositions as thefeences, is also problematic. Consider the
problem raised for the strong Russellian by Lois LaneOs uBprénite (
stiong Russellian sticks to her gunse@sonalllyshould think) and denies
that Q) can be true, then there is no reason for her not to take the same hard
line, mutatis mutandisegading the otheprima facieountezxamples to her
theoy. But if she allows tha@)(may be true, and that tbkéoe one of its
two occurrences of Othat he fliesO does not have a Russellian proposition as its
refeence, then where will she find a that-clause wkésence is a
Russellian proposition? The problem to which | am alluding may be elabo-
rated in the following way. Wheappears to enjoy a Russelledfeence in
the true utterance

A believes thaf(t)10
it will always be possible that there should be another utterance
A believes th&f{t*)

whee t* may or may not be the same, asich that, prst, the two utterances
hae different wth-values, and, second, also appears to enjoy the same
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Russellian reference as t. For example, after an accident that caused her to suf-
fer amnesia, Claudia Schiffer (no relation) may say both

I don’t believe that I am German
and

I believe that Claudia Schiffer is German

where, intuitively, both reports are true. A theorist who claims that one but not
the other of the two that-clauses has a Russellian proposition as its reference will
find it impossible to say which one enjoys that reference; whatever she says about
the reference of the one that-clause, she will be equally constrained to say about
the other. One might protest that this creates an impossible situation for me: it
is trivially analytic that the reference of a term in a that-clause is either Russellian
or Fregean; yet, the protest continues, the reference surely cannot be Fregean,
since in the examples under discussion the terms in question refer to ordinary
objects—the superhero with two names, Claudia Schiffer—rather than to con-
cepts of them. Presently we shall see that the Fregean may have a way of deny-
ing that the reference “surely can’t be Fregean.”

If the weak Russellian position fails for the reason just indicated, then the
Fressellian position fails for the same reason. The Fressellian is, as it were, a the-
orist who begins as a strong Fregean but feels the need to revise her position be-
cause terms in that-clauses often refer to things our beliefs are about. But re-
course to Fressellian propositions is a well-motivated response only if the weak
Russellian account of the reference of the expressions in question is adequate,
and I have just suggested that it is not.

I realize, of course, that there is more to be said for and against the forego-
ing three positions, but a definitive discussion is not the purpose of my brief
critical survey. Nevertheless, I would like to register my belief that neither strong
Russellianism, weak Russellianism, nor Fressellianism can survive the full treat-
ment. If that-clauses refer to structured propositions, those propositions are
Fregean; that is to say, given CH, strong Fregeanism is correct.

At the same time, strong Fregeanism is not without its problems. One prob-
lem is that, as noted, all we know from the generic Fregean about concepts is
hardly more than that they are the references expressions have in that-clauses,
assuming those references are not Russellian references. So the generic Fregean
has yet to tell us what the building blocks of his propositions are, and so has yet
to tell us what Fregean propositions are. I call this a problem, as opposed to a
mere further task, because it is arguable that no Fregean has so far succeeded in
giving an adequate account of Fregean concepts.

A second problem is one to which I have already alluded. The strong
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Fregean holds that the reference of a term in a true belief report’s that-clause is
a concept of an object or property the belief purports to be about, yet it is ob-
vious that terms in such that-clauses often refer to things that are not concepts
but are the very things the belief is about. When your husband’s brother says to
you

I believe that 'm falling in love with you,

isn’t it obvious that both utterances of ‘T refer to him and that his utterance of
‘you’ refers to you? To this problem the Fregean may have a reply that I believe
was first clearly articulated by Gareth Evans (1982), but it is a reply that makes
a solution to the first problem even more urgent. Inspired by Evans, the Fregean
may say that the problematic referring expressions have as their references ob-
ject-dependent concepts, concepts that are individuated partly in terms of the ob-
jects of which they are concepts, and would not exist if those objects did not ex-
ist. The Fregean can then distinguish between (i) X’s being the reference of t and
(ii) t's merely referring to X. The idea would be that t refers to X if X is the refer-
ence of t, but not necessarily conversely. An object may be so transparently con-
tained (so to say) in an object-dependent concept of it that one cannot refer to
the concept without thereby indirectly referring to the object. Moreover, object-
dependent propositions will have the objects contained in object-dependent
concepts entering rigidly into the possible-worlds truth conditions of those
propositions. In this way, the Fregean may say, the that-clauses in Claudia’s two
utterances may refer to distinct object-dependent propositions about her that
have the same possible-worlds truth condition: each is true in a possible world
W just in case Claudia herself exists and is German in W. But the Fregean who
takes this line still owes an account of the nature of object-dependent (not to
mention object-independent) concepts.

A third problem is that it is apt to seem that, whatever concepts turn out
to be, there are cases where it is implausible to think anything worth calling ref-
erence to a concept is going on. An example of such a case is the belief report

Just about everyone who visits New York City believes that it’s noisy,

which is both true and easily understood, even though, it would appear, noth-
ing worth calling a concept would be understood to be the reference of ‘it’.
Similarly, you may believe what I tell you when I say ‘Hilda believes that that
guy is on his way there from Paris’, but would you thereby know the concepts
under which Hilda, who is not party to the utterance, is thinking about Jacques
Derrida, the x-is-on-the-way-to-y-from-z relation, the University of Idaho, and
Paris?

Finally, there is an argument—due to Adam Pautz, an NYU graduate stu-
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dentNagainst thefEgean position in either its strong or weak form that | think

is worth stating. Frankly, the argument surprises me. On the one hand, | am not
aware of having encountered it before | heard it from Pautz in a seméar | gav
in the fall of1999while, on the other hand, no one has succeeded in telling me
what exactly is wrong with it. The argument may be put thus:

(D If the Fegean theory is true, then [*] the reference of OFidoO in ORalph
believes that Fido is a dogQ is a concept.sf Fido

(2) If [*], then the following inference is valid wixéni®taken to rangero
concepts:

Ralph believes that Fido is a dog
\'$ x (Ralph believes thats a dog)

(3 But the inference is not valid in the intended sense: a concept can be the
value of @ that makes the conclusion true only in the unlikely event that
Ralph mistakes it for a dog.

(4 \ The Fegean theory itrue.

Pretty clearly, if this argument is not sound, it is bec@usddlse. The
problem is that? is based on an evidently well-established logico-semantical
principal: ifois the reference tin the true sentent) [and, thinking of
OGiorgione was so-called because o&bjstsikes no other contribution to
the truth-value of(t)], theno makes true the existential generaliz&#8i(x)
And please d@memind me that ther€gean theory precludes substitusiba
veritateof Othe concept of FidoO for OFidoO in the that-clause, since when en
sconced in the that-clause, Othe concept of FidoO would refer not to the concept
of Fido but to the concept of the concept of .Fitie argument proceeds in
full awareness of that aspectre§® theory and is not intended to challenge
it; the force of the argument turns only on the fact that, ifr¢igedn thegr
is right, a conceptfise referencBOFidoQ in the that-cldushis connection,
it may be helpful to keep in mind that for thegEan, the position of the that-
clause is entirely referential and transparent, so that if the that-clause refers to
the Fregean propositiorg<C,>, then from C)Rialph believes that Fido isCa dog
we can gesalva veritgt®Ralph believes € >0 [which unproblematically en
tails §x(Ralph beIieves<,<Cd>)C)]. This is why inferences such as

Louise believes that existence precedes essence
That existence precedes essence = JéauthBayl
\ Louise believes Jean-8dhkoy

are valid. IOm not saying that the substitutivity business is not relevant to the fal
sity of @), if (2) is false; | am just saying that an explanation would be needed
to show that, and it is relevanilo say that it is merely a quirk of English
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(and, presumably, of every other language!) that exportation fails for expressions
in that-clauses, even though they occur there as singular referring expressions, is
no explanation at all.dd; one might feel that treemustbe an explanation of
why the inference example 2hi¢ not valid in the way in question, since if it
were valid one would then have to choose between two unpalatable alternatives:
that the reference of OFidoO in the that-clause was Fido, or that the that-clause
did not refer to something Ralph is being said to believe. But, as we are about
to see, there is another option: deny the Compositionality Hypothesis{CH), ac
cording to which the reference of a that-clause is a function of the references its
primary expressions have in the that-clause. Then we could take the that-clause
to refer to a Pnely individuatgustructuregroposition, and we would not bav
to say the problematic inference was valid in the sense in diethisrone
might reply that CH is required by the hypothesis that every natural language
has a compositional truth thgarhich is itself required to explain certain fea
tures of natural languages. But, as | have tried to show elsewhere (see especially
Schifferl983, ch.7, and Schiffet99%, the features in need of explanation can
be explained without recourse to either a compositional truth theory er a com
positional meaning theory (given the relevant technical meanings of those la
bels).

There is also an inference argument whose soundness would ngefute ever
theory of structured propositions:

(D If any theory of structured propositions is true, then [#] O a dog
functions in ORalph believes that Fido is a dogO as a singular term whose
reference is either the property of being a dog or else a concept of that
property

(2) If [#], then the following inference is valid:

Ralph believes that Fido is a dog

\'$ x (Ralph believes that Figp
(3 But not only is®this valid, i® not even coherent.
(4 \ No theory of structured propositions is true.

Curiously, when confronted with this argument, philosophers immediately chal
lenge 9 and do not even mentio?)( There is much to justif§) Ois a dogd on
theories of structured propositions certainly is not functioning as any kind of
predicate; its function is on all fours with OdoghoodO/Othe concept 6f doghood
in O< . . , doghood/the concept of doghood>0, viz., to introduce the property
or concept into the structured proposition to which the singular refetring ex
pression containing it (Othat Fido is a dog®, O<Fido/the concept of Fido, dog
hood/the concept of doghood>0) refers. | will postpone further discussion for
another occasion. | present the objection here merely as food for thought.
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S0 where do we go from hefe?a better understanding of the nature of
propositions, for which | now set the stage.

Pleonastic Entities

This is my label for entities whose existence is typically secured by what | call a
something-from-nothiagsformatioiVe have a somethingiin-nothing
transformation when from a statement involving no referencé teeacan

deduce a statement that does refer to @&he property of being a dog is a
pleonastic entity.rém the statement

(10 Lassie is a dog,

whose only singular term is OLassieO, we can validly infer its plecaastic equiv
lent

(1) Lassie has the property of being a dog,

which contains the new singular term Othe property of being dogO, whose refer
ence is the property of being a dog.

There are many other kinds of pleonastic entities, including propositions,
but before turning to the objects of our immediate concern, let me continue to
set the stage for them by staying a little with the example of properties.

How are pleonastic properties possible? That is, what explains the some
thing-from-nothing transformations by which they are introduced into eur con
ceptual schemedtt can(1Q entail (L], thereby entailing that the property of
being a dog existé? can thicken the plot by brst taking on a seemingly un
related question: dw are we able to have knowledge about properties, mind-
and language-independent abstract entities that are wholly incapable of causally
interacting with us? This question is made more vivid in the following way
uppose there is a possible world exactly like ours except that our counterparts
in that world do not have any property-hypostatizing linguistic or conceptual
practices, and hence have no concept of a propesdy people can think that
Lassie is a dog, but they cannot infer from this that Lassie has the property of
being a dog, even though in that world, as in every world in which Lassie ex
ists, it is necessarily true that if Lassie is a dog, then Lassie has the property of
being a dog. Lacking the concept of a property, these people are entirely igno
rant of properties, even though they live in a world as rich in properties as the
actual world. What would it take to bring these people up to epistemological
snuff with us?

What it would take, and all that it would take, would be for them to en
gage in a certain manner of speaking, a certain language gameNnamely, our
property-hypostatizing practices, in particular our property-yielding something-
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from-nothing transformations. But how can this be? They certainly could not
discaer the existence waflcanods/ engaging in any language ganoe: ¢hn

merely engaging in a linguistic, or conceptual, practice give one knowledge of
things that exist independently of that practice? The answer to this question also
answers our question about the something-from-nothing transformation, about
how (0 can entail1().

The fact that Lassie is a dog entails that Lassie has the property of being a
dog. Jones knows that Lassie is a dog but does not know that Lassie has the
property of being a dog. This is because he lacks that concept of a property that
comes (nearly enough) with the practice of making the something-from-noth
ing inference from the fact that Lassie is a dog to the fact that Lassie has the
property of being do@nce Jones has the concept of a property, itcat#t be a
ceptual truth for him that every dog has the property of being a dog

Maybe you feel like reading Kant to me. Kant, in response to the ontolog
ical argument for the existence of God, famously held that Oexidence isn
predicate,O where by this he meant that no mere congepeérftebned, can
secure that there exist things that fall under the concept. Hartry Field, endors
ing Kan® point, has succinctly restated it thus:

An investigation of conceptual linkages can reveal conditions that things
must satisfy if they are to fall under our concepts; bubitielanthat

there are things that satisfy those concepts (as Kant pointed out in his
critique of the ontological argument for the existence of God). (Field
19895

Consider the concept ofvishdate

Xis awishdate 4 xis a person whose existence &@Ipes on somedde
wishing for a date, every such wish bringing into existence a person to
date.

The point that Kant and Field are making implies that while this is a perfectly
kosher debPnition, it does not result in its being true that there are any wishdates,
no matter who wishes for a date. All that follows from the stipulative debPnition
of a wishdate is thdt(per impossibileishdates exighentheir existence su
perenes on the mere wish for a date.

There is, heever, a relevant difference between the concept of a wishdate
and the concept of a property, and this difference allows us to see thaf, and ho
properties are an exception to the Kantian dictum. The intuitive idea that will
need precisibcation is that the existence of properties, but not the existence of
wishdates, would make no causal difference. Here is one way we cams try to pr
cisify this intuitive idea. As afiminay, let me remind you that a thedryis
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aconseative extension of a th€awith respect to statements of kina/ided

that T* containsT and whateve statements are entailgdTo* are also en

tailed ly T. We may then explain the relevant difference between the concept
of a property and that of a wishdate via the following claim:

The concept of alR can secure the existenciesainly if when we add
the statementfQl, thenFs existO to any true tigébthat doeshitself
employ the notion of af we get a new theory Bat conseative
extension of with respect to statements (i) that@formally entail the
existence d¥s and (ii) whose truth would have causal consegidences.

The concept of a wishdate fails this test, but the concepbpéty passes
it, and this accounts for the crucial difference between the two concepts. Kant was
right about the concept of a wishdate, wrong about the concetpara/phe
displagd criterion is stated as a necessary condition, but when it is elevated into
a sufpcient condition as well, we may take the notion of a pleonastic entity to be
delmed by its satisfying the criterion. | am being cautious about sufpciency be-
cause presumably something would have to be added to rule out concepts whose
instantiations e physically impossible independently of the way they contain
the notion of existence, such as the way the conceptpbtant wishdate
wishdate with no causal powers, is physically impossible just by @dque of r
ing there to be a person who has no causal powers. Maybe otlketignsalip
would be needed; | will not now try to state a sufbcient condition. In the mean-
time, | submit that we are in a position to appreciatept@Kant, it is acon
ceptual trththat if Lassie is a dog, then Lassie hasojpetyof being a dog.

We can also see (nearly enough) how engaging in the relevant property-
hypostatizing linguistic or conceptual practices is necessary and sufpbcient for
having knowledge of the existence of propérkast, if you engage in the
practice, you have the concept of a property, and to have any concept is to en
gage in certain conceptual (and tlyergider certain assumptions, linguistic)
practices. Second, if you have the concept of a property, thenwaupkino
ori the conceptual truth that, e.g., every dog has the property of being a dog,
and thereby know that the property eXgesalso see how we can explain the
something-from-nothing transformation that takes one ftgnf(fLassie is a
dog®) tal) (OLassie has the property of being a dog®). That is simply a direct
and obvious consequence of its being a conceptual truth that if Lassie is a dog,
then Lassie has the property of being a dog.

Pleonastic Propositions

Propositions, too, are introduced into our conceptual scheme via something-
from-nothing transformationstdin (1Q (OLassie is a dogO) we can validly infer
another of its pleonastic equivalents, viz.,
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That Lassie is a dog is true
or, more colloquially,
Is true that Lassie is a dog,

which contains the new singular term ‘that Lassie is a dog’, whose reference is the
proposition that Lassie is a dog. Of course, the language game we play with that-
clauses is not limited to these something-from-nothing transformations, or even
to what is indirectly implied by them. Crucially, there is also the use of that-clauses
in ascriptions of meaning, speech acts, and psychological states like belief. These
practices presuppose the validity (subject to certain qualifications!s) of the some-
thing-from-nothing transformation that yields the truth schema for propositions,

The proposition that S is true iff S

but the role of that-clauses in propositional-attitude discourse is not deducible
from the something-from-nothing practice and is essential to completing the ac-
count of pleonastic propositions. The relation between that-clauses and the propo-
sitions to which they refer is quite unlike the usual relation between singular terms
and their references.

Typically, if t is a referential singular term in an utterance of the sentence
S(t), then in order to evaluate the statement made by the utterance we must first
identify the reference of t and then determine whether that reference has the
property expressed by S(X). The reference of t, once itself determined, partially
determines the criteria for evaluating the statement made by the utterance of
S(t): we fix the reference of t, and thereby fix, or partially fix, the criteria for
truth-evaluating the utterance of S(t). A consequence of this is that the reference
of t is guaranteed to have an identity and individuation that is entirely inde-
pendent of the criteria of evaluation which that reference helps to determine.
These points are illustrated by the pair of statements

(12a) Bill loves Chelsea.
(12b) Bill loves Hillary.

In order to evaluate the statement made in (12a), we must first identify the ref-
erences of ‘Bill’ and ‘Chelsea’; likewise, mutatis mutandis, for (12b). It would be
outrageous to suppose that we first fix the criteria of evaluation and then use
those criteria to determine the references. We evaluate the statements made in
(12a,b) by glomming onto the references of ‘Bill’, ‘Chelsea’, and ‘Hillary’ and
then determining whether the first stands in the love relation to the other two.
Accordingly, the identity and individuation of Bill, Chelsea, and Hillary owe
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nothing at all to the criteria of evaluation they help to determine. It is because
Chelsea and Hillary each have an identity and individuation that is entirely in
dependent of the criteria for evaluating the statements about them that we im
mediately see the absurdity of supposing that we know that Chilkeg
because we know that the statements mad@jna(d D) may differ in
truth-value. On the contrarof course: we know that the two statements may
differ in truth-valudecause we know that Chelsdary.

Matters are just the opposite when we turn to that-clendsteir refer
ences. In a belief reporg wsthave contextually determined criteria of evalu
ation andhenimplicitly use those criteria to deternbnehthe proposition to
which the that-clause refensithe individuation of that proposition. These cri
teria of evaluation are in part determined by contextual factors pertaining to the
communicative interests of speakers and their audiences, even after disambigua
tion and obvious reference-bxing has takeniplaee literal utterances of

(13 Ralph believes that George Eliot was a man

may have different truth-values, because in one conversational context but not
the other the truth of the utterance requires thinking of George Eliot as a fa
mous author. Given our on-going assumption about logical formAthat O

lieves thaB) says thAtstands in the two-place belief relation to the reference

of OthaBONit follows that the two utterances of Othat George Eliot wés a man
refer to different propositions, albeit, no doubt, to propositions with the same
possible-worlds truth condition: each is true in a possiblenjoddin case

George EliotNthe woman whaxtuallybears that nameNexists and is a man

in w. The same applies to two utterances of

(19 Ralph believes that she wigssmhoe

when both occurrences of OsheO refer to George Eliot. If we were evaluating an
utterance of ORalph admires her® we would Prst determine the refef@nce of Oher
and that would in turn complete the determination of the criteria for evaluat

ing the statement. In evaluating the statement made in the utterddge of (
however, we brst implicitly Px the criteria for evaluating the statement, and that

is what kes the reference of the that-clause. This is not to deny that the se
mantic properties of expressions in a that-clause are not crucial to the determi
nation of the that-clau®@eeference; in order to bx the criteria of evaluation for

the utterances oi3 and (4 we must brst know to whom the utterances of
OGeorge Eliotd and OsheO refer. My point is that these semantic properties on their
own do not determine thefeences of that-clauses; rather, those semantic
properties help to determine the criteria of evaluation for belief reports, which
criteria in turn Px the references of that-clauses.
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Almog’s account is straightforward. Consider the relational reading of (D: A
sloop is such that Ralph specifically wants it. Whereas ‘a sloop’ may be used
directedly, there is nothing to prevent the speaker from instead using the in-
definite phrase undirectedly, and to mean by (1), understood relationally, that
Ralph’s desire is focused on some sloop or other: There is a very particular
sloop—which sloop is not here specified—that Ralph has his heart set on. (I
maintain that this accords with the literal meaning of (), read relationally, re-
gardless of whether the indefinite is used directedly or undirectedly, whereas
the specific thought that Ralph wants that sloop | have in mip@vides more
information than is semantically encoded into the relational reading.) Exactly
similarly for (3: There is a very particular spy—which spy is not here speci-
fied—to whom Ralph’s finger of blame is pointed in a most de reaccusatory
way. In neither case does an undirected use preclude the relational reading;
read relationally, the indefinite may be used either directedly or undirectedly.

Ironically, an undirected use in fact evidently precludes the notional read-
ing. If (J) is read notionally, the description ‘a sloop’ functions not to expreske
generalized concept of some sloop or other, but to refer td, in order for (J) to
express that Ralph stands to this very concept in the specified relation.6
Analogously, on the notional reading of (3, the complement clause functions
not to express the proposition that some spy or other has stolen Ralph’s docu-
ments but to refer to the proposition, enabling the sentence to express that
Ralph believes it. As Frege noted, in such cases the indefinite phrase does not
have its customary content or reference, i.e., its customary Snn or Bedeutung
Instead it is in ungeradéoblique”) mode. Insofar as the phrase is used to refer
to a generalized concept, it is naturally used directedly for that very concept. The
notional reading is thus generally accompanied by a directed use by the speaker
(albeit an ungeradese), not an undirected one. Here again, Almog’s account has
matters exactly reversed with the facts.”

Taking (2) as a model for the notional reading of (1) inevitably yields ex-
actly the wrong results. In effect, Almog attempts to capture the relational/
notional distinction by contrasting directed and undirected uses of the relational
reading, missing the notional reading altogether. The failure of the
directed/undirected distinction as an analysis of the notional/relational is con-
firmed by Russell’s insight that the latter distinction replicates itself in increas-
ingly complex constructions. This is Russell’s notion of scope. Thus the sentence

Quine doubts that Ralph wants a sloop

yields not merely two, but three distinct readings: There is a sloop that Quine
specifically doubts Ralph wants (wide scopeQuine doubts that there is any
sloop that Ralph wants (intermediajeQuine doubts that Ralph seeks relief from
slooplessness (narmw. The intermediate-scope reading is notional with respect
to Quine and relational with respect to Ralph; the narrow-scope reading is dou-
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bly notional. The intermediate- and oarscope readings report Q@meubt

of the relational and notional readings, respectively, Tdfg wide-scope read

ing is the next generation of readingsb)@ng further operators introduces
successivgenerations (OYou understand that Sakeparsrthat Qiine

doubts. . .0). By contrast, the directed/undirected distinction does et repr
duce with operators. The distinction naturally arises in the wide-scope reading,
which is neutral between a directed and an undirected use of Oa sloopO. Each is
permissible. (OA slodipaft sloop | have in mivelsome sloop or dtiesuch

that Quine specibcally doubts that Ralph wa@sIn both the intermediate-

and narow-scope readings, Oa slooplnigeimdmode, and hence, insofar as

it is used directedly or undirectedly, is presumably diected.

GeahOs Puzzle

THE NOTIONAL /RELATIONAL DISTINCTION may be tested by anaphoric
links to a descriptive phrase. Consider:

Ralph wants a sloop, but it is a lemon
Ralph believes a female spy has stolen his documents; she also tampered
with the computer

These sentences strongly favor a relational reading. Appropriately understood,
each evidently entails the relational reading of its brst conjunct, even if the brst
conjunct itself is (somewhat yegsely) read notionally, bs alleged, it is a
lemon, then there must beiathat is a lemon, and thitmust be a sloop that
Ralph wants. Similarly, if she tampered with the computer, then there must be
ashewho is a spy and whom Ralph suspects of the theft.

The notional/relational distinction comes undeersestrain, hoevey
when confronted with PefErGeac® (1967 ingenious Hob/Nob sentence:

(5 Hob thinks a witch has blighted Babare, and Nob wonders whether
she (the same witch) killed Gatwv.2

This puzzling sentence seems to resist both a relational and a notional reading.
If there is @hevhom Nob wonders about, then tehgit would appear, must

be a witch whom Hob suspects of mare blighting. But the sincere ut&rer of (
intuitively does not seem committed in this way to the reality of witches.
Barring the existence of witches, thoBgndy be true, there is no actual witch
about whom Hob suspects and Nob wonders. Any account of the netional/r
lational that depict$)(as requiring the existence of a witghssfactarrong.

There is a natural reading Bf that carries an ontological commitment to
witches, viz., the straightforward relational reading. The point is that the in
tended reading does not.
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A tempting response constriga$ fully notional, along the lines of

() (i) Hob thinks: a witch has blighted Babare; and (ii) Nob wonders
whether: the witch that (Hob thinks) blighted @amare also killed
CobS sov.

Yet this will not do;5 may be neutral concerning whether Nob has a true be
lief about, let alone shares, 8shispicion. Né@wondering need not take the
form ODid the same witch that (Hob thinks) blighte@Budre also kill C&ls
sow?0 It may be that Baihought takes the form OMaggoty Meg has blighted
Bo® maed while Nd® takes the form ODid Maggoty Meg kill&stw?® |

so, §) would be true, but no fully notional reading forthcoming.

Worse, Ho® and No® thoughts need not involve the same manner of
specibcation. It may be that Bohought takes the form OMaggoty Meg has
blighted Bo® maed while No® wondering takes the form ODidWieked
Witch of theWest kill Co® sow?O This appears to preclude aeusmiF
analysis along the lines of the following:

(F) ($a)[a corepresentfor both Hob and Nob & Holmotionally-thinks
¢a is a witch who has blighted Bohae” & Nob notionally-thinks ¢a
is a witchand Nob notionally-wondef®id a kill Cob® sow}10

Geach himself argud967 pp. 148149 that since5 does not commit its
author to the existence of witches, it must have some purely notional reading or
other. He suggests an alternative rege&n analysis, evidently along the lines
of the following:

(G) ($a)($b)[a is a witch-representationk®is a witch-representationa&
andb corepresenfor both Hob and Nob & Holmotionally-thinks €a
has blighted Bé@mae' & Nob notionally-wonders®Did b kill CobOs
sowd.11

This proposal faces certain serious difpculties, some of which are also problems
for (F): The relevant notion ofvatch-representatimist be explained in such

a way as to allow that an individual representat{erg., an individual cen

cept) may be a witch-representation without representing any actual witch, and
for that matter, without representing anything at all. More important, the rele
vant notion ofcorepresentatioeeds to be explained so as to allow the-follo

ing: that a pair of individual representateasidb may co-represent for two
thinkers without representing anything at all for either thinker. Geach does not
explicitly employ the notion of corepresentation. | have included it on his be
half because it, or something like it, is crucial to the proposed analysis. Any
analysis, if it is correct, must capture the idea th&® &tub No® thoughts
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have a common focus. Though there is no witch, Hob and Nob are, in some
sense, thinking about the samevitch. It is on this point that notional analyses
generally fail. Even something as strong as (5)—already too strong—misses this
essential feature of (5. On the other hand, however the notion of vacuously
corepresenting witch-representations is ultimately explained, by contrast with
(G), (9 evidently commits its author no more to corepresenting witch-repre-
sentations than to witches. More generally, any analysis along the lines of (F) or
(G) cannot forever avoid facing the well-known difficulties with neo-Fregean,
notional analyses of relational constructions generally (e.g., the Twin Earth con-
siderations).12

An alternative approach accepts the imposingly apparent relational charac-
ter of (9 at face value, and construes it along the lines of the following:

(6) There is someone whom: (i) Hob thinks a witch that has blighted Bob’s
mare; (i) Nob also thinks is a witch; and (iii) Nob wonders whether she
killed Cob’s sow.

This happily avoids commitment to witches. But it does not provide a solution.
Hob’s and Nob’s thoughts need not concern any real person. Maggoty Meg is
not a real person, and there may be no one whom either Hob or Nob believe to
be the wicked strega herself.

Some proposed solutions to Geach’s puzzle make the unpalatable claim that
Hob’s and Nob’s musings concern a Meinongian Object—a particular witch
who is both indeterminate and nonexistent.!3 Many proposed solutions instead
reinterpret relational attributions of attitude so that they are not really relational,
i.e., they do not make genuine reference to the individuals apparently men-
tioned therein by name or pronoun. These responses inevitably make equally
unpalatable claims involving relational constructions—for example, that Nob’s
wondering literally concerns the very same witch/person as Hob’s belief yet nei-
ther concerns anyone (or anything) whatsoever, or that relational constructions
mention or generalize over speech-act tokens and/or connections among speech-
act tokens. 4 It would be more sensible to deny that (9 can be literally true on
the relevant reading, given that there are no actual witches.!> The problem with
this denial is that its proponent is clearly in denial. As intended, (5 can clearly
be true (assuming Hob and Nob are real) even in the absence of witches.
Numerous postmodern solutions jump through technical hoops to allow a pro-
noun (‘she’) to be a variable bound by a quantifier within a belief context (‘a
witch’) despite standing outside the belief context, hence also outside the quan-
tifier’s scope, and despite standing within an entirely separate belief context.
These “solutions” do not satisfy the inquiring mind as much as boggle it. It is
one thing to construct an elaborate system on which (5 may be deemed true
without “There is a witch’. It is quite another to provide a satisfying explanation
of the content of Nob’s attitude, one for which the constructed system is
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appropriate. ldw can Nob wonder about a witch, and a particular witch at
thatNthe very one Hob suspectsNwhen there is no witch and, therefore, no
particular witch about whom he is wondering? This is the puzzle in a nutshell.
It combines elements of intensionality puzzles with puzzles concering non
existence and puzzles concerning identity, and has been deemed likely
intractables

Myths

THE SOLUTION | SHALL URGE takes %) at face value, and takes seriously
the idea that false theories that have been mistakenly believedNwhat | call
mythBigive rise to fabricated but genuine entifidhese entities include such
oddities asulcan, the hypothetical planet proposed by Babinet and which Le
Verrier believed caused perturbations in M@aolar orbit; the ether, once
thought to be the physical medium through which light waves propagate; phlo
giston, once thought to be the element (material substance) that causes com
bustion; the Loch Ness Monster; Santa Claus; agidoM@s Glden
Mountain. Suclmythical objedse real things, though they are neither mater

ial objects nor mental objects (OideasO). They come into being with the belief in
the myth. Indeed, they are created by the mistakey@haeentor, albeit with

out the theori® knowledge. But they do not exist in physical space, and are, in
that sense, abstract entities. They are an unavoidable by-product of human fal
libility.

Vulcan is a mythical planet. This is not to say, as one might be tempted to
take it, thalulcan is a planet but one of a rather funny sort, e.g., a Meinongian
Obiject that exists in myth but not in redft@n the contray, Vulcan exists in
reality, just as robustly as you the reader. But a mythical planet is no more a
planet than a toy duck is a duck or a magician is someone who performs feats
of magic. A mythical object is an imposter, a pretender, a stayelpaops
not a real planet, though it is a very real objectNnot concrete, not in physical
space, but real. One might say that the planet Mercury is also a Omythical ob
ject,O in that it too Pgures in Yudcan myth, wrongly depicted as being-grav
itationally inBuencedybulcan. If we choose to speak this way, then it must be
said that some Omythical planetsO are real planets, though not really as depicted
in the myth.Mulcan, by contrast with the OmythicalO Meis@awholly myth
ical object, not a real planet but an abstract entity inadvertently fabrjcated b
the inventor of the myth. | shall continue to use the simple word Omythical® as
a shorthand for the notion of something wholly mytHical.

The existence of bctional objects, in something close to this sense, has been
persuasively urged by Peter van Inwageij énd Saul Kripkel@7Bas an on
tological commitment of our ordinary discourse about RE&Tibrir account,
however, is signibcantly different from the one | propose. Kripke contends that
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a mythical-object name like ‘Vulcan’ is ambiguous between two uses, one of
which is parasitic on the other. It would be less deceptive to replace the am-
biguous name with two univocal names, ‘Vulcan,” and “Vulcan,’. The name on
its primary use, “Vulcan,’, was introduced into the language, sansubscript, by
Babinet as a name for an intra-Mercurial planet. Le Verrier used the name in
this way in theorizing about Mercury’s perihelion. In this use, the name names
nothing; “Vulcan,’ is entirely vacuous. Giving the name this use, we may say
such things as that Le Verrier believed that Vulcan, affected Mercury’s perihe-
lion. Le Verriers theory is a myth concerning Vulcan,. The name on its sec-
ondary use, ‘Vulcan,’, is introduced into the language (again sansubscript) at
a later stage, when the myth has finally been exposed, as a name for the myth-
ical planet erroneously postulated, and thereby inadvertently created, by
Babinet. Perhaps it would be better to say that a new useof the name “Vulcan’
is introduced into the language. “Vulcan,’ is fully referential. Using the name in
this way, we say such things as that Vulcan, was a mythical intra-Mercurial
planet hypothesized by Babinet. The difference between Vulcan, and Vulcan,
could not be more stark. The mistaken astronomical theory believed by Babinet
and Le Verrier concerns Vulcan,, which does not exist. Vulcan,, which does ex-
ist, arises from the mistaken theory itself. Vulcan, is recognized through reflec-
tion not on events in the far-off astronomical heavens but on the more local
story of man’s intellectual triumphs and defeats, particularly on the history of
science.

Kripke’s account is vulnerable to a familiar family of thorny problems: the
classical problem of true negative existentials and the more general problem of
the content and truth value of sentences involving vacuous names. Vulcan, does
not exist. This sentence is true, and seems to say about something (viz., Vulcan, )
thar it fails to exist. Yet the sentence entails that there is nothing for it to at-
tribute nonexistence to. Furthermore, on Kripke’s account, Le Verrier believed
that Vulcan, has an impact on Mercury’s perihelion. What can the content of
Le Verrier's belief be if there is no such thing as Vulcan,? Furthermore, is the be-
lief content simply false? If so, then it may be said that Vulcan, has no impact
on Mercury’s perihelion. Yet this claim too seems to attribute something to
Vulcan,, and thus seems equally wrong, and for exactly the same reason, with
the claim that Vulcan; does have such an impact. Kripke is aware of these prob-
lems but offers no viable solution.

I submit that Kripke’s alleged primary use of a mythical-object name is it-
self a myth. To be sure, Babinet believed himself to be naming a real planet in
introducing a use of “Vulcan’ into the language, and other users like Le Verrier
believed themselves to be referring to a real planet. But this linguistic theory of
the name “Vulcan’ is mistaken, and is in this respect exactly like the astronomi-
cal theory that Vulcan is a real planet. The two theories complement each other,
and fall together hand in hand. The situation should be viewed instead as fol-
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lows: Babinet invented the theory—erroneous, as it turns out—that there is an
intra-Mercurial planet. In doing this, he inadvertently created Vulcan. Indeed,
Babinet even introduced a name for this mythical planet. The name was in-
tended for a real planet, and Babinet believed the name thus referred to a real
planet (notionally, not relationally!). But here again, he was simply mistaken.
Other astronomers, most notably Le Verrier, became convinced of Babinet’s the-
ory, both as it concerns Vulcan (that it is a very real intra-Mercurial planet) and
as it concerns ‘Vulcan’ (that it names the intra-Mercurial planet). Babinet and
Le Verrier both believed, correctly, that the name “Vulcan’, on the relevant use,
refers to Vulcan. But they also both believed, mistakenly, that Vulcan is a real
planet. They might have expressed the latter belief by means of the French ver-
sion of the English sentence “Vulcan is a planet’, or other shared beliefs by means
of sentences like ‘Vulcan’s orbit lies closer to the Sun than Mercury’s’. These be-
liefs are mistakes, and the sentences (whether English or French) are false.

Importanty, there is no relevant use of the name “Vulcan’ by Babinet and Le
Verrier that is vacuous. So used, the name refers to Vulcan, the mythical planet.
Le Verrier did notbelieve that Vulcan | is an intra-Mercurial planet—or, to put the
point less misleadingly, there is no real use marked by the subscript on “Vulcan’ on
which the string of words “Vulcan, is an intra-Mercurial planet’ expresses anything
for Le Verrier to have believed, disbelieved, or suspended judgment about. To put
the matter in terms of Kripke’s account, what Le Verrier believed was that Vulcem2
is a real intra-Mercurial planet. Le Verrier's belief concerns the mythical planet, a
very real object that had been inadvertendy created, then named ‘Vulcar’, by
Babinet. Their theory about Vulcan was completely wrong. Vulcan is in fact an
abstract object, one that is depicted in myth as a massive physical object.

A common reaction is to charge my proposal with miscasting mythical ob-
jects as the objects with which myths are concerned. On the contrary, it is ob-
jected, if they exist at all, mythical objects enter the intellectual landscape only
at a later stage, not in the myth itself but in the subsequent historical account
of the myth. A robust sense of reality demands that the myth itself be not about
these abstract objects but about nothing or at most about representations of
nothing. No one expresses this sentiment more forcefully than Russell (1918

[Many] logicians have been driven to the conclusion that there are unreal
objects . . . In such theories, it seems to me, there is a failure of that
feeling for reality which ought to be preserved even in the most abstract
studies. Logic, I should maintain, must no more admit a unicorn than
zoology can; for logic is concerned with the real world just as truly as
zoology, though with its more abstract and general features. To say that
unicorns have an existence in heraldry, or in literature, or in imagination,
is a most pitiful and paltry evasion. What exists in heraldry is not an
animal, made of flesh and blood, moving and breathing of its own
initiative. What exists is a picture, or a description in words. . . . A
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robust sense of reality is very necessary in framing a correct analysis of
propositions about unicorns . . . and other such pseudo-objects.2!

I heartily applaud Russell’s eloquent plea for philosophical sobriety. But his
attitude toward “unreal” objects is fundamentally confused. To repeat, a mythi-
cal planet is not a massive physical object but an abstract entity, the product of
creative astronomizing. Likewise, a mythical unicorn or a mythical winged horse
is not a living creature but a fabricated entity, the likely product of blurred or
fuzzy vision, just as mermaids are the likely product of a deprived and overactive
imagination under the influence of liquor—creatures not really made of flesh and
blood and fur or scales, not really moving and breathing of their own initiative,
but depicted as such in myth, legend, hallucination, or drunken stupor.

It is frequently objected even by those who countenance mythical objects
that the Vulcan theory, for example, is merely the theory that there is an intra-
Mercurial planet, not the bizarre hypothesis that the relevant abstract entity is
that planet. Babinet and Le Verrier, it is observed, did not believe that an abstract
entity is a massive heavenly object. Quite right, but only if meant notionally.
Understood relationally—as the claim that, even if there is such an abstract en-
tity as the mythical object that is Vulcan, Babinet and Le Verrier did not believe
it to be an intra-Mercurial planet—it turns mythical objects into a philosophical
black box. What role are these abstract entities supposed to play, and how exactly
are their myth-believers supposed to be related to them in virtue of believing the
myth? In fact, this issue provides yet another reason to prefer my account over
Kripke’s. On my account, in sharp contrast, the role of mythical objects is
straightforward: They are the things depicted as such-and-such in myth, the fab-
rications erroneously believed by wayward believers to be planets or the medium
of light-wave propagation or ghosts, the objects the mistaken theory is about
when the theory is not about any real planet or any real medium or any real
ghost. It is not merely that being depicted as such-and-such is an essential prop-
erty of a mythical object, a feature the object could not exist without. Rather, be-
ing so depicted is the metaphysical function of the mythical object; that is what
it is, its raison @«& To countenance the existence of Vulcan as a mythical planet
while at the same time denying that Babinet and Le Verrier had beliefs about this
mythical object, is in a very real sense to miss the point of recognizing Vulcan’s
existence. It is precisely the astronomers false beliefs about the mythical planet
that makes it a mythical planet; if no one had believed it to be a planet, it would
not bea mythical planet. Come to that, it would not even exist.22

Another important point: I am not postulatinghythical objects. For exam-
ple, I am not postulating Vulcan. Even if I wanted to, Babinet beat me to it—
though he postulated Vulcan as a real planet, not a mythical one.23 Mythical ob-
jects would exist even if I and everyone else had never countenanced or
recognized them, or admitted them into our ontology. Rather, I see myself as
uncovering some evidence for their independent and continued existence, in
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something like the manner of the paleontologist who infers dinosaurs from their
fossil remains, rather than the theoretical physicist who postulates a new cate-
gory of physical entity in order to make better sense of things (even if what I
am actually doing is in important respects more like the lacter).24

Perhaps the most important evidence in favor of this theory of mythical ob-
jects is its logical entailment by our thoughts and beliefs concerning myths. We
are sometimes led to say and think such things as, “An intra-Mercurial planet,
Vulcan, was hypothesized by Babinet and believed by Le Verrier to affect
Mercury’s perihelion, but there has never been a hypothetical planet whose or-
bit was supposed to lie between Mercury and Venus” and “Some hypothetical
species have been hypothesized as linking the evolution of birds from dinosaurs,
but no hypothetical species have been postulated to link the evolution of mam-
mals from birds.” The distinctions drawn cannot be made without a commit-
ment to mythical objects, i.e., without attributing existence, in some manner, to
mythical objects. No less significant, beliefs are imputed about the mentioned
mythical objects, to the effect that they are not mythical. Being wrongly believed
not to be mythical is just what it is to be mythical. Furthermore, beliefs are im-
puted to distinct believers concerning the very same mythical object.?s

Further evidence—in fact, evidence of precisely the same sort—is provided
by the Hob/Nob sentence. The puzzle is solved by construing (9 on its princi-
pal reading, or at least in one of its principal readings, as fully relational, not in
the manner of (6) but along the lines of:

(7) There is a mythical witch such that (i) Hob thinks: she has blighted Bob’s
mare; and (ii) Nob wonders whether: she killed Cob’s sow.26

This has the distinct advantage over (6) that it does not require that both Hob
and Nob believe someone to be the witch in question. In fact, it allows that there
be no one in particular whom either Hob or Nob believes to be a witch. It does re-
quire something not unrelated to this, but no more than is actually required by (5:
that there be something that both Hob and Nob believe to be a witch—something
not someON€not a witch or a person, certainly not an indeterminate Meinongian
Object, but a very real entity that Nob thinks a real witch who has blighted Bob’s
mare. Nob also believes this same mythical witch to be a real witch and wonders
about “her” (really: about it) whether she killed Cob’s sow. In effect, the proposal
substitutes ontological commitment to mythical witches for the ontological com-
mitment to real witches intrinsic to the straightforward relational reading of (5 (ob-
tained from (7) by deleting the word ‘mythical’). There are other witch-free read-
ings for (9, but I submit that any intended reading is a variant of (7) that equally
commits the author to the existence of a (real or) mythical witch, such as:

() Hob thinks: some witch or other has blighted Bob’s mare; and (ii) the
(same) mythical witch that Hob thinks has blighted Bob’s mare is such
that Nob wonders whether: she killed Cob’s sow.27
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Sgnibcantly, one v~vho accepts Kl@)@count may not avail him/herself
of this solution to Gea®tpuzzle. On Kripkaccount it may be obset that

(i) Hob thinks: Meghas blighted B@&mare; andij Nob wonders
whether: Megkilled Col® sov.

The Hob/Nob sentench (s not obtainable by existential generalization on
OMeg@, since by Kripdights, this name is supposed to be vacuous and to oc
cur in nonextensional ¢trentially opaque,dngeradlgposition. Nor on
Kripke® account can OM@de correctly substituted for @Veig® and Nobs
theories are supposed to concern the nonexistent witcinblegt the myth
ical witch Meg Kripke might instead accept the following, as a later-stage ob
sewvation about the Megheory:

Meg, is the mythical witch corresponding to Meg

Here the relevant notion afrrespondepiaces OI\/E@in extensional-po
sition. While OMgQ is thus open to existential generalizationOQpgos
edly remains in a honextensional position where it is not subject to guantibca
tion. It is impossible to dedud® from any of this. Gea®tpuzzle does not
support Kripk@® account. On the contyathe puzzle poses a serious threat to
that account, with its denial that Hdand No® thoughts are, respectively, a
suspicion and a wondering regarding,Meg

On my alternative account, we may insteadvettbeit

Maggoty Meg is a mythical witch. Hob thinks she has blight&drBoe.
Nob wonders whether she killed @sb.

We may then conjoin and EG to obtadh (n the end, what makéd & plau

sible analysis is that it (or some variant) spells out in more precise language what
(5 literally says to begin with. Babinet andfdreer povide a real-life case in

which the thoughts of different thinkers converge on a single mythical object:
Babinet thought he had seen an intra-Mercurial planet, afedrlez believed

that it (the same OplanetO) impacted Mé&rperihelion. The primary lesson

of GeacB® puzzle is that when theoretical mistakes are made mythical creatures
are conceived, and in acknowledging that misbelievers are sometimes related as
Nob to Hob, or as L¥errier to Babinet, we commit ourselves to their Hlegiti

mate progerap

Notes

This paper was presented at various venues before and after the turn of the millenium. | am
grateful to Mark Fiocco, Steven Humpl@eneeva Marti, Michael McGlone, afédresa
Robertson for discussion, as well as my audiences and the participants in my UCSB seminar
during Sprin@00Q
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Russell would extend his primary/secondary occurrence distinchidoy tewriting it
in sentential-operator form, for exampléRalph desires tha)f.
Donnella® referential/attributive distinction for debnite descriptions is a special case of
the directed/undirected distinction, which als@rsoindebnite descriptions. A use of
Gome atheistO in uttering OSome atheist is a spyO may be undirected even if the speaker is
regarded as thereby designating a higher-order entity relevantly connected to that same use
(for example, the function from functions-from-individuals-to-truth-values that assigns
truth to any function assignitigith to at least one atheist and otherwise atsgjts
e Kripkel977
Others who also maintain that the directed/undirected distinction is semantically relevant
include Barbara Partd®72 Almog follows Partee in confusing relational/notional with
directed/undirected), Jon Barwise and John R&8% @nd Hwad Wettstein {981,
198R | challeng&Vettstei® account in Salmoa 9L
Almog explains the notional reading of OMadonna seeks a manO (misidentibed with its
undirected use) by saying that it is true if and only if Madonna seeks at least one instance
of the kindlan(1998, 57, RCThis is at best a tortured expression of Ma@aijectie
(OMankind, schmankind. 10m just looking for a mairg, the formulation leaves the
notional/relational ambiguity unresolved. In seeking at least one instance of mankind, is
there anyone in particular who is the object of Ma@utesire, or is she merely seeking
relief from her unbearable loneliness? Almog disambiguates in exactly the wrong direction,
saying:i) OOMadonna met a man@s.true on this parsing [its undirected useiff
Madonna met at least one manCthéumoe, (i) Ono special treatment aesr
intensional verbs. Thus to get the truth conditions of the [notional] reading of OMadonna
seeks a manO, simply substitute Osed@d 889, 80 Substitution o§eekinfpr having
metin Madonn® having met at least one man (or in Mad®stending to mankind in
the relative productmet at least one instanceg)dfirectly results in a targeted search b
the diva.

Almog deniesl@98, £84 that () logically entail2¢) OThere is a sloop that Ralph
ownsO, on the grounds tijathich has the same logical forrg)asan be true without
(k) OThere is a sloop that Ralph wantsONwhile conceding that it is neverthejess necessar
and knowable priorithat if Ralph owns a sloop then there is a sloop that he owns. This
argument carries no conviction. Logic can no more tolerate a divergence in truth value
between ORalph owns at least one slodpt(lbaaddhe sloop is such that Ralph o@ns it
than it can between OThe number of planets is such as to be not evend and Olt is not the
case that: the number of planets is even. The second pair are equivalent despite the fact
that substitution of OpossiblyO for OnotO yields a falsehood and a truthThespestively
a reading ofl(on which it evidently entailkNviz., the relational reading. In any event,
on this readingl yields &) with the same sort of modality as betv@emd 2«)N
whether the connection is deemed logical or only ng@epsarj intuitive, conceptual,
true by virtue of meaning, and whatever else (knowable by reasonTdlene?).
relational/notional distinction may even be debned or characterized by contrasting the
reading of ) on which it is yieldsk() via the same sort of modality as betwBean(
(2«), with that on which it instead attributes a desire for slooplessness relief compatible
with (k)Os denial. Owning and bndingige a template for wanting and seeking, but
only for wanting and seeking in the relational senses. The desire for mere relief from
slooplessnesoyides a new paradigm (familiarity of grammatical form notwithstanding).
This is not to say that Ralph wants to own a concept. There is no sloop or concept that
Ralph specibcally wants in virtue of wanting relief from slooplessness. Rather, Ralph
stands in a certain relation to the generalized caaeptsloop or atfbe relation is
expressed in some English constructions by OwaatgGhat Ralph notionally wants a
concept is to assert that this same relation obtains between Ralph and a concept of a
concept. Cf. Alonzo Church9568n20).
Almog depicts2f on an undirected use as expressing (or at least as true exactly on the
condition) that Ralph stands to the kffmbpin the relative product,owns at least one
instance of. This would suggest that, in such a use, the word OsloopO refers to, and is
directed toward, the kistbopwhile the wordswins ad express the relative prdd9&,(
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79. Similarly for the analogous uselpfyfelding its relational reading (directly coptrar

to Almod® stated purpose; see riatbore). The phrase Oa sloopO (as opposed td the wor
Gloop® occurring therein) on such a use would refer neither to the kind nor tcethe relativ
product, nor to anything else. In effect, it is contextually debPned away. (Alternatively

it might be taken as referring to a higher-order entity,| €j($£)(z is an instance of

the kindSoop& F2)]; cf. note2 aboe. But Alimog eschews such entities in his semantic
analysis.) By contrast, Oa sloopO on the notional redjirefes$ to, and its use is
directed toward, the concegpame sloop or ofleerif one prefersit least one instance of

Soop.

The various considerations demonstrating the failure of the directed/undirected analysis of
relational/notional are well known in connection with debnite descriptions. Cf. Kripke
(1977, B1LQ. Analogous considerations are at least as forceful with regard to indePnite
descriptions. In responding to Kridleeguments against the alleged semantic signibcance

of the directed/undirected distinction, AImtg98, P9 barely acknowledges these

more decisiveNand more fundamentalNconsiderations against his proposal. AlmogQs
defense of the semantic-signibcance thesis suffers furthermore from the confusions limned
abare, including, for example, the false premise that the notional realiagsei(s that

one sloop or other has the property of being wanted by Ralph (something in fact entailed
by the relational reading). Michael McGlone has pointed out (in conversation) that Almog
might restrict his directed/undirected account of relational/notional to constructions like

(9, not extending it ta3(. (Cf. Aimodl99810420) Such a restriction would be bath

hocand irrelevant. (The scope considerations apply equally to ODiogenes wants to seek an
honest man®.) The account fails for both sorts of cases, and for the same basic reason: The
analogue forl)((3 of an undirected use 2f/(4) is a straightforwardly relational reading,

and hence fails as an analysis of the notional reading.

Perhaps Almog will recant and concede that verbs like Owant® and OseekO do after all
require special treatment to capture the elusive notional readings. On its notional reading,
(9 is true iff Ralph is related to the k@mbpby notionally wanting at least one instance
of the latter, as opposed to relationally wanting one, as entailed by the discredited account.
(Se noted and 7 abwe.) This of itself leaves the former condition unexplained. In
particular, appealing to an alleged undirected use of Oa sloopO by the reporter yields the
wrong reading. But Almog also explicitly rejects #geHnspd analysis (which |
belieg is essentially correct): that certain expressions mdadmgaﬁn/v@no (not
including BhdO andwinO) aungeradeperators, which induce Oa sloopO to refer to rather
than to express the concaphe sloop or gthkeiting a directed use by the speaker. (The
relational reading of)(is explicable on this analysis as a matter of wide scope/primar
occurrence.)

A case can be made that the relational readifiggafeé hand in hand with a
directed use of Oa sloopO, or a propensity toward a directéiteusart of Ralgither
than the speaker, and the notional reading correspondingly with an undirected use, or a
propensity thereto, by Ralph. A logico-semantic account of relational/notional along these
lines, although not as conspicuously Rawed as@\lima@dso signibcantly wide of the
mark. (Suppose Ralph speaks no English. Consider also the Church-Langford translation
test.) Almog anyway explicitly rejects the @98 ( 56
Though the puzzle has generated a considerable literature, its general importance to the
philosophy of logic and language remains insufbciently appreciated. (As will emerge, |
beliee GeacBs moniker for the puzzle as one of Ointentional identityO is a likely
misnomer.)

Cf. David Kaplan1©69, 2#8). Contrary to Daniel C. Dennett 463 the intelligibility

(indeed the fact) of H8band No® thoughts having a common focus, somehow on the
same unreal witch, does not require that they agree on every possible issue regarding the
witch in questionNwhich would in any case entail their agreeing on every possible issue.
Geachl976, 3818

Sephen Neald 990, 221proposes analyzing the relevant readifgadifg the lines of:

(i) Hob thinks: a witch has blighted Boimare; andij Nob wonders whether: teach-
and-suchvitch killed Co® s, where Ottsich-and-suetitch® is Reshed out by the
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context, e.g., as Othe local WltchCB Buidently does not attribute to Nob the particular
thought ODithe local witckill Cob® sow?0 nor any similarly descriptive thtvgise,

Neal® proposal fails to capture the crucial featuBeto&i Nob® wondering allegedly
regards the very witch that Hob suspects. Michael McKif8@yafgues that the only
readings ofy that do not commit its author to the existence of a witch (or to there being
some real person whom Hob and Nob relationally suspect of witchcraft) are gjven by (
(which he regards as ambiguous). Dent@®(apparently holds that the only such
readings off are either those given By 6r else something similar to the less specip

(F). PaceGeach, Dennett, McKinsey, and Nedg,q evidently relational yet free of
commitment to witches (or to anyone who is a suspect). (Contrary to Dennett, the
speak® basis or justibcation for utteri§gg mostly irrelevant.)

Cf. Esa Saarineh9Q7® A variant of this approach imputes thoughts to Hob and Nob
concerning a particular possible and fully determinate but nonexistenT lich.
proposal cannot be summarily dismissed on the ground of an alleged ontological
commitment to merely possibles. The proposed analysis may be understood instead as
follows: Thez might have exist@elen if there does not exist) a witch suctadiadlly

(i) Hob thinks she has blighted Babare; andi] Nob wonders whether she killed Osb

sav. Wheeas this is in some sense committed to merely possible witchads it av
commitment to their actual existence. The more serious difpculty is that neither Hob nor
Nob (assuming they are real) is connected to any particular possible witch, to the exclusion
of other possible witches, in such a manner as to have relational thoughts abeut her. H
could they be®vitches do not exist. Cf. Kripke972, 15®.. . one cannot say of any
possible person that Wweuld have be8nerlock Holmes, had he existed. Several distinct
possible people, and even actual ones such as Darwin or Jack the Rippere might hav
performed the exploits of Holmes, but there is none of whom we can say that he would
hawe beerHolmes had he performed these exploits. For if so, which one?0

The Hob/Nob sentencé)(is logically consistent with neither Hob nor Nob articulating

his musings, explicitly or implicitly. Tylenr®s1083, ®98 analysis seems to be
roughly the following:

Hob believes($x)(x is a witch who has blighted Bobarg)&\ Hobbelieves
&the; X)(xis a witch who has blighted Bahare) exigig& Nob wondersag,; killed
Cobs savth

Burge stipulates that the recurring subsaripk©the anaphoric or quasi-anaphoric
connection between the terms@838, 97 where Oa more explicit way of capturing the
point of the subscriptsO would explicitly genenaizeamnmunication chains, including
both Hot® ‘application of O{[;Q and Ndbapplication oﬁlgo:(983 98

Burg®s apparatus is not explained sufficiently for this to qualifyopesadr
solution to the problem. Aside from questions raised by the connective adjoining the brst
two conjuncts (how does a single statement contain an argument?), the analysis is
inadequate on its most natural interpretations. An immediate problem & tmat (
intended, does not entail that Hob notionally thinks only one witch has blighfisd Bob
mare; the argument of the brst two conjuncts is invalid. More problematic, if the special
quotation marks indicate ordinary quotation (as seems to conform widitergied
interpetation), the analysis miscasts relational constructi@potsgr dispositions
toward sentences (e.g., purported utterances or implicit utterances) rather than the content
of the attitudes thely expressed and their relation to_objects. Assuming instead
(apparently contrary to Bu&imtent) that the occurrenceyig(())ls in bindable position,
the variable remains free even assuming that the depbnite-descriptions oppamr Othe
variable binding. Bur@stlpulatlon suggests the variable is to have a value assigned to it
via Hob® alleged description Othe witch who has bligh@dnBed, thus recasting the
third conjunct into ONob wonders whether sheNthe witch who has bligi@edaeN
killed Col® saQ. (Otherwise, the, O evidently remains both free and value-less, leaving
(9 without propositional content, hence untrue.) Thigeker, is evidently ambiguous
between a reading on which the value-bxing is affected on the part of the Bithor of (
call itprimary occurreif@nd a secondary-occurreeading on which the value-bxing is
allegedly affected on the part of Nob. (The terminology is intended to recasRussell
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distinction. The ambiguity corresponds even more closely to two competing
interpetations of David KaplanOs rigidifying operdtba®) On the secongar
occurrence reading, the value-bxing description plays a representational réle on Nob
behalf. On the primary-occurrence reading, the value-bxing is shielded from the shift-
from-customary-mode function of the quotation marks, leaving the pronoun to carry the
weight of representing for Ndthe analysans on the secondary-occurrence reading, like
(§), commits not only Hob but also Nob to the existence of a witch who has blighted
Bol® mareWorse, the more likely primary-occurrence reading coB@®és(thor to the
existence of such a witch. Neither is correct.

A further problem with the proposal is that the trutf) afoes not require that Nob
make any pronominal application that is anaphoric on an application. @jhéltko
might never communicate. Burge ¢fiee offers something like the following as an
alternative analysik983, 96

The communitybelievess$x)(x is a witch wreaking has)d &\ the community
believesathe ; x)(x is a witch who is wreaking havoc) é@dstsob thinks &g, has
blighted Bol® maeb& Nob wonderszaz, , killed Col® sovis

This is subject to some of the same difpculties as the previous analysis and more besides,
including some of the same defects as@Nemlposal (see nd3Nas well as some of

the defects of thedgean analyses that Burge eschews. By contrast, for &xamagkes (

no claim egading community-held beliefs, let aloegating a specific alleged
community belief that there is only one witch wreaking havoc.

The account in AlImod 998, 68, ¥86, andpassii extended to propositional-attitude
attributions, apparently depict §s modally equivalent on its intended reading to OHob
thinks Maggoty Meg has blighted Babare, and Nob wonders whether she kille@<ob

sav®, and depicts the latter as expressing a hecessary falsehood in virtue of the failure of
OMaggoty MegO to refer

Michael Clark975, 124

Cf. Salmorl998, 3@& especiallg1i50Q

Geach £96D) misconstrues the claim in just this way

Sachin Pai asks whether there is in addition to Mercury a wholly mythical planet that
astronomers like Merrier wrongly believed to be Meyclikeave this as a topic requiring

further investigation.

Kripke does not himself ofpcially either accept or reject an ontology of mythical objects.
My interpretation is based partly on notes | took at Kripéminars on the topic of
reference and bction at Princeton University during MarchE9§iitd on recordings

of his seminars at the University of California, Riverside, inyJe#8Riripked account

of pctional and mythical objects is explicated and criticized, and my alternative theor
defended, in Salmdr998, 2€B05.

Bertrand Russelintroduction to Mathematical Philosocphy 16, 16570.

Mythical objects are of the same metaphysical/ontological category as bctional characters,
and it is an essential property of any such entity that it be of this.cB&paps a

mythical object might instead have been a fictional character, or vice versa, but no
mythical or bctional object could have been, say, an even integer. Some philosophers who
accept the reality of bctional characters nevertheless reject mythical objects. The usual
motivation is the feeling that whereas Sherlock Holmes is a real object, a character created
by Sir Arthur Conan 8yle, thevulcan theory was wrong precisely bevalesan simply

does not exist. This ignores the nearly perfect similarity between fiction and myth.
Whatever good reason there is for acknowledging the real existence of Holmes extends to
Vulcan. Thevulcan theory is wrong not because there is no such tkingaas but

because there is no spleimesVulcan as it is depicted. Or better putcan is no such

planet. (Likewise, there was no such detective as Holmes, who is a Pctional detective and
not a real one.) Myths and bctions are both madéerincipal difference between
mythical and bctional objects is that the myth is believed while the Pction is only make-
believe. This difference does nothing to obliterate the reality of either bctional or mythical
objects.

Cf. Salmorl998, 3t38
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24 | am aware some philosophers see no signibcant difference between the paleontologist and
the theoretical physicist. But they are asleep, or blind.

25 Linguistic evidence tends to support the general claim that if someone believes there is an
F that is such-and-such when in fact there is no such thing, then there is aFmythical
therely believed to be such-and-such. It does not follow that whenever someone notionally
beliegs arF is such-and-such, there is always something or someone (Eitheaan
mythicalF) relationally believed to be such-and-such. That the latter is false is demonstrated
by the believer who notionally believes some spy is shorter than all others. (dimesks to J
Pryor and Bbet Stalnaker for pressing me on this point.) If two believers notionally
beliee there is aRthat is such-and-such when in fact there is no such thing, they may or
may not believe in the same mythtcalepending on their interconnections. (This may
help explain why it is more difbcult to form beliefs about the shortest spy than about a
mythical planet: Le Verrier and we ameaticonnected toMcan.)

Mark Richard 1998, 2&54, 2787/N1§ criticizes my account of mythical objects
while defending a version of Kripk&ichard object$998, 27%o the examples given
here on the ground that, for example, the brst quoted sentence is in fact untrue and is
easily confused with a true variant that avoids attributing to Babinetvandetany
ontological commitment to, or beliefs concerning, the mythical planet: Olt was
hypothesédl by Babinet that there is an intrarial planet, Mcan, and it was
believed by L¥errier thatVulcan affects Mercy® perihelion, but it has never been
hypothesized that there is a planet whose orbit lies between Meiemysd(Ricdar
denies, with Kripke, that Babinet and/eaier have beliefs concerMngaQ.) Richad
explains the alleged confusion as the product of an exportation infereiacedilioves
thatb is anF that isGU to ¢ is anF thata believes is @ wheeb is a proper name.
Richard says this inference pattern is valid if, but only if, thebpasmeised by the
refeent ofa (e.g., QMca® as used by Babinet and Le Verrier), keéseatrThis
explanation is dubious. For one thing, the particulartatiparinfeance pattern is
invalid regardless of the logico-grammatical stabudlofeover, it does not yield the
quoted sentence. As will be seertlgh@eacBs puzzle demonstrates that RichardOs
substitute sentence does not do justice to the ddimeBs and Leekfies beliefs
concerrsomethingndeed they each concerngamehing.

26. Quasi-formally:

($x)(x is a mythical-witch & Holthinks x has blighted Bémare” & Nobwvonders
~x killed Cot® sow”),

where O*Ovssras a content-quotation mark. Note the quantibcation intortgsttade
contexts. (Cf. noté3abwe egading the error of replacingnydhicad withnirely
possibled.)

27. This may better capture Ge@dhtent. The brst conjunct is notional. The second is
relational, and entails that there is exactly one mythical witch whom Hob relationally
thinks has blighted B8tmare. Quasi-formally:

Hob thinks ~($X)(x is a witch &x has blighted B& mare)* & I(y)[Nob wonders
Ay killed Col® sow™@ X)(x is a mythical-witch & Holthinks ~x has blighted Bas
mare™).

The principally intended reading &f (s perhaps best captured by an atpnt
formulation:

Hob thinks ~($x)(x is a witch & x has blighted BobOs mare)" &vinoiders
~dthaf([( 1 x)(x is a mythical-witch & Hothinks ~x has blighted B&mare")] killed
Cobs sow”,

interpeting @ha®-terms so that their content is trefizent (cf. notel4abwe).
Elizabeth Harman has suggested (in conversation) a neutral reading on behalf of the
speaker who remains cautiously agnostic on the question of witchcraftx isptace O
mythical-witch® with the disjunctioris@ witchU x is a mythical-witchO.

28 It can happen that Hob misidentibes Maggoty Meg with, say, her mythical sister. Hob
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might thus notionally think that only one witch has blighte®Buatre even though ther
are two mythical witches each of whom Hob relationally thinks has blig@edaBab

One further note: The present analysis entails5hiat fommitted to mythical
witches. The analysis is not itself thus committed, and is consistent with the tBesis that (
is untrue precisely because of this commitment. Disbelief in mythical objects is insufbcient
ground for rejecting the analysis. It is a basis for rejecting the present solutioBdo Geach
puzzle (which takes it thgt §o analyzed, can be true in the absence of witches, assuming
Hob and Nob are real), but carries with it the burden of explaining the intuitid that (
can be trusansvitchesNa challenge that might be met layiging a plausible rendering
of (9, as intended, that is free of mythical objects. (Good luck.)
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chapter 7

Truth and Identity

Marian David
University of Notre Dame

ACCORDING TO A dlassical correspondethe@y of truth, a proposition is true
iff it corresponds to a fact. The approach has its competitors. One of them, the
identity theoryf truth, pushes for a surprising simplification. It says that true
propositions do not correspond to facts, they are facts. Some find this view too
bizarre to be taken seriously. Some are attracted to it because they worry that the
correspondence theory opens a gap between our thoughts and reality—a gap that,
once opened, will turn out to be unbridgeable, thus making it impossible for our
thoughts to come into contact with reality and for us to attain knowledge. They
think the identity theory will avoid these nasty consequences because it does not
open the gao begin with. The no-gap theme will play a role in the background
of this chapter. It will surface at times, but the chapter is more concerned with a
different theme, the collapse-charge. Opponents of the correspondence theory
sometimes charge that the theory is unstable, that it must collapse into the iden-
tity theory because there is not enough play between true propositions and facts
to leave room for a genuine relation to hold between them. Those who regard the
identity theory as absurd might see this a reductiof the correspondence theory.
Others might see it as an argument for the identity theory. After some exploration
of the identity theory, I will present one form of the collapse-charge, then I will
discuss what a correspondence theorist has to offer by way of a response.

AT THE BEGINNING of the twentieth century, G.E. Moore contributed an ar-
ticle on truth to Baldwin’s Dictionary of Philosophy and PsygHalelgs arti-
cle, he claimed that there is no room between truth and reality for any relation
other than identity:

It is commonly supposed that the truth of a proposition consists in some
relation which it bears to reality; and falsehood in the absence of this
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relation. The relation in question is generally called a ‘correspondence’ or
‘agreement’, and it seems to be generally conceived as one of partial
similarity; but it is to be noted . . . that it is essential to the theory that a
truth should differ in some specific way from the reality, in relation to
which its truch is to consist . . . It is the impossibility of finding any such
difference between a truth and the reality to which it is supposed to
correspond which refutes the theory . . . Once it is definitely recognized
that the proposition is to denote, not a belief or form of words, but an
object of belief, it seems plain that a truth differs in no respect from the
reality with which it was supposed merely to correspond . . . .1

Moore does not mention facts, he talks about reality instead. However, since
facts are the (bits of) reality that true propositions are typically supposed to cor-
respond to (by correspondence theorists), I take the central claim of the iden-
tity theory to be that true propositions are (identical with) facts. But this claim
offers only a necessary condition for a proposition’s being true. Other theories
of truth typically provide sufficient conditions as well. Since the identity theory
seems intended as an alternative, or rather a competitor, to other truth theories
(especially to the correspondence theory), we should strengthen it into an equiv-
alence claim, so that it is formally on a par with its peers. We could try the fol-
lowing as a first-shot formulation:

(IT*) For every X, Xis a true proposition iff X is a fact.

Advocates of the identity theory often express their view in terms of the weaker
claim that covers only the left-to-right direction of (IT*).2 This is convenient be-
cause the weaker claim is easier to put into ordinary words and is already strong
enough to bring out the intended contrast with the correspondence theory.
(IT*) does not actually mention the concept of identity Why, then, refer to
it as the identity theory? One could of course expand its right-hand side so that
it says ‘X is identical with a fact’. But then again, one could expand the right-
hand side of the correspondence theory so that it says X is identical with some-
thing that corresponds to a fact—and this would not make us think that the
correspondence theory is really an identity theory. The point of referring to the
identity theory as the identity theory is not so much to emphasize the presence
of the concept of identity, which can be inserted into every predication anyway,
it is rather to emphasize the absenc# the concept of correspondence. This ab-
sence marks the contrast with the correspondence theory. The contrast, inci-
dentally, can be described in two ways. If one holds that the meaning of ‘corre-
sponds’ already entails the nonidentity of the corresponding items, then the
identity theory is incompatible with the claim that a proposition is true iff
it corresponds to a fact. If, on the other hand, one holds that the meaning of
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‘corresponds’ does not by itself entail the nonidentity of the corresponding
items, then the identity theory is not incompatible with the claim that a propo-
sition is true iff it corresponds to a fact. There is still disagreement though, for
the identity theory implies that identity is the only correspondence relation that
can fill the bill, which goes very much against what the correspondence theorist
wanted to say. The latter way of describing the contrast fits better with the
charge that correspondence must collapse into identity. The former way is sug-
gested by Moore in the passage quoted above. As far as I can see, it does not
matter much which way we choose.

Our formulation of the identity theory is not quite satisfying: it does not
cover falsehoodt first, one might think that falsehood is handled easily by sim-
ply negating the right-hand side of (IT*): For every X, X s a false proposition iff
X is not a fact. But no—combined with (IT*), this would entail, absurdly, that
everything there is is a proposition. Some might be tempted to “go Meinongian”
and to say that a false proposition is identical with a fact that does not existand
a true one is identical with a fact that does exist). But there are no facts that do
not exist. To handle falsehood, the identity theorist has to say that a proposition
is false iff it is identical, not with any old thing that is not a fact, but with a
propositiothat is not a fact. This avoids the unwelcome consequence that any-
thing there is is a proposition. It also suggests that we should make a parallel ad-
justment in the clause for truth, so that the complete formulation now says: For
every X, X is a true proposition iff X is a proposition that is a fact, and X is a false
proposition iff X is a proposition that is not a fact; or equivalently

(IT) For every proposition X, X is true iff X is a fact;
For every proposition X, X is false iff X is not a fact.

One might wonder whether (IT) is properly called a ‘theory’. Isnt this a
rather grand-sounding label for what is litde more than a one-liner? It is, but the
label comes in handy, and minitheories of this sort are already familiar to philoso-
phers. Moreover, one can think of (IT) as a core-theory that can be enriched in
various ways by saying more about propositions and facts. One may also wonder
whether (IT) is intended as a definition, or as an axiom, or as a principle gov-
erning truth and falsehood for propositions. My inclination is to set such issues
aside: if the correspondence theory collapses into (IT), then the correspondence
theory is in trouble—never mind whether (IT) is intended as a definition, or an
axiom, or a principle, or whatever. Some will subscribe to the clauses under (IT)
merely because they use ‘fact’ as a handy label for true propositions. Should they
count as (genuine) advocates of the identity theory? I think they are better re-
garded as advocating an identity theory of factsather than truth; for they want
to emphasize that facts are true propositions, whereas the identity theorist wants
to emphasize that true propositions are facts. Or better, they hold that calling
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something a ‘fact’ amounts to saying that it is a true proposition, whereas the
identity theorist holds (if her view is to be put into meta-linguistic terms at all)
that calling a proposition ‘tru¢’ amounts to saying that it is a fact. The identity
theory is supposed to be a novel theory about truth, not a novel theory about
facts and not a stipulation concerning the usage of the term ‘fact’. Moore seems
to express a similar sentiment in the passage quoted earlier. His words suggest
that the identity theorist starts with some rough antecedent fix on the reality to
which a truth is supposetkorrespond (by the correspondence theorist) and that
she then goes on to claim that a truth does not differ from this very reality to
which it was antecedently supposed merely to correspond.3

Although it is not really my intention to defend the identity theory, I want
to discuss some more worries and/or objections one might have. This should
help bring the theory into sharper focus. Moreover, the question whether the
theory is tenable is interestingly related to the collapse-theme: if it is tenable,
and correspondence collapses into identity, then that is not good for the corre-
spondence theorist; if it is untenable, and correspondence collapses into iden-
tity, then that is even worse for the correspondence theorist.

First, a rather general worry concerning propositions. The identity theory,
as I understand it here, takes propositions seriously. It has no qualms quantify-
ing objectually over propositions; and it is not one of those views that help
themselves to proposition-talk while maintaining that they do not incur any on-
tological commitments to propositions. The worry is that propositions are prob-
lematic: their existence is contentious; they are said to be creatures of darkness;
their identity conditions are said to be obscure; and so on. Indeed, if there are
no propositions then the identity theory, as I understand it, is a theory without
a subject matter; however, it still would not be false, for (IT) does not affirm the
existence of propositions. The same, by the way, goes for the correspondence
theory of truth for propositions, which is the brand of correspondence theory
that is primarily relevant to our discussion.4 But what are propositions? Well,
the identity theory, as I understand it, is committed to the traditional proposi-
tional analysis (PA) of belief. The PA characterizes propositions. It does not ac-
tually tell us what propositions are; at least, it does not tell us what proposition
are made of. Rather, it characterizes propositions in terms of the role they are
supposed to play. The characterization is fairly familiar, so I will be brief.

The PA: (i) If you believe that flies are insects, then what you beliew the
proposition that Ries are inse¥dsr belief state is a relational state; it involves
a relation to a proposition. The proposition is the objecbf the belief relation
and the contendf the belief state: propositions are “content-objects.” Moreover,
propositions can be shared. If you and I both believe that flies are insects, then
we believe the same proposition. In general, the same proposition can be be-
lieved by the same person at different times and by different persons at the same
time. The PA extends to many other states and acts; here I will usually talk about
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beliefs and thoughts. (ii) Propositions are primary bearers of truth and false-
hood. That is, truth and falsehood as applied to beliefs (thoughts, statements,
etc.) are parasitic on truth and falsehood as applied to propositions: a true be-
lief is a belief that has a true proposition as its content; a false belief is a belief
that has a false proposition as its content. This is the point where theories of
truth for propositions connect with larger issues concerning belief and thought.
Propositions are also bearers of broadly logical properties and relations, for these
are all tied up with truth and falsehood. (iii) The ‘that’-clause in ‘John believes
that Ries are insaefsrs to the proposition expressed by its embedded sentence.
It is a special “perspicuous” name of the proposition, for it allows us to specify
the proposition referred to while referring to it. Unlike a proper name, or a la-
bel, or a description (like ‘Frege’s favorite proposition’), the ‘that’-clause tells us
which proposition it is that is being referred to. “That’-clauses are often abbre-
viated schematically, as in ‘John believes that p’, where the dummy-letter p’ can
be replaced by any arbitrary declarative sentence that makes sense.

These are some of the salient features by which the PA characterizes propo-
sitions in terms of their role. One can then have different views about the na-
ture of propositions, i.e., about what sort of thing, ontologically speaking, can
play that role (and one can have the view that nothing can play the role, which
would take us back to the worry that there might not be any propositions).
Taken by itself, (IT) does not imply much about the nature of propositions; and
the question how the PA constrains possible views about their nature is a noto-
riously tricky one. Similarly, taken by itself, (IT) does not imply much about the
identity conditions for propositions; and the question how the PA constrains
possible views about their identity conditions is again a notoriously tricky one.
Of course, one would hope that a more fully worked out version of the identity
theory will have something to say on these subjects. (All this holds equally for
the correspondence theory.) However, even our rather undeveloped identity the-
ory does imply a little bit about identity conditions. For example, one might
wonder whether, according to (IT), the true proposition that Rome is south of
Vienna might be identical with the fact that the capital of Austria is north of
the capital of Italy (cf. Cartwright 1987, 74 (IT) does at least give a conditional
answer. It says that the proposition is identical with that fact, only if that fact is
identical with the fact that Rome is south of Vienna; that much, at least, fol-
lows from (IT). By implication (IT) also offers some conditionals about iden-
tity conditions for propositions: X and Y are the same/different propositions if
and only if X and Yy are the same/different facts.

Objection. Assume the proposition that p is contingently true. The propo-
sition exists whether it be true or false. But the factthat p would not have ex-
isted, if the proposition had been false. Hence, the proposition that p is not
identical with the fact that p—reducticlhis might seem devastating at first, but
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it assumes that ‘the fact that p’ functions like a rigid designatdrhe identity the-
orist will and must respond that, on the contrary, ‘the fact that p’ is notrigid,
i.e., it refers to the proposition that p only in those worlds in which the propo-
sition is true. According to the identity theorist, to say of a contingently true
proposition that it is identical with a fact is to say that the proposition is (nec-
essarily) identical with something, namely itself, that happens to be a fact—it is
a bit like saying that Aristotle is identical with the author of the Metaphysicg
remark in passing that most advocates of the PA will hold that expressions of
the form ‘the proposition that p” arerigid (although I do not remember anyone
mentioning this explicitly). They will think that there is no reading under which
“the proposition that p might have failed to be the proposition that p” comes
out true. This is because a ‘that’-clause is usually supposed to specify the essen-
tial nature of the proposition it refers to.6

Objection. The identity theory is committed to the claim that facts are true,
which is absurd. The identity theorist will have to take this in stride. She will
have to say that “facts are true” is literally true; it merely sounds odd because it
amounts to the redundant claim that true propositions are true.

The identity theory is committed to the principle of bivalencér proposi-
tions (every proposition is either true or false). But bivalence is problematic. On
the face of it, it seems to fail for vague propositions (maybe also for propositions
that are referentially indeterminate and for propositions that suffer from com-
plete reference failure). Bivalence is a tricky issue. I can do little more here than
to register that its failure will create serious difficulties for the identity theory
(but also for various other theories of truth, including some correspondence the-
ories). It is sometimes asserted, flatly, that all propositions are either true or
false—the idea being that, while bivalence does fail for declarative sentences, it
never fails for propositions. Note that this move does not sit at all well with the
PA, for it scems that we do have, say, vague beliefs and that we typically utter
our vague sentences to express our vague beliefs. Since the PA introduces propo-
sitions as possible contents of our beliefs and thoughts, it suggests that there are
vague propositions after all. There may be arguments to the effect that, contrary
to appearances, bivalence never fails (neither for propositions nor for meaning-
ful declaratives); but such arguments have to go far beyond mere assertion. An
identity theorist might want to get around the problem by simply restricting
(IT) to those propositions that are bivalent. But this is not satisfying either.
Consider the first clause of (IT); it is equivalent to: For every X, X is a true propo-
sition iff X is a proposition that is a fact. If we replace ‘proposition’ with ‘propo-
sition that is either true or false’, the result will be explicitly circular.

I want to close this section with some remarks about the no-gap motif chat
is so close to the heart of some identity theorists. A friend of facts will hold with
Wittgenstein (192)Lthat the worlds the totality of facts. Of course, facts have
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further constituents, viz., things and properties and relations; bug, in the first in-
stance, the world divides into facts. Now, combined with the PA, the identity
theory tells us that, when you think what is true, then what you think, the con-
tent of your thought, iSa fact—not some stand-in or representative of a fact, but
a part of the world itself. So, when you think what is false but might have been
true, then what you think is not a fact, but it may well have been a fact. False
thoughts, according to the PA, have the same kind of content as true thoughts
(namely, propositions). So, if the contents of true thoughts are facts, then the
contents of false thoughts must be made from the same kind of worldly stuff
that facts are made of; they must be just like facts, only notfacts—unfacts. It is
helpful to talk of states of affaifsthis context. Unlike facts, states of affairs are
“bipolar”; i.e., they can obtain or fail to obtain. The ones that obtain are facts.
The ones that fail to obtain still exist of course (pacévieinong); they just are not
facts. We could reformulate the identity theory as suggested by Chisholm (1976
chap. 4): true propositions are states of affairs that obtain (facts); and false
propositions are states of affairs that do not obtain (unfacts). Propositions are
states of affairs—it is just that, when we think of them as contents of beliefs and
thoughts, we tend to call them ‘propositions’, whereas when we think of them
as facts or unfacts, then we tend to call them ‘states of affairs’.7

The upshot of this is that we have to distinguish between the worldi.e., the
totality of facts, and the big-wide worlde., the totality of states of affairs. (The
term ‘reality’ could be used to refer to either one: to the world, on the grounds
that reality should be everything that occurs or obtains; or to the big-wide
world, on the grounds that reality should be everything there is.) One may now
ask: What is the point of the no-gap motf ? The answer to this question is not
easy to discern. Although there is no gap between thought in general and the
big-wide world (states of affairs), and no-gap between true thought in particu-
lar and the world (facts), there is ample space for talk about a gap between false
thought and the world. Take the big-wide world and divide it into the world
and the remainder: behold the gap. Unfortunately, many of our thoughts are on
the wrong side of this gap, namely, the ones whose contents are false proposi-
tions.8 And what philosophical Angsimight be assuaged by the two no-gap the-
ses (no gap between thought in general and the big-wide world; no gap between
true thought and the world)? It is hard to tell. Surely, they do not assuage the
fear that, for all we know, many of our beliefs might be false.9

IF THE CORRESPONDENCE THEORY for propositions were to collapse into
the identity theory, Would that be bad? Well, on the face of it, the identity the-
ory does seem a bit bizarre. Combined with the PA, it evokes the picture of the
mind stepping out of the head and into the world—the mind seems oddly ex-
ternalized.
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What the identity theory amounts to will depend very much on the under-
lying view of the nature of propositions and facts. Let us look at facts first. The
facts, taken together, make up the world. Facts themselves are naturally thought
of as composed of worldly objects, properties, and relations. But this must be
qualified right away. Facts cannot be “composed” of their constituents in the same
sense in which the world is composed of facts. The world is just the facts taken
together; it is just the sum of facts. But a fact is more than its constituents taken
together. John, Mary, and the relation of loving can enter into two facts at the
same time: the fact that John loves Mary and the fact that Mary loves John.
Consequently, each fact must be more than the sum of its constituents. Facts are
complexes that are not reducible to their constituents: they enjoy a nonmereo-
logical mode of composition from objects, properties, and relations.

What about propositions? I will set aside Lewis’s (198Bview that proposi-
tions are sets of possible worlds—given a natural view of facts, Lewis-proposi-
tions do not go with the identity theory, but they do not go well with the cor-
respondence theory either.10 Instead, let us think of propositions as having
internal structure. Like facts, they will be composed in some nonmereological
manner. But what are their constituents? What are propositions made of?!! Let
us look at some options and see what emerges when we combine them with
the identity theory. If propositions are ordinary sentences, then, on the iden-
tity theory, the world is a text. If propositions are sentences in the mind/brain,
then, on the identity theory, the world is in our heads. If propositions are (se-
quences of) immaterial ideas & la Descartes, then, on the identity theory, the
world is a modification of our souls. Each one of these options yields a quick
reductiof the identity theory.!2 Actually, propositions as sentences in the
mind/brain or as Cartesian ideas are not even options according to the PA.
They are private and cannot be shared, but the PA requires that different per-
sons can believe one and the same proposition. Malebranche had an answer to
this “privacy problem.” The contents of our thoughts, he held, are God’s
thoughts. Propositions are divine ideas, and we think all things in God.
Combine the identity theory with this and you get the view that the world is
made of divine ideas, namely, the ones God assents to (as opposed to the ones
He merely considers, which would comprise the big-wide world). Malebranche,
I take it, would have rejected this as pantheistic heresy. The positions of Hegel
and Bradley, however, appear to be of this general sort. They advocated an iden-
tity theory but replaced God with the Adsolut@ropositions are the ideas of the
Absolute and, since truth is identical with fact, the world is made of the
Absolute. (But this neglects the existence of falsehoods. The Absolute ought to
be the big-wide world. The world had better be made of something like “the
positive aspect” of the Absolute—I am unable to tell how the absolute idealists

wanted to handle falsehood).
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Frege (1892and Moore (189D addressed the privacy problem in a slightly
different manner. They held that propositions are composed of conceptswhere
a concept is construed as an objective way of conceiving of things and proper-
ties.! Frege-Moore concepts are rather similar to typesf Cartesian ideas: dif-
ferent persons can have different token ideas of the same type. Since idea-types,
or concepts, are neither mental nor physical, are not easily localized in space or
in time, and exist independently of individual thinkers, concept-propositions are
often called ‘abstract’. With a view such as this, one can hardly object to the
identity theory on the grounds that it makes the contents of our thoughts ex
ternalto our heads. Abstract concept-propositions (much like, incidentally, the
immaterial idea-propositions of Descartes and Malebranche) are surely not in
our heads. Still, if the identity theory is combined with this view, the result is a
peculiar conception of facts and the world. Facts will be composed of objective
concepts of objects and properties rather than being composed of the objects
and properties themselves. There will be as many facts surrounding an object
(property) as there are different ways of conceiving of the object (property).
Concept-propositions 2 la Frege and Moore are individuated along the lines
drawn by our patterns of thinking: different ways of thinking, different propo-
sitions. Combined with the identity theory, it follows that there cannot be dif-
ferent ways of thinking of the same scene, different perspectives, that are both
accurate: different accurate perspectives already are different scenes. Intuitively,
this is a far too mind-infected way of individuating facts, playing into the hands
of the common complaint that philosophers tend to read the features of thought
and language back into the world.

Unlike the Frege-Moore view, a Kripke-Putnam-Kaplan inspired view
makes thought contents dependent on the objects and properties in the thinker’s
spatio-temporal environment.!4 On this view—Ilet us call it “strong externalism”
(though it isnt entirely clear how it is stronger than Frege-Moore externalism)—
propositions can be composed of objects and properties themselves, rather than
concepts of objects and properties. Strong externalism seems made to order for
the identity theory of truth. Strongly external propositions that are true must be
facts (states of affairs that obtain); and strongly external propositions that are
false must be states of affairs that do not obtain. The idea that Mount Everest
with all its snow-fields, as well as Aristotle, fleas, avocados, and the like, are in
some sense constituents of the contents of our thoughts may initially appear
bizarre—still, there it is, vindicated by powerful arguments in the theory of con-
tent. But not so fast. Externalist arguments do not fully vindicate the identity
theory, not by a long shot. Colin McGinn has reminded us that the arguments
supporting strong externalism apply only to those propositional constituents
that correspond to proper names, natural-kind terms, and indexicals. They do
not work for artifact-concepts and other functional concepts; nor do they work
for phenomenological and qualitative concepts. They do not even work for com
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plexconcepts of natural kinds.15 In short, the arguments for strong externalism
work only for some types of contents. They provide only a very partial vindica-
tion of the identity theory, which says, after all, that evey true proposition is a
fact (and every false proposition is made of worldly fact-stuff). The limited reach
of externalist arguments leaves two options in the theory of content. (i) Hold
that strong externalism applies to contents of all types, even though for most
types it is not supported by externalist arguments. (ii) Hold that strong exter-
nalism applies only as far as externalist arguments reach; where they do not
reach, contents ought to be individuated in the traditional manner, i.e., along
the lines of Frege-Moore concept-propositions. The first option goes well with
the identity theory, but it requires advocating a surprising view about content
that remains largely unsupported. The second, and by my lights more plausible,
option offers a mixed view of content, but for many types of contents it does
not go well with the identity theory.!6

It looks like the identity theory will have unpalatable consequences no mat-
ter what theory of content is in play. The correspondence theory had better not
collapse into the identity theory. But what is the nature of the threat anyway? I
think, it is this.

The identity theory emerges quite naturally from the way in which truth-
talk and fact-talk interact with the use of ‘that’-clauses—it emerges quite natu-
rally, that is, provided one has embraced the PA. According to the PA, ‘that-
clauses occupy refegntial positiofsubject position) even in contexts where
surface grammar does not make this intuitively obvious, viz., ‘S believes that p’
and ‘it is true that p’. According to the PA, we should take surface grammar to
be misleading here, for we want to capture valid inferences involving such con-
texts by quantifying into ‘that’-clause positions: “She believes that p; It is true
that p; therefore: She believes something that is true, i.c., for some X, she be-
lieves X and X is true”—where the objectual variable X ranges over propositions.
So the form ‘it is true that p’ gets recast into subject-predicate form, X is true’,
which allows quantifying over propositions. Once this treatment of ‘that’-clauses
is in place, there is a smooth transition from the use of ‘that’-clauses in truth-
and-fact-talk to the identity theory:

(a) itis true that p iff it is a fact that p,

(b) that p is true iff that p is a fact,

(c) Xis true iff Xis a fact,

(IT) for every proposition X, X is true iff X is a fact.

I do not want to maintain that one will find this derivation actually laid out
somewhere. But I do want to maintain that it makes explicic the natural pro-
gression of thought that underlies the collapse-charge and leads to the identity
theory of truth.1”
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Our “derivation” of the identity theory assumes that the ‘that’-clauses in (b)
stably refer to propositions. More precisely, the step from (b) to (c) assumes that
in each substitution instance of schema (b) both ‘that’-clauses refer to the same
thing. The step from (c) to (IT) assumes that the thing in question is a propo-
sition. The assumption is a natural one to make for subscribers to the PA—they
may even find themselves embracing the more general principle that all ‘that-
clauses refer to propositions (provided their embedded sentences make sense).
However, it seems the correspondence theorist has to reject the stability as-
sumption if she is to avoid seeing her theory collapse into the identity theory;
she ought to argue that, in substitution instances of (b), the ‘that’-clauses shift
reference from propositions to facts.

To see how this might go, compare expressions of the form ‘the proposition
that p” and ‘the fact that p” with expressions like ‘the planet Jupiter’ and ‘the god
Jupiter’ (and ‘the man Descartes’ and ‘the town Descartes’, etc.). The latter are
definite descriptions, but they are not quite like ordinary definite descriptions.
The ordinary description ‘the planet beyond Jupiter’ refers to a thing otherthan
Jupiter by relating it to what the embedded name ‘Jupiter’ refers to. But ‘the
planet Jupiter’ refers to the very samaing as the embedded name ‘Jupiter’ refers
to (in the embedding context). The embedded name is referentially ambiguous
and the description serves to disambiguate it: ‘the planet. .. and ‘the god . ..’
tell us how to take the ambiguous name ‘Jupiter’. Let us call such descriptions
disambiguating descriptidhsy have a second interesting feature. Unlike ordi-
nary descriptions, they can be turned into subject-predicate sentences without
much ado. Simply take the embedded name and use it as the subject: ‘the planet
Jupiter’ turns directly into ‘Jupiter is a planet’, in which the predicate serves to
disambiguate the name retroactively. Now, expression of the form ‘the proposi-
tion that p” and ‘the fact that p’ can be understood as disambiguating descrip-
tions of this sort.!8 The ‘thac’-clause, ‘that p’, is ambiguous; it refers to one type
of thing when preceded by ‘the proposition’, namely to a proposition, and to an-
other type of thing when preceded by ‘the fact’, namely to a fact. “The proposi-
tion that p’ refers to the proposition expressed by the sentence embedded in the
‘that’-clause. “The fact that p’ refers to whatever fact is the truthmaker for the
proposition expressed by the sentence embedded in the ‘that’-clause. Since ‘the
fact that p’ is a disambiguating description, the embedded ambiguous ‘that’-
clause refers to the very same thing, if any, as the whole description, namely to
the fact that p. Remember that disambiguating descriptions can be turned into
subject-predicate sentences in which the predicate has to do the disambiguating
work retroactively. Our two descriptions are readily transformed into ‘that p is
a proposition’ and ‘that p is a fact’, in which ‘thac’-clauses refer to different
things. This is the form in which they appear in schema (b). Since the ‘that-
clause in ‘that p is a fact’ refers to a fact iff its embedded sentence expresses a



tr uth and identity 135

true proposition, ‘that p is a fact’ is equivalent to ‘that p is a true proposition’.
This takes care of schema (b).

So the correspondence theorist can give an account of why and how ‘that’-
clauses can switch referents from propositions to facts. This blocks the deriva-
tion of the identity theory: the step from (b) to (c) fails because it relies on the
mistaken assumption that the ‘that’-clauses occurring in truth-and-fact-talk
must have stable reference to propositions.

So far, this is primarily a defensive move. It would be nice if we had some
idea of how the correspondence theorist might go on from here. She might sub-
scribe to the atomistiprogram, first proposed by Wittgenstein (192fland Russell
(1918 and later modified and developed by David Armstrong (1997 and oth-
ers. Let me try to give a very condensed sketch. First uphold what Armstrong
calls the truthmaker principléor every truth there must be something in the
world that makes it true, i.e., every true truthbearer must have a truthmaker.19
Secondreject the tempting idea that correspondence is a one-one relation be-
tween truthbearers and truthmakers. Adopt a sparseheory of truthmakers in-
stead. For example, a disjunctive proposition is true iff either one, or both, of
its disjuncts are true; different disjunctive propositions can be made true by the
same truthmaker: no need for disjunctive facts. Ideally, all molecular (logically
complex) propositions should be handled in some such manner, so that there is
no need for any facts but atomicfacts (and aggregates of atomic facts). Third,
reject the tempting idea that there is a one-one correspondence between pred-
icative concepts and genuine universals. Adopt a sparseheory of universals in-
stead. Most predicates we use express concepts rather than genuine universals.
Genuine universals (properties and relations) are objective features of the world
that ground the objective resemblances among particulars and explain their
causal powers. What universals there are will have to be decided on the basis of
total science. It is not to be decided by looking at what concepts there are: uni-
versals are not concepts. FOUrth acomic facts, the truthmakers, are composed of
fundamental particulars and genuine universals.20 Working out the atomist pro-
gram is nontrivial and concessions may have to be made along the way. In par-
ticular, negative and/or universal truths cause difficulties. Atomists may be
forced to count some negative and/or universal facts among the truthmakers. In
general, they will try to keep things as sparse as possible—see Armstrong (1997
for a recent defense of atomism.

An atomist can subscribe to the PA view about ‘that’-clauses, but with a
rider. “That’-clauses are perspicuous names of propositions, providedthey are
used in believe, truth, and proposition contexts. When used in fact contexts, say,
‘that p is a fact’ and ‘the fact that p’, they are typically all but perspicuous. In
such contexts, ‘that’-clauses will often have messy reference, referring to what-
ever atomic facts make true the proposition that p. Only when the proposition



136 marian david

that p is elementary will the ‘that’-clause in ‘the fact that p’ have a nicely per-
spicuous reference to the atomic fact in question. In this case, ‘that p’ in ‘the fact
that p’ will refer to the fact that p (remember that Jupiter’ in ‘the planet Jupiter’
refers to Jupiter.)

If some types of contents are strongly externalist, then propositions may be
a varied lot. One may have to distinguish between three different types: (i) Pure
strongly externalist propositions, composed entirely of particulars and genuine
universals; e.g., the proposition that Fido is a dog, and maybe the proposition
that there is water on Mars. (ii) Pure concept-propositions, composed entirely
of Frege-Moore concepts; e.g., the proposition that beverages are usually kept in
containers, the proposition that doorknobs are cheaper than carburetors, the
proposition that the tallest spy is a university professor. (iii) Mixed propositions,
e.g., the proposition that water is a beverage, the proposition that Aristotle is a
famous philosopher. Now, assuming there really are thought contents that are
pure cases of strongly externalist propositions, the atomistic correspondence the-
ory must make a concession to the identity theory. After all, pure strongly ex-
ternalist propositions that are truemust be facts (at least the ones that are taken
to be elementary must be facts). So, in this case, correspondence must shrivel to
identity, which is not a genuine relation (relational universal) according to a
sparse theory of universals. Once more the correspondence theory turns out to
be a somewhat messy affair. The relational concept X corresponds st be a
generic concept that refers to (or is realized by?) a number of different setups.
In some cases, namely, when X is a pure and true externalist proposition, all
it takes for X to correspond to a fact Y is for X to exist, for in such cases X is
identical with y. In other cases, namely, when X is a pure and true concept-
proposition, correspondence is a genuine relation between wholly distinct items.
In yet other cases, namely, when X is a true mixed proposition, correspondence
is in part identity and in part a relation between distinct items; for, when Xis a
true mixed proposition, it shares at least one constituent with the fact that makes
it true. As far as I can see, the “messiness” of correspondence does not provide
ammunition for an objection. It does make life difficult for the correspondence
theorist; but life is difficult.

There are two basic forms of correspondence-to-fact theories for proposi-
tions. Let X range over propositions:

(CF) Xis true iff X corresponds to a fact;
X is false iff X does not correspond to any fact.
(CS) Xis true iff X corresponds to a state of affairs that obtains;
X is false iff X corresponds to a state of affairs that does not obtain.

An advocate of (CS) will hold that a fact is just a state of affairs that obtains
(and a state of affairs that does not obtain is an unfact). So, like the identity the-
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orist, he will distinguish between the world, i.e., the totality of states of affairs
that obtain, and the big-wide world, i.e., the totality of states of affairs. But, un-
like the identity theorist, the CSist will be an atomist about states of affairs, or
at least, he will try to advocate as sparse a theory of states of affairs as possible.
(CF) could be intended, and maybe sometimes is, as a condensed version of
(CS). However, a significant number of correspondence theorists (including
Russell and Armstrong) would want to be “genuine” CFists, embracing (CF)
while rejecting (CS). They would hold that false propositions do not correspond
to anything, especially not to nonobtaining states of affairs.2!

(CS) tends to be regarded with a fair amount of suspicion. It is criticized
because it invokes a new primitive, the concept of obtainingwhich must be as
fundamental to states of affairs as instantiation is to universals.22 It is also criti-
cized on the grounds that nonobrtaining states of affairs do not go at all well with
a “vivid sense of reality” (Russell 1918223, that they are not worldly enough,
too abstract.23 (CF) may have advantages over (CS), but it also has some disad-
vantages. Like the identity theory, it is committed to bivalence, whereas (CS) is
not: propositions that do not correspond to any state of affairs are neither true
nor false. Also, (CF) tends to have difficulties finding atomic truthmakers for
negative propositions; nonobtaining states of affairs might help with this. Also,
we have seen earlier that for pure externalist propositions, correspondence will
reduce to identity. We have seen that the identity theory has to identify false
propositions with states of affairs that do not obtain. So it looks like any corre-
spondence theory has to accept nonobtaining states of affairs anyway, provided
it acknowledges pure externalist propositions.

A question can be raised about the response to the collapse-charge. I want
to close with a brief discussion of how the two versions of the correspondence
theory handle this question. Remember, I said that a correspondence theorist
ought to block the derivation of (IT), and hence the collapse-charge, at the step
from(b) to (c). The idea was that the ‘that’-clauses in schema

(b) that p is true iff that p is a fact

do not refer to the same thing: the one on the left refers to a proposition, while
the one on the right refers to a fact. Now, assume that the proposition that p is
false. Does it not follow, on this account, that the ‘that’-clause on the right-hand
side suffers from reference failure? If so, would that not mean that the corre-
spondence theorist cannot really account for (b)? After all, it seems he cannot
evaluate it as true, since its left-hand side is false while its right-hand side comes
out as neither true nor false.24

I think both types of correspondence theorists should respond thac, if the
proposition that p is false, then (b) is true because its right-hand side is false too.
The CSist has virtually no explaining to do here. He already reads (b) as equiv-
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alent to Othat p is true iff that p is a state of affairs that obtainsO, where the OthatO-
clause on the left refers to a proposition and the one on the right to a state of
affairs. The problem does not even arise hereNalthough the CSist ought to
rephrase our earlier account of how the derivation of (IT) is to be blocked in
terms of states of affairs and obtaining. The CFist has a bit of explaining to do

He should say that, when the proposition that p is false, the right-hand side of
(b) is false too, because it implies a false existence claim. | pointed out earlier
that the disambiguating description Othe fact that pO turns easily into the subject-
predicate sentence Othat p is a fact®. Based on this, the CFist could hold that the
@hatO-clauses in (b) are truncated descriptions, so that (b) is a variant of Othe
proposition that p is true iff the fact that p is a fact®, where the right-hand side

is false if there is no such fact. Alternatively, he could read (b) as a variant of Othe
proposition that p is true iff the fact that p existsO, where the OexistsQ could be ab
sorbed into the description in the usual maiih& account seems workable,
although it is rather less smooth than the one available for (CS).

I do not know how to decide between the two versions of the cerrespon
dence thegr For the moment | would be satisbed to have shown how both can
respond to the charge that the correspondence theory will collapse into the iden
tity theoty.

Notes
Precursors of this paper were presented at the Third Inland Northwest Philosophy Conference
atWashington State University, and at the Fifth Metaphysical Mayhem conference at Syracuse
UniversityThanks to GeorgeeBlerJoe Campbell, Andrew Cortens, Tomsg Rob
Cummins, Delia Graff, antimothyWilliamson, for helpful comments.
1 Moore 190802, 2@R21 The real father of the identity theory may have been Hgg! (
o21% Qruth in the deeper sense consists in the identity between objectivity and the
notion.O Compare also: Bradlg93, 1862 and1907, 1813 Moore 1899, 5 Russell
1904, 7876, Meinongl1910chap 3 Fegel918, 74, 881 Ducass&940Qand Chisholm
1976chap 4. For more recent discussions, see Cahé88which introduces the label
Oidentity theg0; Baldwii991McDowell 1994, 27and Hornsk 1997
2. Compae, for instance, ¢tnslg 1997, 20The identity theory is encapsulated in the
statement that true thinkables are the same as facts.O
3 Thanks to Andsw Cortens for reminding me of the view that subscribes to the clauses
under (IT) because it wants to advocate an identity theory of facts. Noegé¢hsdnds
more like an identity theorist about facts rather than an identity theorist about truth:
OOFacts, facts, factsO cries the scientist if he wants to bring home the necessity of a brm
foundation for science. What is a fact? A fact is a thought that iségelO1®,; 74
4. 1should note that it is misleading to spedkemforrespondence thgdfhere is no such
thing. Instead, there are various groups of such theories for different categories of
truthbearers: e.g., sentences, utterances, statements, beliefs, thoughts, propositions. When
| talk of thecorespondence theory, | should be taken to mean one that applies to
propositions. The danger of collapse exists first and foremost for this brand of
correspondence theory because the identity theory is a theory of truth for proposition.
5 The objection is raised by Moot8%3, 3D&nd repeated by Kit FinE9g82, 4847). The
response is due to Richard Cartwright, sa®8irs 767 8.
6. What might a view look like on which Othe proposition that pO is MielligidPeone
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might hold, for instance, the following: the that-clause in ‘S believes that p’ refers to a
brain sentence that has the content that p, and brain sentences do not have their contents
essentially. This would allow him to say that the proposition that p (i.e., the brain sentence
with the content that p) might have failed to be the proposition that p (i.e., might have
failed to have the content that p). Most advocates of the PA will think that this view uses
‘proposition” very oddly and that the term would have been used more appropriately to
refer to the content that p rather than to the brain sentence that happens to have the
content that p.

Terminology varies. Chisholm and many others, including myself, use ‘state of affairs’ to
refer to bipolar entities for which nonobtaining, or nonoccurring, does not coincide with
nonexistence. Wittgenstein (192Jland Armstrong (1997 use ‘state of affairs’ to refer to facts
which are of course “unipolar”; so for their states of affairs nonobtaining does coincide
with nonexistence. (Actually, in the Tractatushings are a bit more confusing because there
are indications that Wittgenstein had Meinongian inclinations at times, cf. 1921, 4.35
McDowell says: “When one thinks truly, what one thinks iSwhat is the case. So . . . there
is no gap between thought, as such, and the world” (1994, 27He does concede right away
that thought can be “distanced from the world by being false.” Still, the initial no-gap
conclusion seems to rely on a fallacious inference from what holds only for truethought,
as such, to thought as such. When one thinks falsely, what one thinks iS what is notthe
case; so there is a gap between thought (false thought as such) and the world after all.
Note also that the identity theory does not imply that it is somehow easy to attain
knowledge. Say, S believes that p, and it is a fact that p. This does not even begin to suggest
that S knows that p—to think otherwise would be to confuse knowledge with true belief.
Given a natural view of facts, Lewis-propositions yield a reductiof the identity theory. A
Lewis-proposition is a set of possible worlds. It is true at our world (i.e., true) iff our world
(i.e., the world) is a member of the set. Since a fact is a part of our world, the identity
theory would end up identifying a set with a part of one of its members.

Remember that the PA does not tell us anything about the inner makeup of propositions.
It only provides us with relational properties of propositions: they, or at least very many of
them, must be possible contents of belief states.

If propositions are “abstractions” from mental states, & la conceptualism, then the identity
theory says, absurdly, that the world is an abstraction from the mind.

Frege would have talked of “modes of presentation” or of the “senses of words” instead; he
used ‘concept’ (Begriff in a different and somewhat strange way.

Cf. Kripke 1972Putnam 1975and Kaplan 1976

If they have Hydrogen and Oxygen on Twin-Earth, and if they can do some rudimentary
mental chemistry, then they can makethoughts about water even before they make water;
see McGinn’s discussion of externalism (1989chap. 1) from which I have borrowed the
term ‘strong externalism’.

Thanks to Delia Graff for pointing out that there are indeed two options. Maybe I should
be less dismissive of the first one. But note that even Twin-Earth arguments seem to
presuppose that qualitative thoughts are individuated along traditional lines. The
Earthling’s and Twin-Earthling’s qualitative thoughts are the same because they conceive
of (experience) water/XYZ in the same way; their qualitative thoughts would have been
different if they had conceived of (experienced) water/XYZ in different ways.

Those who take the identity theory to be absurd might use this progression of thought in
the course of a reducti®f the correspondence theory.

But are they definite descriptions at all? “The proposition that p is F* does not seem to
dissolve neatly, in Russellian manner, into ‘there is exactly one propositionX such that X is
aproposition that p and Xis F’. The paraphrase is odd because it’s unclear what to do with
‘X is @ proposition that p’; surely, we don't want it to read ‘X is the proposition that p’.
Timothy Williams reminded me that we get a similar situation with ‘the tallest spy is F,
which seems to turn into ‘there is exactly one X such that X is &/thetallest spy and X is F.
I think the comparison suggests the solution. In case of the tallest spy, one uses an analysis
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of tallestness: OThere is exactly orssgy thak is taller than every other spy aisl
FO. So we could use the PA to help us with our case: OThere is exactly one proposition
such that for evelS Sthinks that p iffSthinksx, andx is FO.

19 Cf. Armstrongl997chap 8. In what follows | will often use Armstr@rigrminology;
however, where he talksstdtes of affairgalk of factll use Ostate of affairsO to refer to
bipolar entities.

20. Note that the fact corresponding to a proposéimuta concept might contain that
concept as its object-component, but only if concepts turn out to belong to the ultimate
constituents of the world.

21 Concerning Othe fact that pO, | think the genuine CFist should hold that such descriptions
are rigid: the fact that p could not have failed to be the factfthat@Sist, on the other
hand, must hold that such descriptions are non-rigid whenever the state of affairs in
question is contingent: the fact that p (i.e., the obtaining state of affairs that p)eould hav
failed to be the fact that p (i.e., could have failed to obtain).

22 Note that (CF)-facts and (CS)-states are made of very different types of Oglue.O Applying
(CF)-glue to an objeet and the universal beifgentails that it is true thatis F.

Applying (CS)-glue does not; it merely results in the existence of the state of affairs that
isF. Obtaining, although fundamental to (CS), is not an ingredient of (CS)-glue.

23 Then again, it seems that facts, containing universals, are not all that concrete in any case.
The CFist might say that his atomic facts, at least the ones involving physical @bjects, hav
spatial location: the fact theis F is whee ais (and the fact thatRb is wheea andb
are). Could the CSist maintain that the state of affaiesittfais wheeais, even if the
state does not obtain?

24 The question was raisegThmothy Williams.
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chapter 8

What Is the Role of druth Theory
in a Meaning Theory?

Kirk Ludwig
University of Florida

Introduction
WE ARE PREEMINENTLY linguistic beings. An understanding of our linguis
tic abilities is central to understanding ouvep® of thought and forms of so
cial organization. One part of the project of understanding our linguistic abili
ties, has to do with the combinatorial structure of natural languages, which
enables a bnite supply of primitive terms to have inPnite expresssdarpo
the sense of grounding our ability to mean and understand an inbnity of non
synonymous expressiong gain an understanding of this feature of natural
languages bygiding a compositional meaning theory for them: a theory that,
from a specibcation of meanings for a Pnite vocabulary and a Pnite set of rules,
specibes the meaning of every sentence of the language.

Restricting our attention for the moment to a context insensitive language
L, we can think of such a theory as aiming to meet the following two condi
tions. The prst is that itg@e true meaning theorems of the fdvi) (hence
forth M-theorens

(M) j means in thatp,

where what replac@® Granslates in the language of the theory (the metalan
guage) the sentencd.ithe object language) denoted by what replathe

second is that it does so from axioms in some sense specifying or giving the
meanings of primitive expressionks, im a way that exhibits how our under
standing of the sentence depends on our understanding of its signipcant parts
and their mode of combination. Such a theory would give us insight into the
structure of our practical ability to speak and understand the languages we hav
mastered and how their inPnite expressivegrs rest on a bPnite base.
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riety can enter into cognitive explanations: As triggergor procedures, as cuesgor
stored knowledge, and as constituents complex representations.

The point can be brought out by a simple example. You are asked to go
milk the cow. You make a plan to carry out this request. Among your early sub-
goals is the subgoal to find the cow. You decide to look in the barn. When you
get to the barn, you walk around inside looking for the cow. You look in a stall,
and token a |cow|—a mental symbol that refers to cows. But just how did this
cow recognition work? To recognize cows, you need to know something about
them. You need, at least, to know how they look. A mental symbol does not
contain any information about how cows look, and so it is not what psycholo-
gists would call a concept. You need to deploy your knowledge of cows in order
to recognize a cow. It is your knowledge of cows, including tacit knowledge
about the sort of retinal projections they tend to produce, that makes it possi-
ble for you to token a |cow| when you encounter a cow. So the Mentalese |cow]|
did no work for the object recognition system, its just signaled its output.

But that is not all. Having tokened a |cow|, where do you stand in the great
scheme of things? The |cow]| tokening triggershe next step in the plan. Now
that you have located the cow and are on the spot, you need to locate the ud-
der. Here, something like a picture of a cow, an image, say, would be very help-
ful, whereas a mental word is totally useless unless it happens to function as a
retrieval Cu€for some stored knowledge about cows. Faced with actually having
to deal with a cow, the burden therefore shifts again from the symbol to your
stored knowledge, because the symbol, being arbitrary, tells you nothing about
cows. So it turns out that it is not because you have a Mentalese term for cows
that you get the milking done, it is because you have a route—activated by a
cue—to something else, some stored knowledge about cows. Mentalese |cow]s
could play a role in stored knowledge about cows only as pointers to it, or as
constituents of complex representations—|cows have udders between their back
legs|, for example—that are, on the Mentalese story, implicated in the posses-
sion of stored knowledge about cows.

I do not think this should come as any real surprise to LOTers, for I think
the view is widespread among them that it is really stored knowledge that does
the explanatory work anyway. But it is worth emphasizing that there is a big dif-
ference between appealing to the fact that one has a primitive mental symbol re-
ferring to cows, and appealing to the fact that one has a lot of knowledge about
cows. LOT commits one to the view that representations of cows don’t tell you
anything about cows.

Perhaps it is not so bad that LOT entails that the representations that are
satisfied by cows have only an indirect role in the explanation of cow cognition,
for there are always mental sentences to tell us about cows. But let us just be
clear about what LOT is committed to here: The view we have arrived at is that
cognition is essentially the application of a linguistically expressed theory. All the
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serious work gets done by sets of sentences that are internal tacit theories (ITTs)
about whatever objects of cognition there happen to be. As far as cognizing cows
goes, your |cow|s really don't matter; it is your ITT of cows that does the work.

But, of course, ITTs are not subject to Tarskian combinatorics. Indeed, it is
pretty obvious that no psychological structure can play the roles characteristic of
both a Tarskian term and concept. Concepts, for example, subserve object recog-
nition. A concept of a fish (a FISH) is what enables one to recognize fish. To
recognize fish, you need to know something about fish—you need a theory of
fish, in short. Having a Mentalese term is of no use at all; you have to learn to
token that term in response to fish, and that is just what knowing something
about fish allows you to do, and what you cannot hope to do if you don’t know
anything about fish. Similarly, to understand the word ‘fish’, you need to know
something about fish. Having a mental term, by itself, would be no help at all,
since having a mental term referring to something is not the same thing as
knowing anything about it. You cannot understand ‘fish’ if you do not have a
FISH, and your understanding of ‘fish’ is exactly as good as your FISH.

Mental terms in a language of thought, if there is such a thing, have satis-
faction conditions: something counts as a [fish| just in case it is satisfied by fish.
Consequently, mental terms in a LOT would be subject to semantic combina-
tion: you can combine a |striped| and a |fish| and get a [striped fish|. But hav-
ing a [fish| at your disposal does not, by itself, endow you with any knowledge
of fish, and hence does not enable you to recognize fish, or understand the word,
or reason about fish. Expressions in a LOT might have the same truth-condi-
tional meanings as the expressions of a natural language, but activating (token-
ing) a LOT expression that is truth-conditionally equivalent to an expression in
a natural language could not possibly constitute understandingat natural lan-
guage expression. To repeat, the story has to be that the Mentalese terms cue the
corresponding theories.

Mental Merging
I have been urging that communicative meanings are rather like theories. Since
theories are not candidates for relevant sort of Tarskian combinatorics, it follows
that a Tarskian truth theory cannot be a theory of communicative meaning. As
I pointed out earlier, this does not refute Davidson’s Conjecture, but it strips
Davidson’s Conjecture of most of its relevance to Cognitive Science. Even if a
natural language could be fitted with a truth-conditional semantics, that would
not help explain how it is learned or understood. Since natural language is a bi-
ological adaptation whose function is enabling communication—a fact philoso-
phers of language sometimes forget and almost always neglect—the interest in
such a semantics would be largely or completely orthogonal to the problem of
understanding how we understand a language.

But if concepts do not have a Tarskian semantics, how do we combine our
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understanding of ‘brown’ and ‘horse’ to get an understanding of ‘brown horse’
Theories do not simply merge, and the denial of a theory of horses is not a the-
ory of nonhorses. Davidson’s Conjecture, and its implications for language un-
derstanding, gave us a story to tell about how our understanding of complex ex-
pressions could be constructed from our understanding of their constituents.
What shall we put in its place?

This problem would need facing even if you believed in a language of
thought with a truth-conditional semantics. For suppose you have uttered, “The
man holding the brown shoe is my brother,” and my language understanding
system has constructed a truth-condition for it. What it has, in effect, is a
Mentalese translation of your sentence, containing Mentalese terms like |man)|,
|brown|, |shoe|, and |holding|. We can assume, for the sake of argument, that
each of these activates the corresponding concepts, |man|s cuing MANS,
|brown|s cuing BROWNS, and so on. But this is a far cry from having a con-
ception of the state of affairs expressed by your sentence. How does one build
up that conception from MANs, BROWNSs, SHOEs, and so on, together with
the truth-conditional combinatorics? Building a |brown shoe| from a |brown|
and a [shoe| does not automatically give you a BROWN SHOE.

It is glaringly obvious, once the question is raised, that symbolically repre-
sented theories are not subject to Tarskian combinatorics. Truth-conditional
combinatorics, therefore, allows you to explain how the truth-conditional mean-
ing for a complex expression can be built up from the truth-conditional mean-
ings of its components and its syntax, but it leaves untouched how the com-
municative meanings of complex expressions could be built up from the
communicative meanings of their components. A truth-condition for a complex
expression provides no clue as to how one might build up the conception of the
situation that expression so readily conveys to the mind of a mature speaker. We
are thus led to ask whether there is some other way of representing the relevant
knowledge—some nonlinguistic way of representing the knowledge involved in
BROWNSs and SHOEs, for example—which does allow the kind of relatively
straightforward concept-merging that real-time language understanding so ob-
viously requires.

In connectionist networks, long-term knowledge is stored in the connection
weights. Whatever such a system knows about shoes and brown resides some-
how in the pattern of connectivity and the associated weights. 8 It is, in the pres-

ent state of play, a mystery how we should “read” a pattern of connection
weights. No one knows how to take a verbally expressed body of knowledge and
express it as a pattern of connection weights. Indeed, if John Haugeland (1990
is right, and I think he is, this is impossible. According to Haugeland, different
genera of representational schemes allow for the expression of characteristically
different contents. Pictures and sentences are intertranslatable only in the very
roughest way. We should expect the same for sentences and patterns of connec-
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tion weights. However, this message of incomensurability between verbal and
connectionist representation is a hopefuinessage in the present context, because
we know that the problem facing us has no ready solution—perhaps no solu-
tion at all—in its verbal form: logically combining verbally expressed theories,
to repeat, has no hope of giving us what we want. This, perhaps, is enough to
justify a bit of wild speculation in spite of our ignorance of the semantics of
weight matrices.

Think, then, of a weight matrix as an encoding (doubtless idiosyncratic) of
a kind of know-how. It might be knowledge of how to retrieve an item from
memory given a cue of some sort. This is what we have in the famous Jets and
Sharks network of McClelland and Rumelhart (1988 Or it might be knowledge
of how to pronounce English text, as in Sejnowski and Rosenberg’s NetTalk.
Know-how, it seems, is naturally captured in a weight matrix. Can we think of
concepts as know-how? Certainly. To possess the concept of a shoe is, to a first
approximation, to know how to recognize one, to know how they are worn, and,
if one is a linguistic creature, to know how to describe one. Knowing how to
describe a shoe is, of course, know-how like any other. In particular, we should
not assume that knowing how to describe a shoe requires a sort of “declarative
memory,” where this is conceived as a stored Mentalese description. The stored-
description account has many failings, not the least of which is that we do not
always describe the same thing in the same way. We get a more realistic account
if we imagine a network that generates descriptions as outputs, with the de-
scription generated depending on the details of the input and the current state
of activation—Setas it used to be called in psychology. In a similar vein, hav-
ing a conception of the color brown is being able to recognize it, being able to
give instances of brown things, being able to relate brown to other colors (e.g.,
darker than yellow and lighter than black), and so on.

Can we assemble the connectionist know-how that goes with SHOE and
the connectionist know-how that goes with BROWN into the know-how that
goes with BROWN SHOE? Notice that this is not a question in semantics at
all, but a question about the mechanics of network building. We need a design
that exploits the presence of a BROWN network and a SHOE network and gen-
erates, on the fly, and temporarily, a structure that exhibits the kind of know-
how characteristic of BROWN SHOE possession.

It must be confessed that we are nowhere near to understanding how this
might be done. But we do, I think, have a pretty good beginning on how the
problem should be posed.

We start with a brief consideration of representation in connectionist net-
works, beginning with simple three-layer feed forward cases. Following Paul
Churchland (1998 consider a network that learns to discriminate hillbilly fam-
ilies in terms of facial resemblance. Figure 102 depicts a simplified version of
such a network, with the activation space at the hidden layer contracted to al-
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tion as mere indicators in detection. Unlike the representations posiddd by L
theories, these representations are plausible candidates for concepts.

They are not, as yet,vimver, plausible candidates for the sort of Reeting
merges that seem to underlie language understanding. No cross-network associ
ations between, e.g., a color network and a shape network, will PIl tlee bill her
because, brst, associations have to be learned, and, second, because they have to
be unlearned to go away. A reference to yellow dogs early in your discourse
makes it easier to understand talk@fitvidogs later, not more difpcult. Eher
are poverful connectionist techniques for representing hierarchical bindings of
the sort found in parse trees (Smolensky 9. It is tempting to suppose
that vectors representing a parse could somehow be used to orchestrate the kind
of conceptual liaisons we are after, but | think it is fair to say that no-one cur
rently knows how to do this.

The @mmunia@ative Function of Language
A novel conception of the function of language emerges from the foregoing dis
cussion. Davids@nConjecture implies that language is a medium for-the ex
pression of propositions and their constituentsvéissés communicative func
tion when the hearer bgures out what proposition the speaker expressed (or
perhaps which proposition the speaker intended to express). The approach |
have been urging implies that language is primarily in the communication busi
ness, and only secondarily, if at all, in the expression business. Sentences, on this
view, are like recipes for assembling chunks of know-how into a know-howish
conception of the spea®@&ommunicative intention, and of the situation as the
speaker conceives it. Sentences, in effect, tell you how to cook up a thought,
where the thoughts thus cooked up are as different from words as are the cakes
and pies from the recipes that tell you how to tbeokup.

Viewed this way, it is possibleNindeed, likelyNthat language can be used
to communicate things it cannot begin to express, something poets and good
novelists have always knowou can begin to get a sense of this by looking at
the provision that language makes for Oplug-ins.O A plug-ey astev
browser knows, is an independent routine that yarsbr can Ocall® when
needed, e.g., to decompress a downloaded ble. Language uses demonstratives to
construct docking places for these devices, as illustratee i gur

In your head, though, it &l plug-ins, a fact that has, | think, been ob
scured by the exaptation of language, especially written language, fae expressiv
purposes quite foreign to its original biological function of facilitating eommu
nication in the service of social coordination. The expres®vefdanguage
is impressive, but hardly universal. It is, | think, much better at communicating
thoughts than it is at expressing them. Failure to notice the distinction has led
to the view that the only thoughts that can be communicated are the ones that
can be expressed. When we put this together with Dévitisojecture, ev
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Beethoven looked like this:

A

The opening of his 5th symphony sounds like this: <here one

actually whistles>.

# (s famous for this theme:

Figure 10.5. Linguistic expressions with plug-ins.

get the result that the only thoughts that can be communicated are those that
have truth-conditional contents—propositions, in short. It is a short step from
this position to the widespread view that the only thoughts we can have are the
propositional attitudes, and hence that there is no thought or mental represen-
tation whose content language cannot adequately express. In our hearts we all
know this is wrong, but recent philosophical tradition has taught us to live with
it or suffer professional extinction.

It is nearly universally assumed that the communicative meanings of lin-
guistic utterances are the same as their representational meanings. The idea goes
like chis: I have the thought that p that I wish to communicate to you. I con-
struct a sentence that means (representationally) that p, and you decode it—i.e.,
you figure out what its representational meaning is, and conclude that that is
what I meant to tell you. This story could be right. But it is important that we
not just assume it. To see that it isn’t inevitable, imagine a communicative sys-
tem that works like this: There are instructions that tell you how to assemble
nonlinguistic representations—pictures, say—{rom elements—pixels—you have
available. In this system, the instructions and the messages communicated need
have no meanings in common. Language mightwork like that. Sentences might
be recipes for assembling thoughts, or even images, in the heads of others. If so,
then the truth-conditions of my sentences, if they have any, will tell us nothing
about what I communicate. This is because I can communicate an accurate pic-
ture to you without saying anything true about the scene pictured. The truth-
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conditions of my sentences yields the limelight to the accuracy of the thoughts
or other cognitive states they help to assemble.

To get a clearer view of the sort of possibility | have in mind here, consider
the following communication systéfou have a set of numbered storage bins.
In these are little model houses, trees, ponds, lawns, roadwaysesigns, str
lights, etcYou also have a table with a grid marked on it, evithmumbered
and columns letteredou get instructions like this:

¥ Put an item from bir23on 7A
¥ Center an item from bibdon 8C
¥ Put an item from biri2on 8DB8H

The result will be a model villageu assemble this representation on the basis

of instructions that are built from a vocabulary that is utterly incapable of ex
pressing any of the things represented by the model. The signal system and the
representations it helps to assemble are representationally disjoint.

This sort of example demonstrates the possibility of a communication sys
tem in which the meanings the communicative symbols communicate are not
the meanings they have. Could this be true of natural lanyeage? | think,
already in a position to see that it very likely is true of natural language. The
words Ohouse0, Otree®, Opondd, and so on, do not express the knowledge that con
stitutes your understanding of houses, trees, and ponds. They are signals that ac
tivate that knowledge, bring it on line, and, somedrchestrate its assembly
into a more or less unibed conception.

Beyond the Propositional A ttitudes

I used to think (Cummin&99% that nonlinguistic schemes could espr
propositions. For example, | thought we could take pictures to express proposi
tions by following Stalnakdr9g3 in thinking of a proposition as a set of pos

sible worlds. Since a picture will OholdO in some possible worlds and not others,
it partitions the set of possible worlds, and hence expresses a proposition. | no
think, however, that Haugeland990 was right: sentences and propositions
were made for each other, and so we must look elsewhere for the contents of
nonlinguistic representations.

The striking thing about maps, diagrams, partitioned activations spaces,
pictures, graphs, and other nonlinguistic representations is that they are not true
or false, but more or less accurate. A sentence either hits its propositional target,
or it fails. Nonpropositional representationsyekier, are better evaluated in
terms of a graded notion of accuracy. Mergsuch representations are typi
cally multidimensional. Pictures, for example, represent (relative) size, shape,
color, and (relative) location simultaneotibly possibility thus arises that two
pictures might be incomparable werall accuracy, since one might do better
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on some dimensionsNsize and shape, sayNwhile the other does better on oth
ersNcolor and locationThe concepts of truth and falsehood, an@ahskian
combinatorial semantics we have come to associate with them, will be no help
at all in understanding how these nonpropositional representations bt or fail to
bt their targets. Representational meaning for nonpropositional representations
will have to be understood in different terms, as will their semantic structures.
A consequence of the graded and multidimensional nature of many non
linguistic representations is that they do not partition up the set of possible
worlds in any neat way/hat we get instead is a kind of shading along a num
ber of interdependent dimensions. Since | cannot think of a more catholic no
tion of propositions than the one Stalnaker endorses, | have to conclude that
most, perhaps all, nonlinguistic representations do not express propositions and
are not true or fal$eBut they evidently do represent. They represent how their
targets are, with greater or less accuracy, along various dimensions. If we really
want to understand meaning, we need to understand not only the representa
tion of propositions, but the graded and multidimensional representation of
nonpropositional contents as well. And if we want to understand the kind of
meaning that is involved in mental representation, and hence in language un
derstanding, we had best understand the kind of representation effected by the
sort of dynamic partitioning of neuronal activation spaces that our synapses
learn to effect. It would amaze me if truth-conditional semantics had anything
signibcant to offer to this crucial research problem.

Notes

1 There is a missing step here: Gricean staviédeponly propositional contents, hence
provide meanings for nothing smaller than a sentence. The Tarskian combinatorics,
however, require satisfaction conditions for terms. See Cur@fios a proposal about
how to get th@arskian combinatorics into a Gricean picture.

2. 1am going to use Ounderstanding® as short hand for Omeaning and understanding® or Ousing
and understandir@he idea is to have a single word for whatever you need to be either
partyNspeaker or hearerNin successful linguistic communication. Passive mastery and
active mastery of language differ, with the former outrunning the latter, especially in young
children, and this suggests that there is more to speaking the language than there is to
understanding it. Still, you have to understand it to speak it, and it is at least plausible that
whatever you have to add to understanding (passive mastery) to get agtiudsr@ster
more semantics.

3 It ought to be darkly suspicious, too, since it is a license to do experimental cognitiv
psyhology from the armchair. We begin by asking after the truth-conditions of
propositional attitude sentences, and wind up with conclusions about the structure and
contents of psychological states. For more on this theme, see @@8tmins

4. This need not be the case for artibcial languages, | suppose, since these need not be
primarily in the communication business. They may be primarily in the business of
expessing truths, and rely for whatever communicative efficacy they have on their
connections with natural languages.

5 For the picky: Of course, you need to be awake, and to be smarter than a post. What w
want is what you have to add to the mind to enable understanding of some particular
expression not previously understood.

6. 1Om not sure what the referent of a theory would be. If you thought a theory was a set of
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sentences, which | do not, then, perhaps, the referent of a theory would be a proposition,
viz., the proposition expressed by a conjunction of sentences used to express the theor

7. Psychologists, of course, have suggested a number of theories about the form our concepts
take. (The classic review is Smith and M&@iti-or a recent review of the literature, see
Gelman1996) They all have in common vever, the idea that a concept of X is stored
knowledge about X that mediates recognition of and reasoning about Xs. The dispute is
ower how that knowledge is stored and glegle.g., as a prototype or exemplar that is
compared to instances in recognition and used to generate premises in inference, or as a
frame, script, or semantic net. What yoaaténd in the psychological literature is the
idea that concepts are terms in Mentalese that are satisbed by the instances of the concept
in questionYou do not bnd this because it wo@laork, as we will see.

8. Mathematicallye could reduce this to weights alone, dealing with connectivity by
setting the weights between disconnected nodes Butét is more intuitive to think
in terms of what is connected to what, and how those connections are weighted. This
allows us to think of a number of more or less independent nets that are only sparsely
connected to each other

9. It seems likely that high accuracy on one dimension will often have to be pawkfor in lo
accuracy in others, given limitedauwes. The eye, for example, gains considerable
resolution and color information viadation, but loses light sensitivity in the process. A
map that shows all the streets of London on one page will be either too big to use in the
car, or viewable only with magnibcation.

10 Vagueness in language introduces problems that appear similar on the surface. Whether
they are genuinely related to the kind of multidimensionality and gradedness we bnd in
pictures, models, and graphs is not at all clear
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insensitive quantifiers 209

The speaker thinks these pick out one and the same car, and neither one of
them was more prominent in her mind at the time of utterance. If asked, she
would consider them equally good answers to the question, “What do you mean
by ‘the car’? Which car?” According to Wettstein, it is “implausible in the ex-
treme” to assume that either the speaker’s intention or the context of utterance
could select one of these as the correct completion.

The same sort of indeterminacy can be found in connection with uses of
(7). When asked “What do you mean by ‘every computer’?” the speaker might
consider (7a)—(7c) equally good answers, and, again, appealing to the speaker’s
intentions (or other relevant aspects of the context of utterance) will not pro-
vide a unique completion.

(7a) Every computer in Professor Smith’s office
(7b) Every computer owned by the philosophy department
(7c) Every computer in the office to the left of the speaker’s father’s office

In general terms, Wettstein's Observation (WO) is this:

(WO) Appeal to speaker’s intentions and other aspects of the context of
utterance will typically not suffice to yield a unique completion of an
incomplete quantifier; there are typically equally good alternatives (some
of which are not even co-extensional).10

It is fascinating to see how proponents of various versions of CSS attempt
to deal with this issue. Stanley and Szabo (2000 serve as an illustration in this
respect. Stanley and Szabo use an argument by elimination in favor of their ver-
sion of CSS. They first argue that what they call the syntactic ellipsis theory and
the pragmatic theory fail to account for the data. This, they claim, leaves their
theory as the only tenable alternative. For the purposes of this illustration, the
crucial point is that their only serious argument against the ellipsis theory is
what they call the under-determination probl@ml what we call the indeter
minacy problenThe ellipsis theory is the view that a sentence such as (7) is el-
liptical for a sentence of the form,

(7) Every computer which is F was stolen,

where ‘F’ is some unarticulated predicate, determined in context. Their central
objection to this view goes as follows:

If context has to provide a specific predicate whose extension will
contribute to the determination of the domain, a solution to the
foundational problem involves specifying the relevant features of the
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context which selects the predicate F among other candidates. And it is
exceedingly hard to see what feature of the context could do that.!!

(Stanley and Szabo 200Q 37)

That is, WO provides the basis for their objection to the syntactic ellipsis
account. Since they argue by elimination, it is also a central argument for their

own positive view. The fascinating part is this: According to their view, the log-
ical form of (7) is (and we simplify slightly) (7%*),

(7**) [Every x: x is a computer & x is in i](x was stolen)

where the value of i’ is a property, and the domain is restricted to the intersec-
tion of computednd i . Since the under-determination problem blows the syn-
tactic ellipsis account out of the water, one should expect that Stanely and Szabo
would tell us how their theory deals with it. If it is “exceedingly hard” to see
how context can choose among different completing predicates, isn’t it at a bit
difbcultro see how contexts can choose among different completing properties
(especially since these, as we have seen, do not even need to be coextensive)?

The surprising part is that this issue is not even addressed in their paper.
This illustrates the attitude many proponents of CSS have toward the indeter-
minacy problem. They consider it a serious objection to certain versions of CSS,
but fail to tell us how it can be solved with respect to their preferred version.!2

We realize that this kind of ad hominenirgument does not show that pro-
ponents of CSS cannotleal with WO. We will briefly outline why we think the
prospects are bleak. A proponent of CSS has two options. She can deny
Wettstein’s Observation and claim that there is something about the context that
singles out a unique domain restriction. Call this view “Unique Comple-
tionism.” The alternative strategy is to say that there is no need to choose be-
tween different domain restrictions. They all get expressed. Call this strategy
“Multiple Completionism.”

Both of these options are problematic. The problem with Unique
Completionism is that no one has a clue as to how a unique completion can be
selected. Even those who have suggestions, such as Soames, recognize that they
fail in general.!3 Inevitably, proponents of Unique Completionism just leave
open exactly how to respond to WO. In effect, there is not one single sugges-
tion in the entire literature on this subject for how to find a unique completion.
For that reason, we refuse to discuss that option further until someone says
something useful about this indeterminacy problem. We recommend others fol-
low our lead.

Schiffer presents (but does not ultimately defend) a version of Multiple
Completionism. He says:
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You did not debnitely mean any general proposition in uttering Othe guy
is drunk® but you sort of meant, or vaguely meant, several general
propositions, one for each debnite description that could be used to
sharpen what you vaguely meant. And your indeterminate statement
might reasonably be held to be true just in case it is true under ever
admissible sharpening of what you meant, false, just in case it is false
under every such admissible sharpening, and neither true nor false if it is
true under some admissible sharpenings while false under others.
(Schifferl995377

Here is a counterexample to this suggestion. ConsiderGexdfifieples of
a clearly intoxicated speaker approaching the podium. A member of the audi
ence says:

(15 101l be damned! The guy is drunk.

According to Schiffer1§)P@54) are all equally good completions of the un
derspecibed quantiber Othe guyO.

(15) The author ofSmells andickles

(152) The only man within sight wearing a yellow jacket and red golf pants
(153 The man we are waiting to hear

(1%4) The man now staggering up to the podium

On the Multiple Completionism approach, an utterancEyas (rue only
if every sentence in which Othe guyO is compleEDH) is true. But, ask
yourself whether the utterandé (vould lack a truth value just because it
turned out that the man, famous as the auth@mefls andicklesactually
stole the manuscript from an unknown GermanJrokles. The fact that the
speaker had a false belief about the man does not imply that he did not asser
something true. It does not imply that there is no true report of the ferm OH
asserted that p and p is trueQ. So, truth of all acceptable completions (where the
core of these are determined by what the speaker would accept as completions)
is not required for the speaker to have asserted something true.

How Indeterminacy Is Redicted by C8
So WO is a problem for CSS. Both solutions suggested in the litemature ar
problematic. No one has a clue as to how to develop Unique Completionism,
and there are limitless counterexamples to Multiple Completionism. &hese ar
all reasons for not endorsing CSS.

CIS, on the other hand, has no difficulty at all dealing with V\o®. N
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only does CIS not have a problem dealing with WO, it predicts WO. O
practice of indirectepoting is, as pointed out above, not restricted to re-
porting on the semantic content of utterancepol of what a speaker as-
seted/is committed to/said are sensitive to pragmatic aspects of the original
utterance and to various aspects of the context eptitdatself. As aesult,

thee is typically not just one triepot of the form OS asserted/said that . . . O
of a particular utterance. So in any particular context, we should expect that
seeral epots will be equally correct. It should not be surprising, for exam-
ple, that in some particular context, alfdyfp7.3 are correciepots of an
utterance of7) by A.

(7.0 A said that every computer of@ssor Smighofbce was stolen.

(7.2) A said that every computer owned by the philosophy department was
stolen.

(7.3 A said that every computer in the ofbce to the left of the peaker
fathe® ofpce was stolen.

This feature of indirect reporting is the sourte@f

Notes
1. In the context of this paper we will ignore questions about tense.
2. Throughout this paper, we assume that descriptions are quantibers, in accordance with
Russe® theory (Russdlp05191p
See also Stanley and SzaB@0andWesterstatl985
For a more developed defense of this charge, sex1B8pmnd Cappelen and Lepor
1997
In the same way, CSS predicts necessarily false propositions where none are forthcoming.
Se Montagué974Kaplanl989and Lewid970
Though we will not argue for it here, it is easy to see that we can use a description
attributively to report someone who used it referentiallyja@ndersa
Notice that if Rudy loves New Jersey but not Nely Y¥hen, though the original
utterance is false, at least one report of it attributes a truthNnamely, Rudy said that he
loves New Jersey
9. For further discussion of this point, see M. Rict@®8and Cappelen and Lepd998
10 Salmon (19918&89 seems to endorse a similag,\ieough his use of Oliterally s@ying
vs. Othe loose or popular sense [of Osapdidaible with the facts. There is nothing
loose about reporting what was said by an utterafjcasodéscribed akoindeed, each
may be a literal report. Furthermore, in correctly reporting an utterance with complement
that does not express the proposition expressed, Salmon arbitrarily constrains what is
acceptable, suggesting, wrongly we believe, that such departures ardedisgpises
(see p88. See also Cappelen and Lep@87
11 That the alternatives do not need to be extensional should be obvious. The speaker might
believe that all FOs are the same as all GOs, and hence be indifferent between the two
completions, even though some GOs are not FOs.
12 For further illustrations, see Soafrf88630%7; Nealel990n55and Reimell 99262
13 See Soamd®986279 and then the retractiot9©8301h7). For more illustrations, see the
other references in ndi2

&~
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chapter 12

Deferred Demonstratives

Emma Borg
University of Reading

A BRIEF SURVEY of utterances containing demonstrative expressions in nacural
language reveals a perhaps surprising range of acceptable cases. For instance,

(D “That’s mine” said while pointing at a toy.

(20 “You can have that one, I'll have this one” said indicating first one bed,
then another.

(3 “This is a great composer” said while holding up a recording of
Beethoven’s Moonlight Sonata

(4) “That’s a bear” said while indicating a paw print.

However, when philosophers think about demonstrative utterances, they tend to fo-
cus immediately on cases like (1DR—which I will call ‘perceptual’ cases—where an
object is currenty seen (or otherwise perceived) by all interlocutors, pointed at (or
otherwise demonstrated by the speaker), and thereby becomes the subject of the ut-
terance. Those working in the tradition of truth-conditional semantics and con-
centrating on perceptual cases often dismiss other types of occurrences, like (3D%
(which I will group together under the heading of ‘deferred’ expressions) as in some
way deviant or parasitic on the chosen use of the referential expressions in (1DR2!
For instance, Kaplan talks of them as ‘contextually appropriate, though deviant’ uses
of demonstratives; while Evans, considering a case like (4), is clear that they do not
meet his standards for Russellian referring terms, as perceptual demonstratives do.2

In this chapter I explore the phenomenon of deferred demonstratives, exam-
ining the apparent difference between these and perceptual occurrences, and see-
ing how such a difference might best be accommodated within a semantic theory
for these expressions. The first and, I will suggest, most immediately appealing
move is to see some kind of parallel between deferred expressions and descriptions;
what is said by an utterance like (3 is thought to be in some way synonymous
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with an utterance like “The composer of this (piece of music) is great’. This intu-
itive idea will be later spelled out in two different ways; however, both these ac-
counts will be seen to face difficulties. Further, I suggest that these problems in-
dicate a deeper mistake, for, contrary to our initial hypothesis, deferred expressions
do notbehave in a way at all similar to descriptive phrases; rather, in all the rele-
vant contexts, they behave just as ordinary referring terms do. In the final discus-
sion I sketch an account of these expressions that handles them as semantically
akin to ordinary, perceptual demonstratives and suggest that this understanding of
deferred expressions sheds some light on the kinds of features that should be taken
as constitutive of referential status for expressions in natural language.

DEFERRED DEMONSTRATIVES: EXPLORING THE PHENOMENON

In deferred cases, although there is an ostensive gesture, what seems to matter is
not primarily the indicated object but some further object lying in a conven-
tionally recognized relation to this first object. That is to say, in deferred cases
we seem to be picking out an object to be talked about just in case it lies in some
appropriate relation, or satisfies an appropriate relational predicate, one place of
which is filled by the object being pointed at. This can be seen more cleatly by
looking at an example. For instance, consider the following scenario: you and I
are walking around the Hermitage testing our knowledge of famous painters.
Rounding a corner and seeing a large seascape painting entitled ‘Harbour View’,
I point to it and say authoritatively, “That’s Turner”; but you, with a greater
knowledge of classical French painters, correct me by saying, “No, that’s Claude
Lorrain”. Now clearly, what neither of us wants to claim is that the painting be-
ing pointed at iSthe named individual; rather it seems that we intend to be taken
as claiming that the person who painted that pisttife named individual.3 We
seem to be picking someone out by description. Furthermore, it seems that we
need know very little about this further person in order to talk about them us-
ing a deferred demonstrative. For instance, I might reply to you: “Well, that’s a
great artist, whoever it is”; yet the possible inclusion of this kind of interpola-
tion (i.e., ‘who/which-ever’), and the lack of any need for perceptual or ‘ac-
quaintance’ knowledge of the object talked about, have often been taken as char-
acteristic of quantificational, as opposed to referential, expressions.*

It seems an intuitively appealing move, then, to treat these deferred occur-
rences of demonstratives as in some way akin to descriptive phrases. And indeed
we can find theorists in the literature apparently adopting this kind of proposal,
at least for what we might call ‘deferred indexicals’. For instance, with respect to

a similar case to (4) above, save that it involves the use of a pronoun rather than
a demonstrative, Schiffer (1995123 writes,

Indexicals arguably do have attributive uses. For example, upon
encountering a huge footprint in the sand, you might exclaim, “He must
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be a giant!”, and arguably what you would mean is that the man whose
foot made the print, whoever he is, must be a giant.

Recanati (1993230 also endorses the intuitive force of the move to treat
deferred expressions as in some way akin to descriptions.> However, as is well
known from the literature on definite descriptions, there are divergent ways to
take this kind of suggestion, for it may be thought to recognize a semantic or a
pragmatic level phenomenon. That is to say, if we think that demonstratives
have an attributive (i.e., descriptive) occurrence, then we might take this as a
semantic feature or merely an aspect of their use. If it is a semantic phenome-
non, then the literal meaning of (3 would be a descriptive phrase such as:

(3") The composer of this (piece of music) is great.

If it is a pragmatic phenomenon, however, we might retain an ordinary (ref-
erential) semantic interpretation for the demonstrative, but maintain that some
alternative, descriptive proposition is also conveyed in the deferred cases.

The implications of adopting the first, semantic level, Descriptivist ap-
proach to deferred demonstratives should not, however, be underestimated, for
if it were to prove correct, we would then be forced to relinquish a background
assumption about the way in which semantic categories and surface forms hook
up (at least as far as object words are concerned), which many theorists have
seemed keen to preserve. The assumption is that, given some ‘sub-NTP’
(sub—noun phrase) category, such as definite description or demonstrative,
which can be recognized on the basis of quite superficial (say orthographic or
phonetic) features alone, this category will map as a whole to a given semantic
category. Of course, such an assumption is most familiar from the debate about
definite descriptions where it is often held correct to treat all expressions of the
form ‘the F° as members of a single semantic category (although, of course,
whichsingle semantic category this is to be remains contentious).¢ However, if
we now embrace an account that treats some occurrences of ‘this” and ‘that’ as
referring terms and some as disguised descriptive (and hence quantified) phrases,
then this would clearly undermine the general assumption that we can map from
such sub-NP categories as a whole to semantic kinds. If it turns out that we have
to treat demonstratives as semantically ambiguous in this way, one might well
be led to expect a similar approach for other sub-NP categories, like definite de-
scriptions. On this approach deferred demonstratives belong with other occur-
rences of expressions that lend support to the idea that surface form is a merely
defeasible guide to semantic category, e.g., ‘referential’ and ‘incomplete’ de-
scriptions, and anaphoric demonstratives. Thus the repercussions of adopting a
semantically Descriptive approach to deferred demonstratives resonates beyond
merely our understanding of ‘this” and ‘that’.

Yet accommodating the Descriptive approach to deferred cases at a seman-
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tic level is, as noted above, just one option here. Alternatively we might retain
an ordinary referential semantic analysis for deferred utterances, but hold that a
descriptive proposition like (3') is the one pragmaticallypnveyed by such utter-
ances (pethaps because the literal proposition flouts some Gricean principle of
good communication). On this approach, although the speaker uses an expres-
sion which is understood to be semantically referential, whenever communica-
tion is successful she alwaysonveys an alternative, descriptive proposition as the
one meant. The pragmatic approach is clearly the weaker of the two proposals
as it does not have the same implications for any background assumption about
how surface forms and semantic kinds might tie up; yet it does still accommo-
date our initial assumption that deferred demonstratives are in some way akin
to descriptions. So let us now turn to consider each of these proposals in more
detail and see if either of them offer a satisfactory understanding of deferred
expressions.

DEFERRED DEMONSTRATIVES ARE SEMANTICALLY AKIN TO
DESCRIPTIONS

Initially, the idea is that deferred demonstratives should be taken to literally go
proxy for some descriptive expression: when a speaker utters ‘this’” or ‘that’ in-
tending to speak not about the indicated object but about some related object,
then we should understand her as having said something semantically descrip-
tive.” However, it seems that this semantic level proposal quickly runs into dif-
ficulties. The problem is that there are multiple, semantically nonequivalent de-
scriptions that couldplay the role of the deferred demonstrative in any context,
and we need to know Which onehe deferred expression is supposed to mean.
Yet the advocate of the semantically descriptive view can give us no answer to
this question. For instance, in (3 both ‘the composer of this piece of music’ and
‘the person who wrote this sonata’ might be plausible replacements for the
demonstrative, and so too might be ‘the musician responsible for this’ or ‘the in-
dividual who composed this beautiful melody’; but how we are to choose the
onesuch description that gives the literal, semantic value of the demonstrative
seems quite unclear.8 Furthermore, it seems, on this proposal, that the meaning
of ‘that’ must become ‘contextually shifty’: on one occasion, the semantic value
of the expression-type will be given by one description, while on another exactly
the same expression-type will mean something completely different, i.e., have its
semantic value be given by a quite different description. Yet this kind of con-
textual shiftiness seems to be something we want to avoid.?

This problem of selecting among the plethora of fitting descriptions also be-
comes pressing once we realize (as was evident in the above quote from Schiffer)
that the same kind of phenomenon occurs with pronouns, e.g., ‘He has big feet’
said while pointing to a pair of boots. Here, since there is even less descriptive
material vocalized than in (3 and (4), the question of with which description
we choose to replace the deferred expression seems even more underdetermined;






CONVERSATIONAL IMPLICATURES AND DEFAULT PRAGMATIC INFERENCES 271

fault inference that one draws when one hears (24)? Levinson (1995, 100—10I)
writes:

The construction X's Y merely indicates that some relation holds between
the two noun phrases, and we resolve the relation by pragmatic inference.
Thus the phrases Jupiter's moons, John' ideas, Anne’s address, the building's
condition, the encyclopedia’s editor, the year’s end, are each understood to
involve different relations (gravitational capture, ideational authorship,
postal access, etc.). Note that all these phrases seem to have a default
interpretation: John's pens will naturally be taken to means the pens
belonging to John, unless the context (e.g. talk between pen-designers)
warrants another less stereotypical interpretation.

It is true that it is hard to think of contexts in which ‘Jupiter’s moons’ means
anything other than moons in orbit around Jupiter. So, frequency of use might
result in moons in orbit around Jupiter becoming the default, or at any rate a
dominant, enrichment of ‘Jupiter’s moons’.3 But why should one of the possi-
ble enrichments suggested in (24) be the default interpretation of ‘John’s book’?
And which one would it be? Books per se are not things that are stereotypically
owned or bought or borrowed or read or written, and so on. Perhaps library
books are stereotypically owned, and books on the shelf in a bookstore are
stereotypically bought, and books listed on someone’s CV are stereotypically au-
thored, and books listed in a bibliography are stereotypically read. This suggests
that it is only in the context of some activity that it makes sense to talk of what
a book stereotypically is.

In his most recent work Levinson suggests that the phrase John's book has
two stereotypical readings, namely ‘the book John is reading’ and ‘the book John
authored’. Consider the following sentence:

(25) John admires the book he’s reading, but John’s book is in fact better.

In reference to this example Levinson writes that we “tend to assume that the
relation between John and the book in John's book is the other stereotypical per-
son-to-book relation, namely authorship” (Levinson 2000, 223). However, for
the reasons already given, it is problematic to talk of what is stereotypical about
the relation between people and books unless we know more about what sort of
situation we are dealing with. For instance, if I know that John in example (25)
is one of the students in my beginning logic class it will not enter my head to
assume that he has authored a book. So I will search in context for some other
interpretation for John’s book’, perhaps coming up with something like ‘the
book John recommended as a good read’.

In the quotation from Levinson above, he says that a less stereotypical
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interpretation of John’s pen’ might be warranted in a conversation among pen
designers. But of course, for pen designers, the interpretation pen designed by John
for the phrase John’s pen’ may be highly accessible, and so for them might count
as the default interpretation. Similar sorts of remarks could be made with re-
spect to ‘John’s book’. What the most accessible interpretation is may vary from
person to person, and for a single person from one context to the next. What is
stereotypical about books will be different for a librarian and for a sales clerk at
a bookstore, and will be different for a librarian at work and a librarian when in
some other situation.

It is not clear how Levinson thinks these defaults get set up. If it is famil-
farity due to past usage, or high accessibility due to background circumstances,
then it looks as though there will be many defaults, each relative to a different
set of background circumstances. But then why call these default interpretations,
as opposed simply to easily accessible interpretations?

A similar point about the great variety of enrichments that are possible
can be made with respect to conjunctions. Example (22) above (‘Susan turned
the key and the engine started’) gave three possibilities for conjunction-
buttressing that Levinson considers possible, namely the temporal, causal and
teleological interpretations (Levinson 2000, 38, 117). But these do not exhaust
the possibilities. There are many sorts of relations that can be understood to
hold between the events or states described in the two conjuncts of a con-
junction. This is a point that has been made forcefully by Carston (1991, 1993,
1995, 19982, 1998b). Other than the enrichments in which the first event is un-
derstood to be the cause of the second, and in which the first event is under-
stood to be temporally prior to the second, we have at least the following other
possibilities:

(26) The second event is understood to be temporally contained in first. For
example, ‘He went to London and he saw the Queen’.

(27) The two events are understood to be contemporaneous. For example,
‘She likes to ride her bike and to listen to her Walkman’ 4

(28) The first event is understood to enable but not to directly cause the
second. For example, ‘I forgot to hide the cake and the kids ate it’.

(29) The second event is understood to come into being as the first unfolds.
For example, ‘I talked to Susan and found I liked her’.

(30) The first event is the reason for the second. For example, ‘His calculator
gave the answer “3” and he wrote down “3” as his answer’.

Once again, this great variety of causal, temporal, and justificatory understand-
ings cannot all be default interpretations, in the sense that all these possible en-
richments are simultaneously accessed whenever a hearer processes a conjunc-
tion. That would defeat the idea of a default interpretation, which presumably
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is meant to make processing easier, not to add to the processing load. So if
Levinson is committed to the idea of default interpretations, he owes us an ac-
count of which of these possible enrichments counts as the default interpreta-
tion and why it is the default.

Levinson does at one point suggest that it is the temporal sequence GCI
that is the default. He claims that cross-linguistically, and when there are no spe-
cial prosodic or other markings, this is the favored interpretation. He does grant
that “occasionally the very search for some rich connectedness may require the
rejection of the ‘and then’ interpretation in favor of a reversed sequence
(prosodic clues being important here)” (Levinson 2000, 123). He gives the fol-
lowing example:

(31) He got a Ph.D. and he only did a month’s work.

It is unclear whether in (31) the temporal sequence implicature is derived and
then cancelled or whether it is not even considered in the first place. The talk
of the “rejection” of the ‘and then’ interpretation suggests that it is derived and
then canceled. But then Levinson is committed to a processing account accord-
ing to which the hearer is led down an interpretive dead end. So the system of
default reasoning, far from speeding up processing, actually slows it down. On
the other hand, if the temporal sequence implicature is not even considered, be-
cause the “search for rich connectedness” yields a better interpretation, then
Levinson is once again on a slippery slope. It is going to be hard to draw a prin-
cipled boundary between those cases in which contextual considerations ought
to be weighted more heavily and those in which the system of defaults is going
to be allowed to operate.

The enrichment processes triggered by the I-principle appear to be highly
context dependent. This speaks against there being any single default enrich-
ment associated with a particular utterance type. With the I-Principle one is not
forced to a particular interpretation for a particular utterance type. What may
be true is that one is forced to engage in pragmatic narrowing/informational en-
richment. But there is no one direction in which one is forced to enrich.6 For
example, consider cases of bridging inferences, in which the contents of refer-
ential expressions must be enriched by connecting them to other items in the
wider discourse context. An expression such as ‘the steering wheel” could mean
‘the steering wheel of the old car Harold bought’ as it does in example (15) above,
but in another context it might mean ‘the steering wheel of the truck that
crashed on I-26 last night’ and so on indefinitely. Similar remarks could be made
about ‘John’s book’, though the options for enrichment may be somewhat more
constrained, and somewhat more constrained again for the connective ‘and’. In
the latter two cases one might even hope to list all the possible enrichments, or
at least to categorize them in some useful way.
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FLEXIBLE PRAGMATIC PROCESSING

Levinson at one point calls his theory of GClIs a “generative theory of id-
iomaticity”(Levinson 1995, 94). Idioms are usually thought to be chunks of
meaning that are stored as wholes in the lexicon. So they can be retrieved with-
out being compositionally generated from their parts. Thus the notion of a gen-
erative theory of idiomaticity seems somewhat paradoxical. However, I think
that the main point Levinson is trying to get across is that his theory of GCls
speeds processing in the same way that the retrieval of ready-made chunks of
meaning from the lexicon would. If there is a default interpretation available,
this is something like a ready-made chunk of meaning that can be easily re-
trieved, thereby lightening the hearer/reader’s processing load.

I argued in the previous section that it is far from clear that Levinson’s ac-
count has the desirable features that he thinks it has. He faces a trilemma. If
there are many possible GCls for a given sentence-type, this will make process-
ing more difficult rather than alleviating the bottleneck in processing. But if
which GCI is communicated varies from context to context, then it is not clear
that we can talk about a system of default inferences. And if Levinson insists that
one of the many possible GClIs is the default, then he achieves his goal of hav-
ing a ready-made chunk of meaning available, but it is unclear that this sort lack
of flexibility in pragmatic processing is ultimately a good thing. It may speed up
processing in some cases, but it could substantially hinder processing in other
cases. In every situation in which something other than the default is intended,
the default will have to be cancelled/overridden/suppressed. This will require
processing resources, thus increasing the hearer/reader’s processing load.

An alternative account, along the lines of the one offered by relevance the-
orists such as Sperber and Wilson (1986, 1995) and Carston (1997, 1998b) would
avoid the problems that I have been discussing. First, I argue that the same sort
of pragmatic reasoning is involved in the recovery of GClIs as is used to arrive
at PClIs. Given that this is so, it is not an embarrassment to discover that GCIs
may depend for their recovery on information made accessible by expressions
outside the boundaries of the sentence uttered, and even on information made
accessible by nonlinguistic means. Second, although there is a role for mental
scripts and schemas and other bits of stereotypical information in relevance the-
ory (RT), the theory also recognizes that nonstereotypical information can
sometimes be salient or highly accessible. So RT can account for those cases in
which pragmatic enrichment occurs even in the absence of stereotypical infor-
mation, and for enrichments that go in a direction incompatible with known
stereotypes. Third, the theory does not rely on there being default interpreta-
tions, and thus the theory predicts that hearers will not have to recover from in-
terpretive errors as frequently as Levinson’s account predicts. This third issue is
admittedly one that can only be settled experimentally. I am currently engaged
in an experimental project to determine whether default interpretations play a
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role in utterance interpretation. Bezuidenhout and Cutting (forthcoming) re-
ports some initial findings in this area.

In what follows I offer a sketch of an alternative view of the pragmatic pro-
cessing of the sorts of sentences that Levinson claims give rise to GCls. This al-
ternative account is supposed to be a performance model, but it emphasizes the
comprehension side of pragmatic processing, rather than the production side.
Here as elsewhere in the paper, when I talk of speakers I mean to include writ-
ers and others language producers, and when I talk of hearers, I mean to include
readers and other language consumers.

Carston (1997, 1998b) has argued that the literal meaning of a sentence un-
derdetermines the proposition expressed by the utterance of that sentence in
some conversational context.” By a process of decoding, the hearer’s language
system arrives at a representation of the logical form of the speaker’s utterance.
The lexical concepts that are constituents of the logical form of an utterance
then have to be pragmatically processed, undergoing such processes as enrich-
ment (narrowing) or loosening (broadening). These are “local” processes, in the
sense that they begin operating before a whole sentence has been processed.
Despite the fact that these processes operate over subsentential expressions, they
are inferential processes. Lexical concepts in combination with other concepts
accessible in the context are used to draw conclusions about the intended inter-
pretations of underspecified forms. That is, the underspecified lexical meanings
are used as one clue along with other contextually available information, in-
cluding nonlinguistic information, to arrive at informationally enriched or loos-
ened interpretations. An example of enrichment is the derivation of exactly three
from ‘three’. An example of loosening is the derivation of roughly hexagonal from
‘hexagonal’. The results of such local pragmatic processing are ad hoc concepts,
which become constituents of an overall representation of the proposition ex-
pressed by that utterance. This propositional content can then be used in fur-
ther pragmatic processing to arrive at further, indirectly communicated contents
(classical Gricean particularized conversational implicatures). All this pragmatic
processing is driven by the search for an interpretation that is optimally relevant,
in Sperber and Wilson’s sense.

For Sperber and Wilson (1986), the relevance of an utterance is a matter of
the balance between the cognitive effects that are generated by processing that
utterance and the cognitive effort it takes to process that utterance. According
to the Communicative Principle of Relevance, every utterance communicates a
presumption of its own optimal relevance. According to the presumption of op-
timal relevance, an utterance communicates (1) that it is relevant enough to be
worth the hearer’s effort to process it, and (2) that it is the most relevant utter-
ance compatible with the speaker’s abilities and preferences. (Sperber and
Wilson 1995, 270). As Carston (2000, 90—91) explains, the first clause of this de-
finition sets a lower limit on the cognitive effects the hearer can hope for, namely
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sufficient contextual effects. The second clause sets an upper limit on effects.
Although an utterance may achieve more than mere adequacy, this is limited by
the speaker’s abilities (e.g., how much she knows) and by her preferences (e.g.,
how helpful she wants to be). Similar remarks can be made for the effort side of
the effort/effects equation. The first clause guarantees that the hearer will expend
no excessive effort, while the second clause promises the least possible effort
commensurate with the speaker’s abilities (e.g., vocabulary limitations) and her
preferences (e.g., her dislike for directness). The comprehension strategy that is
warranted by this presumption of relevance, as Carston (1998a, 214) makes clear,
is that the hearer should consider possible interpretations in their order of ac-
cessibility. The hearer should stop processing when the expected level of rele-
vance—viz., the level compatible with the speaker’s abilities and preferences—is
achieved or appears unachievable.

What I propose is that the contents that Levinson calls GCls are in fact
pragmatic developments of underspecified forms, and hence are arrived at by lo-
cal pragmatic processes of the sort just described. Here I am going considerably
beyond what relevance theorists have been prepared to claim. Carston (1998b)
and in personal communication has made it clear that she thinks only some of
what Levinson calls GCIs can be handled in this way. In this chapter I have not
systematically investigated many of the implicatures that Levinson includes un-
der the heading of GClIs. I have not discussed clausal implicatures, M-implica-
tures, and some I-implicatures, such as those arising from negative and condi-
tional strengthening. Thus my sweeping reductive claim is best interpreted as
gesturing to a direction for future investigation. What my view requires is that
all the forms of expression that Levinson claims give rise to GCls are semanti-
cally underspecified. Although they would not necessarily support the claims be-
ing made here, others such as Atlas (1989) and Ruhl (1989) have argued for the
pervasive nature of semantic underspecification or semantic generality.

Those who are attracted by Levinson’s views ought to find the idea of se-
mantic underspecification unproblematic for cases falling under Levinson’s I-
Principle, since those are cases in which minimal forms call for pragmatic nar-
rowing in the light of stereotypical information that is invoked in the context.
The difference of course is that Levinson would say that the pragmatic narrow-
ings are default interpretations, whereas I would deny that they are, for the rea-
sons given above (pp. 275—76). On my view, the narrowings are simply contex-
tually salient or accessible interpretations.

The greatest difference between my account and Levinson’s arises with re-
spect to cases falling under Levinson’s Q-Principle. Levinson would claim that
expressions that fall under this principle have specific meanings that contrast
with other expressions with specific meanings that belong to the same semantic
field or domain. The use of one of these contrasting meanings implicates the de-
nial of the other meaning(s). The alternative view I am advocating claims in-
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stead that such expressions are semantically underdetermined. They must be
specified in context and how they are specified depends on the operation of the
sorts of local pragmatic processes described above.

Take, for instance, a cardinal sentence such as:

(32) Jane has three children.

Levinson accepts an ‘at least’ semantics for cardinals. So, according to him, what

is said by (32) is:
(33) Jane has at least three children.

The Q-Principle will be triggered by the cardinal expression, thereby yielding
the GCI:

(34) Jane has at most three children.
What is said together with the GCI entail that:
(35) Jane has exactly three children.

This process would be Levinson’s explanation for why in many contexts people
understand (32) in the ‘exactly’ sense. The alternative account argues that (32) is
semantically underdetermined. A pragmatic process will take the semantically
underspecified concept three children, and yield a contextually appropriate en-
richment. Depending on the assumptions accessible in the context, the propo-
sition expressed could be (33), (34), or (35). In particular, to understand the
speaker to have been communicating (35), the hearer will not need to go through
a process whereby (33) and (34) are retrieved as well.

One argument in favor of this rival account is that it can deal with cases in
which the intended meaning of a cardinal expression appears to be the ‘at most’
interpretation. Consider:

(36) Sally can eat 2000 calories without gaining weight.

In (36) the speaker should be understood to mean that Sally can eat at most
2000 calories without putting on weight. The underdetermination view claims
that the expression 2000 calories’ is semantically underdetermined, and that a
relevance-driven local process of pragmatic narrowing will yield the interpreta-
tion at most 2000calories. Levinson has to say that 2000 calories’ means at least
2000calories and that this implicates at most 2000calories. But then by combin-
ing what is said with what is implicated there will be no way to block the
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inference to exactly 2000calories. The only way to get the at most understanding
would be to cancel what is said, but this is not something that Levinson indi-
cates he would be willing to sanction. (36) would have to be treated as a case of
nonliteral speech, which intuitively it is not.

There are cases that might appear to support Levinson’s theory of default
GClIs over the semantic underdetermination view. Consider the following:

(37) In the game of soccer, if each side gets three goals, the game is a draw.
(38) In the ancient Toltec sacred ball game, if each side got three goals, the
game was a draw.

In both these cases it is natural to interpret ‘three goals’ as exactly three goals. In
the case of (37) the underdetermination view can claim that the hearer appeals
to background knowledge about the rules of the game of soccer in order to in-
formationally enrich ‘three goals’ to yield exactly three goals. But in the case of
(38) no such explanation is possible. There is no background knowledge of the
rules of Toltec sacred games that the hearer can appeal to. For all the hearer
knows, the aim of the Toltec game could have been “to stop the other side get-
ting three goals, after which goals were no longer determinative of victory”
(Levinson 2000, 215). Levinson’s theory of default GCIs on the other hand can
claim that in both cases the Q-Principle is triggered by the use of a scalar item,
yielding the interpretation three and no more goals, which incorporates the Q-
implicature no more than three.

However, the proponent of the underdetermination view could say that in
the case of (38) the hearer will rely on background knowledge of games with
which he is familiar (like soccer) and what it means for a game to be a draw in
these cases. The hearer will use this information to enrich the expression ‘three
goals’ to arrive at the interpretation exactly three goals. Of course, this strategy
will lead to the wrong interpretation if the Toltec sacred ball game was played
as Levinson imagines it was. But the strategy of relying on Levinson’s Q-
Principle also leads to the wrong interpretation. Thus it does not seem that
Levinson’s account has an edge in this particular case.

Just as my account of the interpretation of cardinal expressions differs from
Levinson’s account, so does my account of the interpretation of quantificational
sentences differ from Levinson’s. Consider:

(39) I ate some of the cookies.

According to Levinson what is said by the utterance of (39) is that the speaker
(Anne, let us suppose) ate at least some of the cookies. This has the scalar im-
plicature that Anne did not eat all of the cookies. The alternative account says
that the sentence is semantically underdetermined. In some contexts the hearer



CONVERSATIONAL IMPLICATURES AND DEFAULT PRAGMATIC INFERENCES 279

will understand the speaker of (39) to have directly expressed the proposition
Anne ate some but not all of the cookies, whereas in others the hearer will under-
stand the speaker to have expressed the proposition Anne ate at least some and
possibly all of the cookies. Carston (1995, 1998a) has done a good deal of work to
defend this view. Horn (1992) has a response along Gricean lines to some of
Carston’s arguments.

One other difference between my semantic underdetermination account
and Levinson’s theory of GClIs is that my view takes in more under the heading
of pragmatic developments of underspecified forms than is included under the
heading of GClIs. In particular, my account would include quantifier domain re-
strictions as cases of pragmatic developments of underspecified forms. Consider:

(40) Everyone is a vegetarian.
(41) There is nothing to eat in the house.
(42) Not many children scored an advanced pass.

In each one of these cases the hearer must restrict the quantifier domain in some
way in order to understand what proposition the speaker has expressed. For ex-
ample, in (40) the domain might be understood as restricted to all the guests in-
vited to a particular dinner party. In (41) it might be understood that there is
nothing to eat in the house that is appropriate for dinner, so that it would be true
even if there happened to be a box of cereal in the house. Similarly, the speaker
of (42) might be understood to be talking about all the elementary school chil-
dren in a certain school district. Moreover, in each case many different pragmatic
restrictions of the domain are possible, depending on the wider context. For in-
stance, (40) could be used to talk about all the people living in a certain com-
mune, or all the members of a certain family, and so on indefinitely. Similarly,
(41) and (42) can be given multiple interpretations, by varying the wider context.

This makes quantifier domain restriction seem very similar to the cases of
informational enrichment that Levinson includes under his I-Principle, such as
conjunction buttressing, pragmatic narrowing of possessives, bridging infer-
ences, and so on. Thus it seems arbitrary to exclude quantifier domain restric-
tion from the theory of GCIs. On the other hand, if it is included in the the-
ory under the I-Principle, this only strengthens the points made above (pp.
265—73). Domain restriction depends on stereotypical, or at least accessible, in-
formation that is utterance-independent. This suggests that the interpretation
that is generated is itself utterance-independent. So the claim that GClIs belong
to a special level of utterance-type meaning would be compromised. And as
there is no single domain restriction that is associated with a quantifier phrase-
type such as ‘every person’ or ‘many children’, this would undermine the claim
that the operation of the I-principle gives rise to default interpretations.

Thus the semantic underdetermination account seems preferable, as it clas-
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sifies cases together that seem intuitively to belong together. Stanley and Szabo
(1999) have argued that quantifier domain restriction should not be thought of
as the pragmatic narrowing of an underspecified form, but rather as a case of
contextually specifying the value of a hidden indexical. They posit a hidden in-
dexical element associated with the nominal in a quantifier phrase. If Levinson
accepted that quantifier domain restriction fell under the heading of indexical
semantics, then he might have a principled reason for treating this case differ-
ently from the cases that fall under his I-Principle. However, it is unclear that
this is a direction that Levinson would be willing to go in. He is generally sym-
pathetic to the Radical Pragmatics program, which attempts to reduce the num-
ber of phenomena needing to be explained by appeal to semantic principles and
attempts instead to account for such phenomena by pragmatic means.

I have suggested that the sorts of processes that Levinson thinks are involved
in pragmatic narrowing by means of the I-Principle are no different from those
used in cases of quantifier domain restriction. This in turn suggests that the
processes whereby GCls are derived are very similar to those used in the deriva-
tion of particularized conversational implicatures (PCls). From the point of view
of an account of language understanding and production, the difference be-
tween GCls and PCls is not that great—the same sorts of relevance driven in-
ferential processes may be involved in both. What differentiates between GCls
and PCIs is that GCls are pragmatic developments of semantically encoded
meaning, whereas PCls are independent in some sense from encoded content.
Exactly what this sense of independence amounts to is an issue that has been
much discussed. I favor the notion of functional independence articulated by
Carston (1991). Recanati (1991) criticizes this functional independence criterion,
and Vicente (1998) defends it against the sorts of alleged counterexamples that
Recanati proposes. I would argue along with Vicente that the prospects for re-
viving the functional independence criterion are better than some, including
Levinson (2000, 196), have argued.

Levinson’s criterion for separating out the GClIs from the PCls is that the
former are interpretations that have a default character and that belong to a spe-
cial level of utterance-type meaning. Levinson says: “I shall presume that we
want to define the types of content by the processes that yield them and the im-
portant semantical properties they have (e.g., default presumption, defeasability
under distinct conditions)” (Levinson 2000, 198). But the arguments given
above should make it seem less secure that GCls have the property of being de-
fault presumptions. So Levinsors criterion for separating GCls from PCls seems
no more secure than the functional independence criterion.

CONCLUDING REMARKS
My main aim in examining Levinson’s theory of GClIs and in sketching the al-
ternative semantic underdetermination account was to set up some clear hy-
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potheses about the pragmatic processing of utterances that could be experimen-
tally tested. As Levinson (2000, 370) notes: “There is very little psycholinguis-
tic work directly addressed to implicature, and still less of this concerns online
processing.” Much more could be done to elaborate on and defend the alterna-
tive semantic underdetermination view that I have outlined in the above section.
My account is not nearly as well worked out as Levinson’s theory of GCls.
However, enough detail has been given to generate rival processing predictions
that can be tested in on-line reading experiments of the sort that are familiar in
psycholinguistics.

For example, one could set up contexts in which a sentence of the relevant
sort (i.e., one that Levinson claims is associated with a default GCI) is followed
by information that leads to one or another of its possible pragmatic enrich-
ments. If the contextual bias goes against what Levinson would treat as the de-
fault GCI, Levinson’s theory predicts that the default interpretation will be ac-
cessed and then will have to be canceled. The sort of processing difficulty
predicted here is akin to the processing difficulties generated by so-called gar-
den-path sentences, where the parser comes up with a syntactic analysis that
later has to be rejected in favor of a different analysis. The underdetermination
view on the other hand predicts no such garden-pathing in pragmatic process-
ing. Since the target sentence is semantically underspecified and the contextual
information needed to specify the interpretation only becomes available down-
stream in the processing, the processor will hold off on a definite interpretation
until the needed information becomes available. The processor does not have to
recover from an interpretive error.

Another area in which conflicting predictions can be tested is in regards to
the processing of scalar predicates. For instance, as was mentioned in the previ-
ous section, the two accounts are associated with rival claims about what infor-
mation must be accessed in order to interpret cardinal sentences. Levinson’s ac-
count is committed to the view that the exactly three X interpretation of ‘three
X’ requires accessing both the literal meaning (which he believes is specified as
at least three X) and the GCI at most three X. The underdetermination view on
the other hand agues that the exactly three X interpretation is directly generated,
without the need to generate the contents at least three X and at most three X.

Although Levinson adduces many reasons to favor his theory of GCls, the
semantic underdetermination view seems able to account for much of same data
by different means. Obviously not both accounts can be correct, so one way of
deciding between the two views is to subject them to experimental tests of the
sort gestured at above. I hope in this chapter to have taken one small step in the
direction of devising such experiments. Any experimental work must be pre-
ceded by an attempt to articulate as clearly as possible what the options are. This
critical examination of Levinson’s views and the brief sketch of an alternative
represent a first attempt to articulate these options.
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NoTEs
1. Levinson (2000, 79) says that an entailment scale is an ordered n-tuple of expression
alternates <X;, X,, ..., X> such that where S is “an arbitrary simplex sentence-frame” and

X; > X, S(x;) unilaterally entails S(Xj).

2. Levinson (1983, 146—47) discusses a very similar example and talks about a clash between
the (first) Maxim of Quantity and what he there calls the Principle of Informativeness.

3. It is always possible to indulge in science fiction. One can imagine some other celestial
body capturing one of Jupiter’s moons. In such a situation Jupiters moon’ might mean
moon that was captured from Jupiter’s orbit. Barker (1995) distinguishes between lexical
possessives, such as ‘John’s child” and ‘John’s purchase’, and extrinsic possessives, such as
‘John's cat’ and ‘John’s gift’. According to Barker only the latter sort are open to multiple
interpretations that must be pragmatically derived. The interpretation of possessives of the
former sort is grammatically constrained. A sign that a possessive is a lexical possessive it
that the possessee nominal in such cases is relational, for it entails the existence of another
thing.

4. The reduced form contributes to the ease with which this interpretation is retrieved. ‘She
likes to ride her bike and she likes to listen to her Walkman’ does not suggest this
interpretation as readily.

5. Levinson also admits that there are cases where “local conversational goals” can force an
interpretation of a conjunction according to which it is just a list. In such cases the
inferences to order and teleology are “not firm” (Levinson 2000, 163—64). For instance, if
I ask you what you did today and you reply ‘T went downtown and dealt with some bills’,
I might interpret this as just a list of things you did. On the other hand if T ask you where
you went today and you reply in this way, then I might infer that you went downtown and
then dealt with the bills, or that you went downtown in order to deal with the bills. It is
unclear what Levinson means by saying that in the first case the I-inferences are not firm.
Does this mean they are accessed but in such a tentative way that they are easily canceled?
Or does he mean that they are not accessed because “local conversational goals” preempt
such interpretations? If the latter is intended this once again puts us on a slippery slope. It
is difficult to say in a principled way when contextual information should be allowed to
drive the interpretive process and when the default heuristics are to be allowed to operate.

6. Levinson (1995, 103) seems to acknowledge this when he says: “Inferences to the
stereotypes are thus not ‘generalized’ in the sense that they are independent of shared
beliefs . . . but they are ‘generalized’ in the sense that they follow a general principle—
restrict the interpretation to what constitutes the stereotypical, central extensions.”

7. Kent Bach (1994a, 1994b, 1999) has also extensively explored the notion of semantic
underdetermination. This notion has also been important in the work of certain cognitive
and computational linguists, for instance, Pustejovsky (1998) and those whose work is
collected by van Deemter and Peters (1996).
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SEMANTIC, PRAGMATIC: KENT BACH
THE DISTINCTION BETWEEN semantics and pragmatics has received a lot
of bad press in recent years. It has been claimed to be faulty, confused, or even
nonexistent. However, these claims are based on misconceptions of what the
distinction is and of what it takes to show there to be something wrong with
it. As I see it, the semantic-pragmatic distinction fundamentally concerns two
types of information associated with an utterance of a sentence. Semantic in-
formation is encoded in the sentence; pragmatic information is generated by,
or at least made relevant by, the act of uttering the sentence. This explains the
oddity of such pragmatic contradictions as “I am not speaking” and “It is rain-
ing but I don’t believe it.” In “The Semantics-Pragmatics Distinction: What It
Is and Why It Matters” (Bach 1999a), I develop this conception of the distinc-
tion and contrast it with alternatives. Here I will try to clarify that conception
by showing how it avoids certain objections. Space will not permit going into
much detail on the various linguistic data and theoretical considerations that
have been thought to undermine the semantic-pragmatic distinction in one
way or another.

Historically, this distinction has been formulated in various ways. These for-
mulations have fallen into three main types, depending on which other distinc-
tion the semantic-pragmatic distinction was thought to correspond to:

* linguistic (conventional) meaning versus use
* truth-conditional versus non-truth-conditional meaning
* context independence versus context dependence
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None of these distinctions does the job. The trouble with the first one is that
there are expressions whose literal meanings are related to use. The second dis-
tinction is unhelpful because some expressions have meanings that do not con-
tribute to truth-conditional contents. And the third distinction overlooks the
fact that there are two kinds of context. This last point deserves elaboration.

It is a platitude that what a sentence means generally does not determine
what a speaker means in uttering it. The gap between linguistic meaning and
speaker meaning is said to be filled by “context” what the speaker means some-
how “depends on context,” or at least “context makes it clear” what the speaker
means. But there are two quite different sorts of context, and they play quite
different roles. What might be called “wide context” concerns any contextual in-
formation that is relevant to determining (in the sense of ascertaining) the
speaker’s intention. “Narrow context” concerns information specifically relevant
to determining (in the sense of providing) the semantic values of context-sensi-
tive expressions (and morphemes of tense and aspect). Wide context does not
literally determine anything. It is the body of mutually evident information that
the speaker exploits to make his communicative intention evident and that his
audience relies upon, taking him to intend them to do so, to identify that
intention.

Another source of confusion is the phrase ‘utterance interpretation.” Strictly
speaking, sentences (and subsentential expressions), i.e., types, not tokens, have
semantic properties. Utterances of sentences have pragmatic properties. Also, the
term ‘interpretation’ is ambiguous. It can mean either the formal, compositional
determination by the grammar of a language of the meaning of a sentence or
the psychological process whereby a person understands a sentence or an utter-
ance of a sentence. Using the phrase ‘utterance interpretation’ indiscriminately
for both tends to confound the issues.

My conception of the semantic-pragmatic distinction involves certain as-
sumptions about semantics and a certain view of communication. I take the
semantics of a sentence to be a projection of its syntax. That is, semantic
structure is interpreted syntactic structure. Contents of sentences are deter-
mined compositionally; they are a function of the contents of the sentence’s
constituents and their syntactic relations. This leaves open the possibility that
some sentences do not express complete propositions and that some sentences
are typically used to convey something more specific than what is predictable
from their compositionally determined contents. Also, insofar as sentences
are tensed and contain indexicals, their semantic contents are relative to con-
texts (in the narrow sense). Accordingly, the following distinctions should be
recognized:

e between a sentence and an utterance of a sentence
e between what a sentence means and what it is used to communicate
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* between what a sentence expresses relative to a context and what a
speaker expresses (communicates) by uttering the sentence in a context

* between the grammatical determination of what a sentence means and
the speaker’s inferential determination of what a speaker means (in
uttering the sentence)

As for communication, when a speaker utters a sentence in order to convey
something, the content of the sentence provides the basis for his audience’s in-
ference to what he is conveying and what attitudes he is expressing, e.g., belief
in the case of assertion and desire in the case of requesting. In fact, as Bach and
Harnish (1979, ch. 3) argue, because types of communicative speech acts may be
individuated by the types of attitudes they express, their contents are simply the
contents of the attitudes they express. That is one reason why the notion of the
content of an utterance of a sentence has no independent theoretical signifi-
cance. There is just the content of the sentence the speaker is uttering, which,
being semantic, is independent of the speaker’s communicative intention, and
the content of the speaker’s communicative intention. When one hears an ut-
terance, one needs to understand the sentence the speaker is uttering in order to
figure out the communicative intention with which he is uttering it, but un-
derstanding the sentence is independent of context except insofar as there are el-
ements in the sentence whose semantic values are context relative. Recognizing
the speaker’s communicative intention is a matter of figuring out the content of
that intention on the basis of contextual information in the broad sense.

This information does not literally determine that content. In no case does
the semantic content of the uttered sentence determine what the speaker is com-
municating or, indeed, that he is communicating anything. That he is actempt-
ing to communicate something, and what that is, is a matter of his commu-
nicative intention, if he has one. If he is speaking literally and means precisely
what his words mean, even that is a matter of his communicative intention.
Communicative intentions are reflexive in the sense discovered by Grice: a com-
municative intention is one whose fulfillment consists in its recognition by the
audience, partly on the basis that it is intended to be recognized. The role of
Grice’s maxims, or presumptions as they might better be regarded (Bach and
Harnish 1979, 62-65), is to provide inference routes across any gap between
what the sentence means and what the speaker aims to be communicating in ut-
tering it.

This Gricean view of linguistic communication (it is developed in detail in
Bach and Harnish 1979) lends itself to a certain conception of the semantic-
pragmatic distinction. This distinction can be drawn with respect to various
items, such as ambiguities, contradictions, implications, presuppositions, inter-
pretations, knowledge, processes, rules, and principles, and, of course, ‘seman-
tics’ and ‘pragmatics’ are also names for the study of these phenomena. For me
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the distinction applies fundamentally to types of information. Semantic infor-
mation is information encoded in what is uttered—stable linguistic features of
the sentence—together with any extralinguistic information that contributes to
the determination of the references of context-sensitive expressions. Pragmatic
information is (extralinguistic) information that arises from an actual act of
utterance, and is relevant to the hearer’s determination of what the speaker is
communicating.

This way of characterizing pragmatic information generalizes Grice’s point
that what a speaker implicates in saying what he says is carried not by what he
says but by his saying it and sometimes by his saying it in a certain way (Grice
1989, 39). The act of producing the utterance exploits the information encoded
but by its very performance creates new and otherwise invokes extralinguistic in-
formation. This extralinguistic information includes the fact that the speaker ut
tered that sentence and did so under certain mutually evident circumstances.
This is context in the broad sense. Importantly, nonsemantic information is rel-
evant to the hearer’s inference to the speaker’s intention only insofar as it can
reasonably be taken as intended to be taken into account, and that requires the
supposition that the speaker is producing the utterance with the intention that
it be taken into account. There is no such constraint on contextual information
of the semantic kind, which plays its role independently of the speaker’s com-
municative intention. Contextual information in the narrow, semantic sense is
limited to a short list of parameters associated with indexicals and tense, such as
the identity of the speaker and the hearer and the time of an utterance. I may
think I am Babe Ruth and be convinced that it is 1928, but if I say, “I hit 6o
home runs last year,” I am still using T’ to refer to myself and ‘last year’ to re-
fer to the year 2000.

Now let us consider some reasons that might be suggested for rejecting the
semantic-pragmatic distinction. To the extent that the debate about it is not en-
tirely terminological (e.g., many years ago ‘pragmatics’ was the name for index-
ical semantics), the main substantive matter of dispute is whether there is such
a thing as “pragmatic intrusion,” whereby pragmatic factors allegedly contribute
to semantic interpretation. Here is an assortment of objections that are based on
supposed pragmatic intrusion of one sort or another. Each of these objections is
predicated on some misconception, as the responses indicate.

1. Semantic phenomena are context independent, whereas pragmatic phenomena are
context sensitive. But the meanings of certain expressions are context sensitive.
Therefore, their meanings are not exclusively semantic.

This objection assumes that anything pertaining to the use of an expression is
automatically not semantic. However, the fact that the contents of certain ex-
pressions, notably indexicals and demonstratives, are context sensitive does not



288 KENT BACH AND ANNE BEZUIDENHOUT

show that their meanings vary with context. How their contents vary with con-
text is determined by their fixed meanings, and that is a semantic matter. These
variable contents are their semantic values.

2. There are aspects of linguistic meaning that concern how a sentence is used, not
its truth-conditional content. So linguistic meaning is not merely a semantic mat-
ter.

This objection alludes to the fact that the meanings of certain expressions, what
I call “utterance modifiers,” such as ‘to conclude,” ‘frankly,” and ‘to be precise
(for a catalog of them see Bach 1999b, sec. 5), as well as grammatical mood, con-
cern how a sentence is being used. However, all this shows is that semantics is
not limited to what is relevant to truth-conditional content. There is no reason
to assume that the linguistic meaning of a sentence cannot include information
pertaining to how the sentence is used.

3. Since language is rife with semantic underdetermination and vagueness, there is
no such thing as literal meaning: sentence “semantics” is adulterated with prag-
matics.

These phenomena show only that sometimes the literal meaning of a sentence
does not determine a complete proposition or a precise proposition. They do
not show that there is no purely linguistic information on which language users
rely. Take the case of semantically underdeterminate sentences, which do not ex-
press complete propositions, even modulo ambiguity and indexicality. Even
though the following sentences do not express complete propositions,

(1) Muggsy is too short/isn’t tall enough
(2) a. Kurt finished the picture

b. Kurt finished the book draft
c. Kurt finished the newspaper

they still have determinate semantic contents. However, these are not com-
plete propositions. The semantics of (1) does not specify what Muggsy is too
short or not tall enough for, and the semantics of the sentences in (2) do not
specify whether Kurt finished painting, writing, reading or, for that matter,
cating. However, what the speaker means must include some such thing. So
the completion of what the speaker means involves the insertion of something
that does not correspond to any constituent of the sentence. This does not
show that there is something wrong with the semantic-pragmatic distinction
but only that utterances of semantically incomplete sentences require prag-
matic supplementation.
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4. There are many sentences whose typical use is not what, according to the compo-
sitional semantics of the sentence, the sentence means. Therefore, pragmatic in-
formation somehow blends into semantic information.

This objection is illustrated by likely utterances of (3) and (4).

(3) Jack and Jill went up the hill.
(4) Jack and Jill are married.

(3) is likely to be used to assert that Jack and Jill went up the hill together and (4)
that they are married to each other, even though this is not predictable from the
meanings of the sentences. Nothing adverse to the semantic-pragmatic distinction
follows from this, however. These examples show merely that some sentences are
typically not used to mean what the sentences themselves mean. This is clear from
the fact that the analogous uses are not typical for sentences like (3') and (4),

(3") Jack and Jill went up the hill separately/on different days.
(4") Jack and his sister Jill are married.

5. There are certain expressions that are generally not used strictly and literally, such
as “empty,” “everybody,” and “circular”. Therefore, their semantics does not deter-
mine how they are standardly used and pragmatics enters in.

This is also true, but the existence of a distinction between semantics and prag-
matics does not imply or even suggest that expressions must standardly be used
literally. There may be a presumption of literality, but this presumption can eas-
ily be overridden, especially with words like the ones above.

6. There are certain expressions that have a range of related meanings but are nei-
ther clearly ambiguous nor clearly unambiguous. What such an expression can be
used to mean is always partly a pragmatic matter.

This objection is based on examples like these:

(5) a. Gus went from Natchez to New Orleans.
b. The road went from Natchez to New Orleans.
c. The show went from 7 to 11.
d. Gus went from irritated to outraged.
e. The house went from Gus to his wife.

The idea behind the objection is that as they occur in these sentences the words
< » < 3 < b . . . .
go,” ‘from,” and ‘to,” though semantically univocal, have distinct but related
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meanings; that is, rather than being ambiguous their unitary linguistic meanings
underdetermine what they are used to mean “in context,” hence that their
pragmatics intrudes on their semantics.

This idea is a definite improvement over the view that the words ‘go,” ‘from,’
and ‘to’ are used literally only in (sa), which involves movement from one place
to another, and that their uses in the other sentences are in various ways “ex-
tended,” hence nonliteral uses. However, it does not follow that pragmatics in-
trudes on semantics. The existence of these various uses shows merely that the
meanings of such polysemous terms are more abstract than the movement
model would suggest (for further discussion see Bach 1994, sec. 7).

Nunberg (1979) offers a related objection, based on the multiplicity of uses
of terms like ‘chair’ and ‘newspaper.” ‘Chair’ can refer to particular chairs (chair
tokens) or to chair types. But it is far from clear why this instance of the gen-
eral type-token ambiguity poses a problem for the semantic-pragmatic distinc-
tion. The case of ‘newspaper’ is more interesting, because that term can refer ei-
ther to particular copies of a newspaper, to specific issues or editions of a
newspapet, e.g., the final edition of today’s New York Times, or to the publish-
ing company. Nunberg claims that there is no basis for singling out one use as
the conventional one and treating the others as derived from that. But surely the
last use is a derived use, since the publishing company would not be referred to
as the newspaper (e.g., the San Francisco Chronicle, which was recently bought
by the Hearst Corporation). Indeed, it is arguable that this use of the term is el-
liptical for ‘newspaper publishing company.” In any case, how to explain poly-
semy has no particular bearing on the semantic-pragmatic distinction, but is
rather a problem in lexical semantics.

7. There are certain complex expressions whose meanings are not predictable from
the meanings of their constituents. Therefore, pragmatics impinges upon seman-
tics.

It is true that the meanings of phrases and compounds such as the following are
not predictable, or at least not obviously predictable, from the meanings of their
constituents:

(6) a.sad girl
b. sad face
c. sad day
d. sad music
(7) a. child abuse
b. drug abuse
(8) a. election nullification
b. jury nullification
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this is a distinct issue, independent of SV, since SV does not require that the se-
mantic contents of sentences be propositions. So when Bezuidenhout proceeds
to focus on “truth-conditional pragmatics,” it is not clear what she takes the con-
flict to be between this and “Gricean pragmatics” or SV. She calls it “radical
pragmatics,” but it is not clear what is radical about it beyond the fact that it
supposes that sentences generally do not (relative to narrow contexts) express
complete propositions. This supposition alone does not suggest that pragmatics
intrudes into semantics.

Why does Bezuidenhout suppose that it does? Perhaps because she assumes
that the semantics of sentences invariably assigns complete propositions to them.
Perhaps it is because of how she characterizes semantic underdetermination:
“Some sentences are such that the information they semantically encode under-
determines the propositions they express on particular occasions of use” (this vol-
ume, p. 294; my italics). But if they are semantically underdeterminate, they do
not express (complete) propositions at all. Another explanation may be that she
sometimes speaks of the contents of, and the propositions expressed by, utter-
ances of sentences as opposed to sentences themselves. One can agree that in
cases of semantic underdetermination “to get a truth-evaluable content requires
supplementation with further contextual information. . . [which is] limited only
by the speaker’s communicative intentions,” without supposing that the sen-
tence itself has a truth-evaluable (i.e., propositional) content. A speaker’s com-
municative intention cannot affect the semantics of a sentence and is relevant
not to the locutionary act (whose content is what is said) but only to the illo-
cutionary act the speaker is performing. Moreover, if it is the content of an ut-
terance that is in question, that content could be patently nonliteral, e.g., with
a likely utterance of “You are a zombie,” in which case it is irrelevant to seman-
tics. If we are concerned with semantics, there is no point in talking about con-
tents of utterances unless we are prepared to enforce a distinction between lit-
eral and nonliteral content. Bezuidenhout’s discussion of utterances and their
contents does not take this distinction into account.

She rightly notes that I “advocate a notion of what is said that corresponds
closely to that of sentence meaning [and structure], which has the consequence
that what is said can be something propositionally incomplete” (this volume, pp.
294-95). She seems to find this idea a bit idiosyncratic. But to me it is down-
right eccentric to suppose that any element of what is said in uttering a sentence
can fail to correspond to some constituent of the sentence. After all, we're talk-
ing about what is said in uttering the sentence, not about what might be con-
veyed in uttering it. I take the semantics of a sentence to be a projection of its
syntax. That is, semantic structure is interpreted syntactic structure. The con-
tent of a sentence is determined compositionally as a function of the contents
of its constituents and their syntactic relations. It just so happens that some syn-
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tactically well-formed sentences do not express complete propositions. So if
what is conveyed in their utterance must be a complete proposition, such sen-
tences must be used to convey more than is predictable from their composi-
tionally determined contents.

Consider Bezuidenhout’s sentences (1)—(3):

(1) Bob and Susan are married {to one another}.
(2) Betty has finished {washing the dishes}.
(3) This table isn’t strong enough {to support this pile of books}.

Contrary to what she suggests, I do not take (1) to be semantically incomplete.
It expresses the proposition that Bob and Susan are married, without specifying
to whom. It may be implicit in the speaker’s uttering (1) that they are married to
cach other, but that is not part of the sentence’s content. As for (2) and (3), [ am
now inclined, contrary to what I said in Bach 1994, to suppose that argument
slots complementing ‘finish’ and ‘enough’ are lexically mandated. If that is cor-
rect then, as Stanley (2000a) has argued, such sentences are covertly indexical. (I
do not agree with Stanley’s contention that all apparent cases of semantic under-
determination are really cases of covert indexicality.) Even so, I would still main-
tain that in uttering (2) the speaker did not say what Betty finished and that in
uttering (3) the speaker did not say what the table was not strong enough for.
Regarding sentences (4)—(7),

(4) Everyone {in my department} came to my party.
(s) You're not going to die {from this cut}.

(6) T haven’t had breakfast {today}.

(7) This hamburger is {almost} raw.

I do say that each of these sentences expresses a complete proposition (without
the parenthetical qualification), one that is distinct from the one being com-
municated, so that a process of expansion is necessary to arrive at the commu-
nicated proposition. Relevance theorists would indeed regard what is semanti-
cally encoded in these sentences as underdetermining what is said in their
utterance bug, as far as I can tell, that is only because they have a loose concep-
tion of what is said, such that it can include what is not said. They do not put
it that way, of course, yet for some reason they regard what is implicit in the
making of an utterance to be part of its “explicit content.”

Bezuidenhout reports that Travis has “argued at length for the context-
dependence of truth-conditional content.” But truth-conditional content of
what? In the case of (8),

(8) This kettle is black
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“there are many different circumstances under which we would be prepared to
predicate blackness of the kettle, and in each of these what we would be saying
about the kettle would be different. . . . what is said would vary if surrounding
circumstances were varied” (this volume, pp. 295-96). This is not quite right.
The circumstances do not affect what is said. Rather, they affect what the
speaker could reasonably be taken, and reasonably intend to be taken, to con-
vey in uttering the sentence (see Berg 1993 and Bach 2001a). More importantly,
the fact that people can mean different things in uttering (8) does not support
a contextualist conception of saying. It just shows that there are different ways
of being black [note the distinction in Harvey (2000) between “present color”
and “official color”] and that there are ways of using (8) nonliterally, e.g., to
mean that the kettle is predominantly black, that the main visible part of the
kettle is black, or that the kettle is covered with black stuff. Moreover, even if
the minimalist agreed with Travis and Bezuidenhout about the data, he would
regard them as showing that (8) is semantically underdeterminate, hence that ut-
terances of it require completion. The minimalist certainly does not have to con-
cede that (8) should be paraphrased as “The kettle is black in some way” (see
Bach 1994, 13031, for a discussion of analogous cases). Clearly examples like (8)
are very interesting, but the issue they raise is orthogonal to the dispute between
minimalists and contextualists. It concerns the extent to which natural language
sentences are semantically underdeterminate, not what theoretical stance to take
toward the existence of such sentences. That (8) has various uses does not show
that what is said in uttering it is affected by anything pragmatic, but this does
suggest that its semantics is not as simple as it might seem.

I agree with Bezuidenhout that neither Grice’s cancellability test nor my IQ
test, never mind intuitions (see “Seemingly Semantic Intuitions,” this volume),
will break the deadlock between contextualists and minimalists. She suggests
that matters might be resolved by an empirical psychological investigation of the
pragmatic processes involved in language production and comprehension. This
assumes, however, that minimalism requires that minimal propositions, such as
those expressed by sentences like (4)—(7), play a role in the production and com-
prehension of utterances. Her contextualist case against a purely semantic con-
ception of what is said rests not only on the empirical claim that minimal propo-
sitions (those correlated with sentence syntax) are not “accessed at any stage in
the psychological processes of utterance production and comprehension, unless
the context directly supports such an interpretation” (this volume, p. 300), but
also on an implicit assumption. I agree with her about the importance of the
production side, but in claiming that what is said is “a matter of what a speaker
does in uttering a sentence, not what his listeners do in understanding it,” I was
not harboring the “the mistaken belief that the contextualist’s empirical account
of pragmatic processing is solely an account about what a hearer must do to un-
derstand a speaker.” I was merely responding to the many contextualists who
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draw conclusions about what is said from (alleged) facts about comprehension
processes. Indeed, contrary to what she suggests, I do not “suggest that psycho-
logical considerations are irrelevant to the discussion about what is said.” Rather,
I reject her implicit assumption that psychological considerations about process-
ing are relevant. Here I rely on the distinction between cognitive processes and
information available to them (see Bach and Harnish 1979, 91—93, and Peacocke
1986). Insofar as communicative inference involves standardization of use (Bach
1995) and default reasoning (Bach 1984), both of which come in degrees, cogni-
tive processes that implement such inference can be sensitive to certain sorts of
information without actually computing it. This is why facts about processing
itself are not decisive.

Moreover, Bezuidenhout’s appeal to processing considerations is in danger
of proving too much. It would show that the conveyed content of a clearly non-
literal utterance is the sentence’s semantic content. If I said to my wife, “Since
you are the rudder of my life, you won't steer me wrong,” she would probably
take the word ‘rudder’ nonliterally well before she processed the sentence com-
pletely, in which case she would not compute the proposition expressed (liter-
ally) by the sentence. Should we thus conclude that the proposition I conveyed
is a meaning of the sentence? With many nonliteral utterances hearers can fig-
ure out what a speaker is communicating without first identifying what the
speaker is saying. Fortunately, adopting the semantic notion of what is said does
not commit one to an account of the temporal order or other details of the cog-
nitive processing involved in production or comprehension.

Contextualism, and the so-called radical pragmatics that goes with it, is
based on some very interesting linguistic data, and these deserve detailed con-
sideration (some of them are taken up in Berg (1993) and in Bach (2001a), as
well as by contextualists). However, contextualism is not supported by any clear
conception of semantics or of pragmatics. It needs to supplement the observa-
tion that a sentence like “The kettle is black” can be used in various ways with
an account of how the meaning of such a sentence is built up from the mean-
ings of its parts. Otherwise, contextualism would leave what is involved in un-
derstanding such sentences, and how they can be used to communicate, some-
thing of a mystery. In my view, though, once certain distinctions are taken into
account, such as those between sentences and utterances, between linguistic con-
tents and psychological contents, between locutionary and illocutionary acts,
and between information available to cognitive processes and the processes
themselves, the rationale for contextualism is lost, although the linguistic data it
highlights remain to be explained.

NoTES (BEZUIDENHOUT)
1. Another view defended under the rubric of radical pragmatics is the view espoused by
Nunberg (1979). In this paper he defines radical pragmatics as the doctrine according to
which “the semantics/pragmatics distinction cannot be validated even in principle: there is
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no way to determine which regularities in use are conventional and which are not.” The
“regularities in use” that Nunberg focuses on are cases of polysemy, such as:

The newspaper {publication} is on the table.
The newspaper {publisher} fired John.
The chair {token} is broken.

The chair {type} was common in 19 century parlors.

Nunberg asks whether each of these uses is governed by a separate convention. He cites
cross-linguistic evidence, evidence from deferred ostension, and syntactic evidence to
support the claim that lexical conventions should not be multiplied. He concludes that
words like ‘newspaper’ have only one conventional use with the other use generated
pragmatically. Now the question arises as to which of these uses is the conventional one
and which is the derived one. Nunberg argues that there is no principled way of deciding
this issue.

This discussion of Travis” views might have reawakened memories of Searle’s (1980, 1983,
1985) notion of the background against which we interpret sentences like:

(*) The cat is on the mat.

Searle’s point is similar to Travis’, at least as I interpret him. (Berg 1993 interprets Searle’s
views differently.) The claim is that truth-conditions can be assigned to a sentence only
relative to a background of assumptions. Moreover, this background cannot ever be
completely and explicitly spelled out. In particular, the normal truth-conditions that we
would assign to (*) are only relative to certain assumptions about the normal relations of
cats to mats. We can always imagine circumstances that are special in certain ways, and in
which the conditions for the truth of (*) would be different from the usual ones.

One might challenge the distinction I am assuming here between directly saying
something and indirectly implicating that thing. Bach (1995) insists on a threefold
distinction, between what is said, what is directly communicated and what is indirectly
communicated. Something other than what is strictly and literally said by a sentence can
sometimes be directly communicated by that sentence. A process of standardization can
make this nonliteral interpretation more accessible. What is strictly and literally said will
be bypassed in the interpretive process, because precedent has compressed the inference
from what is said to the nonliteral interpretation. Something like Bach’s view might be
advocated for the cases discussed by Travis, such as (8) above. The claim would be that
although what (8) strictly and literally says is something like (1), this minimal proposition
will be bypassed in the inferential process that results in the recovery of some appropriate
enriched interpretation. This is a matter of standardization—the inference from (11) to any
given enriched interpretation has become compressed by precedent. The enriched
interpretation is now directly communicated, and this may create the illusion that it is
directly expressed. The difficulty with this suggestion is that some of these enriched
interpretations are very specific, and I might never have encountered a situation before in
which that was the correct enriched interpretation. Nevertheless, my intuition is that I
would understand this very specific enriched interpretation to have been directly
expressed. Precedent cannot explain this intuition, since there is no precedent in this and
indefinitely many other specific cases.

Bach disapproves of saying that utterances have propositional content. For him it is either
sentences or the communicative intentions of speakers that have such content. But if an
utterance is something produced with a certain communicative intention, then it seems
harmless enough to talk of the utterance itself having content. It has the same content as
the communicative intention with which it is produced.

One might worry that in claiming that what is said must be fully propositional the
contextualist has conflated saying with stating. However, there is no reason why the
contextualist should not be able to honor Austin’s distinction between locutionary and
illocutionary acts. Saying is the performance of a locutionary act, which Austin defined as
the uttering of certain words with a certain sense and reference. Austin was clearly
assuming that disambiguation and reference assignment are sufficient for expressing a
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complete proposition. In light of the recognition of the phenomenon of semantic
underdetermination, the contextualist will need to revise this slightly. A locutionary act is
the uttering of certain words with a certain sense and reference and pragmatically
enriched/loosened in a certain way.
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