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The collapse of communism, the rapid emergence of China and India
as major economic powers, the September 11 attacks, the appearance of rela-
tively new diseases like HIV/AIDS and H5N1 bird flu, Hurricane Katrina—the
past decade and a half has demonstrated that nothing is as certain as uncer-
tainty in global politics. As the famous scatological bumper sticker suggests,
bad things happen. But there are benign surprises as well, and these, no less
than catastrophic events, challenge society’s capacity to understand, to adapt,
and to lock in good fortune.

Anticipating and dealing with what were thought to have been very low-
probability events have clearly become central challenges for policymakers in
public and private sectors alike all over the world. This book, sponsored by The
American Interest magazine, addresses those challenges. The magazine’s first
annual event, held in Washington, D.C., in May 2006, brought together ana-
lysts, practitioners, policymakers, and unconventional thinkers from a variety
of backgrounds and disciplines. The magazine assembled those who think
about discrete uncertainties and who also have considered the very nature of
uncertainty itself. The distinction may seem a minor one, but it is not. Many
people, from intelligence analysts to investment bankers to corporate treasur-
ers, are paid to think about discrete futures in their areas of professional
responsibility. But far fewer people have ever tried to understand why the
future is inherently difficult to anticipate, and how to mitigate our blindness
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to its vicissitudes in a more systematic way than societies and governments
have been able to do heretofore.

The task is a complex one. Those who deal professionally with global pol-
itics, foreign policy, and national security affairs have particular biases when
it comes to thinking about the future. Those biases generate a perceptual incen-
tive structure that throws off their general capacity for accurate prediction.
Such analysts, after all, are seldom rewarded for predicting continuity or the
sudden emergence of good news, but failure to predict bad news can be a
career-ending mistake. No one wants to be in the position of Admiral Husband
Kimmel, the commander of the U.S. Pacific Fleet, who was on duty the day of
the Japanese attack on Pearl Harbor. Admiral Kimmel’s code-breakers had
deciphered the Japanese “winds” code, but he, the principal consumer of that
intelligence, nonetheless failed to anticipate that the actual blow would land on
the Pacific Fleet headquarters. The day that would live in ignominy well
described the resting place of Admiral Kimmel’s reputation for all time.

By contrast, no one in the U.S. intelligence community was cashiered for
failing to predict that the Berlin Wall would come down in November 1989,
though fail to predict it they did. This asymmetry in incentives leads the vast
majority of those who work on national security issues to resort routinely to
worst-case analysis as a means of covering themselves in case bad things hap-
pen on or just beyond their watch.

Investment bankers and corporations, in contrast, have much more bal-
anced incentives to think about the future. For them, a failure to anticipate an
opportunity can have very costly consequences—indeed, upside potential is
often greater than downside, since one can only lose what one owns in an
unleveraged situation. Businessmen may even be guilty of laboring under
incentive structures that are biased toward excessive optimism.

The bias against optimism in the governmental intelligence world was
nowhere more evident than in the estimates made of Iraqi weapons of mass
destruction (WMD) before the 2003 Iraq invasion. After the entry of United
Nations inspectors into Iraq in the wake of the 1991 Gulf War, the intelligence
community found itself in a Husband Kimmel–type situation. Iraq was far
closer to a nuclear capability than anyone outside of the Iraqi elite had realized
before the 1991 Gulf War. Everyone involved was under enormous psycholog-
ical pressure not to be duped again, and it was for that reason that everyone,
from UN weapons inspectors to the U.S. intelligence community to their
French and Russian counterparts, assumed that Saddam Hussein had more
capabilities than the inspections were able to uncover. After the 2003 invasion
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the world learned that the regime was incompetent, corrupt, and compartmen-
talized to the point where many senior Iraqi officials (including, at times,
Saddam himself) believed their country possessed WMD capabilities that did
not in fact exist. Before the invasion, though, it would have taken a brave (or
foolhardy) intelligence analyst to aggressively downplay the danger represented
by Iraq’s WMD programs. One who did, Scott Ritter, had his motives severely
impugned.

It is, of course, not possible to anticipate all the possible low-probability
events that may litter world history in coming months and years. And even if
one could anticipate many different futures, it would be impossible to hedge
against all of them. Hedging is usually an expensive strategy in which high
opportunity costs forsaken have to be weighed against other alternatives. So
how does one deal practically with the problem of being blindsided?

This volume is organized into five sections. The first, of which this chapter
is a part, introduces the book and examines the fact that surprise is, almost by
definition, a psychological problem. Richard Posner, author of Catastrophe,
observes, for example, that even though one can show that it would be cost-
effective to hedge against a low-probability event like an asteroid strike,
policymakers and the politicians who hire them are unwilling to pay the cost
because they simply cannot imagine such a contingency becoming real.1 It often
takes a Hollywood movie or a similar event occurring in a different country to
enable people to visualize a contingency and thus to act on it.

Important institutional constraints, moreover, make it difficult to act even
when some people can and do accurately anticipate a low-probability, high-
impact contingency. One might call this a form of “socio-surprise”
characteristic of collective psychologies. Hurricane Katrina, for example, was
one of the most fully predictable and scenario-tested natural disasters in Amer-
ican history, but that fact still did not lead to appropriate preparatory actions
or adequate crisis responses on the part of responsible officials at the local,
state, or federal levels.

The following section, “Cases: Looking Back,” looks more closely at some
historical examples of surprise—upside as well as downside—and asks why the
social and economic impacts of emergent technologies and events like the col-
lapse of the former Soviet Union and the 1997–98 Asian financial crisis were
not anticipated. David Landes, Bruce Berkowitz, and David Hale draw on their
knowledge of history and policy to pinpoint those institutional, and not just
personal, failures that prevented policymakers and others from properly antic-
ipating major events of the time.

the challenges of uncertainty 3
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The third section discusses potential future cases of surprise. William
Bonvillian, director of MIT’s Washington office, suggests ways to set up insti-
tutions so that they can deliberately create surprises—positive surprises—in
this case for dealing with energy technology and policy issues. Based on the
connected-science model that led to applied scientific advances during World
War II and thereafter to the establishment and flourishing of DARPA (Defense
Advanced Research Projects Agency), Dr. Bonvillian teases out the essence of
effective innovation systems. He then applies this essence to what a DARPA-
like innovation-generating agency would look like if applied to energy
technology. The section also includes chapters by Gal Luft and Anne Korin on
other aspects of energy policy, and by Scott Barrett on the uncertainties and
dangers concerning new, potentially global-scale diseases.

For reasons rehearsed by Richard Posner, it is clear that psychological pre-
paredness for low-probability events—even ones generated on purpose—is
both extremely important, and extremely difficult to achieve. The next section,
“Forecasting,” tackles this problem.

It is not possible to anticipate all possible futures or to hedge against even
a small proportion of them. The incentives to do so are not always present
either. After all, politicians need to get reelected in the near term and therefore
seldom have the incentive to worry about costs that will be incurred after they
have departed the stage. Yet there are nonetheless systematic ways of looking
at the future. One is through traditional cost-benefit analysis of the sort
Posner outlines, but with proper discounting of future costs and oppor-
tunities. Another way of approaching the problem is through scenario
methodology. This section thus begins with an essay by Peter Schwartz and
Doug Randall of Global Business Network.

Peter Schwartz, whose career started in Royal Dutch/Shell’s planning divi-
sion, has built a business model and career around scenario planning. He
observed many years ago that if one proceeded on the basis of a straightfor-
ward rational choice model in which one thought through different futures
and assigned probability weights to them, senior decisionmakers would sim-
ply stop thinking about the low-probability ones. The chief problem is to
overcome the psychological resistance to thinking about low-probability
futures; the company he created, Global Business Network, has engaged in
scenario planning that deliberately ignores probabilities to do precisely that.
The focus, Schwartz and Randall argue, needs to be on the decisionmakers
themselves and on the institutional constraints they face that allow them to
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avoid thinking creatively about the future. In this volume, they reflect on the
experience of scenario planning over the past two decades.

Another way of thinking systematically is to select hedges, as Robert Lem-
pert recommends in his essay, that are robust over the largest number of
possible futures. Like Schwartz and Randall, he is interested in how scenario
methodologies can help policymakers find the proper balance between bold-
ness and care in their planning functions.

Technological change has driven much economic and political change. No
wonder, then, that technological forecasting has become a staple of our world.
And yet even with skillful cost-benefit analysis and scenario techniques, tech-
nological forecasters continue to get most things wrong, failing to anticipate
major trends and overestimating the importance of the “latest great thing.”
Could this be because political and economic change also drives technologi-
cal change, that while technologists are reading the tea leaves from left to right,
reality is proceeding from right to left? Why technology forecasting is so poor
and why it will probably continue to be poor is the subject of the essay by
Mitchell Waldrop, who uses innovation in information technology as his base
example to explain why forecasting is so difficult to get right.

The Blindside conference took to heart the very nature of the subject, which
calls attention to the cognitive challenges of dealing with low-probability
events and so put a premium on getting beyond the usual solipsistic habits of
academe. As the program itself featured a debate and two discussions-in-the-
round, so those events are represented in this book. The final section, “What
Could Be,” begins with an edited transcript of a debate between James Kurth
of Swarthmore College and Gregg Easterbrook of the Brookings Institution on
what may fairly be called the philosophy of forecasting. Kurth uses his wide-
ranging intellect to creatively join developments in the geopolitical and
spiritual realms and spin out a gloomy prognosis for a declining West. Easter-
brook, drawing on his book The Progress Paradox, points out that those who
look to the facts, rather than to their fears and instincts, will find that the
world has been getting better by any number of measures and is likely to
continue doing so.2

The second and third chapters of the section feature discussions by mem-
bers of The American Interest’s editorial board, dealing in turn with inter-
national and American scenarios for low-probability, high-impact events to
come. Both the debate and the two discussions evoked novel observations that
no one participant would likely have hit upon alone.

the challenges of uncertainty 5
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There is no easy or obvious methodology that will prevent us from being
blindsided in the future. It is important, however, to understand the specific
obstacles, both psychological and institutional, that prevent us from first see-
ing the future clearly and then acting on our insights in a responsible way. The
essays in this volume lay out the conceptual problem of anticipating unex-
pected events, provide glimpses of different possible futures across a range of
regions and issues, and may even offer up some creatively practical advice
about how to plan for those futures. It is to this kind of creative thinking that
The American Interest is dedicated.

6 francis fukuyama
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A catastrophe, as I use the term, is an unexpected event that causes
great harm. The two parts of the definition fit logically because most harmful
events that are expected can be mitigated by preventive measures, often or at
least sometimes rendering them less than catastrophic. As science advances,
enabling greater predictive accuracy at least over the natural world, scientists
may be able to predict catastrophes that cannot be prevented (as well as pre-
vent some man-made catastrophes that cannot be predicted). So to be more
precise, let me substitute for “unexpected event” the phrase “event of low or
unknown probability”—that is, an event that is either low-risk or uncertain,
in the statisticians’ useful distinction between risk and uncertainty.

Catastrophes have been common enough in human history, and there is no
paradox in describing as “common” a series of events of low or unknown prob-
ability. That is because the very low probabilities of a very large number of
possibilities can aggregate to a probability close to 1. But—and here is a
paradox—the problem of dealing with catastrophes has gotten bigger simply
because the range of catastrophes that cannot be averted or mitigated has got-
ten smaller. Until recently, for example, there was no reason to worry about an
asteroid strike because nothing could be done to prevent it and little if anything
could be done to mitigate its effects. Now, by careful mapping of the orbits of
asteroids whose orbits intercept Earth’s orbit, and by skillful deployment of
rockets to nudge dangerous asteroids out of their current orbits, catastrophic
asteroid strikes can be prevented.1Early-warning systems for tsunamis are now
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available, as well. So now the question is whether to take these defensive meas-
ures, given that the required investment of human and technical resources
could also be used elsewhere. The larger the number of preventable catastro-
phes that are identified, the more difficult the issue of resource allocation
becomes.

The march of science is doing something else: It is creating more cata-
strophic risks. This is obvious in the case of modern weapons of mass
destruction, but it is also happening in more esoteric areas of scientific advance
such as genetically modified crops, nanotechnology, and robotics. Sheer eco-
nomic and population growth is doing its share, too, by contributing to global
warming but also by making certain places more vulnerable to catastrophe and
by making weapons of mass destruction more affordable. As to vulnerability,
the August-September 2005 flooding of New Orleans was a consequence in
part of economic development that had eliminated natural barriers to flood-
ing. As to affordability, there is a particularly sinister conjunction with respect
to biological weapons, because they are becoming cheaper at the same time
that they are becoming more lethal and that people and nations are becoming
wealthier. The Unabomber attacked with letter bombs; a biological
Unabomber with bioengineering skills may soon be able to attack with aerosols
of synthesized smallpox virus.

On top of all this, geopolitical changes, in conjunction with the increased
availability of such weapons, are increasing the likelihood of catastrophic
attacks. Here I refer specifically to the rise of global terrorism with apocalyp-
tic aims and suicidal means that preclude effective deterrence, the growing
instability and hostility (to the West and its allies) of the vast Muslim world,
and the emergence of heavily armed “rogue states,” notably (at the moment)
Iran and North Korea.

In sum, there are many more catastrophic risks that we can productively
worry about than ever before: more risks, and a greater proportion of prevent-
able risks. This is an uncomfortable situation for three fundamental reasons,
one psychological, a second political, and a third analytical.

Psychological Discomforts

The psychological problem is the difficulty of getting people, even most offi-
cials and many intellectually gifted people, to think seriously about
catastrophes that have not yet happened. It takes no imagination to think seri-
ously and productively about airplane crashes, forest fires, cardiac arrest, and
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other common catastrophes (large or small), because these things happen fre-
quently enough to make them part of ordinary experience. In other words,
these events do not need to be imagined. But thinking that absolutely requires
imagination is another matter altogether.

This observation has implications that are often underestimated. Imagina-
tion is a very scarce resource, and also a highly imperfect one, because
thinking  about things that have not happened is inherently more difficult
than thinking about things that have. For one thing, probabilities—things
that may or may not happen—are far more difficult to estimate than
frequencies—things that will happen sooner or later. With probabilities, too,
the human imagination is quickly overwhelmed because, while only a finite
number of things has happened, the range of things that may happen is liter-
ally infinite. It is impossible for an individual, a government, or even a
supercomputer to think about an infinite number of things. So the larger the
array of possible preventable catastrophes, the more there is to think about,
implying heavy demand and potential exhaustion of the imagination capac-
ity of the society.

This problem of cognitive overload is exacerbated—and here I verge into
the political impediments to responding to catastrophic risks—by the fact that
the human mind has great difficulty thinking in probabilistic terms, especially
when the probabilities are low. This is a problem not of having to think about
too many things at once, but of having to think about one thing that is of low
or unknown probability. Human brains did not evolve to deal easily with such
events because in the ancestral environment, as evolutionary biologists call it,
when human brains assumed their approximate current structure, there was
no payoff to being quick-witted about probabilistic events about which one
could do very little or nothing. A large and convincing literature in cognitive
psychology shows that nonexperts handle probabilistic dangers very badly,
sometimes exaggerating them unreasonably but more often writing them
down to zero, that is, ignoring them.2

In a democratic society, the reactions of nonexperts, that is, of ordinary peo-
ple, have a significant impact on public policy. President George W. Bush’s
science adviser once told me that while he appreciated that asteroid strikes
were a menace that might justify a greater investment of national resources in
detection and prevention, the investment would not be made because the
American people simply do not worry about asteroid strikes, even though
such a strike could, depending on the size of the asteroid, do incalculable dam-
age up to and including the extinction of the human race.

thinking about catastrophe 9
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Political Obstacles

The political obstacles to responding intelligently to catastrophic risks are
magnified by the short horizons of politicians and many of their constituents.
The probability of an event is a function of the time interval under consider-
ation. A biological attack on the United States is much more likely within the
next ten years than within the next week, and is less likely (though this is little
more than a guess) within the next six months than an unfavorable outcome
of the war in Iraq. So the natural tendency is to focus more on the war than on
the threat of a biological attack. Likewise, if global warming is not likely to
cause serious harm for another century or so, as many scientists believe
(though there is some unknown danger of earlier, abrupt climate change),
politicians are unlikely to take costly measures to combat it even if deferring
the measures would greatly increase the harm. Civil servants often have longer
horizons than politicians, but not much longer.

Politicians and civil servants are not the only ones with truncated hori-
zons; ordinary individuals have them, as well. Their horizons are longer (as
politicians’ horizons would be if political office were hereditary) because of
altruism toward one’s children and grandchildren and perhaps even remoter
descendants. But they are not infinite, which means that neither the current
generation nor its political representatives internalize the welfare of remote
unborn generations.

Some of the political obstacles to responding effectively to catastrophe can
be more fully appreciated by examining the tsunami that ravaged the coastline
of the Indian Ocean in December 2004. Suppose that a tsunami of that
destructiveness occurs on average once a century and kills 250,000 people.
That is an average of 2,500 deaths a year. Even without attempting a sophisti-
cated estimate of the value of life to the people exposed to the risk, one can say
with some confidence that if an annual death toll of 2,500 could be substan-
tially reduced at a moderate annual cost, the investment would be worthwhile.
A combination of educating the residents of low-lying coastal areas about the
warning signs of a tsunami (tremors and a sudden recession in the ocean);
establishing a warning system involving emergency broadcasts, telephoned
warnings, and air-raid-type sirens; and improving emergency response systems
would have saved many of the people killed by the Indian Ocean tsunami,
probably at a total cost below any reasonable estimate of the average losses that
can be expected from tsunamis. Relocating people away from coasts would be
even more efficacious, but except in the most vulnerable areas or in areas in
which residential or commercial uses have only marginal value, the costs would
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probably exceed the benefits because annual costs of protection must be
matched with annual, not total, expected costs of tsunamis.

So why were such systems not in place when the 2004 tsunami struck? First,
although a once-in-a-century event is as likely to occur at the beginning of the
century as at any other time, it is much less likely to occur during the first
decade of the century than at some time in the last nine. Politicians with lim-
ited terms of office and thus foreshortened political horizons tend to discount
low-risk disaster possibilities steeply because the risk of damage to their careers
from failing to take precautionary measures is truncated.

Second, to the extent that effective precautions require governmental action,
the fact that government is a centralized system of control makes it difficult for
officials to respond to the full spectrum of possible risks against which cost-
justified measures might be taken. Given the variety of matters to which they
must attend, senior officials are likely to have a high threshold of attention
below which risks are simply ignored (and the more senior they are, the higher
the threshold). The upper levels of the U.S. government, preoccupied with
terrorist threats, paid insufficient attention to the risk of a disastrous flood in
New Orleans, even though the risk was understood to be significant.

Third, where risks are regional or global rather than local, many national
governments, especially in poorer and smaller countries, may drag their heels
in the hope of taking a free ride on larger and richer countries. Knowing this,
and not wishing to reward and thus encourage free riding, the richer countries
may be reluctant to take precautionary measures. Again, there is a U.S. paral-
lel: State and local governments may stint on devoting resources to emergency
response, expecting aid from other state and local governments and the federal
government.

Fourth, countries are poor often because of weak, inefficient, or corrupt
government, characteristics that may disable poor nations from taking cost-
justified precautions. Again there is a U.S. parallel: Louisiana is a poor state and
New Orleans, which has a large poor population, has a reputation for having
an inefficient and corrupt government.

And fifth, the positive correlation of per capita income with value of life (see
below) suggests that it is rational (though not always easy to explain as such)
for even a well-governed poor country to devote proportionately fewer
resources to averting calamities than rich countries do. This would also be
true of a poor state or city in the United States.

Unfortunately, some of these political problems afflict not only poor coun-
tries, states, and cities; they afflict the mighty U. S. federal government as well,
as the Hurricane Katrina debacle illustrates.3 Set aside for a moment (I return
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to the point later) the question whether the levees should have been strength-
ened or other measures taken to reduce the risk of a major flood; that is the
analytical question. For current purposes the important point is that such
measures were not taken. Hence the risk of such a flood was not eliminated;
this was known (a 2002 series in the New Orleans Times-Picayune had
explained the risk of a disastrous flood in the city in great detail4); and it fol-
lowed that it might be necessary to respond to such a flood. Yet four years
after 9/11, and two and a half years after the creation of the Department of
Homeland Security, the federal government had yet to devise an executable
plan for responding to a catastrophic event in New Orleans, or, I imagine, in
any other threatened city in the United States. (I had thought Washington,
D.C., was an exception, but it turns out it was not and is not.)5

Now, this failure seems incomprehensible. Planning an evacuation would
not have been costly. It would not even have stepped on any big political toes.
The need for emergency planning was not only apparent; it was explicitly
acknowledged at every level of officialdom. So why did nothing happen? One
reason I have already discussed is that a democratic (perhaps any) govern-
ment is incapable of taking effective measures against novel threats. They do
not have to be really novel; it is enough that no major American city had
recently been inundated. The human mind, as already noted, has trouble
thinking in terms of probabilities as distinct from frequencies, and politicians
have foreshortened horizons (the probability of a disastrous flood in New
Orleans was less than 10 percent over a period of thirty years, far longer than
a politician’s horizon). Policy myopia is thus built into democratic politics and
is aggravated by the rapid turnover of appointed officials as they cycle between
public sector and private sector jobs. An official who spends only two years in
a job is unlikely to worry about what may happen decades hence. He will
receive no current benefit from planning to deal with contingencies, however
ominous, that seem to lie in the remote future.

Another obstacle to responding effectively to catastrophic risk is the pres-
sure of the immediate. Officials are continuously harassed by members of
Congress, the media, and White House staff to deal with the crisis du jour.
They are not given leisure to address future contingencies, even to the extent
of planning for them. Most of the offices in the federal government that are
formally charged with conducting long-range planning do very little of it, in
part because senior policymakers, with their truncated horizons and urgent
distractions, do not pay serious attention to such planning efforts. The prob-
lem is aggravated by the sheer number of possible catastrophes, which makes
it difficult to think systematically about responding.

12 richard a. posner
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Another obstacle, though this one is limited to after-the-fact as distinct
from preventive responses, is cultural. Americans are not fatalists. They accept,
for example, that national defense requires reserve forces and standby resources
such as manned missile silos. But they would find it difficult to understand the
use of government funds to establish a standby disaster command whose
members sit around waiting for Seattle to be engulfed in a volcanic eruption
by Mount Rainier or New Orleans to be inundated by a storm surge. Ameri-
cans accept the inevitability of evil, but not of disaster.

And then there is the deficient political culture (in part a consequence of the
social culture) that has produced the Department of Homeland Security in its
current form. The creation of the department in 2003 was among a number
of responses to the need to “do something” in the wake of the September 11,
2001, terrorist attacks. The need for better coordination of the numerous agen-
cies responsible for protecting the nation’s borders, and of the agencies that
have responsibilities for responding to catastrophes, whether natural or man-
made, was real enough. After all, America’s three main border agencies—the
Border Patrol, the Customs Service, and the Coast Guard—were located in
three different executive departments (Justice, Treasury, and Transportation,
respectively) and were incapable of effective coordination on any level. But that
did not justify placing twenty-two agencies, including the Federal Emergency
Management Agency (FEMA), a heretofore independent agency reporting
directly to the president, in a gigantic new department. The department is
centrally managed, hierarchical, with information flowing upward from the
brontosaurus’s tail to its tiny head (a handful of people, albeit some very able,
trying to control more than 180,000 civil servants), and a response groping its
way back down.

With the department’s formation, FEMA was effectively demoted in the
governmental hierarchy, losing much of its perceived importance in the
process. Appointments to its senior managerial jobs could now be used to pay
small political debts—and for the further reason that emergency response,
though a challenging specialty, is not yet a formal profession like medicine or
law, so there is a less definite sense of the proper credentials for the officials.6

And now FEMA had to stand in line, waiting its turn for the attention of the
beleaguered secretary of Homeland Security, who was struggling to assert con-
trol over his new far-flung domain. A plan formulated by FEMA for
responding to large-scale catastrophe would have to be approved not only by
the White House (which has its own Homeland Security Council, whose role
in the response to Hurricane Katrina remains obscure), but also by the Secre-
tary of Homeland Security. And the secretary was unlikely to be an expert in
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emergency response, given the breadth of his responsibilities. But this meant
that when disaster struck, the head of FEMA, an amateur in emergency
response because the job was no longer considered very important, the agency
having dropped a rung in the hierarchy of government agencies, had to con-
sult a higher official, also an amateur in emergency response.

There was another problem with sticking FEMA in an immense new
department. The department’s emphasis was on fighting terrorism, and so
preparing to deal with natural disasters got sidetracked, even though both nat-
ural and terrorist disasters can require similar responses.7 This illustrates how
placing a bureaucratic layer over heretofore independent agencies can under-
mine efforts to prevent catastrophes. The people at the top have a limited span
of attention and control and so may be inclined to focus on a single mission,
thereby curtailing the spectrum of risks that are dealt with.

What I am calling a deficient political culture is in part a result of the “do
something” attitude of a nation of nonfatalists but probably in greater part a
result of the interaction between a decentralized government structure
designed in the eighteenth century and the enormous challenges to govern-
ment thrust upon it by the complexity and diversity of modern America and
its position in the world. The separation of the legislative and executive
branches (which are effectively fused in a parliamentary system, such as that
of the United Kingdom), aggressive judiciaries, and the distribution of govern-
ment power among federal agencies, the states, and local governments make
timely and coherent government action difficult at best, and perhaps impos-
sible in dealing with subtle novel challenges.

Analytical Problems

The analytical problem of dealing effectively with catastrophic risks lies in the
limitations of cost-benefit analysis. A cost-benefit analysis is the rational way to
determine what if anything to do about the risk of something bad happening.
In a simple analysis, first multiply the cost of the event if it materializes (say, a
flood) by the probability that it will materialize if no (or no additional) preven-
tive measures are taken. That will give the expected cost of the bad event. Next,
calculate the cost of the measures necessary to prevent the event from occurring
(that is, to eliminate the risk) and compare the two figures. If the expected cost
of the event exceeds the cost of prevention (a cost measured by the value that
the resources used for prevention would earn in their best alternative employ-
ment), adopt the measures. So, for example, say there is a 1 percent chance of a
flood that would cause $1 billion in damages, making  the expected cost of the
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flood $10 million, and also assume the cost of averting the flood would be $9
million. As a first approximation, the preventive measure should be adopted. (It
is only a first approximation because one must consider whether that $9 mil-
lion might be invested even more productively elsewhere, of which more
below.) A slight complication is that the measure may reduce rather than elim-
inate the risk; in that case, the reduction in expected cost is what is to be
compared with the cost of (partial) prevention, that is, risk reduction.

Cost-benefit analysis of responding to catastrophic risk is often feasible.
The flood caused by Hurricane Katrina is an example. In 1998 it was estimated
that preventing such a flood would cost $14 billion; the estimated “economic”
cost (that is, ignoring loss of life and physical and emotional suffering) of the
flood was estimated at $100 billion–$200 billion;8 and the Army Corps of Engi-
neers estimated the annual probability of such a flood at 1 in 300.9 Taking the
lower cost and assuming that the $14 billion investment would eliminate the
probability of a flood within thirty years—a period in which the probability of
a flood (if the measures were not taken) would be a shade under 10 percent—
yields an expected benefit from the flood-control measures of $10 billion. The
proposed measures therefore flunked a cost-benefit test, since $10 billion is less
than $14 billion.

They should not have flunked. The calculation of future benefits ignored
the fact that the benefits are likely to grow—a flood that occurred thirty years
hence would be likely to do more damage because property values would have
increased—although these enhanced future benefits would have to be dis-
counted to present value. Worse, the analysis ignored the expected loss of life,
and other human suffering, that a massive flood would cause. There is a sub-
stantial economic literature inferring the value of life from the costs people are
willing to incur to avoid small risks of death; if from behavior toward risk one
infers that a person would pay $70 to avoid a 1-in-100,000 risk of death, his
value of life would be estimated at $7 million ($70/.00001), which is in fact the
median estimate of the value of life of an American. (These estimates are sen-
sitive to incomes, as I noted earlier; the less money people have, the less they
will allocate toward minimizing risks of death, which will automatically
depress the measured value of life.)

The utility of this transformation is simply that, once a risk is calculated, its
expected cost is instantly derived simply by multiplying the risk by the value
of life. But a more intuitive way to understand the “value of life” estimates is
as a summation of the value that people place on avoiding slight risks. A 1-in-
100,000 risk of death implies that if 100,000 people are exposed to the risk, 1
will die. If each of the 100,000 would demand $70 to bear the 1-in-100,000 risk
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of death, then the total demanded would be $7 million, and we can simply call
this, for simplicity’s sake, the value of the life of the 1 person who did die.

Now, the method just outlined—call it classic cost-benefit analysis—for
dealing rationally with potential adversity unfortunately tends to break down
in catastrophic situations. The stumbling blocks include difficulties in esti-
mating probabilities (less commonly in estimating costs and benefits), in
prioritizing risks, and in discounting for futurity; these are apart from the
cognitive (and other psychological) and political factors discussed above.

Two common confusions need first to be dispelled. The first is that all cat-
astrophic risks are low-probability events; the second is that public policy
should focus on high-probability events, such as heart attacks.

Statisticians distinguish between risk and uncertainty. A risk is a contingent
event to which a numerical probability can be assigned; a contingent event is
uncertain if no probability can be assigned. When someone says that he is
much more likely to die of a heart attack than be killed by a terrorist, he is
implicitly assigning a low probability to a terrorist attack. That is a mistake; the
probability of such an attack cannot be determined. Terrorist attacks have
been infrequent causes of death, relative to heart attacks, in the past, but there
is no basis for thinking that the future of terrorism will be similar to its past.

Even if it were known that terrorist attacks would continue to be infre-
quent and to inflict relatively limited damage (relative to the damage that
would be inflicted, say, by a terrorist attack with weapons of mass destruction),
it would not follow that resources should be reallocated from the struggle
against terrorism to the struggle against heart disease. Probability is not the
only factor in cost-benefit analysis. Considering the average age of heart-attack
victims and the ability to reduce the likelihood of such an attack by modify-
ing one’s behavior, society may well already be spending the cost-justified
amount of money (or more) on the prevention of heart attacks.

Some catastrophic risks can be quantified: the flooding of New Orleans is
one example, and another is the range of possible asteroid collisions, about
which a fair amount is known because of the long geological history of the
earth and the moon. But for most catastrophes, risks cannot be estimated;
some cannot even be bounded (except between 0 and 1!). Those are the cases
of genuine uncertainty in the statistician’s sense.

If one cannot estimate risk, one cannot do cost-benefit analysis. But that
does not leave us completely stymied. Two remedial techniques merit more
widespread use. One I call “inverse cost-benefit analysis.” It involves calculat-
ing the implied risk from data on the cost of the catastrophe if it occurs and on
the amount of money currently being spent to avert the risk of its occurring.
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That is, if the government is spending $1 million on trying to prevent a catas-
trophe that, if it occurs, will cause damage of $100 million, the implication is
that the government reckons the risk of the catastrophe as 1 percent or less,
since the expected cost of a 1 percent risk of a $100 million loss is $1 million.
If the real risk is higher and could be averted by an additional expenditure less
than that added risk, the government is underspending. This explanation is a
little oversimplified, but it will do to illustrate the potential utility of the tech-
nique. The table, taken from my book Catastrophe, shows how application of
the technique strongly suggests government underspending.

Another technique for approximating cost-benefit analysis under condi-
tions of uncertainty goes by the name “tolerable windows” and is illustrated in
the figure. The marginal benefits (mb) and marginal costs (mc) of measures to
reduce or eliminate some catastrophic risk are shown as functions of the quan-
tity of precautions taken, with the optimal level of precautions (q*) given by
the intersection of the two functions. Suppose the optimum cannot be deter-
mined because of uncertainty about costs, benefits, the discount rate, or
probabilities. Nevertheless enough may be known about the benefits and costs
to be able to create the “window” formed by the two vertical lines.10 Notice that
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at the left side of the window frame, the benefits of a further effort to elimi-
nate or prevent the catastrophe in question comfortably exceed the costs, while
at the right side costs exceed benefits. Staying within the window gives some
basis for confidence that the measures, while they may not be optimal, are
neither grossly inadequate nor grossly excessive. This technique might  be
plausibly applied to the current funding of asteroid defense—which is proba-
bly well to the left of the left side of the window.

Using cost-benefit analysis to design optimal responses to catastrophic risks
presents a priorities problem that arises from the infinite number of such risks.
By discussing just a few, I have made the analytical task seem simpler than it
is. Suppose the number of catastrophic risks worth worrying about, consider-
ing their magnitude and the feasibility of reducing them, is set at 100; even if
preventive measures for each of them pass a cost-benefit test, it will be unclear
how many of those measures should actually be adopted, since their benefits
have to be compared with the benefits of alternative use of resources, uses that
may have nothing to do with catastrophes. Policymakers could impoverish
the country and the world by focusing excessively on eliminating catastrophic
risks.

A partial answer is that the catastrophic risks tend to come in clusters from
a prevention or response standpoint. Many of the measures for preventing or
mitigating a bioterror attack will also prevent or mitigate a natural epidemic.
An evacuation plan for a city such as Seattle, San Francisco, or New Orleans
that is vulnerable to a natural disaster will also serve if the city is the victim of
a WMD attack. Measures to reduce demand for oil will both alleviate (though
I fear only slightly) global warming and reduce the likelihood of a catastrophic
energy shortage resulting from our dependence on unstable and potentially
hostile oil-exporting nations.

Finally as to the problem of discounting: If there is a temporal mismatch
between costs and benefits, discounting will be required to enable a cost-
benefit analysis to be conducted. The benefits of eliminating a catastrophic risk
consist of the benefits of eliminating, say, a 1 percent chance of a flood this year,
a 1 percent chance of a flood next year, and so on indefinitely. The probability
of an event tends to rise with the interval over which the probability is assessed.
The probability that an event with a 1 percent annual probability of occurring
will in fact occur over the next century is not 100 percent but is close to it. This
means that most of the expected cost of the event will lie in the future, perhaps
the very distant future, even if the annual probability stays the same. If soci-
ety values the future less than the present, the sum of the benefits of
eliminating the risk will thus be smaller than simply the multiple of the first-
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year benefits and the number of years the risk is expected to persist if nothing
is done about it.

So the question becomes how heavily to weight expected costs that will be
borne in the distant future. In noncommercial settings, as where one is trying
to decide what weight to give to the expected cost of a tsunami in the third mil-
lennium, there is no intellectually satisfying answer. The only remotely
satisfactory approach goes by the name “limited horizons.”

To understand what is meant by “limited horizons,” consider that the pres-
ent value of an infinite stream of costs discounted at 4 percent is equal to the
undiscounted sum of those costs for twenty-five years, while the present value
of an infinite stream of costs discounted at 1 percent is equal to the undis-
counted sum of those costs for one hundred years. So one might argue for the
4 percent rate (that is, for truncating concern for future welfare at twenty-five
years) by saying that the current generation is willing to weight the welfare of
the next generation as heavily as its own welfare, but that is the extent of its
regard for the future. Or one might argue for the 1 percent rate by saying that
the current generation is willing to give equal weight to the welfare of every-
one living in this century—including themselves, their children, and their
grandchildren—but beyond that they don’t care. Looking at future welfare in
this way, one may incline toward the lower rate—which would have dramatic
implications for the willingness to invest today in limiting global warming. The
lower rate could even be regarded as a ceiling.

After all, most people have some regard for human welfare, or at least the
survival of some human civilization, in future centuries. We ought to be grate-
ful that the Romans did not try to exterminate the human race in chagrin at
the impending collapse of their empire. Since we owe future generations some-
thing like that consideration, we simply cannot afford in this day and age not
to think about catastrophic risks. But thinking about them is very difficult,
doing something practical about them even more so. Society therefore faces a
great challenge, to which it had better rise. There cannot be any assurance that
policymakers will heed cost-benefit analyses that reveal clear and substantial
benefits from measures of prevention or mitigation of catastrophic risks. Such
analyses are not a sufficient condition of wise policy, but they are probably a
necessary condition.
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Part I

Cases: Looking Back
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Surprise in human life comes in many forms and time frames. When
the first mosquito of the season in the back yard surprises a person, who slaps
at his ankle in reaction, the entire episode can be measured in just a second.
Military surprises affecting entire societies, like the Japanese assault on Pearl
Harbor and the September 11 attacks, are events that typically unfold within
a day or days, even though weeks or months may have gone into secret prepa-
rations. Surprises in the economic domain, such as a major recession or a deep
regional financial crisis, emerge over a still longer period—weeks and months,
with traceable repercussions that may last for years.

The psychological meaning of surprise, therefore, is very much dependent
on its context. If one were still surprised by that mosquito a half hour after the
event, that would be odd. If a person stopped being surprised, on reflection,
about the way the cold war ended, so quickly in relative terms and without a
shot being fired, that would also be odd, but for entirely different reasons—for
that surprise is based not on a simple and immediate sensory reaction but on
an array of expectations of a far more abstract kind.

Beyond military, geopolitical, and economic surprises are surprises that
emerge even more slowly—those that seem surprises only in what might be
called deep retrospect. To understand what “slow surprise” comes to when
one contemplates phenomena that unfurl not over seconds or weeks or
months or even years, but over a decade or more, one has to step back farther
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than usual to acquire the right perspective. That is what has to be done in dis-
cussing the history and sociology of science and technology. For that purpose,
in staking out the farther reaches of the “blindside” concept, technological
surprises must be considered not by looking at what seems most novel in the
last few issues of Nature, for example; it would be impossible properly to
understand their impact, for the simple reason that there has not yet been an
impact. One can look back to some major advance that shaped the world of the
twentieth century and that, by the way (but not entirely incidentally), pro-
duced the essential backdrop against which pivotal surprises of shorter
gestation periods occurred. This big and slow surprise arose from an unex-
pected (from the vantage point of one century ago) combination of scientific
and technological change: the automobile, oil, and electricity—the interrelated
triple surprise of the early twentieth century.

Lord, Mr. Ford, What Have You Done?

Some several years ago the editors of the New York Times invited some people
to write essays on major innovators, the people who, in the estimation of those
invited to write, did most to change the world we live in. I was invited and
chose to write about Henry Ford. The editors rejected the essay because, they
said, they did not like my choice of subject. They did not like Henry Ford. I do
not blame them for that; I did not—and still do not—like Henry Ford either.
He was, among other things, an obnoxious and active anti-Semite, vicious and
irrational even in his own generation. Still, I was right and the New York Times
was wrong on the merits, for the same reason that Time magazine has over the
years rightly selected quite odious candidates for their “person of the year.” The
criterion set forth is not general popularity but impact. Henry Ford did more
to change the material world than any person of his era: He made the automo-
bile an available necessity. And that was a surprise that virtually no one who
was present at the invention of the automobile expected.

In the early days the automobile was the story of an expensive toy, some-
thing to play with, perhaps in competition. Ford himself was a racing car
driver. The automobile then developed into a luxury substitute for horses or
for horses and carriages. There was a multitude of automakers: hundreds of
them, each making an individualistic product to suit the desires and tastes of
its customers. To be sure, the constraints of technology, plus visual and per-
formance characteristics, led irresistibly to standardization. But the auto was
complicated enough to provide plenty of opportunity for variation, especially
for what was overwhelmingly at first a well-to-do clientele.
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Such was the social and economic location and role of the automobile in its
early years, but Henry Ford changed all that. His contribution lay in his sense
of superior technical judgment, which freed him of the need to cater to cus-
tomers’ tastes. “They can have any color they want,” Ford famously said, “so
long as it’s black.” The result was the cheapest of standardized cars, made of
standardized parts fabricated through techniques of mass production. Some of
this mass production entailed a sacrifice of quality at customer cost in both
money and safety.

This was a basic manufacturing choice whose implications endured for
many years. Remember the Ford Pinto of the 1970s and 1980s? This was one
downstream consequence of Ford’s efforts to economize by making body parts
serve more than one purpose. Thus, the top of the Pinto’s gas tank was also
used as the bottom of the rear seat, and this, I don’t have to tell you, gave rise
to an unusually high frequency of fiery fatal accidents. The Ford Motor Com-
pany ended up paying lots of money to victims who had the good sense and
the awareness—and were lucky enough still to be alive—to go to a lawyer and
sue the Ford Company. As it happened, the company had already calculated
what it might cost to pay the victims of the Pinto technique, and this showed
that the Ford Motor Company saved more thereby than it paid out. The com-
pany did not begin to behave differently until new federal rules forbade auto
manufacturers to do that kind of thing.

Ford, of course, was not alone in moving toward standardization and
cheaper—meaning of lesser quality and greater affordability—automobiles. Its
greatest competition came from companies like General Motors, which made
a range of vehicles aiming at a range of incomes and uses. For several years in
the 1920s and 1930s, Ford was making more or less one kind of car. General
Motors put itself forward as the manufacturer of a variety of cars that would
appeal to a broad range of American buyers. William Durant, the visionary
who dreamed of an auto company selling to a stratified market, once tried to
sell a banker (J. P. Morgan himself) on his dream of auto success. Durant pre-
dicted hundreds of thousands of cars on the road in a matter of a few years.
Morgan threw him out of his office.

Well, Durant was right and Morgan was wrong. But Morgan kept his money
and Durant lost a fortune. It was his successor, Alfred P. Sloan, and the DuPont
representatives, who made General Motors the biggest car company in the
world. Ford remained second.

Now the success of the auto rested on more than simple carriage building
and marketing insights. Most people could still do better relying on trains, sub-
ways, and trolleys to get around. Even if they could afford an automobile in
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some absolute sense, that did not make it the wisest transportation choice for
most people, especially in cities. The auto won its buyers by improvements in
engines, starters, steering systems, tires, bodies, and fuel. These improvements
made the difference between self-reliance and dependence on chauffeurs. This
does not occur to most of us today; it is a surprise to grasp the fact that the kind
of people who could afford an auto early in the twentieth century could afford
a chauffeur, too. A manufacturer who wanted to sell lots of autos to ordinary
middle-class American drivers had to devise improvements that made it easy to
start a car, easy to steer it, easy to stop it, and easy to fix it.

Now to do this, it was necessary to have widely available a variety of com-
ponents and materials: petroleum, electrical batteries, rubber, and steel. And
the auto was both the beneficiary of these components in its rise to becoming
a necessity, and a generator of them, as well. This brings us to the second of our
three connected surprises: petroleum.

Black Gold

Petroleum went way back, of course. The pillar of fire the Israelites followed
upon their exodus from Egypt was probably petroleum’s first introduction
into literature, and that was a very long time ago. At first petroleum’s value was
for illumination and lubrication, including its form as paraffin wax. That is
how things remained through the third quarter of the nineteenth century.
Fuel uses followed, however, and that changed everything.

The use of petroleum for fuel did not start with automobiles. It started as
a fuel for ships at sea, replacing or supplementing coal-fired ships. With the
automobile coming along, however, there was now a vehicle ready to use petro-
leum to drive it. That led to a greater than anticipated demand.

People first found petroleum where they knew it was, for they could see it
coming up from the ground. But with the demand furnished by the automo-
bile, people began exploring for petroleum, and they also turned their
attention to better ways of extracting, refining, and transporting the product.
Indeed, the key technical consideration was the need for refining and trans-
porting, and these, far more than finding supplies, were the basis for great
fortunes in this field—including that of the Rockefellers and other petroleum
entrepreneurs.

Refining turned out to be the easier of the tasks; the special problem was
transport. John D. Rockefeller built his fortune through his control of rail
transport. Believe it or not, he missed out at first on pipelines, but he had so
much money and economic clout that when he eventually realized his mistake,
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he could still take over the pipeline oil industry. Meanwhile, the invention of
the auto changed completely the significance and value of the petroleum
industry. And in time, of course, motor vehicles as much and then more than
rail transport ended up taking care of the petroleum transport problem—a
perfect example of industrial-age symbiosis.

A Family Romance

The third great technological surprise of the early twentieth century was elec-
tricity. Electricity was a form of energy that lent itself to the newest and most
ingenious devices, as anyone who has ever heard of Thomas Alva Edison is
aware. One needs energy to generate electricity, and everyone knows that
petroleum can be used to do that. So petroleum became key to both power
generation and transportation.

What will come as a surprise to many, however, concerns how people fig-
ured out ways to find all the petroleum needed for transportation and power
generation, and this is a story that emphasizes the role of luck and brains:
what may be called the “Schlumberger Romance.”

The Schlumberger Romance starts with a family from Alsace, an early cen-
ter of European industry. They were a family with carefully considered
alliances, of cultivated education and cultivated Calvinist diligence. The
Schlumberger family was one of the most successful of a group of such indus-
trial families, and it cultivated ties to the other industrial dynasties of the
region: the Japie, the Kirclan, and the Dulfuse. The Schlumbergers built their
initial fortune on textiles and then on textile machinery. They were successful
builders of the French catch-up to the British Industrial Revolution in the
nineteenth century, but politics and war interfered. One branch of the family
left Alsace in the 1870s and moved to Paris, the center of French higher edu-
cation and of the competitive Grandes Ecoles. The father had very bright
children and high hopes. He sent them to these selective schools, and he offered
to finance their careers if they devoted themselves to science and engineering.
The subject of his choice: electricity.

The Schlumberger line of experiment and inquiry involved using electrical
current to read and predict the content of unseen surfaces, including unseen
spaces beneath the earth’s surface. The first of these were subsurface areas that
could then be checked and verified, for one could not proceed unless one knew
if the machines worked. And where better to find out than in the tunnels of the
early Paris Metro? So this is what the scions of the Schlumberger family did,
and this in time made possible the development of a language of electrical
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reading, minerals, empty space, geological structures and so forth. This tech-
nology turned out to be useful for a variety of purposes. Finding petroleum
deposits was not what the Schlumbergers had originally in mind. Nonetheless,
that turned out, in distant places, to be the most valuable use of all.

So here are the ingredients of the triple surprise: the vehicle, which needs
petroleum; and the way to find and move and refine that petroleum; and elec-
tric energy as needed. But then World War II came, Paris again fell to the
German invader, and the Schlumbergers fled France to Texas, where they
already had oil interests. There they put a son-in-law in charge of the business,
most unusual from the French point of view. The son-in-law changed his
name from “Jean” to “John,” so he could look and sound American; but when
he went back to France, he called himself “Jean” again. And he called himself
“de Menil,” and the “de” told all the French that he was a person of noble
extraction—DNA extraction, not oil.

No one could possibly have anticipated the triple surprise a hundred years
ago. Sometimes, oftentimes really, surprise is a result not of one line of devel-
opment taking off in rapid or unexpected directions, but rather the result of a
confluence of independent developments that somehow link up. Technologi-
cal surprise, seen in retrospect, is often a compound as well as a “slow” surprise.
It all makes sense when it is seen from today’s perspective, but no one could see
it looking forward.

This triple surprise has seemed to most people to be a very happy story
(except, perhaps, for those people who bought a Pinto). It was a story of
progress, affluence, fortunes made, and freedoms won. Alas, despite the suc-
cessful prospecting pioneered by Schlumberger and others, the number of
autos and their energy appetites may now be surpassing the supply of fossil
fuel. The twentieth century was the century of the automobile and of Henry
Ford, but now the big question is what will be the next surprise, and where will
it take us from here? Of course, we cannot possibly know the answer. That is
a “slow surprise” in the making for our successors, after all. We wouldn’t want
to spoil their fun.
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It is commonly believed that the U.S. intelligence community failed to
anticipate the collapse of the Soviet Union. Indeed, many of the U.S. officials
who received intelligence about the Soviet Union, its decline in the late 1970s
and 1980s, and its final crises in the 1989–91 period, believe to this day that
they were not warned—that they were, in effect, “blindsided.”

This is odd, because the documented record shows that the intelligence
community performed much better than most people seem to think. Indeed,
this record suggests that U.S. intelligence provided about as good a product as
one could reasonably expect. It detected the slowdown in the Soviet economy;
it noted that the Soviet leadership was running out of options to save the
country; it stipulated a set of conditions that might signal the crisis had
reached a tipping point; and it notified top U.S. leaders when these conditions
were met.

So these facts raise two questions: Why do so many people think the intel-
ligence community failed? And why do many of the U.S. officials who were
professional consumers of this intelligence still feel that they were not ade-
quately warned? First, however, the nature of these questions should be noted.

In part, the questions are not about empirical realities but about perceptions
of those realities. To use a photography metaphor, the questions are asking not
about the “picture” out there, but about the “camera” in human heads. As
such, the questions are not asking about the external conditions that produce
surprise, but rather, the collective cognitive architecture of surprise. Put another
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way, leaders usually do not “get” blindsided; they blindside themselves by how
they perceive intelligence, by the mental hurdles intelligence must surmount
before it can change their perceptions, and in the constraints that limit their
ability to act on information.

The questions are also about wishful thinking. As will be seen, deep down,
officials seem to want intelligence to make decisions for them, when, in real-
ity, it rarely can.

The Record, on Background

In 1995 Jeffrey Richelson brought to my attention several intelligence assess-
ments and National Intelligence Estimates (NIEs) that had been declassified
and cited in a study that Kirsten Lundberg carried out for the Kennedy School
at Harvard.1 Richelson, a scholar at the National Security Archive, is one of the
most frequent users of the Freedom of Information Act (FOIA) and has over
the years assembled an extensive database of declassified, leaked, and officially
released intelligence products. When Richelson saw the citations in the
Kennedy School study, he requested the documents under FOIA.

Richelson realized that these assessments were at odds with the popular
conception that the intelligence community had failed to anticipate the col-
lapse of the Soviet Union. The documents, since supplemented by others
published by the CIA’s Center for the Study of Intelligence, provide a factual
basis for evaluating the intelligence community’s record. Richelson and I
agreed to develop our own assessment of the U.S. intelligence community’s
performance and to consider how the distorted views of its Soviet analyses had
developed. We interviewed most of the officials who participated in develop-
ing the analysis and several of the key consumers who served in the White
House under George H. W. Bush.2

We concluded that the performance of the U.S. intelligence community in
anticipating the decline and collapse of the Soviet Union was generally good and
sometimes outstanding. The intelligence community faced three basic tasks:

—First, analysts had to detect the overall slowdown of the Soviet economy
and assess the underlying political, economic, and demographic factors that
would make it difficult, if not impossible, for the Soviets to recover. This long-
range analytical task had a time frame of approximately five to ten years, partly
because that is the length of time such tidal socioeconomic changes require,
and also because that encompasses several U.S. electoral cycles. This long-
range warning gives elected officials time to reshape U.S. strategy and the
electorate time to absorb and (perhaps) support it.
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—Second, the intelligence community had to detect shorter-range trends
that could plausibly lead to a crisis in Soviet politics and trigger collapse. Ana-
lysts had to postulate plausible scenarios and, as the Soviet Union drew closer
to a crisis state, compare the probability of one scenario with another. This
kind of warning, with a one-to-five-year time frame, permits a president to
make significant adjustments during his term. The challenge here was partly
one of imagination and partly one of understanding how to weigh the various
political and economic factors that would determine the outcome.

—Third, the intelligence community had to warn U.S. officials when the
Soviet collapse was imminent and the final endgame under way. The time
frame for this task was a year or less. Analysts had to postulate specific “gates”
that developments would need to pass through for the endgame to be triggered
and then determine whether those gates had been passed.

Note that each task requires an increasing level of specificity and, by exten-
sion, that there were three opportunities in which U.S. intelligence analysts
could fail. Note also that these levels of warning are interrelated. If analysts and
officials are unaware of strategic changes in their adversary, they are less likely
to succeed at tactical warning, and if they have failed the tactical problem,
they will more likely be unprepared for the task of immediate warning.

Long-Range Warning

The challenge of anticipating the Soviet collapse was even greater for U.S.
intelligence because the very notion of collapse was inconsistent with the
thinking of most Western analysts and scholars. The prevailing view up to 
the late 1970s was that the Soviet Union would evolve, not collapse. It is 
true that some Sovietologists had long believed that a multiethnic, non-
democratic state dependent on a centrally planned economy was inherently
unstable. Indeed, this was the assumption upon which containment was
based.3 But hardly any of these scholars were willing to hazard a time frame
for a Soviet implosion. So their views were more of a theory than an intelli-
gence estimate.

But by the mid-1970s there were growing signs that the Soviet economy and
political system had ingrained, systemic problems. In the intelligence com-
munity, this economic slowdown was a basic underlying assumption for most
intelligence analyses of the Soviet Union from the mid-1970s onward. Up to
then, assessments often cited problems in the Soviet economy such as agricul-
tural shortfalls and competition for resources and manufacturing capacity.
After this point, it was generally understood that the Soviet Union as a whole
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was stagnating or declining economically, and that this slowdown would have
profound political effects.

The main disagreement within the intelligence community was about how
severe the effects of economic stagnation might be and how the Soviets would
deal with them. The CIA and the Defense Intelligence Agency (DIA) took dif-
ferent approaches to measuring gross domestic product. In addition, while
the CIA believed the economic slowdown might hinder the Soviet military
buildup, the DIA believed that the continuing evidence of a military buildup
illustrated that the Soviets were determined to outpace the United States
despite economic constraints.

But hardly anyone in the intelligence community—especially the CIA—
argued that the Soviets were in great shape, despite what some critics of the
agency might suggest today. For example, in July 1977, the CIA reported the
following:

The Soviet economy faces serious strains in the decade ahead. The sim-
ple growth formula upon which the economy has relied for more than
a generation—maximum inputs of labor and capital—will no longer
yield the sizeable annual growth which has provided resources needed
for competing claims. . . . Reduced growth, as is foreshadowed over the
next decade, will make pursuit of these objectives much more difficult,
and pose hard choices for the leadership, which can have a major impact
on Soviet relations with Eastern Europe and the West.4

This assessment of a stagnating Soviet economy was, in turn, reflected in U.S.
national strategy. Presidential Directive 18, which defined U.S. national strat-
egy in the Carter administration, said that, “though successfully acquiring
military power matching the United States, the Soviet Union continues to face
major internal economic and national difficulties, and externally it has few
genuinely committed allies while lately suffering setbacks in its relations with
China, parts of Africa, and India.”5

The Reagan administration went a step further by arguing that the United
States could take advantage of these weaknesses and, through a planned, inte-
grated strategy, accelerate the metamorphosis of the Communist regime. The
resulting policy was a combination of economic pressure (through an arms
race and trade sanctions) and political and military pressure (by supporting
opponents of the Soviets and their allies in Eastern Europe, Latin America, and
especially Afghanistan). According to National Security Decision Directive 32,
U.S. goals were to “foster, if possible in concert with our allies, restraint in
Soviet military spending, discourage Soviet adventurism, and weaken the
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Soviet alliance system by forcing the USSR to bear the brunt of its economic
shortcomings, and to encourage long-term liberalizing and nationalist ten-
dencies within the Soviet Union and allied countries.”6

In the late 1970s, though, before he became president, not even Ronald
Reagan was willing to propose that the Soviet Union was on a course to col-
lapse. In his speeches and essays during this period, Reagan was fully prepared
to argue that the Soviet Union was evil and that its economy was inefficient and
unable to sustain itself indefinitely. But he was not ready to say that it was on
a course to collapse or that U.S. policy could accelerate this collapse. Reagan did
not make those statements until after he entered office, specifically in his June
1982 address to the British Parliament, and his March 1983 speech to the
National Association of Evangelicals.7

If the documentary record is clear, then why do so many people believe
that the intelligence community failed to detect the Soviet Union’s social and
economic problems in the late 1970s? 

One reason may have been that, at the time, the Soviet Union seemed ascen-
dant. It had matched and even surpassed the United States in several measures
of military capability, such as numbers of intercontinental ballistic missiles. It
had expanded its influence through military cooperation treaties with clients in
Asia, Africa, and the Middle East. The popular media (and the intelligence com-
munity) duly reported these events, and so the zeitgeist was that the Soviets
were strong, and the United States was stuck in malaise. Since American offi-
cials did not effectively challenge this view in public, it was logical for Americans
to conclude later that this reflected the intelligence they were reading.

Besides, there was nothing inevitable about Soviet collapse in the late 1970s.
At that point many outcomes were possible. A more ruthless leader might
have held the state together for another ten or fifteen years; witness Alexander
Lukashenko in Belarus or Kim Jong-Il in North Korea. A more flexible leader
might have managed a “soft landing” for the Soviet Communist Party; witness
the current situation in China. It was impossible to provide a more definitive
estimate fifteen years before the fact because the future was not yet certain. It
never is.

Intermediate and Immediate Warning

By the early 1980s, the faltering Soviet economy was a given, the assumed con-
text within which the intelligence community viewed Soviet political and
military developments. For example, in 1985, as Mikhail Gorbachev took con-
trol, the National Intelligence Estimate on the Soviet domestic scene
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encapsulated the fundamental weaknesses in the Soviet state. It did not yet say
that the conditions for collapse were present, but it explained how such a path
was possible:

The growth of the Soviet economy has been systematically decelerating
since the 1950s as a consequence of dwindling supplies of new labor, the
increasing cost of raw material inputs, and the constraints on factor pro-
ductivity improvement imposed by the rigidities of the planning and
management system. . . .

The USSR is afflicted with a complex of domestic maladies that seri-
ously worsened in the late 1970s and early 1980s. Their alleviation is
one of the most significant and difficult challenges facing the Gorbachev
regime. . . .

Over the next five years, and for the foreseeable future, the troubles of
the society will not present a challenge to the system of political control
that guarantees Kremlin rule, nor will they threaten the economy with
collapse. But, during the rest of the 1980s and well beyond, the domes-
tic affairs of the USSR will be dominated by the efforts of the regime to
grapple with these manifold problems. . . .

Gorbachev has achieved an upswing in the mood of the Soviet elite
and populace. But the prospects for his strategy over the next five years
are mixed at best. . . .8

It is noteworthy that the forecasting horizon of the 1985 NIE was five
years—normal for an NIE—and that the Soviet collapse occurred just beyond
that horizon. It was still premature in 1985 for a definitive forecast. As the
Soviet situation got progressively worse, so did the prognosis by the intelligence
community. By spring 1989—more than two years before the attempted coup
that led to the ultimate collapse of the regime—the intelligence community
was telling U.S. leaders that the situation was essentially irretrievable and that
a catastrophic end (from the Soviet leadership’s point of view) was possible.
The 1989 NIE said: “It will be very difficult for [Gorbachev] to achieve his
goals. In the extreme, his policies and political power could be undermined and
the political stability of the Soviet system could be fundamentally threatened.
. . . [A]nxiety, fear, and anger [of the Soviet political elite] could still crystal-
lize in an attempted coup, legal removal of Gorbachev, or even assassination.”9

In April 1991 the Office of Soviet Analysis (SOVA), the office within the
Directorate of Intelligence that followed developments in the USSR, told U.S.
leaders explicitly that the Soviet Union was in a state of crisis, offered a poor
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prognosis, and spelled out specific scenarios in which the regime could
implode. In a memo titled,“The Soviet Cauldron,” the director of SOVA wrote,

The economy is in a downward spiral with no end in sight . . . inflation
was about 20 percent at the end of last year and will be at least double
that this year . . . reliance on a top-down approach to problems, particu-
larly in regard to republics, has generated a war of laws between various
levels of power and created a legal mess to match the economic mess. . . .
In this situation of growing chaos, explosive events have become increas-
ingly possible.10

The memo then went on to describe possible outcomes, which included the
assassination of Gorbachev or Boris Yeltsin, or a coup by “reactionary leaders
who judge that the last chance to act had come”—which is, of course, exactly
what later occurred.

Did the intelligence community provide immediate warning of the coup
that triggered the final events of 1991? George Bush recalls in his memoirs:

Besides the coup rumors in July, which Gorbachev had dismissed, there
had been some recent indication that the hard-liners in Moscow might
be up to something. On Saturday morning, August 17, Bob Gates had
joined me at breakfast where we went over the Presidential Daily Brief-
ing. In it was a report that the prospective signing of the Union treaty
meant that time was running out for the hard-liners and they might feel
compelled to act. Bob thought the threat was serious, although we had
no specific information on what might happen or when. The next day
the plotters struck.11

Robert Gates, then deputy national security adviser, and soon to become direc-
tor of central intelligence, recalls the same briefing this way:

CIA warned us at the White House that once the signing date [for the
Union treaty] was set a deadline of sorts would be established for the
conservatives to act. The changes that would follow signature, together
with public sentiment, would make action after that date much more dif-
ficult. . . . [I]t fell to me on August 17 to hand the President his CIA
President’s Daily Brief, which warned of the strong chance that the con-
servatives would act within the next few days. It said, “The danger is
growing that hardliners will precipitate large-scale violence,” and
described their efforts to prepare for an attempt to seize power. . . .
[Bush] asked me if I thought the situation was serious and if the Agency’s
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warning was valid. I explained the meaning of the August 20 signing
ceremony, and said I thought he should take the PDB warning quite
seriously.12

Note how Bush and Gates score this event differently, even though they basi-
cally agree on the facts. Gates believes he gave Bush warning because the CIA
had previously established the prerequisite conditions for there to be a coup,
and he says that the president’s daily briefing for August 17 indicated that
those conditions were present. Bush wanted to know whether any specific
datum indicated what might happen or when, and Gates had no such specific
datum.

These two different slants on the same material suggest just how controver-
sial an assessment of whether one was “blindsided” can be, and they also
highlight exactly where, if anywhere, the intelligence community fell short. To
reach this last step in anticipating the Soviet collapse, the CIA would have
needed first-hand information from the plotters themselves. Analysis alone
can never fill that kind of gap, if only because at best an analysis is a probabil-
ity assessment necessarily based on inference and deduction. The key datum
that was lacking was, as Bush put, the “specific information on what might
happen or when.” This was a very tough piece of information to collect. Even
Gorbachev lacked it, obviously.

The Persistent Myth—Why?

All in all, this is a good record. So why has the intelligence community’s per-
formance been so underappreciated, and why do officials to this day believe
they were poorly served? What collective cognitive architecture explains the
gap between the record and the perceptions, then and ever since?

One key reason is that the written record remained classified for several
years after the Soviet Union disintegrated. Even when the most important
documents, the National Intelligence Estimates, were declassified, they were
initially not made widely available. The idea that the intelligence community
was caught flat-footed took root by default because no one could point to spe-
cific documents that presented the intelligence community’s consensus.

One example shows how such an information vacuum can be perpetuated
into a “truth” with major effects. In 1991 former director of central intelligence
Stansfield Turner published an article on the general topic of the future of
intelligence. In one passage, Turner cited the apparent failure of the intelligence
community to anticipate the Soviet collapse:
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We should not gloss over the enormity of this failure to forecast the
magnitude of the Soviet crisis. We know now that there were many
Soviet academics, economists and political thinkers, other than those
officially presented to us by the Soviet government, who understood
long before 1980 that the Soviet economic system was broken and that
it was only a matter of time before someone had to try to repair it, as
had Khrushchev. Yet I never heard a suggestion from the CIA, or the
intelligence arms of the departments of defense or state, that numerous
Soviets recognized a growing, systemic economic problem. . . . Today we
hear some revisionist rumblings that the CIA did in fact see the Soviet
collapse emerging after all. If some individual CIA analysts were more
prescient than the corporate view, their ideas were filtered out in the
bureaucratic process; and it is the corporate view that counts because
that is what reaches the president and his advisers. On this one, the cor-
porate view missed by a mile. . . . Why were so many of us so insensitive
to the inevitable?13

This quotation has been repeated many times. It is usually portrayed as a mea
culpa from a former head of the U.S. intelligence community, seemingly
acknowledging that the community had failed to anticipate the Soviet col-
lapse. However, it requires some parsing.

When Turner said he “never heard a suggestion” of a systemic weakness of
the Soviet system, he was referring to the time he served as director of central
intelligence, which was from 1977 to 1981. Also, when he criticized “revision-
ist rumblings” claiming the CIA did anticipate the collapse, neither the
intelligence assessments reporting the Soviet decline in the 1980s nor the pol-
icy directives they supported had yet been released.

In reality, both the opinion of “individual CIA analysts” such as the direc-
tor of SOVA and the “corporate view” expressed in NIEs concluded that the
Soviet Union was in decline throughout the 1980s. These views were reaching
the president and, as indicated earlier, were incorporated into presidential
directives. But this paper trail was not made public until four years after Turner
wrote. Indeed, the inherent problems and the decline of the Soviet economy
had become the working assumption on which U.S. intelligence was based by
the time Turner left office.

Nevertheless, this single quotation by Turner was cited repeatedly and
written into the public record. Most notably, Senator Daniel Patrick Moyni-
han (D-N.Y.) referred to it during the confirmation hearing of Robert Gates
to be director of central intelligence in 1991; included it in the 1996 report of
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the Commission on Protecting and Reducing Government Secrecy, which he
chaired; cited it in a book he published in 1996; repeated it in an interview on
The NewsHour with Jim Lehrer in 1998; mentioned it in his farewell speech to
the U.S. Senate in 2002; and quoted it in his commencement address at Har-
vard in 2003. During this entire period, however, one is unable to find a single
instance in which Moynihan quotes from an actual intelligence publication,
such as those declassified in the early 1990s. Even when Moynihan submitted
a bill in 1995 to abolish the CIA, he introduced his bill with a speech on the
Senate floor that again claimed the intelligence community had failed to
anticipate the Soviet collapse—and that again offered as its only evidence the
aforementioned Turner quotation.14 Despite its paucity of actual evidence, the
impact of Moynihan’s proposal was significant. It was (along with reaction to
the Aldrich Ames espionage affair and concerns over the performance of
intelligence in the first Gulf War) responsible for the establishment of the
Aspin-Brown Commission and the contentious intelligence reforms of
1996.15

It is hard to square the documented record with Turner’s comment from
1991. Perhaps Turner simply was unaware of the mainstream opinion of the
intelligence community in the 1980s, after he left office. It is even more diffi-
cult to reconcile the views of anyone who did have access to intelligence and
still believes the CIA and other agencies failed to provide warning. But this is
precisely what the phenomenon of being blindsided is all about. The percep-
tion of being warned becomes separated from the reality of the warning that
was provided. The best one can say is that this may be a problem more appro-
priately examined in the discipline of psychology, rather than in history or
political science.

Those who criticize the intelligence community’s assessment of the Soviet
Union often get caught up in details, faulting it on specific findings that were
secondary to the larger picture it was painting. In the early 1980s the CIA
believed the Soviet gross domestic product was growing at about 2 percent
annually. Today we know that its economic growth was essentially nonexistent.
But the CIA was not trying to make the case that the Soviet Union was grow-
ing; as we have seen, the 2 percent growth estimate reflected a conclusion that,
after remarkable growth in the 1950s and 1960s, the Soviet economy was
grinding to a halt. The growth estimates were based on a modeling process that
was controversial even at the time and should not divert attention from the key
judgments that summarized the intelligence community’s bedrock views—
that the Soviet Union was in trouble.
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Why Do Officials Feel Ill-Served?

One interesting feature about the controversies over the Soviet collapse is that
some officials who had read the intelligence and understood full well what it
said still believe they were, in some important sense, surprised when the end
came. When Gorbachev was toppled, it seemed as though the Bush adminis-
tration was not prepared to respond. Some critics wondered why the president
had not moved earlier to embrace Yeltsin, who ultimately prevailed. Would bet-
ter intelligence have made a difference? 

As we have seen, President Bush described the warning presented to him as
too limited for taking action. But his diary entry on August 19, 1991, suggests
that more factors were in play than just this intelligence report. Reflecting on
the day’s events, Bush wrote:

[T]he questions for the most part were okay; [such as] “Why were you
surprised.” There will be a lot of talking heads analyzing the policy, but in
my view this totally vindicates our policy of trying to stay with Gorbachev.
If we had pulled the rug out from under Gorbachev and swung toward
Yeltsin you’d have seen a military crackdown far in excess of the ugliness
that’s taking place now. I’m convinced of that. I think what we must do
is see that the progress made under Gorbachev is not turned around.16

In other words, the Bush administration—despite receiving and acknowledg-
ing that conditions were ripe for a coup—believed it had no option other than
to stick with Gorbachev. This was a judgment based less on intelligence infor-
mation or the lack thereof than on the administration’s policy objectives. The
administration’s goals were established by National Security Directive 23,
which Bush signed on September 22, 1989:

Our policy is not designed to help a particular leader or set of leaders in
the Soviet Union. We seek, instead, fundamental alterations in Soviet
military force structure, institutions, and practices which can only be
reversed at great cost, economically and politically, to the Soviet Union.
If we succeed, the ground for cooperation will widen, while that for con-
flict narrows. The U.S.-Soviet relationship may still be fundamentally
competitive, but it will be less militarized and safer. . . . U.S. policy will
encourage fundamental political and economic reform, including freely
contested elections, in East-Central Europe, so that states in that region
may once again be productive members of a prosperous, peaceful, and
democratic Europe, whole and free of fear of Soviet intervention.17
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In short, the Bush administration did not intend to destabilize the Soviet
Union (though it did envision the breakup of the Warsaw Pact). This is a
subtle but significant difference from the policy of the Reagan administration,
which, as shown, said that the United States would seek to exploit fissures
within the Warsaw Pact and the weakness of the Soviet economy. The Bush
administration, in contrast, aimed to use economic pressure as a means to
encourage the existing regime to moderate. National Security Directive 23
said:

The purpose of our forces is not to put pressure on a weak Soviet econ-
omy or to seek military superiority. Rather, U.S. policy recognizes the
need to provide a hedge against uncertain long-term developments in
the Soviet Union and to impress upon the Soviet leadership the wisdom
of pursuing a responsible course. . . . Where possible, the United States
should promote Western values and ideas within the Soviet Union, not
in the spirit of provocation or destabilization, but as a means to lay a firm
foundation for a cooperative relationship.

Note that the directive says, “impress upon the Soviet leadership [emphasis
added]”—meaning that the U.S. leadership expected the Soviet regime to
remain in place as the directive was implemented. The Reagan administra-
tion’s view was different, as expressed in Reagan’s address to the British
Parliament on June 8, 1982:

I have discussed on other occasions . . . the elements of Western policies
toward the Soviet Union to safeguard our interests and protect the peace.
What I am describing now is a plan and a hope for the long term—the
march of freedom and democracy which will leave Marxism-Leninism
on the ash-heap of history as it has left other tyrannies which stifle the
freedom and muzzle the self-expression of the people.18

In other words, the Reagan administration might not have sought the collapse
of the Soviet regime, but it envisioned that regime would fall and thus would
have been less surprised by the collapse. Also, it is significant that the Reagan
policy was adopted before Gorbachev rose to power and provided, in the words
of Margaret Thatcher, someone with whom “we can do business.” Had there
been a third Reagan administration, it might have come to resemble the Bush
administration as it adjusted to changes in Soviet realities.

In any event, the Bush policy was predicated on continuing to deal with the
Soviet regime. So when the regime collapsed, there was, as Bush recalled, a nat-
ural tendency for observers to ask if the administration had been caught
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unaware. Apparently it was, but if it was, that was not because of an intelligence
failure but rather the result of an intentional decision to support Gorbachev
to the end.

The Real Thing

Americans know what an actual intelligence failure looks like. Recall, for exam-
ple, the August 1978 assessment by the CIA that “Iran is not in a revolutionary
or even a pre-revolutionary state,” six months before the shah fell.19 Or more
recently, the October 2002 NIE, which said that,“in the view of most agencies,
Baghdad is reconstituting its nuclear weapons program.”20 These are the kinds
of statements analysts lose sleep over because, despite the cliché about coordi-
nated intelligence reflecting the lowest common denominator, one of the
hallmarks of American intelligence analysis is the constant pressure to publish
clear, definitive statements. So when the analysis is wrong, it is apt to be clearly
wrong.

Conversely, when it is correct, it is clearly correct. Only the most convoluted
reasoning can turn the summaries and key judgments of the intelligence com-
munity’s analysis of the Soviet Union in the 1980s into a case that the
intelligence community “missed” the Soviet collapse.

Holding intelligence organizations accountable for their performance is
important. But acknowledging when intelligence is successful is equally impor-
tant. So too is appreciating the differences between an intelligence failure and
policy frailties whose sources lie elsewhere. Without an understanding that
such things can happen, we are certain to be blindsided in the future.
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The East Asian financial crisis of 1997–98 was one of the most dramatic
economic events of the twentieth century. A region that had enjoyed several
years of robust economic growth was suddenly plunged into a financial crisis
that produced widespread bankruptcies and sharply higher unemployment.
The crisis brought down one of Asia’s oldest dictators, Indonesia’s Suharto, and
helped to topple a democratically elected government in Thailand. It forced the
International Monetary Fund to play a leadership role in organizing rescue
programs but also brought the IMF severe criticism for imposing fiscal auster-
ity on countries that had already fallen into recession. It set the stage for new
experiments in regional financial cooperation that persist today and that could
ultimately evolve into the creation of new institutions for promoting both free
trade and monetary union. But the financial crisis also created conditions for
today’s imbalanced global payments situation, in which savings are flowing
upstream from developing countries to developed ones, mainly the United
States. The effects of the 1997–98 crisis have thus yet to fully play out.

Before the Storm

The East Asian crisis took most people by surprise because the region had a his-
tory of superior economic performance. Many countries had enjoyed output
growth in the 5–7 percent range for several years. Some countries had also
enjoyed great stock market booms for several years. From 1975 to the end of
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1994, the South Korean stock market index had risen 1,604 percent; that of
Malaysia, 1,733 percent; and Thailand, 1,711 percent. Immediately before the
crisis, there were large capital inflows to the region that grew from $21 billion
during 1992 to $64 billion during 1996. The IMF issued positive reports on Asia
during the mid-1990s and, at a major conference in Jakarta in late 1996, con-
cluded that the outlook for ASEAN (Association of Southeast Asian Nations)
was still bright. Since many of the private economists who followed East Asia
for the major investment banks had previously worked for the IMF, they tended
to reinforce the consensus view that growth would remain robust indefinitely.

A variety of factors helped set the stage for the crisis. Their importance
varied by country, but the central unifying theme was the role of confidence
itself. East Asia had emerged by the mid-1990s as a region with large current
account deficits and thus a need for large, offsetting capital inflows. When
confidence is robust, it is easy to attract capital. But large capital inflows often
encourage speculative behavior, such as excessive real estate development,
which can trigger banking and other problems. When investors lose confi-
dence because of signs of deterioration in the quality of bank assets, capital
flows tend to reverse themselves and trigger currency devaluations, which in
turn can lead to financial crises. This is exactly what happened in most East and
Southeast Asian countries in 1997–98.

A few commentaries in the years before the crisis did question the sustain-
ability of the East Asian development model. For example, Paul Krugman
suggested in 1994 that the East Asian boom was a by-product of excessive
investment rather than high-productivity growth and that it therefore was not
sustainable.1 Krugman riled Asian policymakers by pointing out that rapid
growth in the Soviet Union had also been based on high levels of investment
spending. Other economists, however, contended that Krugman’s claims were
too stark. They acknowledged that East Asia had a high level of investment
spending, but they felt that productivity was contributing to growth as well.
They also argued that East Asian investment had been based on market crite-
ria, not bureaucratic fiat, and pointed to a much higher rate of return on East
Asian investment than had ever existed in the former Soviet Union.

Jim Walker of Credit Lyonnais Securities Asia also published a report in
December 1994 comparing postdevaluation Mexico to Asia.2 Walker saw some
similarities at play and was more skeptical than most about the future of the
Asia growth story. But even he argued that Asia looked much safer than Latin
America.

A more distressing report appeared about eighteen months later, in June
1996, from SBC Warburg about declining profitability in East Asia.3 The report
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examined how Japan had been able to boost export growth and profitability for
many years through an undervalued currency but noted that the currency
markets were no longer as supportive of Asian exports and profitability as
they had been previously. The report therefore warned “that countries are far
less able to resist real exchange rate appreciation pressures than they were even
a decade ago” and that “the corporate profit share in GNP [gross national
product] is probably falling and could further hamper the ability of the cor-
porate sector to deliver profit growth in line with economic growth.”

The Warburg report, influential among fund managers, was soon followed
by a United Nations report warning that the benign first stage of industrial
takeoff in East Asia was coming to an end and that new challenges in sustain-
ing large current account deficits would lie ahead.4 The report noted that “the
second-tier NIEs [newly industrial economies] may be unable to sustain large
current-account deficits over the longer term; they need to reduce their trade
deficits so as to minimize the risk of serious balance of payments problems and
sharp slowdown in growth.”

Concerns about the Asian economies in the Warburg and UN reports
focused on long-term structural issues. A deterioration in East Asian exports
during 1996 gave some confirmation of these risks. Thailand’s exports fell by
1 percent during 1996 after increasing by 25 percent during 1995. Malaysia’s
export growth slowed to 6 percent from 26 percent. South Korea’s export
growth fell from 30 percent to 4 percent. Indonesia’s growth rate eased to 10
percent from 13 percent. Thailand clearly faced potential competitiveness
problems because its real wage growth had accelerated to 9 percent during
1990–94 from 2 percent previously. But most observers concluded that the
primary problem for the region was nothing long term or structural but rather
a slowdown in the global electronics industry that had emerged as an impor-
tant export market for many countries.

As it happened, the export slowdown was not the primary cause of finan-
cial crisis that first hit Thailand in 1997, nor was it longer-term productivity
issues about which the Warburg and UN reports had warned. The crisis was
the result of a totally different factor: leverage. Thailand had established an
international banking facility during the early 1990s to attract global bank
lending. This facility allowed Thai banks and financial institutions to make dol-
lar loans to their local customers. Thai companies preferred borrowing in
dollars because the interest rates were several hundred basis points below the
cost of loans denominated in Thai bahts. As a consequence of the new bank
facility, Thai external borrowing grew from $40 billion in 1992 to $80 billion
in March 1997. Total outstanding debt grew from 34 percent of GDP (gross
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domestic product) in 1990 to 51 percent in 1996, an increase generated almost
entirely by the private sector. Almost 36 percent of the debt was short term,
scheduled to mature in fewer than twelve months.

In August 1997, the Bank of Thailand revealed that its foreign debt stood 
at about $90 billion, of which $73 billion consisted of loans to private
companies—with $20 billion falling due by year end. A large share of the bor-
rowing had been used to finance property development. Between 1992 and
1996, 755,000 housing units were built in Bangkok, twice the number esti-
mated in the Thai national plan. By 1997 Thailand had a residential vacancy
rate of 25–30 percent and a commercial vacancy rate of 14 percent, with many
large buildings still awaiting completion. The lending boom created two inter-
woven forms of vulnerability for the Thai private sector. First, the
overinvestment in real estate created credit-quality risks. Second, many bor-
rowers had financed their activities in dollars and thus faced a currency risk if
the Thai baht were devalued. But investors were not particularly worried about
this. Thailand had a history of financial crises, but none had led to a major eco-
nomic meltdown. In 1983–85, for example, a crisis led to a government bailout
of the banks and a 25 percent devaluation of the baht. But the instability had
stopped there. What investors did not see in 1997 was the connection between
the banking problems and the dollar leveraging. In 1983–85, devaluation did
not set the stage for a wave of bankruptcies, so before the crisis hit in 1997 this
remained the expectation of most observers.

In retrospect, the analysis that came closest to predicting the dynamics of
the East Asian crisis was a March 1996 U.S. Federal Reserve report by Carmen
Reinhart and Graciela Kaminsky on banking crises and balance-of-payment
problems.5 The paper examined the history of financial crises in several coun-
tries, looking specifically at the link between banking problems and the
exchange rate. After reviewing the experience of several countries, Reinhart and
Kaminsky found a pattern in which countries deregulated their financial sys-
tems and experienced a surge of lending that produced credit-quality
problems. The bank problems would constrain the ability of central banks to
tighten monetary policy and thus set the stage for currency depreciation. They
found that such crises tended to be more severe in developing countries than
in industrial ones. One of the best examples of such a crisis was Chile in 1983,
but they found similar examples in Argentina (1981), Brazil (1987), Colombia
(1983), Finland (1983), Mexico (1994), Peru (1985), and Turkey (1984).

Despite this evidence, on the eve of the East Asian financial crisis few
believed that the region was vulnerable to major financial shocks. East Asian
countries, after all, had but modest budget deficits and generally low infla-

econoshocks: the east asian crisis case 45

2990-7 ch05 hale  7/23/07  12:09 PM  Page 45



tion. The Reinhart-Kaminsky paper therefore did not produce much discus-
sion in East Asia because most of the crises they reviewed had been in Latin
America, and East Asia was free of Latin America’s problems with large fiscal
deficits. There was not much focus in East Asia on the issue of private sector
debt either, despite the large increases that had occurred in corporate and
household leverage in Thailand, Malaysia, and Indonesia during the first half
of the 1990s. That was because private sector debt had not been identified as
a major factor in earlier crises.

Two other factors also helped to boost banker confidence in the East Asian
countries despite the rapid growth of leverage. First, bankers perceived a close
link between governments and business that they believed would lessen the risk
that banks or private companies would go bankrupt. The data on the concen-
tration of share ownership in various Asian countries illustrated the power of
family groups. The share of stock market capitalization controlled by the top
fifteen families was 62 percent in Indonesia, 38 percent in Korea, 28 percent in
Malaysia, and 53 percent in Thailand. The banking system was also highly
concentrated. The market share of the five leading banking institutions was 
41 percent in Indonesia, 75 percent in Korea, 41 percent in Malaysia, and 
70 percent in Thailand. The political links between business and government
added a clear—but unrecognized—moral hazard dimension to the East Asian
lending boom.

Second, investors were confident that Japan would play a supporting role in
the event of any financial problems because of its large investments and bank
loans in the region. Japanese banks had 99 offices in East Asia during 1980, 313
in 1990, and 363 in 1994. In 1991, 19 percent of all Japanese international
bank lending went to East Asia; in 1994, the share had risen to 26 percent.
Japanese banks held 37 percent of East Asia’s external bank liabilities. Japan
also provided $10 billion in loans to China, a sum equal to 75 percent of
China’s total bilateral borrowing.

As a result of the strong yen, Japanese companies also placed a great deal of
foreign direct investment (FDI) in East Asia. Between 1992 and 1995 East Asia
took one-fourth of Japan’s total FDI, or $35 billion. Almost 60 percent of this
FDI was in manufacturing as Japanese auto and electronics companies sought
to reduce their costs to remain competitive. The problem with Japan’s role
was that its banks faced a major problem with nonperforming loans at home.
These banks became much more cautious after 1996, thus contributing to the
sudden sharp reduction of lending to the region. Japan recognized the sever-
ity of the crisis during the autumn of 1997, and its vice minister of finance,
Eisuke Sakakibara, proposed the creation of a regional IMF to help provide
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liquidity for troubled countries. But the idea was promptly rejected by the
U.S. government and received no support from China either.

In sum, on the eve of the crisis, some analysts had spotted weaknesses and
reported them, generating some useful and interesting debates. In the case of
the Sakakibara proposal, some officials even proposed protective actions. But
overall, confidence prevailed—and the crisis hit anyway.

Damage Done, Lessons Learned

This is not the place to review exactly how the crisis emerged, proceeded,
spread, and deepened. Suffice it to say that many factors came into play: cur-
rency speculators caused a good deal of trouble but were able to do so only
because some currencies were deliberately undervalued for the purpose of
spurring exports, and some economies were overleveraged in dollar lending
amid frailties in newly liberalized financial sectors. The consequences of
the crisis were devastating. The East Asian recession during 1998 was the 
most severe in modern history. Real GDP fell by 13.1 percent in Indonesia,
10.5 percent in Thailand, 7.4 percent in Malaysia, and 0.6 percent in Philip-
pines. Singapore also suffered a contraction of 0.9 percent of GDP even though
it did not experience a banking crisis. Investment fell by 44.3 percent in Thai-
land, 44.0 percent in Malaysia, 33.0 percent in Indonesia, and 11.2 percent in
the Philippines. Consumption also declined because of job losses and the col-
lapse in credit availability—by 11.5 percent in Thailand, 10.2 percent in
Malaysia, 6.2 percent in Indonesia, and 3.4 percent in Singapore.

The large currency declines improved the competitive position of most
Asian countries, but export growth did not rebound quickly in most cases. In
1998 exports grew by 8.2 percent in Thailand, 11.2 percent in Indonesia, and
0.5 percent in Malaysia. In 1999 exports rebounded by 13.2 percent in
Malaysia, 10.6 percent in Singapore, and 9.0 percent in Thailand, but they fell
by 31.8 percent in Indonesia because companies in that country no longer
had access to trade finance. There was no rebound in Indonesian trade until
2000. Severe recession also turned the region from a major capital importer
into a capital exporter. In the aftermath of the crisis, massive current account
surpluses developed. Thailand’s averaged 12.8 percent of GDP in 1998 and
10.2 percent in 1999. Malaysia’s current account surplus averaged 13.2 percent
of GDP in 1998 and 15.9 percent in 1999. Singapore’s surplus shot up to 
22.2 percent of GDP in 1998 and 17.9 percent in 1999. The Philippines had a
surplus of 2.0 percent of GDP in 1998 and 9.5 percent in 1999. Indonesia had
a surplus of 4.2 percent of GDP in 1998 and 4.1 percent in 1999.
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The major lesson from the East Asian crisis is that financial markets, newly
liberalized ones in particular, often operate with incomplete information and
thus can allocate resources inefficiently. East Asian countries enjoyed a high
level of investor confidence because they had produced superior returns over
a period of many years. High confidence led to overleveraging and speculative
investments in real estate that proved to be unprofitable. When investors dis-
covered that the boom was at risk, they panicked and withdrew capital. The
loss of funding led to a collapse in currencies and a wave of bankruptcies in the
private sector among companies with foreign currency leverage. Despite dif-
ferent initial conditions in each country, the crisis evinced a recurring
pattern—prolonged periods of currency stability, newly deregulated financial
systems, large amounts of short maturity debt, high levels of dollar leverage,
and central banks constrained by debt.

The reason so many people were surprised is that no one put together the
various pieces at one time. Analysts had paid attention to different dimen-
sions of the region’s vulnerability. Krugman focused on high investment rates
but not leverage. The UN was concerned about upward pressure on real wages
and labor shortages but little else. Many were concerned about the weakness
of exports during 1996 because of a slowdown in the global electronics indus-
try. In early 1997 Thailand’s bank stock analysts realized their sector had major
credit-quality problems and warned global investors to avoid the shares. Many
sold their Thai equity positions, and the Soros organization, in particular,
engaged in massive short sale of the baht. No one connected all the dots, how-
ever, to see where such behavior would lead.

The greatest surprise of all, perhaps, was how little the IMF knew about the
potential bank asset quality and leverage problems in the private sector. IMF
analysts had been so focused on government deficits and monetary policy that
they neglected the issue of private sector financial conditions. IMF officials had
lunch with central bank governors. They did not meet the entrepreneurs bor-
rowing billions of dollars from global banks to finance real estate projects
(Thailand and Malaysia) or steel mills (Korea). Rather like the proverbial gen-
erals always fighting the last war, IMF officials were keen to see signs of the last
spate of crises and missed the signs of a different kind of crisis right under
their noses.

Downstream Effects: New Problem, New Surprises

East Asia did not abandon market economics or capitalism despite the large
increases in unemployment and poverty after 1997. On the contrary, the IMF
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programs forced countries to pursue microeconomic reforms that opened
the door to more engagement with the global economy, including reduced
trade protection and expanded opportunities for foreign direct investment. As
a result, East Asia enjoyed a sustained recovery after 1999 and was able to
restore the health of its domestic financial system. The country that experi-
enced the largest devaluation and the greatest banking crisis, Indonesia, has
been able to reduce its government debt from 92 percent of GDP in 2000 to
46 percent currently.

The crisis had produced other significant side effects, some, as suggested
earlier, with profound consequences for the current balance-of-payments equi-
librium of the world economy. After the crisis, the investment ratios of East
Asia never fully recovered. Except for China and Vietnam, investment ratios in
most East Asian countries are still 5–10 percent below their levels of the early
1990s. East Asian corporate sectors have been so conservative since 1998 that
debt-equity ratios have fallen from 80 percent to 20 percent. As a result, most
East Asian countries are running current account surpluses and have built up
large foreign exchange reserves. The region as a whole, including Japan, has
reserves of $2.7 trillion, about two-thirds of the global total. These reserves are
invested overwhelmingly in U.S. government securities, making it possible for
the Bush administration to run large fiscal deficits while the U.S. economy
enjoys the benefits of low bond yields and rapidly increasing house prices.
The American equity market boom of 1999–2000 and the American housing
boom of 2002–06 are therefore in part a consequence of the East Asian finan-
cial crisis. That, too, has to rank as a surprise.

Surprised or not, the U.S. Congress has not been especially grateful for this
help from East Asia. It has criticized East Asian countries, especially China, for
deliberately undervaluing their currencies to boost exports, the result being a
large U.S. trade deficit. Congress seems not to understand how the 1997–98 cri-
sis depressed investment in most of Asia. China, by contrast, has been having
one of the greatest capital spending booms in recorded history, with invest-
ment share of GDP at 48 percent during 2006, compared with 40–41 percent
in Southeast Asia and Korea during the mid-1990s. But this has not produced
a current account deficit because China also has the highest savings rate in the
world. China can fund a capital spending boom with domestic resources, but
it is still enjoying the benefit of $55 billion a year of foreign direct investment.
It is foreign firms that have turned China into an export powerhouse by pro-
ducing almost 60 percent of the country’s foreign trade.

Some economists contend that the world has returned de facto to a Bretton
Woods fixed exchange rate system in the Asia-Pacific region because of the
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complementary nature of East Asia’s surplus savings and America’s savings
deficit. These economists believe the new equilibrium can be sustained indef-
initely because East Asian central banks will intervene in the market to support
the U.S. dollar when private capital flows slow down. And indeed, Japan and
China intervened massively to support the dollar during 2003 and 2004. But
since then only China has been intervening to maintain a stable currency. No
official intervention from Japan has been necessary because Japanese private
investors have been exporting massive amounts of capital in search of higher
interest rates than Japan can offer.

There is no way to predict exactly how long the global payments equilib-
rium can continue. Because China derives 10 percent of its GDP from exports
to America, it is doubtful that Beijing will allow its currency to appreciate dra-
matically against the U.S. dollar. The Japanese economy is now experiencing a
healthy upturn after many years of recession, so Japan might be more willing
to tolerate a strong yen. Exports to America are only 2.9 percent of Japan’s
GDP. At this point only one thing is certain: Americans have become very
complacent about their budget deficits and housing inflation because of the
country’s ease at importing capital. Few regard the large account deficit as a
threat. They view it instead as a proxy for the world’s enthusiasm about invest-
ing in the United States.

But the United States today appears to be more vulnerable to a balance-of-
payments crisis than East Asia was a decade ago. It has a large current account
deficit because of a government budget deficit and a lack of private savings.
East Asia had large current account deficits because of a high level of private
investment. The U.S. dollar is less vulnerable to a crisis than East Asian curren-
cies were in the mid-1990s because of the dollar’s global role as a reserve
currency and the large size of America’s asset markets. The current account
deficit is large in relation to GDP (7 percent), but it is not large in relation to
America’s asset markets. The household sector has assets of $64 trillion, and the
nonfinancial business sector has assets of $32 trillion. If debt is subtracted, the
net value of private assets is about $70 trillion. The current account deficit is
therefore equal to only 1 percent of private assets, so dollar optimists are con-
fident there are no fundamental obstacles to funding the U.S. external deficit.

Foreign investors already own large shares of some U.S. asset markets:
47 percent of the market for Treasury securities ($2.27 trillion), 29.5 percent
of the market for corporate bonds ($2.52 trillion), 15.1 percent of the equity
market ($2.85 trillion), and 14.9 percent of the market for agency debt 
($951 billion). These ratios imply that $30 trillion of liquid securities is still
available for foreign investors to purchase. American asset markets also have
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been expanding at an annual rate of 8–9 percent, so no shortfall of securities
for foreign investors to purchase is likely. The large holdings of Treasury secu-
rities are concentrated in the foreign exchange reserves of East Asian central
banks trying to resist sharp appreciation of their exchange rates against the dol-
lar. If they continue to purchase $300 billion-$400 billion of Treasury debt, the
United States may have to expand its budget deficit to prevent their share from
rising above 60 percent.

There is a risk, too, that the dollar could decline over the next twelve to
eighteen months because of the American economy’s slowing. The United
States has enjoyed robust consumption growth since 2002 because of steadily
rising house prices. Households have been able to borrow against rising house
prices to finance consumption. The property market is now cooling and house
prices are starting to decline in some overheated cities such as Miami and Las
Vegas. The slump in consumption could depress output growth to only 
2.5 percent during 2007 from 4–5 percent recently. In such a scenario, demand
for the dollar could fade because of falling money market yields and a squeeze
on corporate profit margins depressing the equity market. But the U.S. econ-
omy will need a slowdown merely to stabilize the current account deficit
because it has a potential shortage of manufacturing capacity. If the current
account deficit were to decline by 25 percent, the U.S. capacity utilization rate
would rise to 88 percent from 82 percent, a level the Federal Reserve would
regard as dangerously inflationary. The Fed would want to reinforce the slow-
down in domestic spending to create surplus capacity for reducing the current
account deficit.

Into the Uncertain Future

Economic analysts can sound fairly confident about their predictions. It is
prudent to sound confident about what one is paid to do. But the global finan-
cial environment is totally different today from what it was during the
mid-1990s. In that period, the developing countries ran a current account
deficit of more than $100 billion. In 2005 they ran a current account surplus
exceeding $400 billion. The East Asian financial crisis turned countries that had
been large capital importers into capital exporters. Today, only a few develop-
ing and mid-range countries are running current account deficits (Greece,
Hungary, Iceland, India, Poland, South Africa, and Turkey). The biggest deficit
now belongs to the United States, which has been importing capital on a large
scale from East Asia as well as from the oil-producing countries that are ben-
efiting from high oil prices. East Asia had a crisis in 1997–98 because its boom
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encouraged a misallocation of capital to sectors such as property in Thailand
and heavy industry in Korea. It was the misuse of capital rather than existence
of deficits that provoked a loss of confidence, capital flight, and a collapse of
regional currencies. It could be argued that the United States is now also mis-
allocating capital to consumption and housing, but the markets are indifferent
to these concerns because of the scale of America’s asset markets. What, exactly,
could go massively wrong the next time? I wish I knew. That is a surprise
everyone would like to avoid.

The East Asian crisis will continue to have a special place in the history of
financial disasters. It resulted from traditional excesses that were not correctly
perceived until they reached an alarming size. Local authorities inadequately
regulated the banks, and international organizations such as the IMF poorly
monitored systemic risk. The experience was so searing that neither the East
Asian countries nor the IMF will soon forget what happened. East Asia is also
sitting on an immense stock of foreign exchange reserves to lessen the risk
that it will ever again experience a liquidity shock. The developing countries
are currently enjoying good growth rates because of high commodity prices
and low interest rates in the old industrial countries. They are enjoying the
benefits of positive terms of trade and low borrowing costs. The strongest cur-
rency in the world during 2005 was the Zambian kwacha, which appreciated
by 27 percent against the U.S. dollar because robust copper prices produced an
influx of foreign capital to Zambia. If the United States and China experience
a major economic slowdown, commodity prices will decline and dampen the
growth rates of countries such as Zambia. But because everyone expects com-
modity prices to be cyclical, it is doubtful that a major crisis would ensue.
There can be a major crisis only if investors and bankers experience a major
surprise and discover risks that were unanticipated. The magnitude of the
booms now occurring in China and India suggests that they could be candi-
dates for a crisis, but as they learned many lessons from East Asia’s experience
during 1997–98, it is doubtful that they will allow the markets to create the
same systemic vulnerabilities that struck Thailand, Korea, and Indonesia.
China has made tremendous strides during the past three years in strengthen-
ing its insolvent banking system. Two of the large state-owned banks have
listed shares on the Hong Kong stock exchange and raised over $20 billion of
new capital. Their market capitalizations also exceed $100 billion and thus
place them among the world’s top ten banks. China is also running a current
account surplus of 6 percent of GDP and will soon have over $1 trillion in for-
eign exchange reserves. China has many unresolved economic problems, but
it does not manifest the preconditions for an East Asia–style liquidity crisis.
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The most likely candidates for crisis will continue to be countries that trust
markets to allocate capital efficiently and allow global investors the freedom to
transfer funds in and out of their asset markets easily. The markets could also
be vulnerable to Japanese monetary tightening in the future because hedge
funds have borrowed large sums in yen to invest in higher-yielding emerging
market securities. The prospect that further monetary tightening will reduce
the world’s surplus liquidity could produce a correction in asset markets all
over the world during the year ahead, but the preconditions for a major crisis
do not exist because of the legacy of the East Asian events of 1997–98. Despite
the buoyant world economy since 2003, there has been no rush to overlever-
age companies in developing countries with dollar debt and no surge of
property development in emerging financial centers.

Indeed, the great real estate inflation since 2000 has been in Australia,
Britain, New Zealand, South Africa, Spain, and the United States. It is clear
there have been more excesses in the old industrial countries during the past
five years than in the developing countries, so the next major shocks to the
global financial system are more likely to come from North America, Europe,
and Japan than from other East Asian countries or Latin America. It will prob-
ably take another generation for bankers to forget about the East Asian
financial crisis and be prepared to promote high-risk forms of leverage in the
developing countries. The final legacy of the events of 1997–98 will thus be sev-
eral more years of financial caution producing current account surpluses and
excess liquidity in East Asia for recycling back to the highly leveraged con-
sumers of North America, Australia, and other English-speaking countries.
Then again, we could be surprised once more.
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The idea that technological innovation can be a driver of both winning
armies and growing economies is at least as old as the Appian Way. A trans-
portation network very sophisticated for its time, the Appian Way was an
accelerator for Roman military prowess and commerce. It allowed Romans to
move armies quickly and with better command and control, and it facilitated
commerce—fueling a growing economy that sustained the republic and later
the empire. It was, literally, an early information superhighway.

For nearly the next two millennia the example of the Appian Way inspired
imitation. Libraries are full of books that discuss the history of science and
technology, and virtually all of them have one thing in common: the convic-
tion that innovation matters, sometimes decisively, in the economic, social,
military, and political affairs of mankind.

True enough, but something important happened on the way to the twenty-
first century. Even as military technology grew in lethality, it was still very rarely
decisive in military or political outcomes. In theory at least, Julius Caesar and
George Patton could have sat discussing tactics for desert warfare or crossing the
Rhine and understood one another tolerably well. Weapons mattered, but not
necessarily more than soldiers’ skill, morale, leadership, planning, training,
weather, and luck. That began to change during World War II, when it first
became apparent that new technology by itself—not just more sophisticated
implements in the hands of competent soldiers—could win wars. The foremost
examples were microwave radar and proximity fuse advances, which emerged
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from the Radiation Laboratory at the Massachusetts Institute of Technology,
and, of course, the atom bomb from Los Alamos. These were war-winning tech-
nologies in which applied science had reached a stage where it could transform
war, and geopolitics with it, in ways heretofore barely imaginable.

The evolution of late-twentieth-century military technology was part of a
much bigger picture of innovation transformation. Carlotta Perez has argued
persuasively that, starting with the onset of the Industrial Revolution in Britain
in 1770, an industrial transformation has occurred roughly every half
century.1 Technology-based innovation cycles have flowed out in long, multi-
decadal waves, transforming economies and the way societies organize around
them. Military innovation and power has spun out from these waves in such
a way that world military leadership has tended to parallel leadership in tech-
nological innovation.

The United States has led the last three innovation cycles, with information
technology at the epicenter of the latest wave. As with the Appian Way, the core
techniques of the current innovation wave generate mutually reinforcing eco-
nomic and military advantages. The obvious insight here is that the relative
power of political entities has a great deal to do with technological leadership.
What is less obvious is that military applications of technological innovation
are rarely direct and cannot be sustained in isolation from technological
change in society as a whole.

What is also not obvious is that the relative importance of military tech-
nology to national power is not constant. The United States today is without
question the strongest military power and the wealthiest society on earth.
But even with its immense military power, the U.S. government arguably can-
not achieve political ends comparable to those achieved by the Wilson
administration in 1917–18. In matters regarding applications of core
scientific-technological innovation to U.S. national power today, Americans
clearly do not wish to fall behind others in military sophistication. Force is still
the ultima ratio in the political affairs of the human species, like it or not. But
it does not follow that the application of cutting-edge innovation to the mil-
itary arts is the only domain that should concern government.

It does not take a rocket scientist, as the aphorism goes, to realize that the
United States, its allies, and the world at large have a potentially serious energy
problem. Economic power is the heart of American “soft” power and the back-
bone of its military power; energy has become an Achilles’ heel to both. The
record shows that every presidential administration since that of Richard
Nixon not only has acknowledged the problem and understood its broader
geopolitical implications but has pledged to actually do something about it. All
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of them have failed. The history of U.S. energy policy over the past three
decades, under Republican and Democratic stewardship alike, is one of the
saddest stories in American political history. For more than thirty years it has
been understood that science and technology would ultimately provide the
basis for a solution to the energy dilemma, yet the innovation paradigm that
keeps the U.S. military the most sophisticated in the world has not been
applied to the energy sector.

That paradigm can be summed up in a single beltway-savvy acronym:
DARPA (the Defense Advanced Research Projects Agency). A question Amer-
ican political leaders should be asking, but mostly are not—especially within
the current, sometimes science-challenged administration—is how the DARPA
model can be cloned and applied to the energy dilemma. When politicians
occasionally make speeches calling for a “Manhattan Project for energy,” they
are actually onto something—or barely clinging, at least, to the edge of a
thought. But few such speechmakers have the slightest idea how the Manhat-
tan Project was created and why it succeeded.

Thanks in significant part to DARPA’s lessons, a fair bit is known about the
causal factors behind innovation and its successful application. Growth eco-
nomics teaches that innovation yields growth through two direct innovation
factors: state-of-the-art research and development, and the talent behind that
R&D. I posit here a third factor, which involves not science as such or the fab-
rication of the hardware derived from it, but rather the institutional setup in
which research facilities and human talent best combine. The deliberate cre-
ation of the nexus where science and technology is best organized is called
“innovation organization.” Innovation organization in turn operates at two
interwoven levels: personal and institutional. At the personal level, innova-
tion differs from scientific discovery or invention. Solo operators can produce
discovery, but innovation is team-and-network-intensive.2 Systemic innova-
tion requires linking scientific discovery to technological invention and then
multiplying applications of breakthrough inventions to create sharp produc-
tivity gains with the potential to transform significant segments of an
economy. This activity requires deep institutional connections between the
“R” and the “D” stages.

The DARPA model, if its innovation organization lessons are understood
and applied, has the potential to transform energy technology dramatically. If
U.S. power in this century falls victim to the multiple implications of a global
energy situation run deeply amok, Americans and their political leaders will
have no one but themselves to blame. It is therefore necessary to understand
the history and nature of DARPA, distill out its optimal innovation system, and
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set up as quickly as possible a new innovation system aimed at a range of
energy technologies.

Science, Connected and Pipelined

The precursors of U.S. government science and technology organization go
back to the Lincoln administration, when the National Academy of Sciences
was created. But for my purposes the relevant history dates from World War
II and comes from a kind of Dr. Dolittle “Pushmi-Pullyu” relationship between
civilian economic and defense sectors. Acting as President Franklin D. Roo-
sevelt’s personal science executive during the war, Dr. Vannevar Bush led this
charge. He was allied with a remarkable group of fellow science organizers,
including investment banker and scientist Alfred Loomis, Berkeley physicist
Ernest Lawrence, and two university presidents, James Conant of Harvard and
Karl Compton of MIT.

Loomis was a particularly interesting and critical character in all this. He
loved science, but family needs compelled him to become lawyer.3 Loomis
nevertheless found a way to combine his science and legal skills to become a
leading Wall Street financier for the emerging electric utility industry in the
1920s. Anticipating the market crash, Loomis cashed out in 1928 with his great
fortune intact, which he then used to set up a private lab at his Tuxedo Park,
New York, estate. There in the 1930s, Loomis assembled a “who’s who” of pre-
war physicists. Loomis’s personal obsession was microwave physics, but his
organizational talents were also evident. So as World War II loomed, Vannevar
Bush asked Loomis to join Roosevelt’s National Defense Research Council to
mobilize scientists for the war effort.

At about this point, one of those inexplicably satyrish moments in history
jumped forth. The U.S. military expressed no interest in Britain’s work on
microwave radar, for fear of having to trade U.S. secrets to obtain it. To rescue
America from its own shortsightedness, one night in 1940 Loomis took a del-
egation, dispatched by Winston Churchill, of certain British scientists to his
penthouse in the Shoreham Hotel in Washington. There, the British handed
over to Loomis a suitcase containing their knowledge of microwave radar.
With the Battle of Britain raging, Loomis’ microwave expertise enabled him to
grasp immediately the military implications of the technology for air warfare.
He promptly persuaded his cousin and mentor, Secretary of War Henry Stim-
son (who ever doubted the power of WASP family connections?) that this
technology must be developed and exploited without delay. With Bush and
Roosevelt’s immediate approval, Loomis set up the Radiation Laboratory at
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MIT in a matter of weeks. Drawing on the connections he had formed at his
Tuxedo Park lab, Loomis and his friend Ernest Lawrence were able to convince
nearly all they telephoned in the top talent base of U.S. physicists to join the
Rad Lab. Because the U.S. government was not accustomed to establishing
major labs overnight, Loomis personally funded the start-up until govern-
ment approvals and procurement caught up.

The Rad Lab used a talent base with a mix of science disciplines and tech-
nology skills. The highly collaborative lab was nonhierarchical, with only two
levels: project managers and project teams. Each “great group” team was devoted
to a particular technology path. Each was organized around a problem-solving
approach to a powerful technology challenge. The Rad Lab deployed a manage-
ment effort that connected the stages of research, development, prototyping,
and initial production. The teams worked intense and long hours and did so in
high spirits. Loomis and Bush purposely kept the lab out of military uniform
and reach. Before long, the Rad Lab had developed microwave radar as well as
other advances that led, for example, to the proximity fuse, which enabled a shell
to explode when near a target such as a high-speed aircraft. The Rad Lab pro-
duced eleven Nobel laureates over five years, formed the organizational model
for the development of the atomic bomb at Los Alamos, and laid some of the
foundations for modern electronics.

To provide the space for this reservoir of core talent to succeed, Vannevar
Bush created the surrounding organizational foundation—first the National
Defense Research Council and then the Office of Science Research and Devel-
opment.4 Bush brought all defense research efforts under this one loose
coordinating tent, which housed the Rad Lab and other research projects, and
set up nonbureaucratic, interdisciplinary project teams oriented to the major
technology challenges of the day as implementing task forces. He created “con-
nected science,” where technology breakthroughs at the fundamental science
stage were closely connected to follow-on, applied stages of development,
prototyping, and production, operating under what could be called a techno-
logical challenge model. Because Bush and Loomis could get direct support
from President Roosevelt through Secretary Stimson and presidential aide
Harry Hopkins, Bush made his organizational model stick throughout the
war, despite relentless pressure from the uniformed services—especially the
U.S. Navy—to capture it.

Immediately after the war, Bush systematically dismantled his remark-
able connected-science creation. Envisioning a period of world peace, he
was convinced that wartime levels of government science investment would
be slashed. He probably also was wary of a permanent alliance between the
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military and science. Bush decided, however, to try to salvage some residual
level of federal science investment. He had written for Roosevelt in late 1944
the most influential polemic in the history of American science: “Science:
The Endless Frontier.”5 In that masterful essay Bush argued that the U.S.
government should fund basic research, which would deliver continual
progress in economic well-being and national security. In other words, he
proposed ending his wartime model of connected-science research and
development organized around major technology challenges in favor of
making the federal role one of funding only a single stage of technology
advance: basic research.

Bush’s approach became known as the “pipeline” model for science invest-
ment. The federal government would dump basic science into one end of an
innovation pipeline. Somehow, early- and late-stage technology development
and prototyping would occur inside the pipeline, and new technology prod-
ucts would magically emerge at the other end. Bush must have realized the
deep connection problems inherent in the pipeline model, but he probably rea-
soned that salvaging federal basic-research investment was the best he could
achieve in the coming period of peace.

Bush did argue that this basic research approach should be organized and
coordinated under one tent to direct all the nation’s research portfolios. To this
end he proposed the creation of what became the National Science Foundation
(NSF). Bush strongly wanted this entity to be controlled by a scientific elite
separate from the nation’s political leadership—and certainly separate from its
generals and admirals—and he fell into a quarrel with Roosevelt’s successor,
Harry Truman, on this point. In his characteristically feisty, take-charge way,
Truman insisted that the scientific buck would stop on his desk, not on that of
some Brahmin scientist. Truman wanted the president to control key NSF
appointments; Bush disagreed.

Truman therefore vetoed Bush’s NSF legislation, stalling its creation for
another five years. Meanwhile, science and science organizing in the U.S. gov-
ernment did not stand still. New agencies proliferated, and the outbreak of the
Korean War led to a renewal of specifically defense-science efforts. By the time
the NSF was established and funded in 1950, its potential coordinating role had
in effect been bypassed. It also became a much smaller agency than Bush had
anticipated, and only one among many—Bush’s one-tent model had gone by
the boards. Instead, the government adopted a highly decentralized model for
its science endeavors.6 Bush’s concept of federal funding focused on basic sci-
ence did prevail, however, as most of the new science agencies adopted the
pipeline model.
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These twin developments left U.S. science fragmented at the institutional
level in two ways: overall science organization was split among numerous sci-
ence agencies; but federal investment was focused only on one stage of the
technological pipeline—exploratory basic research. Bush thus left a legacy of
two conflicting models for science organization: the connected, challenge
model of World War II; and the basic science-focused, disconnected, multi-
headed model that followed. In short, science became very convoluted.

DARPA Rising

DARPA reversed this legacy. President Dwight D. Eisenhower created DARPA
in 1957 to be a unifying force for defense R&D. Eisenhower, who also initiated
the Solarium exercise in 1953 that led to an early articulation of a coherent U.S.
strategy for the cold war, rarely gets credit for being a postwar organizational
master—but a master he surely was. Eisenhower beheld the military services’
stovepiped, disconnected space programs that had led to America’s loss of the
space satellite race to Sputnik and demanded change.

Thanks to Eisenhower’s initiative, DARPA became a unique entity. In many
ways, DARPA directly inherited the connected-science, challenge, and great-
group organization models of the Rad Lab and Los Alamos. Unlike these
models, which operated primarily on the personal level, DARPA has operated
at the institutional level as well. DARPA became a bridge connecting the insti-
tutional and personal organizational elements, unlike any other R&D entity.

The DARPA model is perhaps best illustrated by one of its most successful
practitioners, J. C. R. Licklider. As a DARPA project manager, Licklider founded
and worked with a series of great technology teams, laying the foundations for
two of the twentieth century’s technology revolutions—personal computing
and the Internet.7 He is that rare example of the technology visionary becom-
ing the vision enabler.

In 1960 Licklider, who was trained in psychology as well as physics and
mathematics, wrote about what he called the “man-machine interface” and
“human-computer symbiosis”: “The hope is that in not too many years,
human brains and computing machines will be coupled together very tightly,
and that the resulting partnership will think as no human brain has ever
thought.”8 He envisioned real-time personal computing (as opposed to the
then-dominant mainframe computing model), digital libraries, and the Inter-
net (he called it the “Intergalactic Computer Network”). He also foresaw most
of the personal computing functions now taken for granted—graphing, sim-
ulations, modeling, and more.
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These insights served Licklider well in the new assignment coming his way.
President John F. Kennedy and Defense Secretary Robert McNamara were
deeply frustrated by the profound command-and-control problems they
encountered during the Cuban missile crisis, particularly the inability to obtain
and analyze real-time data and interact with on-the-scene military command-
ers. DARPA called on Licklider, already at the agency, to tackle the problem.
Strongly backed by noted early DARPA directors Jack Ruina and Charles
Herzfeld, Licklider set in place a remarkable support network of early informa-
tion technology researchers at universities and firms that, over time, built the
sinews of personal computing and the Internet.

At the institutional level, DARPA and Licklider became a collaborative force
throughout the 1960s and 1970s among Defense Department research agen-
cies controlled by the uniformed services. They used DARPA investments to
leverage their participation to solve common problems using the connected
science and technological challenge models. DARPA and Licklider also kept
their own research bureaucracy to a bare minimum, using the service R&D
agencies to carry out project management and administrative tasks. Institu-
tionally, DARPA became more a research supporter and collaborator and less
a rival to the Defense Department research establishment. DARPA also pro-
vided an institutional example within the Defense Department for creating a
flexible, cross-agency, cross-discipline model among the separate U.S. R&D
agencies. At the personal level, meanwhile, Licklider created not only a remark-
able base of information technology talent within DARPA, but also, through
the vehicle of DARPA contracts, a major collaborative network of great
research groups around the country.

Even that is not quite all. Because DARPA was willing to patiently nurture
long-term R&D investments in a way that corporations and venture capital
firms were not, Licklider’s DARPA model came with a native capacity for self-
renewal. DARPA internally institutionalized innovation so that successive
generations of talent would sustain the information technology revolution
over the long term. The great groups Licklider started shared key features of the
Rad Lab groups that came before; his Information Processing Techniques
group remains the first and greatest success of the DARPA model. But this
was not its only success. DARPA also achieved similar accomplishments in
other technology areas, supporting remarkable advances in such areas as
stealth; high-energy lasers; robotics; and computer hardware, software, and
chip fabrication.9

Finally, DARPA was eager to catalyze technology advances not only in the
defense sector but in the civilian economy as well. Its directors, senior scien-
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tists, and managers recognized that an entire economy has to embrace inno-
vation for the defense sector to thrive. The Department of Defense was thus
able to take advantage of a broad acceleration of technology development. By
seeding the private sector, DARPA reduced the department’s development and
acquisition costs over a range of military-relevant technologies. But beyond
that, the department acquired assets it had never imagined. When Andrew
Marshall, the Defense Department’s legendary in-house defense theorist and
head of its Office of Net Assessment, argued in the late 1980s that U.S. forces
were creating a “revolution in military affairs,” this defense transformation
was built around many of the information technology breakthroughs DARPA
initially sponsored. At the same time, these information technology innova-
tions originally sponsored because of their military utility ended up spurring
an unprecedented innovation wave that swept into the U.S. economy in the
1990s, creating strong productivity gains and new business models in dozens
of industries. These in turn have led to a vast creation of new societal wealth
that is still funding ongoing defense transformation. In short, DARPA has cre-
ated a new Appian Way.

The Innovation Model

What, then, does a successful innovation organization look like “in the raw,”
so to speak? If the U.S. government ever finds the good sense to apply the
DARPA model to the country’s energy problem, what would, or should, the
skeletal organization of a Manhattan Project, or more accurately a series of
such projects, for energy look like? 

As DARPA has shown, it would have to work at two levels: the institutional
and the personal. And it would be wise to take to heart DARPA’s twelve orga-
nizing elements:10

—Small and flexible: DARPA consists of only 100–150 professionals; some
observers have referred to DARPA as “100 geniuses connected by a travel
agent.”

—Flat organization: DARPA avoids military hierarchy, essentially operating
at only two levels to ensure participation.

—Autonomy and freedom from bureaucratic impediments: DARPA operates
outside the civil-service hiring process and standard government contracting
rules, a situation that gives it unusual access to talent, plus speed and flexibil-
ity in organizing R&D efforts.

—Eclectic, world-class technical staff : DARPA seeks great talent, drawn from
industry, universities, and government laboratories and R&D centers, mixing
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disciplines as well as theoretical and experimental strengths. This talent has
been hybridized through joint corporate-academic collaborations.

—Teams and networks: At its very best, DARPA creates and sustains great
teams of researchers who are networked to collaborate and share in the team’s
advances, so that DARPA operates at the personal, face-to-face level of inno-
vation. DARPA is not simply about funding research; its program managers are
dynamic playwrights and directors.

—Hiring continuity and change: DARPA’s technical staff members are hired
or assigned for three to five years. Like any strong organization, DARPA mixes
experience and change. It retains a base of experienced experts who know
their way around the Defense Department, but rotates most of its staff from
the outside to ensure fresh thinking and perspectives.

—Project-based assignments, organized around a challenge model: DARPA
organizes a significant part of its portfolio around specific technology chal-
lenges. It works “right-to-left” in the R&D pipeline, foreseeing new
innovation-based capabilities and then working back to the fundamental
breakthroughs that take them there. Although its projects typically last three
to five years, major technological challenges may be addressed over much
longer time periods, ensuring patient, long-term investment on a series of
focused steps and keeping teams together for ongoing collaboration.

—Outsourced support personnel: DARPA uses technical, contracting, and
administrative services from other agencies on a temporary basis. This pro-
vides DARPA with the flexibility to get into and out of a technology field
without the burden of sustaining staff, while building cooperative alliances
with the line agencies with which it works.

—Outstanding program managers: In DARPA’s words, “the best DARPA
program managers have always been freewheeling zealots in pursuit of their
goals.” The DARPA director’s most important job historically has been to
recruit highly talented program managers and then empower their creativity
to put together great teams around great advances.

—Acceptance of failure: At its best, DARPA pursues a high-risk model for
breakthrough opportunities and is very tolerant of failure if the payoff from
potential success is great enough.

—Orientation to revolutionary breakthroughs in a connected approach:
DARPA historically has focused not on incremental but on radical innova-
tion. It emphasizes high-risk investment, moves from fundamental
technological advances to prototyping, and then hands off the production
stage to the armed services or the commercial sector. From an institutional
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innovation perspective, DARPA is a connected model, crossing the barriers
between innovation stages.

—Mix of connected collaborators: DARPA typically builds strong teams and
networks of collaborators, bringing in a range of technical expertise and appli-
cable disciplines and involving university researchers and technology firms
that are usually not significant defense contractors or Beltway consultants
(neither of which focuses on radical innovation). The aim of DARPA’s “hybrid”
approach, unique among American R&D agencies, is to ensure strong collab-
orative “mindshare” on the challenge and the capability to connect
fundamentals with applications.

A DARPA Energy Franchise

The challenge now is to take these twelve essentials of innovation organization
and create a new agency for energy technology innovation—perhaps associ-
ated with a reinvigorated Department of Energy—that can do for energy
innovation what DARPA has done for military innovation. The evolution of
alternative energy technology has been sporadic, and technology transition
has been glacial; a connected DARPA model is a way to attack both problems.
The National Academy’s noteworthy 2006 report, Rising above the Gathering
Storm, has called for exactly this. They call it—surprise!—ARPA-E: Advanced
Research Projects Agency–Energy. Authorization to establish ARPA-E is now
rattling around Congress in various bills.

It is important to remember, above all, the key to the DARPA model’s suc-
cess: DARPA has served a keystone function, bringing talent and appropriate
infrastructure together—and then getting out of the way.11 By avoiding a heavy
institutional footprint and all forms of “landlord” status (mere rent collecting
from past technological exploits), DARPA has been able to renew itself contin-
uously without getting weighed down by legacy projects or staff (although
some observers are arguing that DARPA itself is now abandoning its own
model). It is clear that any legislation designed to set up ARPA-E must man-
date DARPA-like characteristics from the outset. Legislation that is too
generally drawn and given over to bureaucrats to flesh out will almost certainly
lead to the wholesale violation of the twelve characteristics listed here, and
thence to the headlong failure of the entire enterprise. For example, legislation
has to stipulate a flat entity, with only two levels to ensure productive collab-
oration. Project managers must be left in control of their research and
development agendas and budgets. There must be absolutely no budget-office
layer between the director and his project managers. It is also crucial that any

the once and future darpa 67

2990-7 ch06 bonvillian  7/23/07  12:10 PM  Page 67



ARPA-E director have direct and prompt access to departmental leadership—
ARPA-E must not become a subordinate office to a larger R&D entity at the
departmental level.

Obviously, however, significant differences exist between the environment
in which DARPA has operated and those in which a DARPA energy clone
would operate. DARPA launched its breakthrough information technologies
largely into niche sectors that faced limited initial competitive pressures and
could be supported by the new model DARPA itself helped to encourage, of
start-ups, entrepreneurs, venture capital, and angel capital. Some new dis-
ruptive energy technologies could be launched into this niche realm, while
others face profound competitive pressures from an entrenched energy sec-
tor that will resist them. There is also no single silver energy-technology
bullet. Energy is a highly complex system so the single technology focus of the
Manhattan Project will not work; a range of new technology introductions is
required to meet needs in transport, electricity, and efficiency. Another differ-
ence is that DARPA has an initial “customer” for many of its products. The
Defense Department procurement base is, after all, enormous. ARPA-E’s
eventual products could have a significant government-based customer, if, for
example, Congress ordered all new federal construction to integrate revolu-
tionary solar nanotechnology membranes for electrical power generation or
directed military transport to slash its fuel consumption with hybrids featur-
ing powerful new nanotech batteries. But ARPA-E would not have a
government customer base nearly as large as DARPA’s. Nevertheless, even in
some niche areas it could have a nongovernment customer base that is orders
of magnitude larger than the Defense Department. Because of the complex-
ity of the energy sector, a new energy R&D entity is only part of the puzzle,
but it is a critical initial step—new technologies are the prerequisite to other
governmental interventions.

Given these realities, it would be wise to begin construction of ARPA-E by
seconding seasoned veterans of DARPA to it. An agency is its culture, not just
its enabling statute or organizational chart. Only those who have worked within
the DARPA culture understand it well enough to lead and mentor the first gen-
eration of ARPA-E senior staff. (A major error was made when the Department
of Homeland Security’s Science and Technology Directorate, which was to fol-
low the DARPA model, failed to empower its ex-DARPA veterans.) 

What are the institutional barriers to a DARPA clone at the Department of
Energy? The first barrier is fear. The existing national energy labs, no longer
needing to work flat out on building new generations of nuclear weapons and
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searching for new missions, dread an in-house competitor. To survive at the
Energy Department, ARPA-E instead will have to be perceived as a collabora-
tor, potentially seeding new technologies with the national energy labs, just as
DARPA seeded the established service R&D organizations. It cannot become
just another national energy lab or support its own infrastructure; it must be
light and flexible, operating as a connector for the established labs and build-
ing its own strong teams of personal-level tech enablers. It cannot simply fund
existing labs, either. It will have to break some lab china by providing, like
DARPA, strong funding for competing corporate-academic research groups.
An energy transformation demands new entrants, not just the existing cast of
characters. The best lab talent understands that the labs need more competi-
tive pressure because too little technology is transitioning from them into the
commercial sector. The ARPA-E name already carries heavy baggage within the
Department of Energy—it can be changed. The important thing is not choos-
ing the name, but rather understanding how and why the DARPA model has
worked so well and adopting the right form of its twelve essentials for success.
Given the vast size of the current energy infrastructure and capital plant, it will
take time for any breakthrough innovations to be widely adopted. So we need
to begin as soon as possible.

Finally, there is no inherent reason why other DARPA clones—bioscience
under the heavily stovepiped National Institutes of Health, for example—
could not also be created. That would depend, of course, on leadership in both
the executive and legislative branches. If the current administration and con-
gressional leadership do not appreciate the importance of bold investment in
the future of American science and technology—and clearly there is a problem
here, with the administration’s first, extremely modest competitiveness initia-
tive still languishing in Congress after six years in office —perhaps another era
of political leadership will. It is not simply a matter of R&D investment levels;
innovation organization is also important. We must apply the organization les-
sons we have already learned.

How important is innovation organization to America’s national power and
economic health? Let me end as I began, by considering ancient Rome. Roman
children played with a toy called an aeolipile, made up of a metal ball sus-
pended by pins on each side so that it could spin freely; the water-filled ball had
directional nozzles on the top and bottom. When the water in the ball was
heated, steam would jet out and spin the ball. The aeolipile was, in short, a
rudimentary steam engine.
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Imagine if some innovative Roman had envisioned this child’s toy enlarged
and hooked to a set of wheels moving under its own power on the Appian Way.
As it happened, there was no such Roman. Rome lacked the scientific institu-
tions to capitalize on this latent technology, precisely the function for which
DARPA has been organized. Think of the loss that results when a society fails
to dedicate itself to innovation, even when the organizational tools are at hand.
What a waste, and how embarrassing to posterity.
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On February 17, 2006, a rebel group called the Movement for the
Emancipation of the Niger Delta (MEND) declared “total war” against oil
companies operating in Nigeria’s main oil-producing region. Nigeria is Africa’s
leading oil exporter and ranks fifth as an oil supplier to the United States. For
oil companies, it is one of the most inhospitable domains on the planet in
which to do business. In recent years the country, half of which is controlled
by strict Islamic law, has become a cauldron of turmoil where sectarian vio-
lence, radicalism, and corruption are rampant and on the rise.

That winter week, MEND launched a campaign of pipeline sabotage and
kidnapping of oil workers that led to a 20 percent decline in Nigeria’s oil pro-
duction. Five days later, Iraq, the world’s second largest reserve of conventional
crude, nearly went offline when the Shi‘a Askaria shrine in Samarra was
bombed, pushing the country into a bloody civil war. Since Saddam Hussein’s
invasion of Kuwait in August 1990, Iraq has been producing far less oil than its
potential capacity. Years of sanctions and neglect had brought production to
under three million barrels a day, and the Iraq war has since brought the coun-
try to a new oil production low. A sabotage campaign against the country’s oil
installations has reduced Iraqi production to a disappointing average of two
million barrels a day. But the Samarra attack could have pushed the country
over the edge, stopping crude exports altogether. This was the moment 
al-Qaeda was waiting for.
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Since September 11, 2001, terrorist groups have identified oil terrorism as
a way to break the economic backbone of the West. Until 2002 the oil market
had sufficient elasticity to deal with occasional supply disruptions. Such dis-
ruptions could be offset by the spare production capacity owned by some
members of OPEC (Organization of Petroleum Exporting Countries), chiefly
Saudi Arabia. This spare capacity has been the oil market’s main source of
liquidity. But burgeoning demand in developing Asia coupled with voracious
appetites of traditional consumers in the industrialized world have together
eroded this liquidity mechanism from seven million barrels a day in 2002,
which constituted 10 percent of the market, to about two million barrels today,
less than 2.5 percent. As a result, the oil market today resembles a car without
shock absorbers: the tiniest bump can send a passenger to the ceiling.

Without liquidity, the only mechanism left to bring the market to equilib-
rium is rapid and uncontrolled price increases. This reality plays into the hands
of jihadists who seek to hurt the Western economy by going after what they call
“the provision line and the feeding to the artery of the life of the crusader’s
nation.” In an October 2004 videotape, Osama bin Laden explained: “We bled
Russia for ten years until it went bankrupt and was forced to withdraw [from
Afghanistan] in defeat. . . . We are continuing in the same policy to make
America bleed profusely to the point of bankruptcy.”And that is why, through-
out the world, jihadi terrorists have been attacking oil facilities almost on a
daily basis, with significant impact on the oil market.

On a normal day these attacks impose a “fear premium” on the oil market
of around $10–$15 a barrel. For the United States, an importer of twelve mil-
lion barrels a day, this fear premium alone costs roughly $50 billion a year. But
in February 2006, the combination of unrest in Nigeria and Iraq and fear over
a looming crisis with Iran presented al-Qaeda with a unique opportunity to
deliver a crippling blow to the global economy by preventing a significant
amount of oil supply from reaching the market. That could be done most
effectively by an attack on a strategic oil installation in Saudi Arabia. So on Feb-
ruary 24, 2006, two trucks, driven by suicide bombers and each laden with one
ton of explosives, blew up at the outer perimeter of Saudi Arabia’s Abqaiq—
the world’s largest oil-processing facility, through which more than half of
Saudi oil passes each and every day.

Luckily, the terrorists failed to cause significant damage to the plant. But had
they succeeded in turning the complex into an inferno, they would have denied
the world roughly half of Saudi Arabia’s oil and its remaining spare capacity.
That would amount to more oil than all the OPEC members took off the mar-
ket during the 1973–74 Arab oil embargo. Had such a calamity happened in
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conjunction with the shutdowns in Nigeria and Iraq, oil prices would have
soared to $150–$200 a barrel. If it had happened in the midst of a hurricane
season or an extra-cold winter, the outcome would have been even more cat-
astrophic for the United States. Studies and simulations show that a loss of as
little as three million barrels a day can cause gasoline prices to double, result-
ing in a loss of more than one million jobs in the United States alone and a
significant spike in the current account deficit. If not for three factors—the ter-
rorists’ incompetence, responsible behavior by Iraq’s Shi‘a clerics who calmed
things down, and the Nigerian military—February 2006 could have ended
with a far larger loss.

For the U.S. economy and the world economy at large, the danger of simul-
taneous multiple failures in the global oil industry could be more
economically damaging than an outbreak of a pandemic or a dirty bomb set
off in New York City. The supply disruptions of the 1970s cost the U.S. econ-
omy between $2.3 trillion and $2.5 trillion.1 According to the National
Defense Council Foundation, a disruption of similar proportions today could
carry a price tag as high as $8 trillion—a figure equal to more than 60 percent
of U.S. annual gross domestic product, or nearly $27,000 for every man,
woman, and child living in America.2 This is more money than the United
States has spent in all of its wars combined since 1776. The fact that ten of the
top fourteen oil-exporting countries are politically unstable, that the United
States may be facing a long period of increased hurricane activity in the Gulf
of Mexico, and that, following the Abqaiq attack, al-Qaeda promised that “we
shall not cease our attacks until our territories are liberated,” implies that it
is only a matter of time before the United States finds itself in the midst of a
severe oil shock.3 Here is an eminently predictable catastrophe if ever there
was one.

The Energy Weapon Is Back

Transportation underlies the modern U.S. economy. With 97 percent of U.S.
transportation energy based on petroleum, oil is the lifeblood of America’s
economy. Without oil, goods and raw materials cannot reach their destina-
tions, service providers cannot arrive at their clients, and children cannot go
to school. America is poor in oil relative to its need. It consumes one of every
four gallons in the world but has barely 3 percent of the world’s proven
reserves. The United States now imports 60 percent of its oil, more than twice
as much as it imported before the 1973–74 Arab oil embargo. While America
grows increasingly dependent on this resource, its supply to households and
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industries is ever more threatened, not only by nonstate actors like MEND,
al-Qaeda, and the Iraqi insurgents, but also by the swaggering of oil-produc-
ing nations.

Conventional wisdom holds that the oil weapon used against the United
States and its allies in the 1970s is obsolete. While it is true that the OPEC states
that wielded the oil weapon subsequently suffered the most from it, the
assumption that this weapon will not be used again is dangerous considering
that in the past five years alone, no fewer than six energy exporters unsheathed
the oil saber when tension with the United States deepened. In October 2002,
member countries of the Organization of the Islamic Conference considered
an oil embargo as a way to stop the United States from attacking Iraq. Mahathir
Mohamad, then Malaysia’s prime minister, said: “Oil is the only thing Muslim
nations have which is needed by the rest of the world. . . . [By cutting back sup-
ply] it can be used as a weapon to protect the interest of Muslims.”4 Earlier, in
April 2002, Saddam Hussein declared an oil embargo for thirty days in
response to Israeli military operations in the West Bank. Libya immediately
announced that it would follow suit if other Muslim oil-producers imposed an
oil embargo. Iran’s supreme leader Ayatollah Ali Khamenei reminded his
OPEC colleagues that if the West did not receive oil, “their factories would
grind to a halt. This will shake the world!”5 A day later, similar sounds came
from Saudi Arabia. More recently, Venezuela’s president, Hugo Chávez, has
twice threatened to cut off oil shipments to the United States, and some sen-
ior Iranian officials have threatened to block the flow of oil from the Persian
Gulf if the United Nations imposes sanctions over Tehran’s nuclear-weapons
program. In one case, Russia cut the supply of gas to Ukraine as punishment
for its movement toward democracy.

This trend is alarming because it shows a growing inclination on the part
of energy producers to use a negotiating method that for the past three decades
has been taboo. More unsettling is the fact that in the future the industrialized
world will be much more beholden to oil and gas exporters, particularly to
OPEC. While non-OPEC countries pump at full speed, OPEC producers stick
to a quota. As a result, the former are depleting their oil reserves proportion-
ately faster than OPEC. ExxonMobil Corporation has estimated that non-
OPEC production—this includes Russia and West Africa (excluding Nigeria,
which belongs to OPEC)—will peak within a decade.6 At that point, there will
be little easily recoverable oil left outside of the Middle East or, as the Inter-
national Energy Agency put it in November 2005, “We are ending up with 
95 percent of the world relying for its economic well being on decisions made
by five or six countries in the Middle East.”7
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“Warping” Foreign Policy

Deeply embroiled in a struggle against radical Islam, nuclear proliferation,
and totalitarianism, the United States faces a crude reality: While its relations
with the Muslim world are at an all-time low, more than 70 percent of the
world’s proven oil reserves and over a third of production are concentrated in
Muslim countries. The very same Shi‘a and Sunni theocratic and dictatorial
regimes that most strongly resist America’s efforts to bring democracy to the
Middle East are the ones that, because of the market’s tightness, currently
drive the world oil economy. While the U.S. economy bleeds, oil-producing
countries like Saudi Arabia and Iran—sympathetic to, if not directly support-
ive of, radical Islam—are on the receiving end of staggering windfalls. In 2005
the United States spent more than $251 billion on foreign crude oil and refined
petroleum products. In 2007, with oil hovering between $60 and $70 a barrel,
the figure could surpass $300 billion. Not only are U.S. oil imports the cause
of about a third of the U.S. trade deficit, but they are also an indirect contrib-
utor to the spread of radical Islam and antidemocracy forces. An undetermined
portion of the petrodollars sent to the Middle East finds its way—through
official and unofficial government handouts, charities, and well-connected
businesses—to the jihadists committed to America’s destruction. On July 13,
2005, Undersecretary of the Treasury Stuart Levey told the Senate Committee
on Banking, Housing and Urban Affairs that “wealthy Saudi financiers and
charities have funded terrorist organizations and causes that support terror-
ism and the ideology that fuels the terrorists’ agenda. Even today, we believe
that Saudi donors may still be a significant source of terrorist financing, includ-
ing for the insurgency in Iraq.”8 

The flow of petrodollars from consuming economies to the coffers of pro-
ducers that, in the words of President George W. Bush, “don’t particularly like
us,” not only casts a large shadow over America’s prospects of winning the war
on terrorism but also limits U.S. diplomatic maneuverability on central issues
like human rights and nuclear proliferation. Perhaps the most powerful state-
ment of the impact on America’s ability to accomplish its foreign policy goals
came from Secretary of State Condoleezza Rice, who in April 2006 told the
Senate Foreign Relations Committee:

We do have to do something about the energy problem. I can tell you
that nothing has really taken me aback more, as Secretary of State, than
the way that the politics of energy is . . . “warping” diplomacy around the
world. It has given extraordinary power to some states that are using
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that power in not very good ways for the international system, states
that would otherwise have very little power.9

One of these states is Iran. With 10 percent of the world’s oil reserves and
the world’s second largest natural gas reserve, Iran’s President Mahmoud
Ahmadinejad seems unfazed by the prospects of international sanctions
against his country as a result of its efforts to develop nuclear weapons. With
high oil prices, leaders of human-rights-violating countries like Azerbaijan,
Chad, Sudan, Turkmenistan, and Uzbekistan, too, can persecute their people
with impunity. The control over a large part of the world’s oil and gas market
allows Russia’s president Vladimir Putin to bully his European neighbors, to
play “hard to get” on Iran, and to undermine democracy in former Soviet
republics like Georgia and Ukraine.

Oil also lubricates the so-called Bolivarian revolution led by Venezuela’s
Chávez, who is using his country’s oil wealth to buy political influence in the
Western Hemisphere and to consolidate an anti-U.S. bloc in the region. In
2005, he signed agreements to finance cheap oil to thirteen Caribbean coun-
tries, bought up more than $1 billion of Argentina’s debt, and worked to
distance Mexico from the United States. At the same time Chávez is leading a
nationalization campaign against multinational energy companies operating
in South America, which will surely discourage energy majors from making the
investments necessary to develop the region’s economies.

U.S. diplomacy is further complicated by the indefatigable thirst for energy
of emerging countries like China and India, which are becoming increasingly
dependent on the very same countries the United States is trying to rein in. The
growing appetite of developing Asian powers not only plays into the hands of
the aforementioned rogue producing nations, but also feeds what could
become a global competition for control of energy resources.

Foreign Policy Begins in Our Garage

The unique strategic importance of oil to the modern economy—beyond that
of any other commodity today—stems from the fact that the global economy’s
very enabler, the transportation sector, is utterly dependent on it, with 220
million cars and trucks in the United States alone. Today’s vehicles have an
average life span of sixteen years and, for the most part, can run only on petro-
leum. Therefore, even if every new vehicle produced runs on some alternative
fuel, uninterrupted supplies of conventional fuels will still be needed for the
next fifteen to twenty years.
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The petroleum industry will doubtless do its part: With high oil prices
expected for the foreseeable future, Americans are likely to see expanded
domestic production using enhanced recovery technologies; the government
relaxing some restrictions on domestic drilling; and, increasingly, nonconven-
tional sources of petroleum such as tar sands, extra-heavy oil, and oil shale
coming online. An estimated 180 billion barrels of oil can potentially be gen-
erated from tar sands in Canada, and technology is being developed to tap an
additional 800 billion barrels of oil from shale in Colorado, Utah, and
Wyoming—more than triple the proven oil reserves of Saudi Arabia. America’s
vast coal reserves can also be tapped to produce synthetic petroleum. A process
called Fischer-Tropsch, which was used extensively by Nazi Germany and by
South Africa, allows the conversion of coal to clean diesel. The process is
economically viable with oil selling at $45 per barrel and above; the U.S.
Department of Energy estimates that by 2030 a tenth of current U.S. oil pro-
duction will come from coal.10 These solutions will require significant
investment in the United States and abroad. The International Energy Agency
estimates that it will take $16 trillion in spending, much of it by national and
privately owned oil companies, over the next twenty-five years on new energy
infrastructure just to keep up with growing demand and to insulate the world
from shocks.11

On the demand side of the equation, industrialized nations have demon-
strated a remarkable ability to conserve and improve efficiency once prices
spike. In response to OPEC’s oil embargo, U.S. oil consumption fell 15 percent
between 1979 and 1985, and oil imports fell by 42 percent. Because 60 percent
of the projected increase in oil use in the next twenty years will be in the trans-
portation sector, the biggest efficiency gains can be accomplished there.
Roughly 40 percent of the world’s supply goes to power cars and trucks. Pub-
lic policy initiatives—such as gasoline taxes; fuel efficiency standards for cars
and trucks; and, in response to crisis, the introduction of mild austerity
measures—could dampen demand and push prices down. After fuel economy
standards were introduced in the United States in 1978, the fuel efficiency of
new cars and trucks rose quickly, though it has leveled off in recent years. The
introduction of hybrid technology, which combines an internal combustion
engine with an electric motor, allows auto manufacturers to increase efficiency
without compromising safety or performance. Because of their high efficiency,
hybrid electric vehicles can attain between 20 percent to over twice the mileage
of conventional gasoline engines. In the more distant future the introduction
of extra-strong lightweight vehicle materials could improve efficiency even
further.12
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But neither efforts to expand petroleum supply nor those to crimp petro-
leum demand will be enough to reduce America’s strategic vulnerability
anytime soon. When the British Navy made the shift from coal to oil, then Lord
of the Admiralty Winston Churchill famously remarked, “safety and certainty
in oil lies in variety and variety alone.” To diminish the strategic importance
of oil to the international system it is now critical to expand the Churchillian
doctrine beyond geographical variety to a variety of fuels.

The United States and other major oil-consuming countries are well
endowed with a variety of energy resources, including coal (the United States
has a quarter of the world’s total reserves); agricultural, municipal, and indus-
trial waste; dedicated energy crops; nuclear power; and solar and wind power.
All of these energy sources can play a role in the transportation system as part
of what might be called a “fuel choice” strategy.

The key to fuel choice is the deployment of multifuel vehicle technologies
that are readily available and compatible with the nation’s current energy infra-
structure. One key technology is the flex-fuel vehicle. This feature, which adds
only $150 to the cost of a new car, enables the use of any combination of gaso-
line and alcohols such as ethanol and methanol. About six million such cars are
already on America’s roads. In Brazil, where ethanol is widely used, the share
of new car sales that have fuel flexibility has risen from 4 percent to 67 percent
in just three years.

Where will the fuel come from? Throughout the world alternative fuels
today total a mere 2 percent of the transportation fuel market. But rising oil
prices have brought a spike in demand and production of gasoline replace-
ments. Ethanol production has more than doubled since 2000; production of
biodiesel fuel has expanded nearly threefold. In many countries, motor fuel is
already blended with ethanol. In Brazil, for example, ethanol accounts today
for 20 percent of the country’s transportation fuel market.13 According to the
Worldwatch Institute, the world could theoretically harvest enough biomass to
satisfy the total anticipated global demand for transportation fuels by 2050.14

In the United States today ethanol is made primarily from corn. Hopes of
drastically ramping up domestic production are predicated on the commer-
cialization of advanced technologies to convert cellulosic material like switch
grass, wood chips, and rice straw to ethanol using genetically modified biocat-
alysts. In his 2006 State of the Union address, President Bush set a goal for such
technologies to mature in under six years. Until this happens, the United States
should use sugar cane as well as corn for ethanol production. Sugar yields five
times more energy than corn and costs half the price to turn into ethanol.
Therefore, unlike corn, it does not require a government subsidy (in today’s cli-
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mate of high prices, with production costs of corn ethanol well under $1.50 a
gallon and selling costs about $2.30, it is questionable whether corn ethanol
requires its current subsidies).

Unfortunately, the United States does not have an ideal climate for growing
sugar cane—sugar needs a long, frost-free growing season—and is not able to
ramp up sugar production to the level needed to even come close to satisfying
its energy needs. This is why Latin American and Caribbean countries like
Brazil, Costa Rica, the Dominican Republic, El Salvador, Guatemala, Hon-
duras, and Jamaica—all low-cost sugar cane producers—could become keys to
U.S. energy security. Brazil, the Saudi Arabia of sugar, already exports half a bil-
lion gallons of ethanol a year and could provide the United States with cheap
ethanol. “We don’t want to sell liters of ethanol,” Brazil’s agriculture minister
Roberto Rodrigues said in 2004. “We want to sell rivers.”15

Expanding U.S. fuel choice to include biofuels imported from our neighbors
in the Western Hemisphere has significant geopolitical benefits at a time when
U.S. standing in the region is challenged. Sugar is now grown in one hundred
countries, many of which are poor. Encouraging these countries to increase
their output and become fuel suppliers could have far-reaching implications
for their economic development. By creating economic interdependence with
sugar-producing countries in Africa and the Western Hemisphere, the United
States can strengthen its position in the developing world and provide signif-
icant help in reducing poverty. In many countries where coca is grown and
used for the production of narcotics, sugar could replace coca and thus help
address the scourge of the illicit drug trade.16 Yet despite the economic and
geopolitical benefits of sugar ethanol in the United States, corn and sugar
growers as well as major ethanol refiners oppose imports of sugar ethanol.
The growers’ champions in Congress have imposed a stiff tariff of 54 cents a
gallon on imported ethanol to protect local industry. The result is that, while
fuel imported from Saudi Arabia or Venezuela is not taxed, fuel coming from
Brazil is. This is absurd.

A game-changing alcohol that could be used in flexible fuel vehicles is
methanol, also known as wood alcohol. While ethanol can be made only from
agricultural products like corn, sugar cane, and, assuming technological suc-
cess, cellulosic biomass, methanol can be made from all of them, plus an array
of other carbon-rich energy sources with which the United States is well
endowed. Today, about 90 percent of the worldwide methanol supply is pro-
duced from methane, the main component of natural gas. Technologies to
produce methanol from coal are at hand, and a commercial-scale plant in the
United States now produces it for about 50 cents a gallon (methanol has about
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half the energy of gasoline, so this equates to about $1 a gasoline-equivalent
gallon). In China eight provinces have recently made a strategic decision to use
methanol as a fuel, and eighty coal-to-methanol plants are in the making.
When it comes to biomass, methanol enjoys a significant advantage over
ethanol: a ton of biomass will produce 50 percent more energy if converted to
methanol than to ethanol. Chemistry Nobel laureate George Olah has also
proposed recycling carbon dioxide emissions from industrial exhausts by com-
bining them with nuclear or renewable hydrogen to produce methanol.17

No less promising is the use of electricity as a transportation fuel. In most
of the industrial world petroleum is no longer used to generate power. Since
the 1970s oil-powered generators have been replaced by nuclear reactors, coal-
fired power plants, natural gas turbines, solar panels, and wind turbines. Only
about 2 percent of U.S. electricity is now generated from oil. Using electricity
as a transportation fuel enables the full spectrum of electricity sources to
displace petroleum. Plug-in hybrid electric vehicles (PHEVs) are multifuel
vehicles that can utilize grid electricity in addition to liquid fuel. PHEVs can
be plugged into an electrical outlet and provide the stored energy for much of
a typical day’s drive. Like the first-generation hybrids currently on the road,
plug-ins have a liquid fuel tank and internal combustion engine, so they have
the same driving range as a standard car. A person who drives less than the car’s
electric range in a day could do so exclusively by recharging the battery and sel-
dom have to dip into the fuel tank. Since half the cars on the road in the United
States are driven twenty miles a day or less, a plug-in with a twenty-mile-range
battery would reduce gasoline consumption significantly. When the charge is
used up, the PHEV automatically switches over to running on the engine
powered by the liquid in its fuel tank. PHEVs can reach fuel economy levels of
100 miles per gallon of gasoline. If a PHEV is also a flexible-fuel vehicle pow-
ered by 85 percent alcohol and 15 percent gasoline, fuel economy could reach
over 500 miles per gallon of gasoline. Ideally, plug-in hybrids would be charged
at night in home or apartment garages, when electric utilities have significant
reserve capacity. The Electric Power Research Institute estimates that up to 
30 percent of the U.S. vehicle market could shift to plug-in hybrids without
needing to install additional baseload electricity-generating capacity.

Thinking out of the Barrel

By shifting to nonpetroleum, next-generation transportation fuels like alcohol,
nonpetroleum diesel, and electricity, Americans can reduce the content of
gasoline in their tanks and hence reduce their vulnerability to supply disrup-
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tions. Today, the United States imports twelve million barrels of oil a day, and
that figure is projected to rise to twenty million by 2025. If all cars on the road
by 2025 are either diesels burning some nonpetroleum fuel or flexible and
plug-in hybrid vehicles, U.S. oil consumption would drop by as much as twelve
million barrels a day. Oil would face competition at the pump with other
energy sources, which should serve to dampen its strategic value, enabling
America to regain control over its foreign policy and reduce its vulnerability
to an energy catastrophe.

A nationwide deployment of flex-fuel cars, plug-in hybrids, and alternative
fuels could take place within two decades. But such a transformation will not
occur by itself. In a perfect world government would not need to intervene in
the energy market, but in a time of war, the United States is taking an unaccept-
able risk by leaving the problem to be solved by the invisible hand. This is
especially true since the energy market is anything but free. It is manipulated
by a cartel, heavily rigged in favor of the status quo, and, as the case of Brazil-
ian ethanol shows, riddled with protectionism. In the absence of appropriate
public policy, hundreds of millions of petroleum-burning cars ill-suited to
address the changing geopolitics and geology of oil will roll onto our roads in
coming decades, with profound implications for the future. On pure national
security grounds, government must facilitate energy security by requiring that
vehicles sold in the United States be able to run on other fuels in addition to
oil-based fuel. A fuel-choice standard would level the playing field and promote
free competition among diverse energy suppliers.

The shift from an oil-based economy to a fuel-choice economy is a big idea.
But the American people have never shied away from big ideas. Space explo-
ration, disease eradication, and the proliferation of freedom were all big ideas
that have benefited billions of people around the world. They all required ded-
icated and enthusiastic leadership, public support, close international
cooperation, and, more than anything, perseverance. An aggressive, inventive
energy policy can gradually diminish the role of oil in world politics and
reduce predictable friction between consumers and producers and among
consumers themselves. Such a vision is both practical and economical—far
cheaper than maintaining the current energy system. The only question is
whether our leaders will lead or will instead be dragged to act by the most
painful oil shock in American history.
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News that a person has become infected with HIV is a personal tragedy
but of no consequence to the world at large. News of the first person to be
infected with HIV—now that, had it been revealed years ago at the start of the
pandemic, would have been of monumental importance.

HIV/AIDS was discovered in 1981, in San Francisco, long after the disease
had already spread around the world, having probably emerged in Africa fifty
years before that. Had the first person infected—the “index case,” epidemiol-
ogists call him—been identified and prevented from infecting other people,
tens of millions of lives would have been saved.

Today, the search is on for the sources of another emerging infectious
disease—a pandemic influenza virus. Should the H5N1 bird flu strain mutate
to allow human-to-human transmission, this new disease could kill as many
people as HIV/AIDS, or more, and in a much shorter period of time. That it
has not turned into a mass global killer yet does not mean that it still won’t.
Many casual observers are under the impression that the absence of a major
outbreak in the winter of 2005–06, after a great deal of media attention paid
to the prospect, means that the world can now rest easy, that the danger has
passed. This is not so.

The 2002 outbreak of severe acute respiratory syndrome (SARS) showed
how easily a new disease can spread in today’s globalized world. A single
infected person, staying at a hotel in Hong Kong, transmitted the disease to at
least sixteen other guests and visitors all linked to the same hotel floor, and
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these persons in turn carried the disease on their travels to Canada, Singa-
pore, and Vietnam. Subsequent waves of transmission spread the disease to
thirty countries. Only 916 people died from SARS, but that was due as much
to the self-limiting nature of the disease as to the measures taken to contain it.

The pandemic influenza outbreak of 1918–19 spread rapidly, in two waves,
helped by the troop movements of World War I. Estimates of the number of
people killed by this pandemic vary. The figure of 20 million deaths worldwide
is often mentioned, but estimates range as high as 100 million deaths. A new
pandemic strain could kill as many people—or more. Modern medicine will
help cut fatalities, but the case fatality rate of the H5N1 virus in humans is very
high, and the world’s population is much greater today, and much more inte-
grated, than it was in 1918.

Society must also contemplate the risk of deliberate release of a toxic bio-
logical agent. Terrorists could easily get hold of an agent like anthrax, and they
may have already acquired samples of smallpox. Given time, they may be able
to develop in the laboratory new, designer pathogens (perhaps crossing the vir-
ulence of Ebola with the infectiousness of measles). Polio has already been
synthesized in the lab.

All of these emerging infectious diseases—the ones that we can anticipate
and the ones that surprise us, the ones that arise by “accidental” mutation and
the ones that develop by willful intent, the ones that erupt dramatically and the
ones that smolder for years before being detected—all of these pose a dire
threat to global health.

Is the world prepared? The United States and other governments have
adopted policies and made investments to address these threats, but these 
steps have been mainly unilateral and defensive when they need also to 
be global and offensive. A fundamental change in perspective is required 
to address the threat of emerging infectious diseases. In particular, action is
needed in five areas: prevention, preparedness, surveillance, reporting, and
response.

Prevention

The human form of bovine spongiform encephalopathy (BSE), or new vari-
ant Creutzfeldt-Jakob disease, arose in the United Kingdom because of the
practice of rendering cattle offal, including brain and spinal cord tissue, to
feed other cattle. Were it not for this rendering process, the original prion
mutation—that is, a change in the structure of infectious particles of protein—
would not have spread so widely.
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Could this risk have been foreseen? Probably not. But diseases that develop
from mutations of already-recognized agents can be foreseen—and prevented.
The antimalarial drug chloroquine, for example, has lost its effectiveness.
Overuse of this drug allowed evolution to select mutations that resist chloro-
quine, and these new mutations have now spread around the world. Unless
decisive action is taken, resistance to the new, artemisinin-based antimalarials
will also develop.

To prevent this, global minimum standards should be set. Monotherapy, or
single-drug versions, of the new antimalarials should be banned, since they are
especially prone to resistance. Multidrug or combination therapies, by contrast,
should be subsidized. Currently, neither action is being taken. The World
Health Organization has threatened to “name and shame” companies that
manufacture and distribute the monotherapies, but that is a weak response.
And donor countries have failed to subsidize the new combination therapies.
They continue to look at development as requiring investments in particular
states rather than as a broader challenge, sometimes with ecological founda-
tions. Chloroquine resistance developed independently in Southeast Asia and
South America and spread to Africa, where the falciparum form of malaria kills
between one million and two million children each year, every year. The
nation-centric view of development failed to prevent this disaster.

Actions can also be taken to reduce the risk of an H5N1 mutation that
would allow human-to-human transmission. A new mutation could arise if
wild migratory birds infected domesticated fowl, these animals then passed a
mutation of the disease to humans, and these infected humans in turn trans-
mitted the disease to other humans around the world. Standards that might
prevent or at least make less likely this kind of chain event do not exist at the
international level. (Indeed, even the European Union has taken a fragmented
approach to this current challenge.) The Dutch ordered their commercial
poultry flocks indoors to prevent them from being infected by wild, migratory
fowl. Nigeria’s government, by contrast, could not even identify where the
country’s largest poultry farms were located.

The essential point is that Nigeria’s failure is not only Nigeria’s problem. It
is every country’s problem. The United States is just as vulnerable to a pandemic
influenza strain that emerges in the outskirts of Lagos as in downtown Chicago.

Note the difference between an emerging infectious disease and a well-
established one. By means of mass vaccination, the United States has virtually
eliminated measles. It is as if the United States has erected a wall that separates
its people from the vulnerable masses in poor countries. Should an infected
person enter the United States, almost no Americans will become infected.
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Even the people who are not vaccinated will be protected by the herd immu-
nity available in the population. In Africa, by contrast, half a million or so
children die every year from this easily preventable disease.

Establishing standards is essential, but so is enforcement. In June 2005
reports surfaced that farmers in China had used an antiviral drug, amantadine,
to suppress major bird flu outbreaks, in violation of international livestock
guidelines. The consequence is that the H5N1 virus has now become resistant
to this drug—and so the countries relying on it (mainly the developing coun-
tries) must now turn to more expensive antivirals for treating humans.

To sum up, the challenge of preventing emerging infectious diseases
requires collectively agreed, minimum global standards, coupled with assis-
tance with capacity and enforcement.

Preparedness

Prevention is not always possible, and, for the reasons just mentioned, it may
be inadequate in any event. So the world must also be prepared to deal with
new outbreaks. Preparedness is in every state’s self-interest, but it also yields
global benefits. This is because preparedness can help limit spread.

Today, countries are stockpiling antiviral drugs and investing in the devel-
opment of vaccines that, it is hoped, will be effective against a mutation of the
H5N1 virus. These measures are to be welcomed, but not every country can
afford them—and the countries that fail to invest in preparedness expose the
rest of the world to risk. It may not be possible to prevent spread, but even
slowing down transmission will be helpful, for it will buy the time needed to
develop better tools with which to fight a new influenza strain (the tools avail-
able today only guess at the nature of the strain likely to emerge).

Suppose that a new pandemic strain emerges in a developing country that
lacks the drugs and vaccines to help slow its spread. Will the countries with
stockpiles use them to prevent spread at source, or will they use them defen-
sively to protect their own populations? Stocks are limited and must be
rationed, so it is not possible today for countries to do both. Choices will have
to be made. If the stocks are used at the source of the outbreak, they will have
a greater chance of being effective in slowing global spread. But to deploy them
in this fashion would expose the country that donates the drugs and vaccines
to a sizable risk.

A global stockpile is therefore needed, and there is one (donated by the
manufacturer of the antiviral drug oseltamivir). But the stockpile has only
enough to treat three million people. By contrast, the United Kingdom, an
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island nation with a population of sixty million people, has a stockpile of
almost fifteen million doses. What happens if an epidemic of a new bird flu
strain emerges in Mumbai, with a population of nearly twenty million people?

Investing in vaccine production capacity is also needed. Current capacity is
very limited and located in just a few countries. Should there be an outbreak,
where will scarce vaccine stocks be deployed? In the countries where produc-
tion capacity is based, or where deployment would deliver the greatest global
benefit? The world’s governments currently lack a global framework for mak-
ing these crucial decisions.

To summarize: Global preparedness requires a global investment in the
tools that can prevent spread at the source of an outbreak, wherever in the
world that may be.

Surveillance

Surveillance is needed to identify outbreaks of new diseases. Only when the
Centers for Disease Control and Prevention in the United States noticed an
unusual increase in the demand for pentamidine, a drug used to treat an
extremely rare lung infection, was the HIV/AIDS epidemic first identified in
1981. Far from being a success, however, this discovery showed how inadequate
global surveillance really was. As mentioned before, it is now known that the
disease first emerged on a different continent about fifty years before it was first
identified in San Francisco.

Surveillance capacity is weakest in developing countries; and failed, col-
lapsed, and fragile states are the biggest challenge. The world is devoting an
unprecedented amount of attention today to poliomyelitis because of the on-
going initiative to eradicate the disease, and yet surveillance has been
inadequate. For example, polio was found in Sudan in 2004, three years after
officials declared it had been eliminated. Subsequent analysis showed that the
disease had remained endemic in the country all that time. If a disease that
health officials are looking for cannot be identified, what are the chances that
they will notice a disease that they do not even know exists?

Surveillance is also inadequate in rich countries. For example, an avian
influenza virus (subtype H7N7) circulated undetected in the Dutch poultry
industry for several months before a major outbreak occurred in 2003. Simi-
larly, detection of BSE in the United Kingdom took longer than it should have.
According to a formal inquiry into the BSE epidemic, farmers failed to refer
BSE cases to the authorities at the early stage of the epidemic for fear that the
discovery would harm them financially.
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Reporting

Surveillance is of greatest benefit when new outbreaks are reported. It is the
combination of surveillance and reporting that allows countries to take the
steps necessary to protect their populations and to prevent the disease from
spreading globally.

Unfortunately, perverse incentives work against fulfilling this need. Coun-
tries that report new outbreaks are typically “rewarded” by being made the
targets of trade restrictions. Discovery of a single case of BSE, for example, rou-
tinely triggers a wholesale ban on beef imports from the country reporting the
discovery—a restriction that can last a very long time.

The problem of reporting was dramatically and alarmingly demonstrated
by the SARS outbreak. The World Health Organization first learned of a seri-
ous outbreak from unofficial sources, transmitted electronically and linked to
its Global Outbreak Alert and Response Network. It was only the next day, a
full three months after the epidemic started, that the Chinese government
reported the SARS outbreak. Despite this failure, the SARS experience teaches
that reporting is no longer the problem it once was. The availability of infor-
mation from unofficial sources, coupled with the WHO’s willingness to act on
such information, means that countries gain less by hiding what they know
and lose when their attempts at concealment are later exposed. The SARS
experience has helped establish a new norm of behavior: the duty to report.

Response

The world’s response to SARS may seem another source of comfort: the SARS
outbreak did not become a pandemic. But SARS had characteristics that made
control by the old-fashioned methods of quarantine and contact tracing easy.
Persons with SARS showed symptoms, and became very ill, before they became
infectious. Quarantine was thus effective in stopping transmission. And
because the disease also had a lengthy incubation period, the people with
whom infected persons had been in contact could be traced and isolated before
they became ill and could infect others. Influenza has neither of these desirable
properties and so is a much greater threat.

The incentives for the world to extinguish a disease at its source are strong,
but the opportunity to do so depends on the other measures already noted—
preparedness, surveillance, and reporting. These three areas, coupled with
prevention, are the weakest links in the global system for addressing emerging
infectious disease threats today.
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International Health Regulations

None of these problems is new. Negotiation of trade rules in response to dis-
ease outbreaks began with the first international sanitary conference, hosted by
France in 1851, and they continue today. Indeed, the agenda has barely shifted.
One objective of the early conferences was to limit imports of disease into
western Europe. The other was to standardize trade restrictions to block such
imports. Recent negotiations to revise the International Health Regulations
(IHR) focused on precisely the same issues.

The original purpose of the IHR, first established in 1951, was not only to
“ensure the maximum security against the international spread of diseases,”
but to do so “with a minimum interference with world traffic.” Unfortunately,
the IHR failed to make much if any difference.

First, the IHR applied only to three diseases—cholera, plague, and yellow
fever. China was under no legal obligation to notify the WHO of the SARS out-
break, even though its actions imperiled persons living in other countries.
Second, compliance with the IHR was poor—partly because of the incentive
not to report and partly because of the failure of the IHR to enforce compli-
ance. Finally, the IHR failed to address the related incentive problems of
underinvestment in surveillance. No country was obligated under the IHR to
search for the first signs of the HIV/AIDS pandemic, for example.

Recent IHR revisions were meant to address these (and other) deficiencies,
and they do mark a substantial shift. David Fidler, a leading expert on the sub-
ject, has called the revised IHR “one of the most radical and far-reaching
changes in international law on public health since the beginning of interna-
tional health cooperation in the mid-19th century.”1 Negotiations for these
revisions went on for years, achieving nothing. Then SARS hit, and the WHO
did all sorts of things it was not authorized to do, such as recommending that
people not travel to at-risk areas like China and Toronto. The rest of the world,
with the exception of the government of China and the mayor of Toronto,
applauded. It was after this that the IHR were revised, mainly to give the WHO
the authority to do what it had already done.

Scheduled to enter into force in May 2007 (for the countries that neither
reject nor register reservations against them), the revised IHR contains a num-
ber of improvements. Three are most critical.

First, the revisions require notification of all “events that may constitute a
public health emergency of international concern.” These would include not
only outbreaks of the three diseases listed in the current IHR, but of all dis-
eases, including all newly emerging diseases.
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Second, the revisions make reporting more reliable by allowing the WHO
to take actions based on unofficial sources of information and by obligating
countries to report outbreaks arising outside as well as inside their territories.

Third, the revisions require that any trade-related health measures adopted
unilaterally be neither “more restrictive of international traffic” nor “more
invasive or intrusive to persons than reasonably available alternatives that
would achieve the appropriate level of health protection.” Such measures must
also be based on “scientific principles” and “available scientific evidence of a
risk to human health.” These measures make the revised IHR compatible with
World Trade Organization (WTO) rules.

While all of these changes are welcome, the revisions will do little to address
the fundamental weaknesses in the current system. The revisions require that
nations “develop, strengthen and maintain . . . the capacity to detect, assess,
notify and report” and “to respond promptly and effectively to public health
threats and public health emergencies of international concern.” But they do
not provide the poorest countries with the means to deliver on this promise.
Fundamentally, the IHR revisions fail to create incentives for countries to build
a truly global surveillance and response capacity.

The IHR revisions can also be criticized on another level. They seek to
address outbreaks but not the conditions that give rise to these outbreaks in the
first place—conditions like poor sanitation, nutrition, and food safety, and
the absence of minimum standards that can prevent resistant strains and dan-
gerous mutations from emerging and spreading.

Emergence of a Global Response

As explained in a recent report by the U.S. Institute of Medicine, “infectious
diseases are a global threat and therefore require a global response. . . . The
United States’ capacity to respond to microbial threats must therefore include
a significant investment in the capacity of developing countries to monitor and
address microbial threats as they arise.”2 The problem is that the incentives for
the United States and other countries to make this investment on their own or
by coordination only are weak. A multilateral effort is needed.

In January 2006 an international “pledging conference” on avian and
human pandemic influenza was held in Beijing. The aim of the conference was
to promote, mobilize, and coordinate financial support for a global response
to the threat of an influenza pandemic. The organizers hoped to raise 
$1.5 billion; in the event, $1.9 billion was pledged. This would seem a victory
for multilateralism, but the money pledged by the biggest donor, the United
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States, represents less than 5 percent of the total U.S. budget for pandemic
influenza. The balance of the spending is wrong.

A change in focus is also needed. Pandemic influenza is just one of many emerg-
ing infectious disease threats. As well, the U.S. response requires sustained,
long-term investment, particularly in increasing capacity in developing countries.

Not all infectious diseases pose a global threat. Millions of people (children,
mostly) in poor countries die every year of diseases that do not threaten peo-
ple in rich countries. People living in rich countries are protected from these
diseases, whether for reasons of geography, hygiene, sanitation, environmental
modification, vector control, nutrition, or vaccination. This differential devel-
opment has been propelled by, and has also reinforced, a domestic-oriented
approach to public health. When a state can protect itself from infectious dis-
eases, there is little need for it to cooperate with others. Public health becomes
a matter of domestic policy and overseas development assistance.

The threat of emerging infectious diseases requires a different response.
New diseases may arise anywhere and then spread, posing a risk to people
everywhere. Existing institutional arrangements that emphasize defensive,
national protection are an inadequate approach to this challenge. Shifting
resources toward building a multilateral infrastructure will offer improved
protection for every state.

The world is much better prepared than it was when SARS broke out in
2002. The IHR revisions, combined with the Sanitary and Phytosanitary Agree-
ment of the WTO and an improved telecommunications infrastructure, mean
that reporting is no longer the problem it once was. But a truly global approach
is still lacking today, and this needs to change.

The problem at a fundamental level is underdevelopment. The conditions
that give rise to new pathogens need to be dealt with directly: sanitation,
hygiene, public health systems, farming practices, communication networks,
and so on—this entire infrastructure is of global and not only local signifi-
cance. Looked at from the perspective of emerging infectious diseases, the rich
countries can gain directly from development of the poorest and weakest
states, so they have reason to contribute more to that development. At the
same time, these additional contributions must be linked to the meeting of
global standards. Both are needed if the world is to be protected from the
threat of emerging infectious diseases.
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Part III

Forecasting
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We live in a world of surprises. When they happen, the typical response
is,“Who would have thought. . . ?” Who, for example, would have thought that
Islamic terrorists would hijack airplanes and fly them into the World Trade
Center and the Pentagon? That was a question that almost everyone—
including senior military leaders of the United States—was asking after the
fact. Yet, even the most devastating surprises are often inevitable. Many peo-
ple did anticipate the terrorist attacks of September 11. During the last twenty
years, a half-dozen well-known commissions predicted that something simi-
lar would occur: Terrorists would attack the World Trade Center again;
airplanes could be used as weapons; Osama bin Laden would orchestrate
attacks on symbols of U.S. power. Yet most Americans, as well as officials in
both the Clinton and Bush administrations, focused their attention elsewhere
while the inevitable grew imminent.

Why is the inevitable so often surprising? Many people blame a “failure of
imagination.” That is true, as statements go, but it does not get us closer to a
solution. If a bunch of imaginative people are brought together in a room and
asked to speculate about what might happen, they can easily create an abun-
dance of wild scenarios. Even popular fiction can be ahead of the conjecture
curve. Back in 1994 in Debt of Honor, novelist Tom Clancy wrote about a
Japanese man who flew a 747 into the U.S. Capitol. No one reading that book
argued that defense mechanisms should be set up to protect against crazed
Japanese men; they saw this scenario as fiction and did not take it seriously.

9
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Anticipating Strategic Surprise 
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The point is that imagining things is the easy part. What is hard is imagin-
ing future scenarios that are sufficiently believable to spur one to act in advance
and find ways to persuade others to act. Achieving believability and action
requires a depth of insight and understanding that is rare within companies or
governments. This encompasses both an understanding of the world around
the organization and deep insight into the mind-set of the decisionmakers
within the organization.

Strategic Surprises

In advising major companies and governments on long-term issues, we at
Global Business Network and the Monitor Group have come to see that the
nature of surprise tends to be misunderstood. People mislabel many events as
surprises, when they are actually inevitable and can be foreseen. More critically,
people frequently focus on the wrong events altogether.

Instead of trying to react to all events and future scenarios equally, the chal-
lenge for leadership is to know which ones to act on. It is therefore essential to
know how to identify, and then how to avoid, what we call strategic surprises.

A strategic surprise has three key elements that differentiate it from the
run-of-the-mill surprises that are so common in today’s complex world.

—It has an important impact on an organization or country.
—Because it challenges the conventional wisdom—“the official future,” as

we like to say—it is difficult to convince others to believe that the surprise is
even possible.

—It is hard to imagine what can be done in response.
Strategic surprises, therefore, are those patterns of events that, if they were

to occur, would make a big difference to the future, force decisionmakers to
challenge their own assumptions of how the world works, and require hard
choices today.

To be able to deal with strategic surprises, it is important to be aware of the
two major traps into which people fall. First, decisionmakers tend to view sud-
den and significant shocks as most important when, in fact, they are not
usually what matter most. Granted, the tsunami in Southeast Asia in Decem-
ber 2004 was a significant natural disaster. But simply because something
momentous happens does not mean it is a strategic surprise.

Strategic surprises are game-changing events. They do not happen every
year or even every decade. But when they take place, the rules of the game that
were previously in place no longer apply. Strategic surprises usually reshape the
rules of competition. The question then becomes: What are the assets needed
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to win, and when do strengths become weaknesses, and vice versa? Vantage
point also matters; something can be a strategic surprise for one company or
country but for not another, because an event’s impact may be felt differently.

Second, the myth about strategic surprise is that the surprise is difficult to
identify. Yet, if big uncertainties in the world around us are recognized and
explored, important phenomena can often be seen—and monitored—as they
emerge. It is easier for people to imagine how they might deal with a danger
they recognize, even slightly, than one that comes out of left field. This, in
turn, heightens their ability to act or persuade others to act.

The sudden collapse of the Soviet Union in 1991 is one of the great strate-
gic surprises of the twentieth century. It fits the definition of a strategic surprise
because it made a huge difference to global politics and economics, it chal-
lenged the conventional wisdom that the Soviet Union would exist forever, and
it was difficult to imagine how anyone could prepare a response to such a rad-
ically new world. Although it was a “surprise” that had been foreseen well in
advance, most people did not act.

These are lessons that one of us, Peter Schwartz, learned firsthand as the sce-
nario planner who helped Royal Dutch/Shell successfully anticipate the
developments of the early 1980s in the Soviet Union, and then respond appro-
priately. The first hints that something was happening arose nearly a decade
earlier when Peter, then at SRI International, engaged in an ongoing exchange
program with a group of Soviet writers, poets, economists, and other leading-
edge thinkers who were exploring the cultural, economic, and political
evolution of their society. At that time, they were already asking questions
about the tensions simmering beneath the surface of the Soviet Union’s social-
ist façade. Despite seeing the fault lines, none of these people could construct
a plausible scenario in which the cold war wound down before 2025.

Peter later left SRI to lead Royal Dutch/Shell’s famed scenario planning
team in the 1980s. At the time, Shell was one of the largest holders of oil
reserves in the world. But it faced growing competition for access to new
resources from state oil companies in such countries as Brazil, Mexico, and
Norway. The areas in the world where a private company could explore for oil
were shrinking, so Shell needed to imagine the future of oil and how the land-
scape could change over the long term to create new opportunities.

Peter decided to study both Mexico and the Soviet Union, which were then
off-limits to foreign private companies. Shell knew something about both
countries, having been thrown out of them by hostile governments in the
1920s, and perceived that meaningful opportunities might one day reemerge
because of changing geopolitics. The research into Mexico, while interesting,
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was a dry hole. But what the group learned about the Soviet Union proved fas-
cinating and critical. During the early 1980s, the Soviet Union was proposing
to build a pipeline to bring its plentiful natural gas resources to the European
market. Shell owned a competing natural gas field in Norway, but it was under
1,500 feet of water. (And at $9 billion, it proved to be the most expensive
platform ever built.) Natural gas from that field was four times as costly as
Soviet supplies.

At the time, the Americans and Europeans debated whether a Soviet
pipeline would give Moscow strategic leverage over Europe (which is what has
transpired today). Western European leaders wondered whether their “ene-
mies” should pay a hefty premium to exploit strategically invulnerable natural
resources. In effect, Shell had a pressing need to understand if there was a
plausible scenario in which the cold war ended and the Soviet Union stopped
being a real strategic concern.

Shell’s planning group did a tremendous amount of research. It studied
the experience of Hungary, then transitioning toward capitalism as a model of
“goulash communism.” This country was an indicator that things could change
rapidly in the Soviet sphere. Shell also had access to a wealth of data about
Soviet energy consumption. But when Peter’s team compared those data with
the best available information about economic output, it realized that the pic-
tures did not match: the amount of energy being used was insufficient for the
stated level of economic output. Either the energy data were wrong, or the
Soviets were much more energy-efficient than anyone imagined, or the output
data were wrong. It turned out that the energy data were correct. This discov-
ery was an important signal that the Soviet Union was already beginning to
collapse under the weight of its own economic contradictions. The only ques-
tion was what the postcollapse environment would look like.

When Peter presented these findings to Shell’s board of directors in 1984,
the idea that the Soviet Union would soon collapse seemed thoroughly implau-
sible. Although President Ronald Reagan talked incessantly about America’s
long-term battle with the Evil Empire, people within Shell (and within the
U.S. government) had trouble believing collapse was possible. Even if it was,
they did not know what they could do about it. Fortunately, the Shell scenario
team had also identified the key indicators that would signal which scenario
was unfolding, and over the next eighteen months, all the “collapse” indicators
flashed. As history proved, the group got the scenario right for the right rea-
sons. It was a true strategic surprise: an important set of issues, decisions, and
results that fundamentally influenced future actions.

96 peter schwartz and doug randall

2990-7 ch09 schwarz  7/23/07  12:12 PM  Page 96



The demise of the Soviet Union was not that difficult to foresee, however.
George Kennan had predicted it in his influential essay on containment in
1947.1 What was difficult was convincing Shell’s board of directors that collapse
was possible and then to take action, even as, one by one, the indicators turned
positive. Ultimately, Shell was able to profit from that call: it was the first major
Western company to realign its exploration strategies around the new realities
of what soon would be called the “former Soviet Union.”

How to Sense Strategic Surprises

We live in a society that relies heavily on precise predictions. Pundits who do
not make predictions—or who make predictions that are not exactly right—
lose credibility. However, thinking about the future and about strategic surprise
is a messy business for which precise predictions are the wrong concept. The
goal is not more accurate predictions. Rather, it is better decisions and more
effective action.

Instead of claiming that anyone can predict what is going to happen, we
argue that everyone, from analysts to decisionmakers, can see the forces as
they are taking shape and not be blindsided when those changes inevitably
reshape the global environment. Anticipating strategic surprise gives decision-
makers the ability to look in the right place for game-changing events and to
track them systematically. As these scenarios become more plausible, and ever
more imminent, decisionmakers can then pay attention to the right things
when they matter most. This kind of insight leads to better questions rather
than better answers, but better questions are very, very important.

At this point, some people might say that only specialized consultants, or
remarkable companies with access to unique information, can anticipate sig-
nificant future events. Not so: anyone can sense these forces if they make it a
priority and are committed to a systematic approach. Poorly structured, ill-
defined, difficult-to-grasp problems can be solved. They are not intractable.
They just require novel thinking and approaches.

So how do ordinary people and organizations sense strategic surprises in
practice? We have found it useful to construct a portfolio of approaches.

being imaginative and systematic

Structurally, organizations must embed two fundamentally different and
intersecting orientations—being imaginative and being systematic. This is a
both/and, not an either/or, approach. One cannot foresee strategic surprises
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without being imaginative, but the results will not be believable without being
systematic.

It is critical to push people’s imagination out to the very edges of believabil-
ity to see the full range of the possible. Ideas that may be on the fringe now
often have a way of entering the mainstream. One scenario that seemed rele-
gated to science-fiction movies a decade ago was that of an asteroid hitting the
earth. Today, the United Nations is meeting on the subject and the National
Aeronautics and Space Administration is taking the possibility seriously.

It is also important to look for events that seem to have a low probability of
happening but that would have a high impact were they to occur. In mathe-
matics, the probability of a large number of events concatenating into a single
story—that is, any given scenario—is vanishingly small. But when one consid-
ers something as large and complex as a nation or a city or a large company,
many low-probability, high-impact events become possible. If there are 1,000
such events and the probability of each one happening is 1 in 100,000, then
there is a pretty good chance 1 will occur, and fairly soon.

To encourage imaginative thinking, our company brings leaders out of their
element—and their comfort zone. We expose them to different organizations
and environments through “learning journeys.” We hold meetings atop tall
buildings with plenty of windows to inspire the long view. We encourage peo-
ple to role-play belief systems they do not endorse so they can see the other side
of an issue and to experiment with improvisation as a tool for responding to
the unexpected.

In this case, it helps to live where ideas are a key currency, as they are in the
San Francisco Bay Area. By being exposed to many new ideas first, Califor-
nians have a strong track record of taking thinking that seems implausible
and making it real. New ideas from California have a slightly higher degree 
of credibility than those coming from many other parts of the world. That is
not trivial.

Being systematic is equally critical and means exploring, in a rigorous way,
how significant events might unfold. Can one construct a plausible, rigorous
pathway from here to there? If so, then the event has to be taken seriously. It is
fashionable right now to say that practically anything that pops up on some-
one’s radar screen is an unforeseeable, “emergent” phenomenon. People say
that surprises emerge, meaning that they surface without any warning, so lead-
ers therefore have no ability to identify surprises ahead of time. This is mainly
an excuse for a lack of discipline in systematically collecting and analyzing
information. Senior managers and officials can anticipate events, and pretend-
ing that they are not discoverable is analytical laziness. It means these leaders
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either did not go through a disciplined process to surface the unexpected, or
they failed to adequately analyze and communicate the surprises so that 
people believed in and acted on them.

There is also a tendency in organizations to rush to an opinion. The presi-
dent, for example, wants to know right now if a country has weapons of mass
destruction. Incomplete information is unacceptable. Few organizations
reward those who are able to say,“I don’t know” and “I need more data on such
and such points.”

Being systematic at both the human and organizational levels makes it eas-
ier to build systems to detect surprises even with highly imperfect data.
Decisionmakers can act with less information or with information that comes
in over months and years. Policymakers can take a “real options” view of prob-
lems in which new information changes the confidence in or the direction of
their decisions as it emerges, causing them to adapt and act differently.

the filters approach

One relevant metaphor for collecting information is “filters.” Organizations
need multiple filters, each one measuring different kinds of information at
different granularities. This is similar to building filters to measure sunlight, air
particles, or ultrasonic waves. A multiplicity of frameworks, perspectives, and
experiences is needed, each surfacing different kinds and categories of insight
into the baseline information, many of which overlap.

Most organizations focus on a single source of data when looking to the
future. In fact, corporate research departments often separate competitive,
market, industry, and financial research; likewise, government intelligence
organizations are divided according to source: human (HUMINT), signals
(SIGINT), photographic, open source (OSINT), and other types of intelli-
gence. Such organizational structures may simplify data collection but can
also make processing good insights more difficult.

There are alternatives. Structured databases can capture and relate varied
information like data on demographics, economics, and energy use. Informa-
tion markets can help make sense of the “wisdom of crowds.” Analyst reports
can target underlying, quantifiable trends. In many situations, from national
security to corporate competitive intelligence, secret information is often val-
ued over publicly available or open-source information, which may be
marginalized or ignored altogether. A portfolio theory of collecting informa-
tion, however, emphasizes using a multiplicity of data sources—both public
and private. But the integration of all that disparate information ultimately
relies upon the intuitive judgments of the human mind.
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In an interview with us, James Surowiecki, New Yorker business columnist
and author of The Wisdom of Crowds, noted three open-source ways to find rel-
evant data and opinions outside of one’s most familiar frame of reference:
discover unfamiliar terrain on the Internet; take high-quality but undervalued
academic work and transport it to a different environment where it can be of
high value; and read outside your field of expertise to find potentially useful
metaphors and conceptual insights.2 When multiple sources are used and
interpreted together, we have found that it is easier to separate the signal from
the noise.

In our work, we have also taken the relatively rare step of creating and tap-
ping networks of thoughtful people who have their fingers on the pulse of
change. We talk regularly to these artists, scientists, innovators, writers, and
politicians to listen for clues about important trends. And we urge organiza-
tions to reach out to individuals from multiple disciplines who think
differently and use a variety of filters to make sense of information. For exam-
ple, the Global Business Network team that is working on security and
intelligence issues includes a neuroscientist, a political scientist, an intellectual
historian, an MBA, and a former intelligence analyst. We supplement that team
with a network of insightful, external people to ensure cross-disciplinary think-
ing and varied perspectives. Of course, it is less efficient to manage so much
diversity, which is why so many organizations don’t do it. But avoiding strate-
gic surprise is not about efficiency.

Similarly, getting out of the office and experiencing issues firsthand also is
critical. Anyone who visits Shanghai, for example, will find it hard to deny
that China is going to shake the world in the next fifty years. Reading articles
about China pales in comparison to the visceral experience of being there.

processing information differently

Instead of simply looking at how information is collected, it is critical to think
about how information from multiple filters is processed effectively. People who
operate in a secret world, as intelligence agencies do, need to ask how to find and
process information in a public environment without giving away secrets. Those
who operate in the business world must move beyond a narrow reliance on
market research departments to uncover what is really going on. In both situa-
tions, leaders need insightful ways of imagining how collected data come
together and how to think about the choices that arise from that integration.

We use many frameworks for processing information. One is STEEP, which
stands for the social, technological, environmental, economic, and political
forces that compose the key drivers of change in the business environment.
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Another is “scenario thinking,” which involves developing a two-by-two matrix
that juxtaposes the most important critical uncertainties facing an organiza-
tion. This provides a framework for imagining four different, plausible, and
challenging futures against which strategies and choices can be developed and
tested. “Choice structuring” is a framework that requires people to identify
clearly the options they face, the influences on their decisions, and the data
required to make those decisions. Many other information-processing frame-
works exist; the most important lesson is not to use a single interpretative
approach.

Another tempting, but counterproductive, tendency is adherence to a com-
prehensive “theory of the case.” Consciously or unconsciously, people often
form a theory of how geopolitics, economics, or the dynamics of an industry
or technology works. This is a powerful source of systematic blindness. In
finance, modern portfolio theory cautions against investing all your money in
one stock; so why would you want to invest all your strategic thinking in one
theory? In the 1980s this was a big reason why many people missed the obvi-
ous signs of the Soviet Union’s coming collapse.

Some individuals think they can get around this blind spot by having mul-
tiple theories, or, in the language of investing, by diversifying their assets. While
several theories are better than one, the risk of being blindsided remains high,
precisely because strategic surprises tend to fall through the cracks between the
theories.

looking outside-in and inside-out

In our work, we follow a systematic way of surfacing surprises. We rigor-
ously construct a range of plausible scenarios about the future that enables
leaders to explore and exploit the unknown and take action in the face of
uncertainty. To do that, we look at a problem from two perspectives: outside-
in and inside-out.

An outside-in perspective means systematically exploring the major forces
of change: demographic, social, technological, economic, environmental, polit-
ical. For example, one might analyze immigration patterns, new developments
in telecommunications technologies, shifting geopolitical relationships,
income disparities, and so on. By studying in depth these trends and the inter-
actions between them, it is possible to identify the forces that are likely to
produce a big discontinuity in the future and its relevance to the organization.

In thinking about strategic surprise from this perspective, it is important
not to focus simply on events themselves, but rather on the contexts within
which they are developing. For instance, the game-changing potential of the
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Yom Kippur War in 1973 would have been radically different without the
larger context of the cold war. Understanding these contexts then becomes
part of the analytical process of anticipating surprise.

The next step is to take an inside-out approach. Here, the question is less
about what is going on outside in the world, but rather: What are the risks to
the organization? What are the key elements of vulnerability? What would
make a big difference in the future? For oil companies, the significant issues
might include the price of oil, access to exploration opportunities, or environ-
mental regulations. By pushing those elements to the extreme, new insights
emerge: What happens if oil prices skyrocket or plummet? What difference
would it make? What if access to new exploration opportunities is denied or
assets are nationalized? How could that happen? 

When Peter worked at Shell in the early 1980s, he used this approach to
develop scenarios about the future price of oil. In a situation much like today,
oil had reached $70 a barrel (in 2006 dollars), and the big strategic issue fac-
ing oil companies was how to deal with the “cash mountain” that would result
if oil hit $120 a barrel. In that case the entire industry would struggle to rein-
vest its enormous profits and diversify into other industries, because oil would
start running out by the mid-1990s.

Instead, Shell asked, “Is there any way the price of oil could go in precisely
the opposite direction?” The planning group constructed three scenarios, with
oil priced at $120, $70, and $16 a barrel. Not surprisingly, Shell’s managing
directors quite liked the first two scenarios and thought the third highly
unlikely. That scenario showed what would happen if oil started behaving just
like any other commodity—according to the laws of supply and demand.
When the price went up, people would drive less and use less oil; simultane-
ously, companies would try to cash in on high prices by producing more oil
from more expensive sources. The strategy team had developed the indicators
that would tell the company which scenario was playing out, and the board had
the foresight to allow them to track these signals. Sure enough, by the summer
of 1985 the indicators were clearly pointing to a looming price collapse. Shell
was able to profit from the downturn by buying oil fields for far less than their
owners had originally paid and by trading oil against companies that failed to
imagine just how low the price of oil could go.

The key point was not that this group of people predicted exactly when the
price of oil would collapse, but rather that it understood how the price might
collapse and which long-term indicators to watch. The company’s directors did
not have to accept or reject the scenario on day one but rather could adapt to
the indicators over time. They were therefore better prepared and avoided
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some big mistakes, such as buying fields or companies when oil was priced at
$70 a barrel.

making surprise believable

There is a tendency to deny strategic surprises altogether. For example, peo-
ple say, “China can’t maintain its recent success, can it?” And yet China keeps
growing in importance.

Much of the reluctance to grapple with such game-changing issues stems
from an unwillingness to face the consequences of taking different scenarios
seriously. Those consequences might interfere with long-held mental models,
organizational structures, or self- or business interests.

Denial is a powerful form of cognitive bias and one of the most common
reactions found in organizations of all sizes. Denial is the failure to believe or
acknowledge that an organization is facing uncertainty and may need to make
major changes to respond and adapt. Denial can stifle creativity and make
companies and nations susceptible to strategic surprise.

An example from our own experience concerns the rise of religious politics
in the United States. One of the big changes of the last two decades has been 
the growth and political influence of the fundamentalist Right. This game-
changing phenomenon was foreseen in a 2000 book by Robert William Fogel,
and before that in sociologist Robert Bellah’s extensive writings on religion in
America.3 In his book, Fogel argued that the United States was going through
yet another religious revival, this time partially driven by rising birthrates
among fundamentalists (and low birthrates among nonfundamentalists). Even
though a colleague urged us to read Fogel’s book, insisting that this trend was
critical, several of us completely ignored it. We were in denial about the impli-
cations of a religiously conservative America, and this competing perspective
conflicted with our established mental models. We therefore missed out on
alerting our clients to an important force in American culture and politics.

Because denial is such a strong influence, one of the most important steps in
constructing an imaginative and systematic analysis of the future involves mak-
ing the analysis believable. For starters, this requires bringing the portfolio of
analytical approaches together to create scenarios that could produce significant
surprises. Well-crafted scenarios can help organizations that suffer from denial
about future change to rehearse it in advance. By articulating challenging, yet
plausible, ways in which the future could evolve, scenarios encourage manage-
ment teams to “think the unthinkable,” anticipate surprises, and try out new
possibilities. In scenario exercises, we encourage teams to explore the strategies
they would pursue under radically different scenarios or external circumstances.
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Scenario-thinking exercises generally begin with a rigorous fact-finding
phase, where the “official future” is articulated. Rather than conducting
research about how a company is performing, or what the future is likely to be,
the research builds a story describing the assumptions that management has
about the future, based on interviews and observable actions.

When our team presents the threat or opportunity of a strategic surprise to
clients, we spend a lot of time telling such stories. Constructing good scenarios
involves understanding the decisionmakers and how they process information;
knowing their mind-set, what they perceive to be the risks ahead, and where
they are confident about the future; developing a theory of change for them;
choosing the words and graphics that will have an emotional impact; and fig-
uring out how they need to hear the story in order to act. Articulating the official
future is one way to show people the need to believe in another future, which sets
the groundwork for believing in alternative futures. And narratives—stories,
with characters, plots, and paths—help to make these futures real.

In 2003 we constructed a scenario about climate change for the Pentagon
that received a great deal of press attention.4 We did not invent the story, how-
ever. We got our facts from a National Academy of Sciences report entitled
“Abrupt Climate Change: Inevitable Surprises.” What we did was construct a
worst-case scenario that was believable during a time when many were still
skeptical that sudden cooling could result from global warming. We did that by
explaining the science in a way anyone could understand and then tying the data
to a hypothesis about the huge impacts from climate change. We also based it
on a real event that happened 8,200 years ago—when the climate cooled sud-
denly after a period of gradual warming—as proof that it was possible.

When we began to develop our scenario, the collective, conventional wisdom
was that the world was facing a gradual rise in global warming that would take
hundreds of years to play out. Policymakers would have plenty of time to take
counteractions, such as those laid out in the Kyoto Protocol. The time frames
for both the problem and the solutions were being measured in centuries.

Mental models are misleading, however. The average temperature may be
rising gradually but, as they say, you can drown in a river of averages. (The
average depth of the Rio Grande might make it safe to cross, but you can cer-
tainly drown where the river is deepest.) Likewise, the average climate of the
world may indeed change gradually, but scientists know now that when energy
in the atmosphere increases and the relationship of the ocean to the atmos-
phere is altered, the results will be more extreme, not more average. The world
will experience more hurricanes and droughts, more extremes of hot and cold,
faster rises in the sea level.
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All the warning signs we developed decades ago in our early work on
climate change, and have been carefully tracking ever since, have pointed
increasingly to the fact that the world is in a period of rapid and dramatic
change. The early signals are apparent right now: the slowdown of the north-
ward movement of the Gulf Stream; the ultra-rapid melting of the polar ice
cap; and the disruption of the salmon season off the West coast of the United
States, which has been attributed to the failure of nutrients in the lower depths
of the Pacific Ocean to rise to the levels in which the salmon swim.

The Earth is clearly in a time of rapid rather than gradual climate change,
and clear signs of environmental catastrophe will be evident in a few decades,
not centuries. The most visible marker of this new era will occur when the
nation of Bangladesh disappears from the planet—a catastrophe that will hap-
pen sooner than people think. Rather than sea levels rising to destroy it,
Bangladesh will first see storm surges that regularly flood most of the country,
affecting three out of four Bangladeshis (compared with one in four today) and
making the entire country basically uninhabitable.

The fundamental, game-changing question then becomes: Is this a process
of slow adaptation and mitigation in a world that is gradually warming, or an
urgent crisis in which climate extremes will soon dramatically transform con-
tinents and countries? The first scenario might lead a country to forgo nuclear
power as an alternative source to carbon-based energy sources, while the sec-
ond might make nuclear power an urgent priority. There are real consequences
to these perceptions. It was precisely this shift in perceptions that led British
prime minister Tony Blair to alter his stance on nuclear power from firmly
opposed to reluctantly supportive.

Generally speaking, scientists do not present their information so
dramatically—and neither do many intelligence or corporate analysts. But
telling the story of abrupt climate change like this brought the immediacy and
impacts of global warming to life. Interestingly, a few months after our report
was published, the movie The Day after Tomorrow came out. It told a similar
tale in an even more imaginative, if less accurate, way. The result? It made our
report look moderate, and today, the impact of abrupt climate change is mov-
ing to the center of the scientific and political agendas.

Preparing for Future Surprises

Anticipating strategic surprise is ultimately valuable in terms of preparedness.
Organizations that have thought about such significant issues are much more
likely to discern important, emerging trends early on; identify the indicators
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that tell them something big is happening; and put in place the sensors to
detect strategic surprise as it unfolds. If the key indicators are getting worse, the
worst-case scenario becomes more and more plausible.

This in turn gives organizations the ability to act in advance if they believe
a particular scenario is unfolding. It gives them more maneuvering room and
time to create new options. The more powerful an organization or country is,
the more important early recognition and anticipatory action become. The
stakes get that much higher, and the probability of getting surprised becomes
even more likely. Such preparedness results in the ability to seize opportuni-
ties, such as gaining first-mover advantage when surprise happens, and to deal
more effectively with threats, such as minimizing risks with contingency plans
or even preventing certain events from happening.

In our daily work, we are constantly engaged with major companies and
organizations, talking with leading-edge thinkers, traveling the world, and
using the important tools mentioned here to scan the landscape for “what’s
next.” Global Business Network has been in business for nearly twenty years
because our clients highly value the insights such methods produce. And while
we are not without our mistakes, we have managed to anticipate many of the
major strategic surprises of the past two decades and get others to take action.

We can already see on the horizon the signals of scenarios that may seem
implausible now but which would be game-changing if they were to occur.
Whether they happen in exactly the way outlined below is not important.
What is critical is developing the right indicators and responding if they do.

The Breakup of Indonesia. Two powerful dictators held Indonesia together
for decades after it achieved independence from the Netherlands: Sukarno
from 1945 to 1967; and Suharto from 1967 to 1998. When Suharto’s govern-
ment toppled after a massive public uprising, the possibility of breakup became
increasingly likely. While Aceh appears to be calm, for now, after thirty years
of separatist battles and the devastating December 2004 tsunami, East Timor
has been the site of massive unrest after breaking away from Indonesia, Java has
been rocked by a major earthquake, Sumatra has experienced a huge outbreak
of bird flu, and Islamic fundamentalists have been waging war against Indone-
sia’s secular society. And despite recent evidence of an economic recovery, even
after large cuts in domestic oil subsidies, for various reasons oil-rich Indone-
sia is no longer a major oil exporter. Economic and political conditions are
changing dramatically, and the situation is ripe to explode, with large conse-
quences for the entire region. Imagine a dozen East Timors.

The Rise of Quantum Computing. Many people believe that we will run out
of computing breakthroughs in the not-too-distant future, and that Moore’s
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Law of ever-multiplying computing power will reach the natural limits of sil-
icon chips and ordinary physics. Conversely, over the next fifteen to twenty
years, the world will see the rise of quantum computing, which harnesses the
unique new capabilities of quantum physics to revolutionize computing. It
will free computers from the limits of the binary numbers one and zero, and
allow many states to coexist simultaneously. Quantum computing will be used
to solve entirely new scientific problems, and it will change the rules of the
game. It could enable entirely new inventions, such as the ability to understand
and control how proteins shape the development of the body, while also pro-
ducing new sources of value and business models.

The Collapse of NATO. Many observers think the North Atlantic Treaty
Organization will persist, but we think it appears virtually certain to disappear
within a decade. The fundamental interests of the United States and Europe,
NATO’s key powers, are diverging. The Americans will no longer want to pay
billions of dollars to protect rich countries like France and Germany. As
postimperial powers, the Europeans are reluctant to get involved in peace-
keeping missions in places like Bosnia and Darfur. Their goal instead will be
containing U.S. power. Most U.S. forces are already out of continental Europe
(with a small increase at NATO’s far eastern border). The United Kingdom
remains suspicious of the continental Europeans and is likely to side with the
United States in this split.

A Grand European-Russian Alliance. As the strategic interests of Europe and
the United States diverge, Russia is increasingly likely to get itself into deep eco-
nomic trouble. When this happens, Europe could come to its aid, offering
money, markets, talent, and technology in exchange for access to Russia’s abun-
dant natural gas, oil, and timber resources. More important, it could gain
strategic strength from Russia’s 10,000 nuclear missiles. An alliance could pro-
duce a global superpower that rivals the United States and China in military
and economic strength. This scenario could be triggered by a demographic col-
lapse in Russia. The dramatic decline in the birthrate years ago, combined
with a sharp fall in life expectancy among working-age men, will cause the
Russian labor force to slip into a steady decline. This will in turn lead to an eco-
nomic collapse in the years ahead. Only high oil prices are protecting the
economy now.

The Breakdown of the Euro and the EU. A countervailing force in Europe
could also take place as the continent’s much-heralded economic and politi-
cal integration begins to fall apart at the seams. Important indicators of this
scenario have already occurred. The rejection of the European Constitution by
France and the Netherlands dealt the project of political integration a major
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setback that will last for years. The idea that the European Union will become
a federal system is off the table politically. Equally vulnerable is the euro proj-
ect. The key economies of France, Germany, and Italy have significantly
diverged in terms of budget deficits, inflation rates, and growth rates. Italy is
desperate to get out of the euro and to revalue its currency, a habitual fiscal
lever in the past. Political and economic integration reinforce each other. If the
various forms of union are to succeed, they must proceed together. If they
both retreat together, it may be difficult to sustain the entire European project.
While it is just as likely that this scenario may not happen, for the first time
observers can actually consider this possibility and look for the indicators.

Egypt Goes Fundamentalist. The signals are obvious: A dictatorial leader is
grooming his son to rule after him; a corrupt elite is running a country with a
rapidly growing population; a small but aggressively violent elite tries to seize
power. What does this scenario sound like? Iran in 1978. It obviously will 
not happen in exactly the same way. But what if elections are held and the
fundamentalists win? Will the situation look like Algeria in 1992, when a fun-
damentalist victory was suppressed, leading to a decade of civil war? So far,
most of the world is not focused on the growing likelihood of this scenario.

An Anti-American World. Suppose the rise of populist governments in Latin
America is an early indicator of a global swing to the political Left, driven by
inequality. Previous decades have been dominated by the United States, mar-
kets, and democracy. Imagine that the more socialist countries like China,
France, and Russia are the models for the decades ahead, not the pure capital-
ists of the United States and Britain. Global anti-Americanism, increased
regulation, a decline in market integration, and a rise in protectionism could
all trigger a huge global downturn. Globalization could unravel into compet-
ing mercantilist systems jockeying with the United States for global supremacy.
China is already showing signs of creating an economic alliance across Asia and
the developing world in the scramble to lock up natural resources. Russian
market reforms are at best spotty, at worst disintegrating. Could all of these
countries converge in a new era of containment with the United States as the
nation to be contained? 

Each of these scenarios is beginning to exhibit all the hallmarks of a strate-
gic surprise. The warning signs are there if one’s eyes are open to them.
Whether or not they come true in exactly the ways outlined here, the world’s
business and government leaders will be immeasurably better off if they care-
fully consider how these scenarios could come to pass and act today to create
maneuvering room for the radically different world that these game-changing
events could create.
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Surprise, of both good and bad varieties, has become a ubiquitous
feature of the world facing American policymakers. Leaders have come to
expect adverse surprises, from terrorist attacks to global pandemics to signs
that global warming is emerging faster than previously imagined. But many of
the most serious, festering problems facing the United States—from encour-
aging a free, just, and stable global order to ensuring that the American middle
class can thrive in a globalized world—also require leaders who can transform
some of what seem like today’s inexorable trends. The need to nurture bene-
ficial yet seemingly unlikely change, while avoiding a Pandora’s box of
unintended consequences, poses a difficult challenge. American policymakers
must, paradoxically, be both bold and careful.

A bold policy seeks to create a future very different from the present. A
careful policy guards against the consequences when plans inevitably go awry.
The last few years provide a rich case study of bold U.S. policymakers who
failed to be careful. For instance, the architects of the Iraq war recognized that
the then-current situation in the Middle East was unsustainable. But in trying
to remake Iraq, they fell victim to adverse events they refused to imagine.
Future policymakers must not only manage the direct consequences of these
costly initiatives; they may face an electorate grown more dubious about grand
projects and large visions altogether. America still wields great power, but
future leaders may find it difficult to justify bold policies even when they are
most needed.

10

Can Scenarios Help Policymakers 

Be Both Bold and Careful?

Robert Lempert
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Can scenarios help American policymakers attain the paradoxical balance
between boldness and care? Increasingly popular in business and government,
scenarios are carefully constructed stories about the future intended to help
people make better decisions in the face of uncertainty. Scenarios often come
in groups that illuminate how the future might play out if key unanticipated
events break one way or another. What would the future be like if oil prices
keep rising, or if they once again decline? What would the daily news bring in
a world with nuclear-armed, Islamist governments who felt undeterred, or in
a world where the U.S. market responded to higher gas taxes with quick
deployment of low-cost, petroleum-free automobile technology? Well-crafted
scenarios help people, in the words of scenario master Pierre Wack, by chang-
ing their “assumptions about how the world works and compelling them to
reorganize their mental models of reality.”1

At their best, scenarios can often help decisionmakers overcome the psycho-
logical and organizational barriers that make it difficult to manage surprise.
But when produced by committees or tendered for broad public debate, sce-
narios rarely achieve this goal. The notion of surprise is rooted in expectations.
A surprise may or may not be unlikely, but it is certainly a change not widely
expected. Scenarios aim to address surprise by strategically expanding the
diversity of futures people consider. This is not easy to do, because humans
have a deep psychological aversion to ambiguity. They crave to know more
about the future than they ever can and thus often place too much confidence
in some futures and pay too little attention to others. No group can consider
more than a small number of scenarios, and when generated by committees,
the safe or expected can crowd out the most important.

Scenario masters such as Wack and his most famous student, Peter
Schwartz, working with a small group of clients they know well, can often find
a succinct set of scenarios that focus attention on key opportunities and dan-
gers. New information technology may help turn this scenario art into a more
systematic method, provide the means for even committees and bureaucracies
to deliberately justify the choice of a small number of the most important sce-
narios, and thus make it easier for Americans to demand that their leaders be
both bold and careful.

Imaging a Multiplicity of Futures

Psychologist Jon Baron at the University of Pennsylvania conducted an exper-
iment that captures how aversion to ambiguity can affect decisions. Baron
assembled two groups of students with diverse opinions about how the United
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States ought to respond to climate change. He then presented each group with
the United Nations’ summary of the scientific consensus regarding the cli-
mate change threat. One group received only the scientists’ best-estimate
forecasts; the other, both the forecasts and a description of the large uncertain-
ties involved. Those given only the forecasts quickly agreed the United States
ought to act. But those also given the uncertainties hardened in their initial,
disparate views and reached no consensus on steps forward. Baron’s experi-
ment illustrates that people generally want a sense of certainty before acting.

This aversion to ambiguity, well established in the psychological literature,
is not lost on policymakers. Those who reach leadership positions in govern-
ment and business have a clear bias toward optimism and confidence. They see
risk as a challenge to be overcome through skill and determination; they tend
to downplay risks they cannot control; and they understand that a display of
confidence makes it more likely they will achieve their goals. In his study of
how senior U.S. officials use intelligence, Greg Treverton, former vice chair of
the National Intelligence Council, describes a process he calls overarguing.2

Senior decisionmakers communicate with one another, their organizations,
and the public by using narratives—stories that combine statements of goals,
assumptions about the world, and plans for action. When they craft these nar-
ratives, policymakers strive to appear more certain than they actually are,
knowing full well that a storyline acknowledging their underlying uncertainty
would undercut their authority in policy debates.

This tendency to overargue may prove most dangerous when decisionmak-
ers have their greatest opportunity to affect the future. It is easy now to make
fun of a Bush administration official’s boast rejecting “reality-constrained”
thinkers in favor of those who understood America’s power to create its own
future.3 But the official did touch on an element of truth. Human societies can
find themselves poised near tipping points, those dramatic moments where a
small push may nudge events along a fundamentally new path.

When the world lies far from such tipping points, the future is largely pre-
dictable because it will inexorably follow current trends regardless of actions
taken by policymakers or anybody else. But near such points, well-timed and
skillful actions can reverse established trends and set events on a new course.
For instance, in the late 1950s and early 1960s, American civil rights leaders
captured a moment with a new concept—that the statement “all men are cre-
ated equal” really meant all—and with new legislation that placed U.S. race
relations on a fundamentally new, if yet incomplete, path.

Yet tipping points become certain only once they have been crossed, so that
times of great opportunity also present great ambiguity. Management guru
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Peter Drucker described discontinuities as “the shapers of tomorrow’s society,”
“the unsuspected and apparently insignificant [that] derail the massive and
seemingly invincible trends of today.”4 Good leaders are often among the first
to note the future promise in seemingly inconsequential developments. But
most apparently insignificant trends remain that way, even when policymak-
ers work hard to make them grow into a dominant force.

Leaders who rise to the top of large organizations have good reason to trust
that their judgment and confidence will serve them well when they face a
familiar world that matches their instincts and experience. But in grappling
with a novel future, the narratives that people find most resonant may no
longer describe the world in which they live. Aversion to ambiguity can make
it hard for leaders and their organizations to focus on the combination of sur-
prises that best allows them to both exploit new opportunities and manage
unintended consequences. They may miss opportunities for bold action
because they underestimate their ability to shape fluid events; they may be
surprised because they fail to see signs the world has changed; or they may
boldly bet on the wrong future, wasting their nation’s blood and treasure try-
ing to exploit a tipping point that will not tip.

Scenarios aim to overcome these problems by making it easier for deci-
sionmakers to imagine a multiplicity of plausible futures. In the 1960s, futurist
Herman Kahn first appropriated the Hollywood term scenarios to describe the
stories he devised to help people think more seriously about the “unthinkable”
consequences of a nuclear war. Today scenarios help their audiences embrace
ambiguity by suspending disbelief, encouraging them to imagine the conse-
quences of an often unwelcome or seemingly implausible future without
requiring them to believe that future is likely to happen.

To choose the best small number of scenarios to consider, scenario prac-
tice begins with the challenge facing the decisionmakers, ranks the most
significant driving forces according to their level of uncertainty and their
impact on trends seemingly relevant to that decision, and then creates a hand-
ful of scenarios that explore different manifestations of those driving forces.
For instance, how long should the United States keep its troops in Iraq? A set
of scenarios designed to inform that question might include futures where
only the extended presence of American forces can provide the security
needed to restrain the violence, as well as futures where the American pres-
ence mainly prolongs the conflict. Such scenarios might help decisionmakers
assess policies while holding in their heads two important and contradictory
views of the future.
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Limits to Traditional Scenarios 

In 1940, future general Matthew Ridgway wrote a war-game scenario about a
surprise attack on the U.S. fleet at Pearl Harbor. Ridgway’s fellow officers
refused to play out the war game because they regarded it as a “possibility so
improbable that it did not constitute a proper basis for maneuver.”5 Little is dif-
ferent today. Creative people can always suggest provocative scenarios. But to
get anything done, serious organizations need mechanisms and procedures to
sift through the chaff and focus on the most important futures. Yet with so
many possible scenarios to consider, it becomes easy for an organization to
sweep away the important in favor of the convenient. Novel, unverifiable, or
inopportune events perceived as low probability can quickly become zero
probability and are dropped from the debate.

This process is well illustrated by recent attempts to create greenhouse gas
emissions scenarios that would help governments devise effective strategies for
addressing the threat of global climate change. The leaders of the United States
and other countries recognize that human combustion of fossil fuels has sig-
nificantly increased the atmosphere’s concentrations of greenhouse gases such
as carbon dioxide and begun to change the earth’s climate. They must make
difficult decisions about how, and how extensively, to regulate such pollution;
what new emissions-reducing technologies to develop; and how to help farm-
ers, coastal communities, and other vulnerable parts of society adapt to coming
changes. To help inform these debates, scientists, economists, and other schol-
ars concerned with climate change have created a variety of greenhouse gas
emissions scenarios for the twenty-first century. The most impressive and
authoritative effort has been the Special Report on Emissions Scenarios (SRES)
sponsored by the United Nations’ Intergovernmental Panel on Climate Change
(IPCC).6 The creators of these scenarios worked hard to implement the
approach practiced by Wack and Schwartz but fell far short of results that can
help national governments seize the opportunities and avoid the dangers
related to climate change.

To assess the SRES effort, it is important to note the extent to which climate
change presents a challenge of competing surprises. In one plausible future,
greenhouse gas emissions will continue rising and the earth’s natural environ-
ment will change more rapidly and dramatically than anything in recorded
human experience. Already, as thinning ice caps and glaciers provide the first,
gripping manifestation of climate impacts, it appears that scientists’ models
have significantly underestimated the speed at which the ice has begun to melt.
Paleoclimatologists, who study the history of climates like paleontologists
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study past life forms, increasingly provide evidence of the instabilities earth’s
climates can possess. It is virtually certain we have seen just the beginning of
future climate surprises.

In another plausible future, global greenhouse gas emissions decline toward
zero in the decades ahead, warding off future climate change. Energy-
economic models generally offer no way this can happen at a price people
seem willing to pay. Greenhouse gas emissions derive from burning fossil fuels
like oil and coal, and no country has ever grown rich without burning such
fuels. Today, rapidly growing countries like India or China demand all the fos-
sil fuels they can muster to raise living standards for billions of people. Using
the best engineering estimates of the performance of future technologies—
hydrogen fuels, solar energy, enhanced efficiency, and all the others—the
energy-economic models suggest that only strenuous, perhaps unattainable,
efforts can reverse the growth of emissions.

Yet history suggests that energy-economic systems are full of surprises that
may help solve the climate challenge. Had today’s models been run at the
beginning of the twentieth century, they would have focused on the problem
of growing horse droppings in the urban centers like New York and London,
rendered ultimately irrelevant by the automobile, airplane, massive electrifica-
tion, and the awakening of environmental concern.

The SRES scenarios present a broad spectrum of future emissions paths,
ranging from ones that rise fivefold over current levels to ones where emissions
drop by the end of the twenty-first century. The key driving forces governing
these differing outcomes, organized into four unique storylines, include the
rate of economic and population growth, the extent of globalization, and the
use of green technology. Measured by their widespread use, the SRES scenar-
ios have been extraordinarily successful. Since their publication in 2000, they
have provided the foundation for virtually all serious assessments of future cli-
mate change impacts performed by national and state governments and for
most studies of the potential costs of reducing emissions.

But measured by their impact on decisionmakers’ new understanding of
opportunities and dangers, SRES has had far less effect. The scenarios have had
little discernable influence over the expectations or mental models that partic-
ipants bring to debates over the actions needed to slash global emissions of
greenhouse gases. Even the arguably most surprising of the scenarios, the “B1”
storyline, where rapid global shifts to a service and information economy com-
bine with widespread use of green technology to eventually reduce global
emissions, has prompted little discussion about how policymakers might
encourage such an outcome. In fact, contrary to the vision of Wack and
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Schwartz, SRES’s range of quantified emissions paths are ever-present among
climate policy studies, while the narrative storylines exist primarily as four
short paragraphs perfunctorily quoted if mentioned at all.

The SRES team operated under several constraints common to such large-
scale public scenario exercises that virtually preordained such an outcome. The
team was prohibited from considering any scenario that included government
attempts to reduce greenhouse gas emissions. In part, this dictate flowed from
UN politics. UN member states do not agree on climate policies, so SRES could
not include them. However, a weakness in the scenario concept itself abetted
this constraint—the traditional focus on an external world separate and unaf-
fected by the decisions of the scenarios’ users. This may make sense for most
private-sector clients, where scenarios might reasonably ignore their ability to
affect their consumers’ tastes or the overall behavior of the economy. But when
the audience is the governments of the United States and other members of the
United Nations, there is no external world independent of their choices.
Neglecting government policies omits a key potential source of both beneficial
and adverse surprise—the ability of purposeful action to catalyze unintended
consequences as well as shifts in values, technology, institutions, or some other
factor that grows into welcome discontinuous change.

Most important, the SRES team faced a fundamental challenge in choosing
which storylines to present. The twenty-first century offers a vast array of plau-
sible futures. Unsuspected and apparently insignificant trends may in the
coming decades overturn much currently believed about future emissions and
what it takes to control them. The SRES team could run their energy-economic
models over dozens of cases, presenting various statistical summaries of the
results, but the constraints of traditional scenario analysis required them to tell
only three or four stories. Masters like Schwartz and Wack work closely with
small groups, gain the trust of their clients, and thus can afford to include a
quirky scenario or two that effectively jar the mental models of their small
audience. The SRES team, in contrast, addressed the member states of the
United Nations and their diverse populations. The team has been subjected to
impersonal, extensive, and frequently hostile scrutiny. Their few storylines must
stick close to safe, defensible extrapolations of current trends.

Illuminating Key Vulnerabilities of Strategies

In 1953 the United States faced a novel and deeply uncertain national security
landscape. With Stalin just dead, nuclear arsenals growing, the Korean War rag-
ing, and communists consolidating their rule in Eastern Europe and China, the
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new U.S. administration of Dwight D. Eisenhower debated whether to con-
tinue containment of the Soviet Union or adopt a more aggressive stance.
Among the key unknowns was whether time was America’s enemy or friend.
In an exercise dubbed Project Solarium, Eisenhower organized three teams of
advisers and tasked each to make the strongest case for one of three alterna-
tive strategies. Team A would champion continued containment, Team B
would augment containment with a show of U.S. force, and Team C would
replace containment with a rollback of territory held by the Soviet army. The
task required the president’s advisers to lay out in detail the competing
assumptions underlying each strategy about Soviet objectives and American
capabilities. In the end, Eisenhower chose continued containment, but the
examination of three very different views of the world helped strengthen the
intellectual foundation and the legitimacy of the president’s choice through-
out the government.

Project Solarium was not quite a scenario exercise. But its underlying con-
cept suggests the key to making the scenario concept more broadly useful to
today’s policymakers. Given the multiplicity of plausible futures, the most
important scenarios to consider are those few that most affect the decision-
makers’ choice among alternative strategies. A bold and careful strategy should
exploit opportunities while avoiding the many ways in which plans can go
awry. A small set of scenarios should be carefully chosen to highlight the key
trade-offs policymakers face in designing such strategies.

Considering alternative futures that underscore important policy choices is
of course not a new concept. The U.S. military has long used “red teams,”
groups of experts tasked to take the enemy’s viewpoint and search for weak-
nesses in U.S. plans. Any good investor practices due diligence. The Schwartz
and Wack scenario school emphasizes finding scenarios that illuminate the
strengths and weaknesses of a specific proposed decision.

Yet the combination of novel challenges, decisionmakers’ aversion to ambi-
guity, and the multiplicity of plausible futures make it difficult for such efforts
to become a regular input to policy formulation. Traditional scenario analyses
like SRES too easily slip into a set of unchallenging futures. Risk analysis of the
type that supports regulatory agencies’ quantitative cost-benefit analysis relies
on estimates of the probability of various events. When faced with novel
futures, decisionmakers can too easily choose to believe the most convenient
as opposed to the most challenging estimates of potential surprises. Vigorous
public debate exposes and corrects policy errors but but often addresses sur-
prise better in hindsight than as an anticipatory device.
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New information technology offers an intriguing possibility. It may now be
possible to systematize the scenario generation process to the extent that it
becomes less an art and more a craft practiced by competent professionals, ulti-
mately like budgeting or accounting. Policymakers can ignore the product of
creative and subjective inspiration, but once part of the regular process of
policy assessment and formulation, a systematic and reproducible product
becomes a much more serious constraint on policymakers’ choices.

The key concept here is that of robust adaptive strategies. A robust strategy
performs well compared with the alternatives across a very wide range of plau-
sible futures, and an adaptive one evolves over time in response to new
information. In practice most policies turn out to be adaptive whether or not
they were initially intended that way. In general policymakers also seek strate-
gies that work well no matter what surprises arise. But the human mind can
trace only a tiny fraction of the many paths an adaptive strategy can follow into
an uncertain future. When confronted with novel challenges, policymakers
cannot rely on their experience, intuition, or traditional scenarios to anticipate
the paths that stumble across the most relevant surprises.

It has long been possible to use computer simulation models and patterns
in data to sketch out millions of plausible futures that explore a vast variety of
combinations of events. Until recently, however, such exercises have not been
helpful, because no one can usefully examine millions of futures. But today’s
wealth of interactive computer tools brings new possibilities. Search algo-
rithms analogous to those that help Google users make sense of millions of
websites can also delve into vast arrays of computer-generated futures to sum-
marize and characterize their most salient features. Such interactive computer
tools can follow the evolution of a potentially robust, adaptive strategy, char-
acterize a small number of key scenarios that represent its most important
failures and missed opportunities, and then suggest the best ways to make the
strategy more resilient against potential surprise.7 At the start, there may be
many vulnerabilities. But after a few iterations, strategies often become suffi-
ciently robust so that a small number of scenarios succinctly characterize their
most important strengths and weaknesses.

This robust decision process importantly encourages policymakers to recast
the questions they ask about surprise. The traditional framing for policy analy-
sis requires decisionmakers to first determine the most likely surprises—a
perfect recipe for ignoring some surprises and putting too much faith in oth-
ers. The robust decision approach instead identifies a small number of the
most important vulnerabilities to existing plans, inquires about the easiest
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ways to address them, and only then asks whether these surprises seem suffi-
ciently likely to warrant action. This process can break down many of the
psychological and organizational barriers that place the wrong surprises on the
agenda in so many policy debates.

This approach has proved successful in a variety of private sector situations
as well as in national security and other public policy applications. For
instance, a robust decision exercise at RAND explored near-term steps that
could help launch the long-term radical changes needed to ensure economic
development and environmental quality over the twenty-first century.8 The
exercise tested a near-term strategy with a market-based, cap-and-trade pol-
lution trading system over a huge number of computer-generated futures,
each with different combinations of key demographic, economic, environ-
mental, and technology trends. The futures included discontinuous, surprising
changes in technology and human values. Participants worked closely with
the computer to identify groups of futures—key scenarios—where their ini-
tially proposed policy was vulnerable. These scenarios helped sketch a
potentially bold and careful approach to sustainable development for the
twenty-first century.

Recrafting Scenario Practice for the Twenty-First Century

The United States government significantly improved its management of the
economy and business cycle over the course of the twentieth century. The
advent of new analytical concepts and methods, such as national income
accounting and standard procedures for tracking gross domestic product, pro-
vided one important impetus. These tools gave both experts and the lay public
a simple quantitative metric they could use to monitor national performance.
Once performance could be measured, policymakers could better be held
accountable for their economic decisions.

No analogous tools currently exist to effectively hold policymakers faced
with a novel future accountable for the choices they do and do not make to
exploit surprising opportunities and avoid dangers. Most policymakers will feel
pressure to guard against the last surprise, such as hijacking civilian airliners
to use as missiles, whether or not it still represents the most important threat.
The bold may offer transformational strategies, but find it difficult to engage
in serious debate about the risks and how to contain them. The merely care-
ful can emphasize pervasive uncertainty to justify their inaction.

New information technology now offers the possibility of recrafting sce-
nario practice as a means to help policymakers better anticipate the strengths
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and weaknesses of their approach to surprise and to help others hold them
more accountable for their assessments. The robust decision concept could
help competent professionals staffing government agencies or nongovernmen-
tal organizations reproducibly, rigorously, and systematically identify a small,
key set of even highly ambiguous and surprising scenarios and the policy
trade-offs they imply. Even in those cases where the full analytic process is not
or cannot be carried out, the framing of key scenarios as the avoidable vulner-
abilities (including missed opportunities) of robust strategies may begin to
change the standards of acceptable due diligence.

Policymakers may not always welcome a critical spotlight on the potential
weaknesses of their proposed strategies. But if rigorous assessment of surprise
becomes as commonplace as budgeting and accounting, policymakers will
find it harder to ignore. Scenarios provide a powerful concept for focusing
attention on the unexpected, but to date they have worked best for skilled
practitioners working with small groups. Turning scenario practice into a
reproducible, operational procedure with the aid of new computer tools may
enhance the systematic evaluation of surprise and help nudge America and its
leaders toward becoming both bold and careful.
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Information technology might seem to be the one area where foresight
should be almost easy, if only because the trend lines are so obvious. And
indeed those trend lines do allow a certain confidence about the general pic-
ture. One can be pretty sure, for example, that microprocessors will continue
to become exponentially more powerful for at least another decade; that
broadband and wireless networks will continue to proliferate; and that elec-
tronic devices will become increasingly mobile, increasingly connected,
increasingly embedded in buildings, cars, and appliances, and increasingly
pervasive in our lives.1

What cannot be known with any confidence, however, is how people will
actually use this technology. Which trends will dominate? How will the pieces
combine? What will it all add up to—if anything? 

Judging from computer history itself, moreover, there are at least two rea-
sons why this is so.

Innovations Don’t Just Happen

The first reason is that innovations do not just happen—-or at any rate, the
truly surprising ones do not. Innovations tend to be the product of individu-
als who are driven by grand challenges and grand visions—the sort of thing
that is almost impossible to see from trend lines alone. Typically, in fact,
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neither the challenges nor the visions are apparent to anyone who is not already
immersed in them.

Back in the 1920s and 1930s, for example, academics tended to be rather
contemptuous of raw number crunching, on the theory that a real mathe-
matician or scientist gains insight by abstract reasoning, not reckoning. Slide
rules were acceptable, for engineers. But brute number crunching was just
arithmetic, a task for desktop adding machines—women’s work. (The word
computer was still a job description in the 1920s, and had much the same pink-
collar connotation as typist.)2 The building of computing machinery was, by
extension, a job for mere tinkerers.

As a result, the road to modern electronic computing began with a hand-
ful of very practical pioneers. They were motivated in large part by desperation:
modern technology was already beginning to demand calculations on a scale
that humans could not manage, even with adding machines. But they were also
motivated by a tantalizing glimpse of empowerment: a realization that massive
number crunching could open up whole new vistas for engineering, business,
and science.

A classic example is Vannevar Bush, who orchestrated the Manhattan Proj-
ect and all the rest of nation’s war-related scientific research during World War
II. Bush is probably best known today for his 1945 article about the “memex,”
a hypothetical knowledge-access tool that could link one concept to the next
in a manner that anticipated the World Wide Web by nearly half a century.3 But
he had actually been led to computing starting in the early 1920s, when he was
an MIT electrical engineering professor grappling with one of the most vex-
ing technical problems of the day: the instability of electric power networks.4

The equations that described such a network were straightforward in princi-
ple but horrendous in practice, and all but impossible to solve by hand. The
result had been a plague of brownouts and blackouts, as power companies
struggled to meet soaring demand with high-voltage lines that were designed
on the basis of rule-of-thumb and guesswork.

Bush’s answer was the Differential Analyzer: an elaborate system of gears
and pulleys and parallel rods that took up most of a large room. Completed in
1930, the analyzer was an analog computer, meaning that it represented math-
ematical variables not by numbers but by measurements—in this case, the
rotation of various rods. It was “programmed” by connecting all the rods with
gears and pulleys in a way that mimicked the structure of the network equa-
tion. In effect, the analyzer became a physical model of the network. From
that point, solving the equation was as simple as starting the analyzer’s motor.
Gears would mesh, pulleys would pull, rods would rotate—and a plotter pen
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connected to the appropriate rod would neatly trace out the solution on a
sheet of graph paper, accurate to 2 percent.

This was a godsend, and not just for the electric power companies. By the
mid-1930s, researchers from all over the world were flocking to the analyzer,
using it for electrical engineering, atomic physics, seismology, astrophysics,
and more. Copies of the machine were under construction or already com-
pleted at nearly a dozen sites in the United States and abroad. Bush had secured
funding for development of an all-electronic analyzer, and had organized a
broad program of analog computing research that would continue at MIT
until well after World War II.

The war, of course, created any number of desperate demands for compu-
tation, which in turn led to two of the most famous of the pioneering
computers: the digital, all-electronic Colossus, which was actually a series of
machines created at the British code-breaking center, Bletchley Park, as a tool
for cracking the most difficult German ciphers;5 and the digital, all-electronic
ENIAC, which was constructed by engineers at the University of Pennsylvania
to calculate artillery trajectories.6 Starting in mid-1944, moreover, the ENIAC
team was joined by the world-renowned, Hungarian-born mathematician
John von Neumann, who was also a participant in the super-secret Manhattan
Project—and who was looking for computing machines that could help out
with the horrendous calculations needed in that effort. Although ENIAC was
too late to help in designing the atomic bomb—the machine did not become
operational until 1946—von Neumann was inspired nonetheless. After the
war, he went on to pioneer what would now be called scientific supercomput-
ing, designing machines and algorithms for weather forecasting and many
other types of simulations. And, along with other pioneers such as Alan Tur-
ing, he began to pursue a vision of what would now be called artificial
intelligence.7

Examples such as these suggest that successful technological foresight
requires, at a minimum, a careful look at the technological challenges and
opportunities facing society as a whole. And forecasters have certainly tried to
do that.

But these examples also suggest that it is remarkably difficult to recognize
the critical challenges in the abstract, without that personal immersion in the
problems. And doing so is even more difficult now that technology has become
so thoroughly democratized by microelectronics and the Internet. Back in the
early 1970s, to take a famous example, when Intel introduced the first micro-
processors, the company assumed that the devices would mostly be used as
industrial process controllers. It was the small, but fervent community of elec-
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tronics hobbyists who started using the chips in “personal minicomputers”—
and kicked off the personal computer revolution.8

Then in the late 1980s, to take another famous example, the Internet had
already begun to spread through academia like the proverbial wildfire—but
mainly as a mechanism for e-mail, file sharing, and remote login to mini- and
supercomputers. It was Tim Berners-Lee, a physicist and Internet user at the
European Center for Particle Physics (CERN), who came up with a way of
systematically displaying files in a visual form, and using hyperlinks to jump
between them—a system he dubbed the World Wide Web.9

And more recently, of course, the web itself has paved the way for eBay,
peer-to-peer file sharing, blogging, and a host of other user-driven innovations
that no one had anticipated. Today millions, if not billions, of users are com-
ing up with new ideas all around the globe—which makes it effectively
impossible for any forecasting methodology to anticipate all of them, much less
to know which ones will dominate.

Innovations Don’t Happen in Isolation

The second difficulty follows from the first: Even if forecasters could somehow
anticipate what the major innovation drivers will be, they would still have a
hard time anticipating exactly what form the solution will take. Innovations
almost never involve just a single idea, but the convergence of many ideas.
And they are not inevitable: they result from societal needs and interactions.
The modern digital computer, in particular, required the convergence of at
least half a dozen innovations—most involving not just another gadget, but a
shift in the way people thought about computing. Well into the 1940s, more-
over, people were struggling to fit the pieces together in the right way; it took
a decade of trial and error (and a war) to get a combination that was workable.
Among the most important of these pieces:10

—Digital computing: solving problems by numerical calculation, as opposed
to building a physical model of the problem. It was far from obvious in the
beginning that digital was the right way to go, especially given the success of
analog machines such as Bush’s Differential Analyzer.

—Binary mathematics: using 0s and 1s as opposed to the base-10 arith-
metic that humans had been using since they first began counting on their
fingers.

—Logic: recognizing that a simple on-off switch could embody the notions
of true and false, and that a network of such switches could embody all the
standard operations of Boolean logic—the operations of binary arithmetic
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among them. In particular, the network could make comparisons, and thus
take alternative courses of action according to circumstances—as in, “If the
number X equals the number Y, then do operations P, Q, and R.” That ability,
in turn, was what made the digital computer so much more than an ultrafast
adding machine. A switching circuit could add and subtract—but it could also
decide.11 It could work its way through a sequence of such decisions automat-
ically. In a word, it could be programmed.

—All-electronic switching: using vacuum tubes for speed, as opposed to
mechanical switches. Again, the choice of vacuum tubes was far from obvious
in the early days, given that a computer would need tens of thousands of them
to do anything useful, and that even a single burnt-out tube could bring the
system to a halt. How would the machine ever finish a calculation?

—Program control: giving computers the power to carry out long sequences
of operations on their own, as opposed to relying on a human operator to
press the buttons, watch the meters, load and unload the punch cards, and gen-
erally intervene at every step.

—Stored program control: storing the program as binary code in the com-
puter’s memory, as opposed to reading it in each time from punch cards or
paper tape. Once again, the usefulness of this approach was not entirely obvi-
ous at the beginning; many of the early computers, including the ENIAC, had
at least some of their programming wired into their physical structure. Imple-
menting the stored-program approach was also a good deal harder than it
sounds today, given the primitive state of memory technology at the time; no
one was able to field a working stored-program computer until the late 1940s.
But the stored-program approach had the obvious advantage of convenience:
once all the instructions were stored electronically, so that the problem-
solving sequence was entirely separate from the hardware, the function of the
computer could be changed without having to touch the wiring. Or to put it
another way, the act of computation had become an abstraction embodied in
what is now known as software.

The history of information technology offers many other examples of
invention-by-convergence. Among them:

—The modern concept of information and information processing was a
synthesis of insights developed in the 1930s and 1940s by Alan Turing, Claude
Shannon, Norbert Wiener, Warren McCulloch, Walter Pitts, and John von
Neumann.12

—The hobbyists who sparked the personal computer revolution in the late
1970s were operating (consciously or not) in the context of ideas that had
been around for a decade or more. There was the notion of interactive comput-
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ing, for example, in which a computer would respond to the user’s input
immediately (as opposed to generating a stack of fanfold printout hours later);
this idea dated back to the Whirlwind project, an experiment in real-time
computing that began at MIT in the 1940s.13 There were the twin notions of
individually controlled computing (having a computer apparently under the
control of a single user) and home computing (having a computer in your
own house); both emerged in the 1960s from MIT’s Project MAC, an early
experiment in time-sharing.14 And then there was the notion of a computer as
an open system, meaning that a user could modify it, add to it, and upgrade it
however he or she wanted; that practice was already standard in the minicom-
puter market, which was pioneered by the Digital Equipment Corporation in
the 1960s.15

—The Internet as we know it today represents the convergence of (among
other ideas) the notion of packet-switched networking from the 1960s;16 the
notion of internetworking (as embodied in the TCP/IP protocol), which was
developed in the 1970s to allow packets to pass between different networks;17

and the notion of hypertext—which, of course, goes back to Vannevar Bush’s
article on the memex in 1945.
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Part IV

What Could Be
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James Kurth: I am an optimist about the current pessimism, but a pessimist
overall. What do I mean by that? Well, I am optimistic about the three partic-
ular blindsiding phenomena that have lately received a great deal of attention:
catastrophic hurricanes, nuclear terrorism, and the prospect of a global flu
pandemic. When it comes to these three phenomena, there is actually little to
worry about.

First, turning to the topic of catastrophic hurricanes, or more generally, the
phenomena of natural geological catastrophes—hurricanes, floods, tsunamis,
volcanoes, or earthquakes—these affect everyone but only in a very limited
area. Historically, natural disasters normally take out a city, or maybe a region,
but very shortly the society as a whole recovers—even the city itself may, as San
Francisco did after the 1906 earthquake and fires, or Tokyo did after the famous
Tokyo earthquake of 1923. The Chinese cities devastated by earthquakes in the
1970s recovered rapidly, as well. Of course, if the economic base of the partic-
ular city or region is already undermined, the catastrophe may lead to a final
decline of that city, as in the Galveston hurricane at the turn of the last century.
But other cities then benefit; so, for the most part, natural geological catastro-
phes have very sharp, narrow, and limited impacts.

Natural biological catastrophes, such as plagues and smallpox and influenza
epidemics, influence a large minority, not a majority, population over a wide
area. They are thus in a way the inverse of the geological catastrophe. But
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again, the society normally recovers within a few years, perhaps a generation.
Even the notorious 1918 global influenza epidemic that is being discovered
again as some earlier prototype of bird flu—left no permanent mark. The his-
tories of the societies affected by it are written almost as if the 1918 epidemic
never happened. It was a catastrophe of an order of magnitude equivalent to
World War I, and yet it is rarely talked about as a driver of subsequent events.
And in general the survivors of these plagues, smallpox, or influenza epidemics
tend to be better off than they were before the epidemic.

Now, man-made catastrophes are potentially far more serious, especially
wars of mass destruction. Two variations need to be considered. First are the
weapons of mass destruction: they are analogous to geological catastrophe.
Strategic bombing, as in Japan and Germany during the Second World War,
takes out the cities and defeats the society; but, again, society tends to recover
within a decade or generation. And that kind of catastrophe—borne by
weapons of mass destruction—did have a definitive end and is likely to have
a definitive end again. As terrible as it was, it lasted only a year or two, and when
it ended, the survivors could begin again.

Second, like the biological catastrophes are what might be called “wars of
mass casualties.” These are more like biological epidemics in which a large
minority are killed over a longer period of time, such as during World War I
and World War II. Especially in Britain, France, Germany, and Russia, perhaps
one-third or more of the nations’ young men died in such wars. (Similar death
rates in the American South during the Civil War are the closest thing Amer-
icans have ever experienced.) But again, within a decade or generation—if
birth rates are reasonably high—the society largely recovers.

Note, however, that neither Britain nor France had fully recovered demo-
graphically or psychologically in the twenty years after losing large numbers of
their young men in World War I, and that national suffering provided a basis
for appeasement in the late 1930s. In contrast, Germany enjoyed a high birth
rate during the interwar years. And so the impact of a catastrophe may be
deepened by differential demography (a matter to which I will return). But in
any event, unlike the natural catastrophes, human or man-made catastrophes
have histories that linger on in the collective memory and shape societies as
they grow in the future. People care whether they die from human agency or
accidents of nature—hence World War I is a causal agent in history, while the
flu pandemic, which killed as many people, is not.

So clearly, of these three kinds of catastrophes, the most important from my
point of view is the specter of weapons of mass destruction; and those could be
either nuclear weapons or biological weapons. That is very serious, indeed; but
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considering everything said up to now, there may be grounds for optimism that
even if a catastrophe should happen—if terrorists should inflict two or three
nuclear attacks upon the United States, or perhaps even a biological attack—
perhaps as the models of previous weapons of mass destruction and previous
epidemics suggest, American society would be able to recover fairly soon.

But notice some differences. What is relatively new for modern American
society is the specter of a barbarian enemy who is willing and even wishes to
destroy the entire society, indeed all of modern Western society. Islamist ter-
rorists are literally genocidal in their attitudes toward the West. Another
difference is that the terrorist cells thrive within the very societies they wish to
harm. The task of stopping them is harder than definitively defeating a nation-
state, like Germany and Japan, or containing one for a long time, like the Soviet
Union or Communist China. Instead, the West faces a network of persons
motivated by an intense hatred who will attack repeatedly until Western soci-
ety is destroyed.

To find an historical analogy for this challenge, one must go back to pre-
modern, perhaps even pre-Western, eras of barbarians such as the Goths who
overran Rome, or the notorious Huns and the Mongols in the Middle East or
in Russia. Modern Western societies have never faced barbarians who wish to
destroy them utterly and potentially have the technological capacity to do so.
Even the Nazis and the Communists preserved something of a modern soci-
ety when they conquered a place. Successful attacks by a barbarian enemy
would be different.

Historically, these barbarian societies, even those with technological equal-
ity, were for the most part, in the end, defeated. After all, there was a time
when Europeans in America were confronted with what they considered to be
a barbarian society that had acquired weapons and technology from the pio-
neers, and these Indian societies were ultimately defeated. But what is crucial
to the outcome of such struggles is that the civilized societies are growing
faster or are more vital economically, and especially demographically, than the
barbarian ones. The cases of Rome versus the Goths and the Huns versus the
Mongols were cases where the civilized societies were in demographic decay or
decline. So it is extremely important to look at the demography; indeed, I
would say: demography is destiny.

A couple of generations ago, Fritz Stern, a famous historian of Germany,
wrote a book reporting that the German minorities, or even majorities, in
many parts of eastern Europe felt their culture was being overshadowed by the
rising culture of the Slavic peoples around them.1 Such feelings were ulti-
mately based on the politics of demographic despair, of differential birth rates.
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We now have in the West societies that, for the first time in Western history in
the last two or three generations, are suffering demographic declines rather
than demographic increases. Remember what happened when France and
Britain suffered demographic decline after World War I: their robustness and
resiliency after the bloodletting of World War I was very weak, where con-
versely, Germany and Russia, which experienced demographic increase, were
able to get their act together all too effectively in the years thereafter.

So today three factors are in conjunction—weapons of mass destruction,
a barbarian enemy, and demographic decline—that is utterly new to the West,
and, indeed, new to the modern age generally. Now, if weapons of mass
destruction alone were the threat, the West could easily survive or thrive. After
all, that was the condition the United States faced when it dealt with the Soviet
Union and China in the midst of the cold war. Or, facing weapons of mass
destruction and Islamic terrorism only, the West could fight and probably win
a relentless, ruthless war against Islamist terrorists. But with the conjunction
of weapons of mass destruction, the genocidal intent of Islamist forces, and its
own demographic decay, the West cannot engage in a long war where it both
inflicts and has inflicted upon it the prospect and reality of millions of casu-
alties. The United States has never experienced millions of casualties, nothing
like what Britain, France, Germany, and Russia experienced in World Wars I
and II. The closest analogy to this, once again, is the experience of the South
in the Civil War, and that certainly changed Southern culture and the path of
Southern history tremendously.

Today the West is confronted with the reality of demographic decay—that
is to say, so-called net reproduction rates of roughly 1.3 children per couple—
in contrast to demographic vitality in majority Islamic countries in the world
and among the Islamic minorities in Europe. This differential demography is
having a big impact that will create new and widening cultural and demo-
graphic disparities.

Now, the sources of the demographic decay in the West can be easily specified.
First, the postindustrial, or “information-age,” economy has not only brought
prosperity but also made children unnecessary to the economy, be it agrarian or
industrial. The West simply does not need a lot of brawny young laborers.

Second, the modern welfare state has also made children unnecessary
because, at least until recently, people thought the state would provide for
their old age, not their children, which was the historical pattern.

Third, women in the postindustrial society and the welfare state are enter-
ing into full occupational equality, even occupational identity with men. To
such women, children are not only unnecessary but a burden.
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These particular socioeconomic phenomena also generate particular
ideologies: consumerism, the welfare phenomenon, the ideology of social
democracy, and feminism. These come together in the ideology of expressive
individualism. And why should expressive individualists want to be burdened
with many children? Indeed, the norm is one child, giving rise to reproduc-
tion rates in the European and European-descended populations of 1.3 or 1.4
children per couple. It is the very economic, social, and political achieve-
ments and characteristics of the modern West that have given rise to this
phenomenon.

The achievements of the West are all about economic prosperity, social
security, gender equality, liberal democracy, and philosophic individualism.
This is what the modern West is all about, and exactly this is what we are hop-
ing to spread to the rest of the globe. But these very achievements make the
globalist society and the Western image vulnerable to demographic decay and
to a substantial protracted war against Islamic terrorist networks armed with
weapons of mass destruction, demographic vitality, and an alternative vision
of a global civilization—that is to say the global umma of Islam.

Gregg Easterbrook: It is a great honor to stand here under the banner of the
new American Interest magazine, but I should warn all of you that, having lis-
tened to Cassandra Kurth talk about demography, I’m planning on starting a
magazine called the Prurient Interest. I hadn’t thought about demography
quite in those terms before. In my defense let me say that my wife and I have
three children, so we are doing our part; and I can assure you my wife is indeed
an expressive individualist, nonetheless.

I am Pollyanna tonight, a role I accepted knowing full well the challenges
that attend it. Pollyannaism has a bad name: the word Pollyanna has come to
mean someone who is oblivious to the bad events occurring around him or
her. This is a misuse of the term; it is Doctor Pangloss, Voltaire’s idiot, who is
like that. Pollyanna, in contrast, was a great literary character, and I have here
some pictures of her. Here is Hayley Mills in the 1960–61 movie. In literature,
Pollyanna had great accomplishments—she went to the town of Beldingsville,
where everyone was miserable and unfriendly, and people scurried into their
houses and refused to be neighborly with each other. And by being relent-
lessly optimistic, she reformed the entire town of Beldingsville all by herself.
Now compare this with Cassandra: Cassandra gave her warnings, but Troy
was destroyed anyway, and she ended up being sold into slavery. What, then,
did Cassandra accomplish? Not a good résumé, no.
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What do these two tales show? That there is a structural difference between
optimism and pessimism. An optimist is not someone who is unaware of the
many problems of the world, but one who believes that problems can be over-
come. A pessimist believes not that there are necessarily more problems, or
worse ones, but rather that the problems will overcome us instead of the other
way around. This is the main structural difference between the two.

I want to argue that nearly all objective trends in the world are today posi-
tive and have been so especially since the end of the cold war. This is an
especially positive moment in history, an almost glowing one by my estima-
tion, and the fact that so many speak so negatively and pessimistically about
it is really quite puzzling. Of course, low-probability catastrophes are possible,
but by definition unlikely. Moreover, events that rarely occur but were relatively
likely in the past will probably remain rare and be relatively unlikely in the
future. Some low-probability catastrophes do worry me, but the optimistic
list is more interesting and relevant to our future.

Why is this? It is due to what can be called the liberation of freedom. In May
of 1940 the world was genuinely on the brink of catastrophe. Since then, things
have been mainly positive because the defeat of tyranny by liberty has set us
globally on the right course. And the lesson that comes of May 1940 forward
is not only that liberty is better than tyranny—that has always been known—
but also that liberty is stronger than tyranny. This is a very important lesson.
When historians look back at the twentieth century, one of the things that will
pop out at them is that virtually every time liberty and tyranny met on the field
of battle, liberty prevailed. That makes me most optimistic about the future.

Democracy is now advancing throughout the world. In 1975 one-third of
the world’s nations held true multiparty elections; today two-thirds do. That
is a spectacular improvement in a short period of time. Many new democra-
cies are very fitful, of course; many things could go wrong and some probably
will. But the fact that the former Soviet Union, most of Latin America, almost
all of the old Eastern bloc, and even China are moving one way or another
toward democracy is tremendously positive. In all the world the only large
bloc resisting liberty is the Arab world, and sooner or later it is going to dawn
on Arab societies that this is the reason why they are weak, and then they will
change.

Second, the cold war ended without a shot being fired. Not only is that a
spectacular development in and of itself but equally important is the resulting
decline in the number of nuclear bombs. At the peak of the cold war, there were
50,000 strategic warheads in the world, enough to literally end all life on this
planet. Today more than half of them have been decommissioned; some are
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being physically disassembled; all the big city-buster bombs, the bombs of
more than one megaton, have already been disassembled; and current treaties
will drive the Russian Federation and the United States down to less than 5,000
total strategic warheads—still a big number, but 90 percent of the doomsday
arsenal will be gone. That is an incredibly positive development, but most peo-
ple simply take it for granted these days, and readily find other things to
complain and worry about.

Then there is the sharp decline of war. For the last fifteen years, the Iraq war
not withstanding, studies all show that the intensity of combat—defined by the
number of wars in the world, the number of combat casualties, and the num-
ber of subsidiary casualties (people who die as refugees)—has been in steady
decline. Today a person’s chance of dying by violence, crime, or warfare is the
lowest it has ever been in human history. In the year 2000 some sort of mile-
stone was passed when more people died in traffic accidents globally than in
combat. Not that dying in a car crash is anything to celebrate, but this is nev-
ertheless a fortunate indicator for our future, and those numbers continue to
move in opposite directions. Graphs of combat deaths—that is, deaths of sol-
diers in combat and deaths of civilians associated with combat—keep going
down and traffic deaths keep going up. So obviously something needs to be
done about traffic, especially in developing countries, but it is a kind of luxury
to worry more about traffic than about combat.

As warfare declines, military spending is declining—another trend that is
often ignored. Stated in current dollars, annual global military spending
peaked in 1985 at $1.3 trillion; it has fallen every year since, to the current $1
trillion. The global population rose by one-fifth in that period, meaning that
per capita military spending went down a lot; in 1985 the world spent $260 (in
current dollars) per person, per year on military arms; last year it spent $167.
That is a decline of almost one-third, adjusted for inflation. Is the decline in
war being caused by the decline in military spending? Or is the decline in mil-
itary spending a result of the decline of war? No matter, really, for our purposes
here: both are good.

And there is still more good news. Predicted Malthusian catastrophes have
not happened. The literature of the 1960s—not just that of Paul Ehrlich, but
of many others as well—widely predicted that half of India would have starved
to death by now, that more than a billion people would have starved to death
globally, that a Hobbesian war of all against all would prevail in most develop-
ing nations, leading to total breakdown of societies. Instead, in some recent
years India has been a net exporter of grain, and malnutrition has fallen
steadily throughout the world. About 17 percent of the developing world today
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is malnourished; that is a shockingly high figure, but it is also the lowest such
figure in recorded human history. Again, even as the global population has
more than doubled in the postwar era, malnutrition has steadily declined.

Plague catastrophes have not occurred, either. AIDS is awful but it is reason-
ably contained; Ebola, SARS (severe acute respiratory syndrome), and West
Nile virus, the three most recent outbreak diseases, have killed far fewer peo-
ple than lightning. Avian flu, which we have heard so much about, had killed
186 people as of May 24, 2007. The 1918 pandemic, remember, occurred in a
time of extremely poor public health, and just after a half-global war where
many nations had experienced brutal combat for five years. Public health and
sanitary conditions were poor. The two later flu pandemics, in 1957 and 1968,
occurred when public health care was much better, and death ratios were far
lower as a result. If any kind of transmissible avian flu develops in 2006 or
2007, it is going to occur in a world that is mainly at peace, where public health
is better still, and where the likelihood of some runaway effect is very small—
though, of course, it cannot be ruled out altogether.

There is a viral pandemic occurring in the world right now: the Rhoda
virus pandemic, which has killed 1.5 million people since avian flu was
detected three years ago. There is a reliable vaccine that prevents it, but not
much is being done to deal with the Rhoda virus because it affects only the
developing world; whereas the United States is spending a huge amount of
money to guard its borders against mutant chickens. Runaway genetic effects
are not observed in nature, but they cannot be ruled them out. So we have the
popularity of movies like Outbreak, with Dustin Hoffman; or the ridiculous
novel, The Cobra Event, which Bill Clinton sat reading in the White House
(the plot involves one single particle of weaponized smallpox that kills every-
one in New York City within twenty-four hours); or ABC’s bird flu disaster
movie in which one single person exposed to bird flu in Asia infects most of
the United States—and all of American society is in ruins in about a week. It
would be nice if most people knew enough to distinguish what might be called
sci-hysteria-fiction from real science, but they mainly don’t. Now that is sad.

It is also worth noting that attempts to use biological or chemical weapons
in warfare have generally been unsuccessful. The history of the use of chemi-
cal weapons, including in World War I, is that they are less destructive pound
for pound than explosives. Weaponized smallpox was accidentally released in
the Soviet Union in 1979, where it killed sixty-eight people. That is sixty-eight
individual tragedies, but nothing like what exists in the popular imagination.

On to a nicer subject—the global economy is booming. Global growth has
been above 5 percent a year for many years in a row, and global growth is
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greater than population growth, which is the key: as long as global economic
growth remains ahead of global population growth, things will look positive.
China and India are booming at around 8 percent a year, and most currencies
are stable. Hyperinflation is currently rare, although it could come back. Glob-
alization was sold as something that would make all the countries of the world
better off, not just the wealthy ones, and so far that has been the experience.
Benjamin Friedman, the former head of the economics department at Har-
vard, argues that historically the world becomes more liberal and democratic
during times of economic growth, while stagnation is associated with repres-
sion and unhappy societies.2 The conclusion is that society should root for
economic growth because liberal democracy will accompany it.

Most important of all, the biggest economic gains are in the developing
nations, not in the West. More progress has been made against poverty in the
past fifty years than in the previous five thousand. Rates of extreme poverty in
the developing world are still a huge problem, but they are in steep decline. The
developing world’s extreme poverty rate was 30 percent in 1990; it is 21 per-
cent today; and if current trends continue, it will fall to just 10 percent by
2015. Global per capita income has doubled in real dollars since 1975, and
even if the income of Western and Arab petroleum states is subtracted from
that figure, global per capita real income has still increased almost 60 percent.
In 1975, 1.6 billion people in the developing world lived at the standard the
United Nations calls “medium development”—roughly, the living conditions
of a village in Portugal. Today, 3.6 billion people live in medium development;
in thirty years two billion people have moved up and out of abject poverty to
middle development—a spectacular achievement by any reasonable measure.

Another positive factor is global equality. In 1950 the developing world
produced 29 percent of the world’s income; today it produces 44 percent of the
world’s income. If current trends continue, the developing world will pass the
Western world as a generator of the world’s income within two generations.

Literacy rates are rising; education rates are rising, especially for girls—and
that is very important. Access to information through the Internet and other
inexpensive means of communication is expanding, and knowledge is like
toothpaste: it cannot be put back into the tube. The apparatchiks of the former
Soviet Union spent three decades using brutal means to attempt to put knowl-
edge of the West back into the tube, and they eventually gave up. They
concluded not that they were not being brutal enough, but that it is simply
impossible to withdraw knowledge from society.

Resources make for optimism, too. No primary resource in the world is in
short supply or is likely to become so, including oil. The only resource special-
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ists worry about right now is fresh water in China and the Middle East; every-
thing else seems fairly plentiful. This is important because global production
must increase. In his book Ben Friedman estimates that if the goal is to raise
the standard of the entire world by 2050 to a state of medium development,
taking into account projected population increases during that time, global
economic output must quadruple. That will make for a lot of resource con-
sumption. Fortunately, all forms of pollution except for greenhouse gases are
in decline, at least in the Western countries. Of course, greenhouse gases are a
big exception. But in the Western countries, which have clean technologies
and strong antipollution regulations, all forms are in decline. In the last thirty
years acid rain in the United States has decreased by 60 percent. Even though
Americans burn twice as much coal as they used to, smog has decreased by 40
percent. Even though there are now twice as many automobiles that are driven
three times as many miles, water pollution is down by 90 percent. All of these
things have happened in a period of strong economic growth. The same trends
have not yet reached the developing world, but they can, if the developing
world adopts the same kind of clean technology and imposes strong regula-
tions and sticks to them.

Pollution is down because nearly all technological trends are currently
benign. All trends in manufacturing reveal factories using fewer resources and
less energy and generating less waste. For example, General Electric builds
new diesel engines that, at 800 tons, use less than half as much fuel and pro-
duce about 70 percent less diesel emissions as did previous models. They are
expected to last for one hundred years. And this trend is found throughout
technology: most products use fewer resources and less energy than the prod-
ucts they replace, and they are less dangerous to consumers as safety standards
keep rising.

This is true in military affairs, as well; nuclear weapons aside, many conven-
tional weapons are becoming steadily less dangerous as they are made more
accurate. During the first Gulf War in 1991, the standard bomb the United
States dropped on Iraq weighed 2,000 pounds; in 2003 the standard bomb
dropped on Iraq weighed 500 pounds but was much more accurate. The U.S.
Air Force is developing a new bomb that weighs 250 pounds and is pinpoint
accurate, and future models are expected to weigh 100 pounds or less.

Not every trend in technology is benign, but most of them are. People are
living longer: the population explosion of the twentieth century was not caused
by more births but by fewer deaths. At the beginning of the twentieth century,
global life expectancy was thirty-seven years; at the beginning of the twenty-
first century, it was sixty-six years, and that includes places like Afghanistan,
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Pakistan, Congo, and other troubled parts of the world. I am optimistic that
these positive trends will continue. At the same time, trends in popular music
are really bad, and I just do not see anything that will change that. That is a
problem.

James Kurth: At some level I agree with everything that Gregg said—in the
sense that I certainly agree with all the facts and the essential phenomena he
described. I also think that in the spring of 1914, we would have discovered
similar facts and phenomena: economically, politically, culturally, education-
ally, everything was getting better in every way in most places. And yet
something went wrong. It is true that if the trend lines as they were in the
spring of 1914 are projected forward, things continue to get better up to the
present day. But there were those big dips that started in August of 1914 and
then reappeared in September 1939, and so on. Trend lines and broad quan-
titative statistics are important phenomena, yes; but they can be completely
disrupted by tiny qualitative changes.

In addition to questioning the significance of positive trend lines, let me
now make a much more ancient distinction between what might be called the
mechanistic metaphor and the organic metaphor. If one tends to think of soci-
eties as a kind of mechanistic ensemble, bits and pieces of which can be added
or subtracted discretely, then one can imagine an optimistic and quantitative
step-by-step improvement. But if one thinks organically, one can see that a
slight change in the body politic or the body social can make a tremendous dif-
ference. It might be true, for example, that one’s body is getting better and
better all the time. But if only a small part of the body, the eyes, for example,
or a strategically placed heart valve, should go bad, the entire body will suffer
a catastrophe. I tend to think in terms of the organic conception, and so I can
agree with everything Gregg says quantitatively but disagree with the qualita-
tive implications.

Gregg Easterbrook: Let me start my response by saying that I do not think
about demographics in quite the same way you do, Jim. It probably is
inevitable that because of demographic vigor the United States will at some
point not be the world’s dominant power as it is today. Is that necessarily bad?
I don’t know. The United States will still be important. If England in 1950—
when the British Empire had just crumbled, and there was a great sense of
gloom among the English that they would no longer control the world—is
compared with the England of today, 2006 is the best time ever to be a citizen
of the United Kingdom. The place is wonderful, pollution is way down, pub-
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lic housing is finally acceptable, the theater scene is the most vibrant it has ever
been. I would even go as far as to say that the food is good. So if there is a future
in which Western nations are less powerful than they are today because of
demographics, as long as their people are still free and can raise their children
the way they want, I don’t think that would bother me so much.

But now it is time, I think, to tell you what low-probability events do worry
me. One is actually a high-probability event—global warming. The scientific
evidence is now pretty persuasive. I was skeptical as recently as ten years ago;
I am no longer skeptical. We have to do something about it. It is not going to
be The Day after Tomorrow, where the world ends overnight, but the likelihood
is that climate change will not be to our liking, especially as it affects agricul-
ture. The world is very balanced in agricultural production right now. It is
critical that agricultural yields always exceed population growth, and if there
is some kind of climate change, that could stop being the case. But I am still an
optimist in the sense that global warming is not going to be the insolvable
problem some people think. Global warming is basically an air pollution prob-
lem. All previous air pollution problems have been solved more rapidly and at
much lower costs than most observers projected. Urban smog, chlorofluoro-
carbons, acid rain—they have all been much cheaper to fix than lots of people
anticipated. Global warming looks daunting now because no one has really
tried to fix it. It will take a while to fix, but it will not, I am sure, cost anything
near the amount some think.

Comet, asteroid, and large meteor strikes worry me, too. Obviously, they
are improbable in anybody’s lifetime, but the world has been hit by big things
in the past, and it will be hit by big things again in the future. And even though
it is improbable in one person’s lifetime, there is no guarantee that some big ball
of ice or rock is not hurtling toward Trenton, New Jersey, right now. And I say
that partly in jest because, after all . . . Trenton?! But an asteroid strike, as Judge
Posner has written, could be more deadly than all the tragedies of history com-
bined. And it does drive me slightly crazy that NASA spends $10 billion a year
on the space station project, on this floating Motel 6, where the guys do noth-
ing but drink Tang and take each other’s blood pressure. There is just no
purpose to this space station other than to spend money and make NASA into
a paracelebrity agency so that it can get still more money. That $10 billion could
be used to do a very rigorous study on near-earth objects and try to come up
with some way to deflect one if it is coming at us. If the National Aeronautics
and Space Administration succeeded in deflecting an asteroid heading toward
the Earth—that would be, oh, let’s just say, the single most important achieve-
ment in human history. So it would be nice if that issue was being addressed.
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There is another natural calamity that arrests my attention: a nearby super-
nova explosion, which would probably end life on earth. Many scientists now
think that past periods of mass extinction were in sync with nearby (in cosmic
terms) supernova explosions. There is nothing we can do about that, except,
maybe, some very persuasive praying.

And the final thing that my expressive individualist wife and I worry about,
raising three kids in the Washington area, is a crude atomic warhead going off
in Washington or New York. I think there is a chance that will happen in my
lifetime, and with each passing year, my worry about it increases. That is
because the amount of nuclear materials in the world, the amount of technol-
ogy in the world, increases. Of all the things that depress me, when I let myself
think about them, that is what depresses me the most, not only because such
an event would be a human tragedy, but because the United States, if not the
entire world, would be plunged into a long and deep economic depression. In
a week after an atomic bomb went off on American soil, a hundred million
people would die around the world as the United States military nuked every
military facility in every nation that could in any way have had anything to do
with it. I think an age of darkness would follow such an event. So if I had a pes-
simist’s money to spend, that is what I would be spending it on. Except I am
an optimist, so guess what? I’m keeping my money.

James Kurth: If I may, please, a brief rejoinder about demography. There was,
a long time ago, a Roman slogan about the family that went like this: “sanctity,
fidelity, progeny.” The ideal family came together under these three dimen-
sions. Sanctity—that the family would be sanctified by the religion of the day,
originally the Roman religion, then later the Christian religion. Fidelity—yes,
fidelity—in other words, married for life. Progeny was the third necessary con-
dition. Sanctity, fidelity, and progeny. The early fathers of the Christian church
were very conscious of the population decline in pagan Rome. And they rein-
vented and reinvigorated this Roman model into a Roman Christian model.
And that increased the population of Christians, while the population of
pagans was declining.

Now, sociologists have looked into this and determined that religious con-
viction tended to correlate with higher birthrates. And so it remains: the “red”
states have higher birthrates than the “blue” states. Conservatives may out-
produce liberals within America, even if they do not outthink them. But more
seriously, from the point of view I am talking about, there has been a kind of
latter day, second-rate alpine glow of religious identity, which was patriotic
identity, in America over the past several decades. So the sociologists would say
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it is the conjunction of the religious identity and the patriotic identity in Amer-
icans, along with, of course, robust rates of immigration, that produces
demographic vitality. It is no surprise that demographic rates are lower in
Europe than any other place on the planet, with the exception of course of
Japan, which is also postnational and postreligious.
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Owen Harries: The two terms Australia and surprises do not often appear in the
same sentence. Australia is generally thought of as predictable, stable, depend-
able, but not surprising. It is worth remembering, however, that the areas
adjacent to Australia have experienced their shares of surprises. Two examples:
In 1940 the Southwest Pacific was one of the most inconsequential backwaters
in the world, an area in which nothing of importance ever happened, which
contained nothing of any strategic interest. Only two years later, locations such
as Guadalcanal and the Coral Sea were the scenes of decisive events in world poli-
tics, and Japanese submarines were in Sydney Harbor. A quarter century later, in
the mid-1960s, postcolonial Southeast Asia was probably the most unstable, vio-
lent, and unpromising area in the world. Arthur Schlesinger, Jr., fresh from his
stint in the Kennedy administration, described the region pretty accurately as “an
underdeveloped sub-continent, filled with fictitious states, in vague chaotic and
unpredictable revolutionary ferment.”1 The new city-state of Singapore was
widely though to be unviable. It did not even have its own drinking water. Local
cultures and religions of the area were plausibly said to be incompatible with
capitalism—all this on the eve of what turned out to be one of the most rapid
transformations in modern history, when, within a decade and a half, Southeast
Asia provided the definitive model for successful emergence from third world
backwardness. It even developed a regional organization, ASEAN, or the Asso-
ciation of Southeast Asian Nations, which was successful in maintaining peaceful
and harmonious relations between states.
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So the area is capable of producing surprises. As to possible surprises in the
near future, I offer a couple of suggestions. The past forty years of Southeast
Asia’s history will turn out to have been a transient golden age between times
of trouble rather than a period representing the foundation of a durable sta-
bility and prosperity. Why? Not because of economic problems and dangers
such as those of 1997–98. The precipitating event, or one of them, may well be
the disintegration of Indonesia, the largest and most powerful state in the
region. It is a country with serious internal stresses. It lost East Timor a few
years ago in rather humiliating circumstances. It has subsequently been forced
to cede substantial autonomy to Aceh in northern Sumatra after years of
unsuccessful attempts to crush a resistance movement there. It faces a serious
independence movement in resource-rich Melanesian West Papua. There is
running violence between Muslims and Christians in various parts of the
country. And Jamaah al-Islamiya, a serious, active, homegrown Islamist terror-
ist organization, has perpetrated a series of violent acts.

In addition, Indonesia is in the process of making a serious effort to become
democratic. However desirable this is in the short run, it involves the danger
of a comparatively weak and unstable leadership in a country that is accus-
tomed to being led by strong men. Disintegration could well be the outcome
of all this. A second possible outcome could be the emergence of Indonesia as
an Islamist state, based on an alliance between the armed forces and extreme
Islamic elements. Islam in Indonesia is usually discussed in terms of modera-
tion. But it is worth remembering that there was from independence through
the mid-1960s an extreme element, represented by Darul Islam. Although the
Islamist element in Indonesia is currently small, it is also worth remembering
that small but determined minorities can achieve great success in unstable
conditions—the Bolshevik Party in Russia had a membership of only 23,000
at the beginning of 1917.

Either of these outcomes would be enormously destabilizing, both to the
immediate region and more widely. If one were to superimpose Indonesia on
a map of Europe, it would reach from Ireland to Turkey. There are some 13,000
islands. Vital trade routes move through the region. Most of the oil that goes
to China and Japan moves through the region, so any disintegration or insta-
bility in this area would be a vital concern to both of those countries. Terrorism
almost certainly would increase, and the prospect of mass migration would be
a serious one for Australians to worry about.

Another less spectacular but not unimportant surprise may be in the off-
ing: a serious change in the character of the U.S.-Australian alliance. For fifty
years the alliance has been marked by undeviating devotion on Australia’s
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part, a willingness to march in lockstep with its great ally. “All the way with
LBJ,”“we’ll go a-waltzing Matilda with you,” and more recently what has been
happening with respect to Iraq. There is a good chance that this mode of
behavior will change, that Australia’s alliance conduct will alter significantly,
becoming much more qualified, discriminating, and selective. That change
will result in part from the Iraqi experience, which has produced an increased
awareness of American fallibility and shortcomings. But two other fundamen-
tal reasons lie behind this impending change, one of the push kind and one of
the pull kind.

The push will come from the increasing incompatibility between the out-
looks and interests of the two countries. The United States is determined to
change the world profoundly, so that it conforms with American notions of
how the world should be. Australia is essentially satisfied with the way the
world is, with its disproportionate share of the good things of the world, and
it is therefore apprehensive that any great change may leave it worse off. In
other words, the push will come from the increasing tension between the inter-
ests of a revisionist superpower and those of a status quo middle power.

As for the pull, that will come from Australia’s increasingly strong relation-
ship with China. Currently that relationship is based mainly, though not
entirely, on the compatibility of the two economies: China’s insatiable appetite
for minerals and energy, and Australia’s enormous capacity to satisfy it. Trade
between the two countries has been increasing at well over 20 percent a year,
and China has already displaced the United States as Australia’s second biggest
trading partner; if things go on this way, China will displace Japan before very
long, as well. But it is not just a matter of economics. China in recent years has
been very successful in extending its influence in Southeast Asia as a moder-
ate, reasonable actor, not throwing its weight around. Fear of the downward
thrust of Communist China, which was for many years the unspoken assump-
tion that underlay the alliance, especially from Australia’s side, has rapidly
diminished.

Australia’s behavior with respect to the alliance will therefore become much
more discriminating, qualified, and selective. This might not worry some peo-
ple; it will very much worry those who believe in the theory of Anglophone
compatibility throughout the world.

Itamar Rabinovich: In the British Foreign Service, the method has long been
that every quarter, the embassy sends home a report that ends with a predic-
tive paragraph. So it was that in January 1954, the British ambassador in
Damascus sent home the last quarterly report for 1953. Syria was then ruled
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by a military dictator named Adib al-Shishakli, and the ambassador was very
sanguine about Shishakli, and so the predictive paragraph thus ended with the
sentence that unless he committed suicide, Shishakli was here to stay. In Feb-
ruary 1954 Shishakli was deposed, and Whitehall held its breath for the
ambassador’s first dispatch. When it arrived, it became an instant classic
because it opened with the following sentence: “A close scrutiny of the events
that have unfolded in Damascus in the recent days would inevitably lead one
to the conclusion that Shishakli committed political suicide.”2

This is one way of saying that one does expect surprises and discontinuities
in the Middle East, an area that in the last several decades has been the scene
of warfare, coups, and other unexpected developments. In 1967 war broke out
unexpectedly for Israel. The October 1973 war was a strategic intelligence sur-
prise. The quadrupling of oil prices after that war was a surprise for the world.
The Iraqi capture of Kuwait in August 1990, developments in Iraq, develop-
ments in Lebanon—there is a long list of events that surprised either actors in
the region or international global actors.

Yet there is a pattern. Look at the region as it was around 1970, and look at
it now. What were the decisive elements in 1970? The Middle East was a bat-
tlefield for the cold war and Soviet-American competition. In the Arab world
the dominant force was Arab nationalism and the quest for Arab unity. The
Arab-Israeli conflict seemed to defy resolution. The two former imperial pow-
ers that had dominated the region in earlier centuries, Turkey and Iran, were
out of the game in the Middle East, with Turkey looking to Europe and Iran
focusing on its immediate area in the Persian Gulf. A series of regimes that
came into power around 1970 developed reliable techniques for staying in
power. The regimes in Egypt, Libya, Syria, Saudi Arabia, and the Gulf that
were in or came to power at that time are still in power today. So there has been
a surprising degree of regime stability since 1970, with Lebanon and Iraq
being, of course, the two exceptions.

Look at the region now. There is no cold war; there is one paramount super-
power. Arab nationalism has been replaced by political Islam as a dominant
force. The Arab-Israeli conflict has been replaced by an Arab-Israeli peace
process, intermittent, not always successful, but it has replaced the state-to-state
conflict. Turkey still looks to Europe, but it is now more Islamic and more
active in the region. And Iran, of course, has become a major player in the pol-
itics of the region. Most of the regimes are still in place, and, of course, there
have been several wars in the region, most recently in Iraq and southern
Lebanon. What can be expected next by way of unsurprising surprises? Where
will new surprise come from? 
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I would look at major regime change in one of several countries. Several 
are candidates not for a coup, nor even for a regime change, but for a far-
reaching revolution that would have an impact similar to what happened in
Lebanon or Iraq. Think of what even a regime change, let alone a revolution,
in Saudi Arabia would mean for the region or the world. Several countries are
ripe for regime change. In certain countries regime change could even lead 
to an undoing of the area—and of the order that was established in the after-
math of World War I. Iraq may soon be practically divided into three states.
This could be the first crack in the wall of the 1921 settlement, and it could
have far-reaching consequences in that regard. Of course, there could also 
be a new war, either a regional war or an external intervention into the region,
and both could happen simultaneously or nearly so. An internal collapse 
might also provoke war, as the collapse of Lebanon led to the Israeli invasion 
of Lebanon in 1982. It would be safe to assume that one or more of these
unsurprising surprises—or expected discontinuities—will take place in the
Middle East in the coming years. The region will continue to provide the world
with its share of instability. It will continue to be the global equivalent of a bad
neighborhood.

Niall Ferguson: We tend to assume that low-probability, high-impact events—
I’m going to call them lippies (LPHIs)—are important. But in reality, if there
is a way of attaching probability to a LPHI, it has probably already been priced
in. So in that sense, LPHIs are not very interesting. Much more interesting, it
may be argued, are high-probability, high-impact events, which I shall call
hippies (HPHIs). Rather surprisingly, human beings—whether they are ordi-
nary human beings or members of the elite commentariat—quite often ignore
these.

What should human beings worry about? The first thing is heart disease,
which is the principal cause of avoidable mortality worldwide—around 
16 million deaths every year, according to the World Health Organization.
Someone in my age group is six times more likely to die of heart disease than
of war-related causes. Or, taking the world as a whole, a given forty-year-old
is seven times more likely to die of AIDS than of non-war-related violence.

Another thing ordinary human beings should worry about is road traffic.
Americans have a one in seventy-seven chance in the course of their lives of
being killed in road accidents, and that is a far more likely cause of death than
terrorism. In my own country, the United Kingdom, around 3 percent of deaths
are estimated to result from external causes of mortality. Of these, 18 percent
are caused by transportation accidents, 20 percent are caused by what is politely
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called self-harm, only 2 percent are caused by assault, and in the last year for
which I have statistics, only 2 out of all 536,000 deaths were the result of war.

So heart disease and car crashes are the two things we should worry about.
When people are asked in opinion polls,“What is the most important issue fac-
ing the country today?” British people ought to say, first, our lousy driving;
second, our lousy diet; and third, our recurrent bouts of depression, because
those three things are the major causes of avoidable death in Britain. What they
actually say is only partly rational. For example, worry at the moment is centered
on the National Health Service. Now that has a certain rationality. If someone
expects to fall victim either to a road accident or to a heart attack, it is probably
rational to want the government to put on a better health service than Britain
currently has to offer. But it does seem to me slightly odd to take that view; it
would be much better, surely, to prevent these mishaps in the first place.

The other two concerns that loom large in British opinion polls—and here
there is a strong similarity with the United States—are immigration and race
relations, and foreign affairs and international terrorism. But of course every-
one knows that the likelihood of falling victim to an attack by an immigrant, or
the descendant of an immigrant, is much lower than the likelihood of being run
over or killed in a collision by a native-born bad driver. People know that the
long-term trend in terrorism in the recent past has been a decline in the num-
ber of international attacks from a peak in the mid-1980s. Over that long-term
period, many more terrorist incidents have happened in Latin America than in
Britain or the United States. September 11, 2001, was and remains an outlier. So
it seems to me that a fundamental problem must be recognized: People prior-
itize the wrong risks. They tend to attach significance to exciting and perhaps
newsworthy risks, rather than to prosaic, or, I hesitate to say it, pedestrian risks.

There is a similar myopia among intellectuals, scholars, and policy ana-
lysts. Whether members of this group are engaged in the more lucrative pursuit
of forecasting for financial gain, or whether they do it just for fun or for the
middling remuneration of the think-tank world, when they try to assess what
we should be worried about, or what politicians should be worried about,
they tend to identify the wrong things. If I were to make a list, or take a poll,
of the favorite low-probability, high-impact events of the people in this room,
the following five sources of possible LPHIs are likely to be identified: Iran’s
nuclear weapons program, Iraq’s descent into civil war, Gazprom’s power to
blackmail European gas importers, the hurricane season in the Gulf of Mex-
ico, and of course the biggest source of a LPHI of all, Ben Bernanke’s mouth.
But these are all priced in, and in that sense, they are not terribly interesting,
even though they are events to try to avoid or to prepare for.
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What LPHIs and HPHIs are not priced in? Well, another September 11 is
not priced in because of the difficulty of attaching probability to it. An avian
flu pandemic is not priced in. A computer virus that would shut down Google
has not been priced in, although that would have a really quite an extraordi-
nary effect. The potential for hostilities between the United States and China
over Taiwan is not priced in. But none of those are particularly interesting,
either, because the probability of their happening is quite low.

One possibility, though, is really interesting, because it resembles the like-
lihood of being killed in a car crash or of having a heart attack in that it is a
high-probability, high-impact event that people seem to be ignoring. It is such
a high-probability event that it is already happening, and that is the worldwide
swing to the political Left.

I am not just talking here about what has happened in Bolivia, when energy
industries were nationalized in that old-fashioned way by the new populist
government of Evo Morales. But look at what has happened in Italy and in the
United States with the midterm elections. Let me offer two explanations for
this worldwide swing. One is inequality. It is terribly old-fashioned, and it is
also staring us in the face. But many countries now have levels of inequality
that have not been seen since the 1920s. In the United States, the top 0.01 per-
cent of income earners now earn more than 2.5 percent of total income for the
first time since before 1929. The ratio of a top executive’s salary to an average
worker’s earnings was around 68 to 1 in 1940, and now it is closer to 200 to 1.
This is not a peculiarly American phenomenon. It is what happens in global-
ization, particularly in countries lacking progressive tax systems. Rapid growth
historically tends to generate returns at least initially to a relative minority of
society in the absence of serious effort by the state to redistribute resources.
And it is no profound or novel insight to say that such levels of inequality
generate political backlashes.

The other cause, which might strike one as more paradoxical of the swing
to the Left, is the increasing salience of immigration as an issue. One might
think—probably rightly so—that the salience of immigration benefits the
Right in most Western societies. But that is only half the story, because when
immigration becomes a more salient issue, it tends to split the Right between
moderate liberals reluctant to be seen as xenophobic and populists who do not
mind being so seen. This is happening in so many countries that it would be
tedious to list them. One example is the British National Party (BNP), which
has made gains in local elections in Britain. Some polling suggests that 24 per-
cent of British voters have considered voting BNP or are considering voting
BNP, and as soon as adequate candidates are in place, there may be a dramatic
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shift to that party in Britain. And that will cost the Conservatives more votes
than it will cost Labour; so this could be Gordon Brown’s ticket to a long, long
time in Downing Street.

My conclusion in brief is simply this: In 1914 investors, the best-informed
people in the world, wholly failed to predict the outbreak of the First World
War. Risk premiums did not start to rise until about July 22, 1914, at which
point liquidity dried up so dramatically in the global system that all the world’s
stock markets, including New York’s, had to close and stayed closed for the rest
of that year, despite the obviously very high probability of a Great Power war
in Europe in 1914. Why? Because contemporaries mistook liquidity for stabil-
ity in financial markets. The extraordinary liquidity and low volatility of
financial markets in the summer of 1914, which had been building since
around 1900, created a false sense of security in the international bond mar-
ket. And I think something very similar is happening today. Investors are failing
to price in a global swing to the Left, even though it is staring them in the face
and is historically entirely predictable. And that is because they are mistaking
their own prosperity, as individuals and as a class, for everyone else’s. So the
bottom line is never mind the LPHIs; focus on the HPHIs, and we may just be
all right.

Scott Barrett: I am interested in global discontinuities as the subject relates to
the nexus between the international system and natural systems. My thesis is
that the international system, consisting of 190 or so sovereign states, itself
causes global discontinuities and thus needs to restructure itself to address
these. I illustrate the problem with the example of global climate change.

There are two ways of thinking about climate change: gradual climate
change, and abrupt climate change. Until the last few years the focus has been
on the gradual, but the abrupt is much more interesting and should command
our attention. A shift in the Gulf Stream, for example, would likely cause
abrupt change that is not directly attributable to the effect of increasing con-
centrations of greenhouse gases in the atmosphere, but one that is triggered by
them. Such a shift would cause a significant and abrupt change in the climate
over, for example, northern Europe. How does the world as currently organized
approach a problem like that? 

All but a few of the world’s countries have agreed that they want to avoid
something called “dangerous interference in the climate system.” That is very
nice, but the problem is how to define and then identify the concentration
level that is dangerous. Some have tried to do that. Greenhouse gases currently
are at a level of concentration in the atmosphere of around 380 parts per
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million (ppm). Some think the dangerous threshold might be 400, others think
it might be 450. The number most often mentioned is 550. Now the first prob-
lem is the absurdity of defining a point, say, 550 ppm, one side of which is
considered safe and the other side of which is considered dangerous.

Another problem is that the international system consists of 190 or so nom-
inally sovereign states, but the global climate system is unified. And there is a
clash between these two worlds. The problem of climate change, like a lot of
the other problems under the same kind of heading, has been caused by states
acting independently. If a treaty system aims to meet a target of 550 ppm, say,
how is individual responsibility for meeting that target assigned to each indi-
vidual country and how can those countries be persuaded to accept that
responsibility? The Kyoto Protocol is an attempt to do that, but I think it is
going to fail because the program relies on enforcement that the current inter-
national system cannot deliver. Moving forward will demand substantial
research and the development of new technologies that will change the nature
of energy use worldwide. This cannot necessarily be a market-driven process.
And the whole point about climate change is that it is a problem riddled with
externalities. Governments must play a significant role. The approach taken so
far is not going to be very helpful in that regard.

Furthermore, people will need to adapt to climate change, because it is
going to happen. Adaptation means building resilience, in the sense that
people and governments can withstand certain kinds of shocks, including
climate shocks. Another intervention that is seldom mentioned is called
geo-engineering. The climate is now being modified inadvertently; geo-
engineering would deliberately alter the global climate. There are many
different ideas about how this might be done. The most compelling method
would deliberately put particles into the stratosphere that would reflect light
and result in some cooling. It sounds like a fantastic idea, but it is already
being done in a fashion. When power plants emit sulfur dioxide, for example,
the aerosols sent into the atmosphere do cause some localized cooling. But the
idea here is that geo-engineering would deliberately modify the climate on a
larger scale.

Now, think about abrupt climate change. If, as will probably be the case,
governments have not succeeded in mitigating the problem and are confronted
with abrupt climate change, then this possible technology of geo-engineering
will be important because it can cause a change in the climate much faster than
mitigation can. It can be relatively inexpensive. It can be done as a big project
rather than having to reduce the emissions of many different kinds of sources.
However, it also introduces a new set of risks, such as ozone depletion.
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Another problem is that global climate change would actually prove bene-
ficial for some countries. Imagine a situation where abrupt climate change
harms one set of countries but benefits another set. This geo-engineering
technology—I am thinking more than fifty years ahead—can alter the climate.
If countries that are harmed by abrupt climate change use this technology,
the countries that benefit will inevitably feel the affects of that choice. How
does the international system operate under this new kind of arrangement? Are
countries entitled and allowed to make these choices independently? Or should
they cooperate? They should cooperate, of course, but I remain fairly pes-
simistic about the ability of the current system to facilitate cooperation in
order to address climate change.

Of course, the international system has not been entirely unsuccessful at
cooperative efforts. One of its greatest achievements was the creation of a
discontinuity—the eradication of smallpox. In the face of a pathogen that had
killed millions of people worldwide, governments worked together to eradicate
this disease. As far as is known, the virus still exists in just two places: in facil-
ities in Atlanta, Georgia, and outside Moscow. There had been international
discussion for years about destroying these remaining viruses, but in the wake
of September 11 and subsequent anthrax attacks, the United States and 
Russia said they wanted to use the smallpox viruses in research to counter the
threat of a bioterrorist use of the smallpox virus. By international agreement,
the United States and Russia are carrying out research that is being monitored
by the World Health Organization. This model could prove useful for dealing
with climate change, where the world needs a system for regulating technolo-
gies with global impact but where it will not be in the collective interest to rely
entirely on individual countries making decisions independently.
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Walter Russell Mead: When I think about low-probability events, I find that
the distinction between low- and not-so-low-probability events tends to blur.
There are so many possible events, so many potential surprises, that it may be
less important to think about the possibilities of given events occurring than
to think about how to live in a world of growing uncertainty that is changing
the tenor of life and politics even now. The future will witness dangerous,
tragic, and threatening events—more low-probability events will occur, even
if the probability that any one of them will occur does not change. The percep-
tion that the world is and will remain like this for a long time will have
consequences long before many of these events occur.

What is perhaps most noteworthy about the coming into being of such a
world is that we Westerners ourselves are bringing it about. Anglo-American
capitalism is not a gradually improving Victorian garden party in which the
service gets better and the food gradually gets nicer and fresher, but where
nothing abrupt or rude happens. Rather, the more effective we are at doing
what we do best—bringing more capital to more sensitive and flexible capital
markets that reward more entrepreneurs and scientists, that lead to new tech-
nologies, new products, new industries, new ways of doing business—the more
change in the world is accelerated.

This is not a new concept. Around 1915 Henry Adams looked at the history
of the increase of human horsepower: the amount of muscle-power, then
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measured in horsepower, that human civilization could harness. He derived a
parabolic curve going back to the Roman Empire that showed very slow
growth at first and then started to steepen as machines came into the nine-
teenth century. He projected from the machine age into the electric age, and
from that he predicted an ethereal age to start in the early decades of this cen-
tury, precisely around the time Ray Kurzweil and others think the Singularity
will come—an acceleration of technological change across the board so 
acute as to burst the bounds of human control. Henry Adams predicting the
Singularity almost a century ago may be just coincidence. But the point that
the pace of social, political, and technological change is accelerating is not
coincidence—it is destiny. One can make an argument, call it a sort of cultural
Malthusianism, that while the rate of change may be geometric or even loga-
rithmic, the ability of societies to cope with change barely lifts off the linear.

Societies do gradually get better at mastering change, and some are better
at it than others; nineteenth-century China was overwhelmed by the kinds of
adaptations it needed to make while nineteenth-century Japan was not. Today,
China is doing much better, although for how long no one knows. Social his-
tory suggests that as the pace of change increases, many societies around the
world will be unable to keep up. That could happen in the United States, too.

When the gap between needed adaptations and actual adaptations gets
large enough, there is a potential for an explosion of some kind. This is per-
haps what the Bolshevik Revolution represented. Things were happening too
fast in Russia for its institutions and cultural values to cope with what was hap-
pening. That created a cultural vulnerability. Such vulnerabilities will become
more common in coming decades. To some degree al-Qaeda is an example of
what can happen when societies are confronted with unavoidable change and
pressures that they are incapable of mastering. An irresistible force hitting an
immovable object produces an explosion.

Now, this is not a simple phenomenon, and there is nothing mechanistic or
deterministic about it; I am speaking only metaphorically. This metaphor does
attract considerable historical data, however. When the Sioux were feeling
overwhelmed by the progress of white settlement, they came up with the ghost
dancing phenomenon: They believed that if they wore special shirts and did
certain dances, they would be invulnerable to bullets. They danced and went
to war, but they could not prevail. Today, while al-Qaeda is behaving in ways
not so dissimilar from those who launched the Boxer Rebellion or the ghost
dancing phenomenon, they are able to inflict much more damage on their
enemies. And if we speculate on how technology is likely to develop through
the twenty-first century, ever smaller groups with ever fewer financial and
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other ordinary resources may be able to cause ever more disruption and may-
hem. This is a pretty daunting prospect.

Let us put this in some historical perspective. The worst thing that could
have happened to New York City on September 11, 1901, would have been that
the British fleet, the most powerful in the world, could have sailed in and
started shelling the town, as it had done, by the way, some years earlier. And
that might have done less damage in dollar terms and would probably have
killed fewer people than what happened on September 11, 2001. Now ask
yourself what would be the worst thing that could happen on September 11,
2101. Vernor Vinge, the science fiction writer, talks about how at some point
in this century a person will be able to go to a Radio Shack to buy the parts to
build a bomb that can blow up California. The obvious point is that the
tremendous rate of technological progress will vastly expand the opportuni-
ties for the human race to do bad things as well as good. The dangers the world
faces are the inseparable companions of the achievements that most people are
straining every nerve to create, enhance, and further.

So societies will not escape the human condition, but will experience a lot
more of it. The twenty-first century will be an era of multiple singularities. Not
only will information technology take off and the speed of change become ver-
tical, but many cultures may face changes that seem to them to be apocalyptic
in nature: the end of everything that is meaningful, that is desirable, that makes
life worth living; events that destroy their ability to understand who they are,
that threaten the core of their identities. And then there is the possibility of
nuclear proliferation and war and multiple, superempowered terrorists who
could bring an “end to history” in a somewhat different sense. This will be an
apocalyptic era, an era in which people feel that ultimate questions of good and
evil, and of human survival itself, are on the table all the time. No one will be
bored.

Eliot Cohen: As moderator of this panel, I will ask you to speak very briefly on
the significance of the apocalypse for American foreign policy.

Ruth Wedgwood: Only if I’m allowed to talk about Revelations next.

Eliot Cohen: Oh, why not?

Ruth Wedgwood: So here is a revelation: When I was at Harvard as an eco-
nomic history undergrad, David Landes used to tell us that late entrants in
economic competitions might have technological advantages. If so, then accel-
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erating change might make life harder for an old, established power like the
United States. This is something that Americans are going to have to live with
and watch out for in a great many industries.

Beyond that, there are three reasons why the world ahead may be an
unhappy place for Americans. First there is the Malthusianism of interna-
tional labor markets. The happy belief that with open trade one can simply
solve things by tax and transfer at the end of the day, which is the typical neo-
classical apology for uneven talent and creativity in the world, does not work
with open capital accounts. Capital will flee if it is taxed too hard. So the fate
of American labor has become a Malthusian one.

This cannot in any way be ameliorated by giving all American workers a
master’s degree, because Indians can also take master’s degrees. So the only
advantages one has is some form of location and social economics, for few
things have to be done face-to-face. That is why immigration is such a big and
controversial issue, because it effaces the last comparative advantage a locality
has. Perhaps culture matters in the ability to innovate, and in the structure of
the capital market. It is harder for two guys in a garage to get capital in India
than it is for two similar guys in California. Then there is the issue of political
stability. Peacekeeping is bad for American labor. If the political environment
or the legal environment stabilizes in or around India or in Africa, then it
becomes more tempting for American manufacturers to take their industry
abroad, or to do call-forwarding abroad. Globalization means American work-
ers will be competed down to the world price of labor. James Meade predicted
this once upon a time in a funny little book, where he argued that with the net
marginal productivity of labor with infinite supply at zero, the market price of
labor approaches zero.

While immigration is about the reduction of distance, political life may
involve the irrelevance of distance. I speak of cyber-nations. One does not
really need territory any more. The assumption always was that territory was
needed as a legal prerequisite to become a nation. But one can now outsource
all the services that one needs to keep a common physical enterprise going.
Indeed, one of the advantages of cyber-nations would be the end of some of
the requirements for fights over territory. Secession would not have to be the
knock-down, drag-out that it usually is. A state could have international per-
sonality and international voice without necessarily having an exclusive
portfolio of territory. There have been divided states and microstates. Liecht-
enstein barely has 160 square kilometers. So we may see a process of separation
between international voice and power and the artifact of territory. There 
have been some cyber-nations heretofore, including one put on the web by a
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California entrepreneur that favors the umlaut and the letter x, the Republic
of Lomar. But it is also an idea that has been put forward for resolving issues
like Kashmir and even Jerusalem, where people can enjoy some of the accou-
terments of nationhood without sole claim to the territory involved.

That may be happy news, but my third point is an unhappy one: the death
of deterrence. The fundamental premise of both U.S. national security and
criminal law has been that deterrence works. But for certain worldviews, deter-
rence does not work. With deterritorialized actors, for example, deterrence
does not readily work. So a fundamentally different era may be dawning, one
in which an epistemological challenge is central—namely, that of defining,
taking, and responding to hostile action. Issues like torture and privacy inva-
sion, and other facets of civil liberties can and will be debated for a long time.
But clearly the tasks that government will be asked and expected to do are
very different from what they have been. Reactive government will no longer
be satisfactory. Because deterrence no longer works, government needs to be
an omniscient, panopticon, Benthamite government that can see the future.
And that is a very hard thing for any government to do.

Anne Applebaum: I will not worry, for the moment, about the end of the
world. Instead, I will posit the end of the “American world.” Many assume that
the United States will always be the dominant world power. But the day before
World War I broke out, Europeans still thought that empires would always
rule the world. They did not and could not know that they were standing on
the edge of the abyss and that it was all about to end. We could well be in a sim-
ilar position right now.

American power could decline sharply in many ways. Some are obvious.
Iraq could turn out to be an even worse disaster than even the pessimists now
expect. It could take more troops and more money; the United States could
sink billions more dollars into Iraq’s reconstruction, only to see it become a ter-
rorist state in league with Iran.

Some of these ways are less obvious—one having to do with Russia. Poli-
cymakers and opinion leaders are staring so hard at the Middle East, and
worrying so much about al-Qaeda, that other kinds of threats to American
power may be missed. The relationships among the United States, Russia, west-
ern Europe, and China could shift significantly in the next two decades,
producing a very different balance of world power. Consider that Russia con-
trols most of the gas pipelines into western Europe and has recently shown that
it intends to use this influence for political purposes. It has already done so in
Ukraine, temporarily stopping the gas in a repricing negotiation. A deal
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between the Russian and German governments to build an undersea pipeline
also appears to have political goals, namely, to enable Russia to sell gas to west-
ern Europe and still be able to cut off eastern Europe if it so chooses. When
Russia cut off Ukraine the gas also started slowing down into Austria and Italy.
What if Russia decided to use that power, every once in a while, when the
Kremlin is upset about something—when it does not like being criticized
about Chechnya, for example—and turns off the gas to western Europe. There
will soon be politicians in western Europe who will say, in effect, “What do we
get from the Americans that we really need nowadays? Nothing. Who needs the
nuclear umbrella anymore? North Korea and Iran have nukes; so what? Only
the Russians are important to us because they supply our gas.”

At the same time, Russia is an increasingly wealthy country because of
energy, no longer bothers even to claim that it is a democracy, and has been
actively setting itself up as an alternative to the United States. So western
Europe may slowly fall under Russian influence, as may eastern Europe for the
same reason. Western Europe could pull away rapidly from the United States
if energy prices are high enough and gas pressure comes fast enough. Russia is
becoming friendlier with China, and while episodes of Russian-Chinese friend-
ship tend not to last very long, the two countries could establish a temporary
deal. China may then decide that, with Russia and western Europe neutralized,
the People’s Liberation Army can invade Taiwan. This is not hyperbole; we
know that there are Chinese plans to invade Taiwan, and that it could happen
at any moment.

This invasion would leave Japan, and southern and eastern Europe, in a
terrible position: to befriend a neutralized western Europe that is dependent
on Russia, or else to appeal to Russia itself. Latin America, which is heavily
under the influence of the oil-enriched Venezuelan government, is also becom-
ing actively antidemocratic and anti-American. Latin America might thus link
up with the Russians and the Chinese. At the moment the Chinese are already
searching Africa for sources of oil. A situation could then rapidly emerge in
which a United States that does not produce and export oil becomes less and
less influential in a world economy where countries are energy-dependent on
Russia and China. This could spell the end of NATO. It could spell the end of
American influence in Asia.

Think through the consequences of such a chain of events: Russia and
China control the United Nations. The United States and liberal democratic
values are no longer admired around the world. The Russian and Chinese sys-
tems, meanwhile, are no longer totalitarian in the traditional sense and even
offer opportunity to international venture capitalists. Countries aspiring to
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improve their standard of living would then align themselves not with the
United States, whose influence is waning, but with China, with whom they can
trade more easily and more simply.

This is a little like what the world could very easily look like in a decade or
so, particularly if the current situation undergoes a great shock—a global
financial crash, or a regional nuclear war that the United States cannot man-
age to bring under control, for example. It is not the apocalypse, true. But it
isn’t pretty, either.

Eliot Cohen: OK, so we have apocalypse, panopticon government, and the
collapse of American power. Bernard-Henri Lévy, can you cheer us up, or do
you have an even more dismal possibility in mind for America’s future?

Bernard-Henri Lévy: It is most difficult to cheer up after all that we have heard.
Let me lead up to my main point by commenting on the three presentations
so far, in reverse order.

I agree with Anne Applebaum that we are obsessed with the Middle East
and must learn to shift our gaze. I agree that Russia and China could consti-
tute a real problem if they become complementary or “matching” allies, one
with enormous manufacturing capacities and the other with the energy to
sustain those capacities. Already the impact of these two countries can be seen,
even when they are not allies but merely have parallel interests in a particular
situation, like Iran. Russia and China hold the key to the solution of the prob-
lem, at least insofar as achieving and sustaining meaningful sanctions on Iran.

But what is the real nature of the relationship between American democracy
and countries such as China and Russia? American strength does not rely on
military power alone, or on economic domination, either, since this domina-
tion no longer exists as it once did. Russia and China still have to invest their
money in American banks and hedge funds, and they send their young elites
mainly to American schools. America is creative and its institutions in the
broadest sense are the soundest in the world. Russia and China, India and
Europe, nearly everyone in the world, holds these social and economic institu-
tions in awe and has confidence in them. They have confidence, in a sense then,
in the confidence that the American people have in their own system. In other
words, the source and the seed of American power today is self-confidence, the
optimism of the American people, and the American system itself.

Ruth Wedgwood is right to see in the problem of terrorism the dawn of a
dark new era, one that is characterized by the obsolescence of the old order of
frontiers, borders, territories, and so on. This is clear: al-Qaeda wages a war
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without front lines, in which every person can become a front line. But the ter-
ritorial state as such is not dead. There are limits to the development of virtual,
deterritorialized entities. Al-Qaeda thrived once inside a territorial state,
Afghanistan. It may do so again, and also thrive in Pakistan. That is the reason
I was from the beginning opposed to the launching of the war in Iraq, because
I feared it would be a great diversion from the real problem. There is today one
state that is still a territorial base for terrorism: Pakistan. If one spends time in
Karachi, as I did when I wrote my book about Daniel Pearl’s murder, one dis-
covers a terrorist state based around Karachi and Islamabad. Territory matters.

I fear to be not less apocalyptic than Walter Russell Mead because history
shows that all the major events of the twentieth century were low-probability
events. None of them was predictable, none could be deduced nor predicted
from any so-called laws of history. None of the early twentieth-century litera-
ture about the labor movement of Europe, for example, predicted that
communism would take hold in the Soviet Union in 1917. No one predicted
the synthesis of nationalism and socialism that produced Nazism through the
strange molecular movement of two atoms, the national one and the socialist
one. Not a single text in Germany, or in Europe in general, predicted a real mass
movement of this sort that brought cataclysm and horror on such a scale.
Even the Shoah, the genocide of the Jews, could not be predicted despite so
many clear and obvious antecedents. Of course anti-Semitism was present in
Europe for centuries and was expressed in every possible hypothesis except
extermination. The Christian living in the era of Christianity could not con-
ceive of extermination because Jews were necessary to the eschatological
economy of redemption. And neither the anti-Semitism of the Enlightenment,
in which Jews were hated for being traditionalists, and the reactionary anti-
Semitism evoked by the Enlightenment, in which Jews were hated for being
both foreign and modern, imagined extermination, but rather absorption.
The Shoah was inscribed nowhere.

Neither was the end of communism. Hélène Carrère d’Encausse and André
Amalrik may have predicted the end of Sovietism, the end of the Soviet empire,
but not the end of communism itself. Even in the 1980s no one really predicted
it. I remember meeting with Vâclav Havel, the future president of Czechoslo-
vakia, seven months before the Velvet Revolution. He was then out of jail, about
to go back into jail. He was a “proscrit,” a hunted man. He was not in his own
mind on the edge of becoming president, yet in fact he was. I remember Presi-
dent François Mitterand of France in his last big state visit: He went to East
Germany. He believed deeply that communism had such a body, such flesh, that
it could not be erased from the earth. And remember: in these years all the
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governments of Europe made deals with the Soviet Union, traded with the Soviet
Union, and resigned themselves to the existence and virtual eternity of the Soviet
Union. President Valéry Giscard d’Estaing closed his door to some dissidents in
the East, believing that Europe would be divided for centuries to come. Indeed,
the fall of the Soviet Union still remains an enigmatic phenomenon.

My main point comes in echo to Walter Russell Mead, and it is, in short, that
there are two conceptions of history from which to choose. One conception,
which is consolatrice, which comforts us and leads us to quote Kojève, is the
conception of history’s having a sense, a meaning, a purpose. This is a concep-
tion of history that not only predicts, but which links all events with all others
in crisp dialectical patterns. It is meaning-making in its essence—constructivist
in the broadest, metaphorical, and projective sense of the term. I believe, how-
ever, that the lessons of the twentieth century oblige us to consider another,
completely different conception of history. This conception has been built by
the anti-Hegelian current of twentieth-century philosophy. Georges Bataille,
for example, says the only problem with Hegelian philosophy is that any real
historical event is absolutely impossible to explain, to link with other events,
or to place within a larger dialectic movement. Dialectics, said Bataille, in La
Part Maudite and other books, works perfectly except to account for real
events.1 With a real event, there is no longer a dialectic, but instead a spark of
history that illuminates with its short but intense light the real stakes society
must face. Philosophy cannot rescue us from the low-probability events of the
future, for it cannot even account for those of the past.

Eliot Cohen: Ah, more wonderful news: Apocalypse, panopticon government,
the collapse of American power, and now the pointlessness of historical and
philosophical analysis to even begin to help us through all of this. We are all
going to hell in a handbasket and at the same time we are too thick to perceive
it or to do anything about it.

I have been thinking about Frank Fukuyama’s introductory challenge, how-
ever, which was, in part, to realize that surprises happen on the upside as well
as the downside. I confess that I am one of those who is prone to focus on the
bad breaks rather than the good ones. Nevertheless, I believe that America
looks really good twenty-five years from now, and some of these upside char-
acteristics can already be seen.

Both Europe and the United States have a serious immigrant problem, for
example, but not of the same sort. European immigrants are demonstrating
and even sometimes rioting. American immigrants are demonstrating, too, but
they are waving American flags because they want to be incorporated faster
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into the United States, which is demographically better off than any other
great power in the world, including China, certainly Russia, and certainly west-
ern Europe. I can also imagine a world in which U.S.-Chinese relations are not
nearly as perilous as some people think they will be. Many assume that the
Middle East is just a complete disaster, and perhaps it is. I am not sure we
really know that yet, however. We have been talking about very low-probability
events: asteroids hitting the earth, some uncontrolled chain reaction that
squashes the planet down to the size of a football field, or a football. Compared
to that, it is perhaps worth thinking that Iraq might turn out to be sort of OK.
A reasonable person should at least consider the possibility.

If that is the case, it seems to me that the critical question is this: If the
United States remains well positioned twenty years from now, what should it
do with its power? After the end of the cold war, the United States suddenly
found itself in an unprecedented position of tremendous power and influ-
ence, but unlike in 1947–48, without any real idea of how to use that power and
influence. The United States might find itself in a similar position twenty years
from now, so it might be worth investing some thinking now about the posi-
tive, longer-range purposes of American power. Then we can go back to
worrying about nuclear terrorists and smallpox epidemics and the collapse of
American preeminence.

Josef Joffe: I think one can fruitfully debate these three presentations and our
moderator’s comments as well on every single point. But I will pick just one:
I want to pick on Walter Mead—actually, I want to pick on Henry Adams.

That the world changes geometrically but that man’s capacity to change
moves only linearly is an old idea. But is it true? I was thinking about how the
world has changed in the last one hundred and fifty years, and I came up with
a list. Of all the technologies whose social effects preoccupy us today, almost
all of them are a hundred or almost a hundred and fifty years old. The biggest
leap came in 1866 when the transatlantic telegraph line was laid down. That
suddenly accelerated the time it took to get a message from London to New
York by about a factor of 10,000. But the telegraph, the telephone, the car, the
steamship, the diesel ship—all of these inventions have been around for a long
time. Things have become a little faster, but in the 1930s there was a train that
darted from Berlin to Hamburg in two hours, and it is only recently that new
trains have beaten the record of the old “Flying Hamburger.” So strangely
enough, once critical inventions are in place, technology tends to move at a
pace that allows people to adapt to them. What is really new? The computer
and fiberoptics and all the rest have diluted, but not destroyed, the classical bor-
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ders of the nation state. Governments have not lost control of their borders or
their identities as states, and I don’t think they will.

One other irresistible comment: Anne Applebaum is right to warn about the
consequences of the pipeline net that the Russians have cast across Europe. It
is a serious matter. But go one step further. What are the pipelines doing for
Russia? Energy may be mainly in the hands of bad states, but energy riches also
ensure that these bad states remain essentially weak because they stop devel-
opment, they stop the growth of a stakeholder middle class, they stop markets
from proper development, and they give energy state dictators wonderful tools
to keep their states in the retrograde positions in which they find themselves.
Is that so bad?

Anne Applebaum: I think the Internet, which is the really big technological
change of the past decade, is a totally transforming innovation. It is not just a
faster train—it is something very, very different. It took me a long time to
work that out myself, but I now see that it changes the way news is going to be
made, it changes the way commerce works, it even changes the way commu-
nities exist. It is going to change everything, and it is already doing so.

I was also struck by Walter’s postulate that the very technologies considered
to be the most revolutionary and exciting are also the ones that carry the most
dangers. I think that is right, and the technology that comes most readily to my
mind in this regard is bioengineering. Someone could steal the smallpox virus
from a lab, but that would be difficult. At the same time, there are already twenty
thousand sophisticated laboratories in the world and within a decade, a single
person will be able to synthesize an existing virus. In these same labs, five peo-
ple with just $2 million will, within a decade, be able to create an enhanced
pathogen, a virus that can infect people who have been immunized with con-
ventional vaccines, and kill perhaps a billion of them. And with an additional
$3 million, these same five people could build a lab from scratch using equip-
ment they can buy on the Internet. Now, this is the kind of technology we do
not want to stop because it has a good chance of curing cancer and AIDS and
of allowing people with genetic diseases to live normal lives. But this technol-
ogy is also extremely difficult to control. It is not like nuclear technology, which
requires expensive and sizable infrastructures to manage. Biotechnology is done
in thousands of small labs all over the world. This technology, it seems to me,
is a critical factor in the human future, for good and for ill.

Walter Russell Mead: I think the argument for accelerating technology and
social change is a strong one. True, the transatlantic cable was laid in the nine-
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teenth century. But it is also true that on September 11, 2001, fewer than half
of the people alive in the world at that time had ever made one phone call.
When modernization began in Great Britain, a generation had time to get
used to its spread. Then they had to get used to the railroad, and they did. Then
the telegraph. Then heavy industry. Now what tends to happen is the whole
thing lands at once: People whose grandparents knew nothing but a rice paddy
culture through the centuries are suddenly going through a compressed ver-
sion of three hundred years at once. The industrial revolution in Asia makes
it a far more complex social phenomenon than it ever was in Europe. Given the
rapidity with which technological and hence social change is engulfing hun-
dreds of millions of people, compared to the very slow speed of acculturation
to technology in the past, I think it is possible to argue strongly for accelera-
tion. We do have to worry about trends. Some project that the Japanese will go
extinct in 2712, that the last Japanese will be a woman, that she will be 147
years old, and that she will be running a $800 trillion surplus with the United
States.

Peter Schwartz: I think the forces for optimism are far, far greater than those
for pessimism. The record of the past fifty years is unequivocal in that respect,
in terms of how many more people are living well, how many more have
climbed out of poverty, and how many more have been climbing out of
poverty in the past twenty years, particularly in China and India. Looking a few
decades ahead around the world, one is likely to see another two or three bil-
lion people climb out of poverty. And part of the reason for that is the
distribution of knowledge around the world.

We have now realized that the way to help make countries rich is to spread
knowledge and support better government. Governments that are reasonably
honest and reasonably competent work far better than those that are not. This
seems an almost trivially honest observation, but it has not always been obvi-
ous, and this dynamic certainly has proved not to be trivial. China and India
are better governed today than they were twenty-five years ago. They are not
yet good governments, certainly not great governments, but they are better
governments. Nearly everyone in the world has access to knowledge today,
thanks to the Internet. All the world can access Wikipedia and find out the lat-
est knowledge on any subject. As a result, knowledge is spreading around the
world, driving the creation of new markets and industries even as old indus-
tries are reinvented. This dynamic is unstoppable and the combination of
those two things is, in my view, going to leave the United States and the world
vastly better off twenty-five years from now.
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Eliot Cohen: I was with you, Peter, until you mentioned Wikipedia, because I
looked myself up on it, and that put me with the apocalypse crowd. The point
being, I guess, that all information is not created equal, and the Internet, like
all technologies, can be used for bad purposes as well as good ones.

Francis Fukuyama: I have a much simpler question for either Walter or
Bernard-Henri Lévy: What’s going to happen to “red state” America—to 
Walter Mead’s famous Jacksonians—in the coming years? People in their
analogous socioeconomic situation in Europe tend to vote Socialist, but they
do not in the United States. Is that going to persist, or will the global Left that
Niall Ferguson spoke about sweep them up, too? Will America swing to the
Left, and if so, what role will “red state” people play?

Walter Russell Mead: I think “red state” Americans are populists more than
leftists. They may want to raise the margin of progressive tax rates, for exam-
ple, but they remain nationalistic, and at least borderline apocalyptic in their
thinking. One of the reasons I think in apocalyptic terms is that so many
Americans still read books on the end of the world, the “Left Behind” books,
of which there are now seventy million in hardcover. The greatest single hard-
cover selling book in the history of the United States is Rick Warren’s The
Purpose Driven Life, another evangelical book.2 I think people are responding
to an environment they take to be more economically and more existentially
threatening, by turning, not necessarily in orthodox ways, to religious sources
of meaning and consolation. The decline of religion in much of the world, par-
ticularly in Europe, is related to a confidence that Enlightenment attitudes and
technological fixes are going to solve the problems for which people in the
past looked for supernatural help. But what happens if one’s problems are
with the historical process, and the most frightening prospects are in fact off-
shoots of the Enlightenment? That is where the supernatural returns to history,
so to speak, and history begins again. I therefore see Jacksonian “red state”
America continuing more or less on its current course.

Eliot Cohen: Let me now put that same question to the other members of the
panel and broaden it a bit. I think most observers agree that American society
is in one of its phases of religious revival, and that there is a rise in fundamen-
talist or evangelical religious sentiment. Does that translate in any important
way in how the United States acts in the world? Might it do so in ways that may
lead to surprising, unusual, or discontinuous types of behavior?
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Bernard-Henri Lévy: I am not sure that the word revival is the right one to
describe what is happening in the new evangelical American churches and
especially the nondenominational churches. Having visited some of these big
churches, my sense is that much more than another revival is at play. Revival
means bringing new life to old faith. What I have observed in these big
churches is a new sort of faith that relies on a new definition of the divine, in
effect on a new definition of God. I believe that America is in a stage today of
real religious revolution that is far more significant than a revival.

The old religions, including and especially the religions of America, were
based on the Judeo-Christian idea of transcendence. God was conceived of as
being here and there, of occasionally speaking to man, and then of being
strangely, mysteriously silent. The new religions that are growing now, even if
they take the same labels as the old religions, are based on a completely differ-
ent conception of the divine. The new conception of the divine is one in which
God is always present and always speaking. This new God never shuts up. He
provides a testimony to believers in the car with them as they drive, in the bed
when they sleep, in the garden with them when they cut the lawn, at the hair-
dresser’s, and so on. This banalization of the divine, this denaturing of the
divine, this end of transcendence, is something completely new. It introduces
a new element to the old synthesis—of which America was the proof and Toc-
queville the herald—which was a mixture of religion and enlightenment, of
belief and reason. Tocqueville said that America was the only country where
religion, enlightenment, democracy, faith, and human freedom flowed together
in one direction, not as in Europe, where religion pointed one way and reason
another. Now in America is a new phenomenon, based on a new definition of
the divine, which could break this old alliance of enlightenment and faith.

Ruth Wedgwood: I constantly see before me in the UN Human Rights Commit-
tee the extent to which certainly central Europeans and even west Europeans are
nervous about nontraditional religions, not allowing Mormons or Scientolo-
gists or anything that’s evangelical to function. They fear that religion has so
potent a force that it could destabilize ordinary social mores and political
arrangements. American pragmatism and the kaleidoscopic view we tend to
take of religious diversity is much more hospitable to evangelical faith. The
immediate knowledge of God that Bernard-Henri spoke of goes along very
well with the instantaneous premise of the World Wide Web. If we can know
everything else in the world right now and in real time, why would it be odd to
suppose that we can know God that way, too? Besides, American Protestants
have always believed in a historically active God. Abraham Lincoln and Robert
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E. Lee certainly did. Woodrow Wilson, too. Manifest Destiny was rationalized
in light of a historically active God. So the distance between old and new faith
in America is perhaps not quite as great as Bernard-Henri suggests.

And there is more. If one lives in a very disassociated society, then commu-
nal worship becomes more attractive, and it hardly matters to many what is
worshipped or exactly how. The quickening, exhilarating pace of their lives
sustains for many the idea that they are somehow living in transcendental
times, that this—whatever “this” is—cannot go on forever, that the world is
approaching some kind of historical hinge point. And it may indeed be so.
World history is not linear, after all; it is more of a punctuated equilibrium. It
develops from catastrophe, recovers from catastrophe, and awaits the next
catastrophe. History is really much more like a series of cultural and military
asteroids hitting us, and what is most interesting about it all is how the recov-
eries proceed. This is not linearity, but neither is it Hegelian.

Anne Applebaum: My only comment on your question, Eliot, has to do with
anti-Americanism. U.S. religiosity could, for example, in my negative scenario
about the rapid decline of American power, become one of the factors that
divides the United States from its traditional allies. The United States, this
evangelical country, is obsessed with the Middle East and gets bogged down
there. Meanwhile, post-religious Europe, never-religious China, and Russia,
where God was stood up against the wall and shot along with many, many oth-
ers, begin to perceive that they have more in common with each other than
with a religious America.

Eliot Cohen: Let me then answer my own question. I used the word revival, but
I could just as easily have used the word awakening, a more traditional Amer-
ican term going back to both the Great Awakening, and the Second Great
Awakening in the 1830s and the 1840s. The religion of those awakenings was
not traditional either. It was lay led, in effect antiecclesiastical, antihierarchy.
It emphasized low church Protestant traits, particularly the centrality of the
individual’s unmediated relationship to God. It was Jeffersonian, and later
perhaps Jacksonian in that sense, which is not in the least surprising since Jef-
fersonian and Jacksonian premises about society and politics arose from
roughly two centuries of Protestant tradition. These awakenings generated
religious forms and beliefs that would have seemed quite strange to an Angli-
can or a Catholic. The United States is in the middle of that now, making early
twenty-first century America a profoundly religious country. One sees it in the
American military, by the way. In the past those awakenings did not have much
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connection to American foreign policy, but now the world is different and
there is much uncertainty about the broader impact of religion as a result.

Walter Russell Mead: One thing that many people fail to understand—many
Europeans, in particular—about the rise of religion in American society and
the Jacksonians is that historically American religion has been antiestablish-
ment. Popular religion in America has been antiestablishment; the awakenings
were waves of anti-elite feeling. That goes for the Jacksonian revivals, the Ken-
tucky revivals of the early nineteenth century, and I think today’s revival as
well.

In terms of how all this now affects American foreign policy, I think that for
some time the American foreign policy elite, like the American elite in general,
has suffered a collapse of confidence. “Red state” Americans do not trust the
liberal internationalist elite, and since the war in Iraq took an unpredicted
turn, the neoconservative elite has suffered a similar fate. This is a problem
because in foreign policy the sort of folk perception of global dynamics that
people have does not necessarily provide a good, solid basis for strategy or
policy. So Americans, as a society, are having trouble developing a serious con-
versation about foreign policy, and the collapse of confidence in elite judgment,
partly on account of the rise of religious energies, is one major reason for it.
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The authors contributing to Blindside deal with the problem of antici-
pating and preparing for what at the time seem to be low-probability events
but which in retrospect are often seen as inevitable. They do this from a num-
ber of perspectives. They address the methodology for confronting surprise on
the part of organizations, governments, and individuals; they examine histor-
ical cases of surprise like the collapse of communism or the Asian financial
crisis; and they look to possible sources of future surprises.

Across the chapters of this volume, it becomes clear that there are three
fundamental reasons why we seem so often unprepared for the unexpected,
even when the unexpected proves, as in the case of Hurricane Katrina, to have
been anticipated by many. These reasons have to do with the nature of human
cognition, poor or missing incentives to prepare, and a lack of institutions
necessary to guard against surprising or catastrophic events.

By far the most complex set of problems centers on human cognitive fail-
ures to anticipate and prepare for the future. The chapter by Richard Posner
and the one coauthored by Peter Schwartz and Doug Randall point out that
many surprises should not be surprising at all: hurricanes, asteroid strikes,
and political upheavals can be assigned probabilities that, when multiplied by
their potential costs, should lead organizations and governments to take pre-
cautionary measures. The reasons why they do not are several. In the first
place, political, corporate, and other leaders have a hard time properly dis-
counting the present value of events that will take place in the future. Not only
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are these leaders cognitively not well disposed to making these calculations; the
institutional roles they occupy discourage them from spending time worrying
about a problem that will occur after they are out of office or their adminis-
tration is replaced by one from another party.

One of the largest sources of cognitive failure has to do with shared men-
tal models of how the world works that are often reinforced by the small-group
dynamics of leadership or elite circles. David Hale points out that the Asian
financial crisis blindsided the International Monetary Fund in part because its
experience lay with sovereign governments, leading to a failure to foresee
looming problems in private financial markets. Peter Schwartz’s Global Busi-
ness Network has built a business around forcing organizations to deliberately
abandon their existing mental models. It takes a business and its discipline,
because thinking outside of the box is something much easier said than done.

None of the chapters here discusses at length one glaring case of an elite
group that locked itself into a mental model—the U.S. government’s failure to
anticipate and plan for an insurgency and civil war in Iraq following America’s
2003 invasion of that country. That an ethnically divided posttotalitarian state
should not make an easy transition to liberal democracy seems obvious to
many people in hindsight. It is thus not surprising that a great deal of effort has
been spent trying to understand why so many intelligent and experienced offi-
cials in the Bush administration could have gotten this wrong. The reason
clearly has do to with shared and self-reinforcing models about how the world
works: the belief in an untapped and universal thirst for democracy and free-
dom; disdain for regional experts who were never supporters of the invasion
in the first place; and overinterpretation of other recent events, such as the 1991
Gulf War and the collapse of communism, that suggested relatively rapid and
low-cost successes for American foreign policy.

The Waldrop and Landes chapters suggest other reasons for cognitive fail-
ure. While many did predict a Category Five hurricane hitting the Gulf Coast
or a messy aftermath of invading Iraq, some future states of the world are hard
if not impossible to predict because they emerge out of parallel developments
whose interactions are not foreseeable. This is true not just of technologies of
the past like electricity and the internal combustion automobile, but also of
more contemporary ones like the microcomputer or the Internet. All the more
reason to be wary of the crowd of high-tech seers and gurus who confidently
predict the “next big thing,” usually on the basis of straight-line guesses about
extensions of existing trends. The way that future technologies will interact,
both with each other and with their users, is an emergent property not pre-
dictable from precursor developments.
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The second source of failure to prepare adequately for surprise events has
to do with resources. Even if individuals or organizations are cognitively pre-
pared for a future contingency, they often do not have the right incentives to
hedge against it properly. Hedging is costly, and no organization can possibly
hedge against all possible contingencies or future states of the world. Cost-
benefit analysis, as Posner points out, can provide some guidance (assuming
one has gotten the future probabilities close enough to right), but risks often
spill across boundaries and jurisdictions in ways that leave them unhedged.
Robert Lempert’s chapter provides a sophisticated path toward modeling
future states but one not every organization can take advantage of and pre-
pare for.

Scott Barrett’s chapter on new infectious diseases is a case in point regard-
ing incentives. Governments may be motivated to make investments in public
health if they are made aware that their own citizens are at risk. The problem
with many diseases, however, is that they are pervaded by externalities. The
outbreak of a new infectious disease in a poor Asian or African country will not
affect just the health of its own citizens, but that of other countries to which
the disease will spread. But the poor country does not have the resources to
make the proper health investments on its own account, much less provide a
spillover benefit to the rest of the world. And the rest of the world has much
less incentive to spend money improving monitoring and health conditions in
the poor country rather than within its own borders.

Imbalanced incentives also explain the American failure to deal with immi-
nent energy security risks. As Gal Luft and Anne Korin explain, sugar cane
ethanol is far more efficient than ethanol derived from corn, but protection-
ist pressures from American corn and sugar growers have produced subsidies
for corn and tariffs protecting sugar that make no sense in energy policy terms.
Here the problem is not cognitive but political: Incentives in the American
political system are structured by interest groups and do not take larger pub-
lic interests into account.

The final obstacle to properly guarding against risk is institutional. Hedg-
ing against future risks is not just costly; it also requires collective action,
specifically, a sharing of decisionmaking authority and a pooling of resources
across organizational and international boundaries. Many predictable risks,
like global warming, threats to energy supplies, and infectious diseases consti-
tute public bads, and their mitigation assumes the character of public goods,
which economic theory says will be undersupplied by markets alone. Govern-
ments must step in to supply global public goods, but there is today a clear
undersupply of international institutions in this regard.
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When a good is public with relation to a single nation-state, then public
authority can step in to provide it. Such was arguably the case, as William
Bonvillian’s chapter suggests, with the creation of the Defense Advanced
Research Projects Agency, one of the more remarkable efforts at industrial
policy. Things are more complicated at an international level. In the past, the
United States as global hegemon unilaterally supplied certain global public
goods like maritime security and support for an open international trading
order, because it was in the U.S. interest to do so. (That large players will pro-
vide public goods unilaterally is a result predicted by Mancur Olson’s theory
of collective action.)1 But American provision of these goods has been selec-
tive: While the United States has undertaken costly periodic interventions in
the Persian Gulf to protect oil supplies, for example, it has felt no obligation
to mitigate its own carbon emissions that affect everyone else in the world.

It is thus not clear that it is either desirable or possible for the United States
to be, in Michael Mandelbaum’s phrase, the world’s government.2 Existing
international institutions like the United Nations and its specialized agencies
(such as the World Health Organization and the World Food Program) have
tried to fill the bill, but everyone senses that they will be unable to rise success-
fully to some of the catastrophic events that can be foreseen today.

This volume is only a beginning point for thinking about the questions of
foresight and preparation for unexpected events. The debate between James
Kurth and Gregg Easterbrook, as well as the panel discussion among members
of The American Interest’s editorial board, provide some concrete projections
of future trends and areas where we may be blindsided. But it is important to
recognize the larger cognitive, political, and institutional frameworks within
which leaders think about and plan for the future. We can predict with cer-
tainty that we will be surprised; we can and do anticipate an array of
catastrophic future events. Unfortunately, the authors of this volume suggest
that we can also predict with certainty that when they come, we will be
inadequately prepared.
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