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Introduction


n the quarter-century since the dawn of the biotechnology revolution, 

hundreds of research scientists at the nation’s elite medical schools have 

decamped from their tenured sinecures to join pharmaceutical firms or 

biotechnology start-ups. Most have set up shop near the institutions that 

trained them—near Boston, San Francisco, San Diego, or Research Tri-

angle Park in North Carolina. Others have gravitated to the outskirts of 

Washington, D.C., to be near the National Institutes of Health (NIH), the 

funding colossus of the biomedical world. Most see themselves as dedi-

cated scientists in the mold of Martin Arrowsmith, the fictional physician 

in Sinclair Lewis’s novel, whose passion to make a mark in the world of 

research was always leavened by his abiding concern for the health of 

mankind. But virtually all have lurking somewhere in the corners of their 

minds another goal. They want to start the next Amgen. 

Amgen Inc., however, did not spring from any of the intellectual com-

mand posts of the biotechnology revolution. It began in an office park in 

Thousand Oaks, a skateboard haven about an hour’s drive north of Los 

Angeles, far enough from downtown that local inhabitants sometimes 

refer to it as Thousand Miles. In that small city of cookie-cutter ranch 

homes and enclosed shopping malls, a handful of scientists trained at the 

University of California at Los Angeles and skilled in the new art of 
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recombinant engineering began in 1980 what would eventually become 

the largest, fastest-growing, and most profitable biotechnology company 

in the world. 

One of the first companies to bring a biotechnology product to mar-

ket, Amgen has grown to more than eight thousand people working in 

forty buildings sprawled across its industrial park–like campus. Though 

Amgen attracted only a handful of top-notch scientists to move there 

over the years, the company registered nearly $5 billion in sales in 2002 

and declared almost a third of that in profit.1 According to Forbes 
Magazine, investors who plunked down one hundred dollars for stock in 

the struggling start-up in the mid-1980s would have shares worth more 

than $1.5 million by 2001, making Amgen one of the business world’s 

most extraordinary growth stories in the decades when such stories were 

commonplace. 

Yet for all of Amgen’s spectacular success, virtually all of the com-

pany’s revenue came from the sale of just two drugs. Both gained ap-

proval from the Food and Drug Administration during George H. W. 

Bush’s administration. Both were considered the low-hanging fruit of 

the biotech revolution, easy targets for the new technology of recombi-

nant engineering. Amgen’s big sellers are artificial versions of naturally 

occurring enzymes that had been identified and isolated well before the 

company began developing them. 

Amgen’s first approved drug and its biggest seller is Epogen. It is the 

recombinant-engineered version of erythropoietin, the enzyme produced 

in the kidney that signals bone marrow to manufacture red blood cells. 

The largest patient population in need of erythropoietin is the more than 

three hundred thousand Americans on dialysis. Their failing kidneys no 

longer produce it in sufficient quantities to prevent anemia. The federal 

government picks up the tab for most dialysis patients through the 

Medicare program, meaning Amgen’s financial success has largely come 

at taxpayer expense. Amgen’s other big seller is Neupogen, an artificial 

version of granulocyte colony-stimulating factor, which tells the bone 

marrow to produce infection-fighting white blood cells. This drug is a 

godsend to cancer patients undergoing chemotherapy, whose suppressed 

bone marrow is in need of extra stimulation. 

The health benefits derived from these drugs have come at a hefty 

price. They are among the most expensive on the market. This is not 

because the drugs are costly to make. The technology behind recombi-

nant engineering, invented in the mid-1970s, is now rather commonplace 

and can be conducted by intelligent college students working with lab 
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equipment ordered over the Internet. Nor is the high price justified by the 

original investment in research and development. Amgen earned the cost 

of developing these drugs within a year or two of their coming on the 

market. 

Rather, as Amgen’s extensive advertising on National Public Radio, in 

magazines, and in the medical literature puts it, there is only one justifi-

cation for the high price tags on its drugs. They are needed to pay for the 

scientists and technicians squirreled away in Thousand Oaks, who are 

busily searching for the next generation of wonder drugs. It costs more 

than $800 million to discover a new drug, industry officials have said, 

drawing their figure from a single, frequently cited study from Tufts 

University. They have to put a high price on yesterday’s discoveries if 

they are going to conduct the research needed to come up with the next 

generation of wonder drugs. One set of recent Amgen ads featured a cli-

nician clad in a lab coat peering into a microscope. The caption claimed 

the company was searching for therapies capable of “dramatically 

improving people’s lives.” 

Half of Amgen’s employees and one of every five dollars earned over 

the past decade was in fact devoted to what the company called research 

and development. Yet Amgen’s labs were notoriously unproductive in the 

decade after its first drugs were approved. “It’s been a while since a 

major clinical advance has come out of Thousand Oaks,” said Mark 

Brand, a marketing professor at Johnson and Wales University in Denver 

who used to be the company’s top public relations man. “Their offerings 

to physicians have not been major league.”2 

In late 2001, after a decade of disappointments, the company’s labs 

finally produced a new drug capable of generating a billion dollars in 

sales—the financial holy grail of pharmaceutical industry managers and 

investors. The drug is called Aranesp. The company touted Aranesp as its 

most significant medical advance since the arrival of its first two drugs. 

But Aranesp, like Epogen, was for anemia. Was it a dramatic new treat-

ment for the debilitating condition? Company officials said it was. “We 

believe Aranesp simplifies the treatment of anemia associated with 

chronic renal failure, with potentially fewer office visits and less disrup-

tion to patients’ lives,” Kevin Sharer, the chief executive officer of Amgen, 

said.3 

It is dramatic health claims like Amgen’s, and the assertion that only 

industry can produce those benefits, that justify the high cost of drugs in 

the United States. North America’s pharmaceutical and biotechnology 

companies have become the primary source of new drugs for physicians 
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looking for new weapons for fighting disease. The hopes of millions of 

Americans for cures for cancer, Alzheimer’s disease, and the other debil-

itating conditions of aging rest on the tireless efforts going on in the 

drug industry’s labs. But there’s a catch. Industry can produce those 

results only if the American people continue to pay the highest prices in 

the world for drugs. 

This book challenges that assertion by pulling away the curtain that has 

long shrouded pharmaceutical innovation. It asks two simple questions. 

Where do new drugs come from? What do they really cost to invent? To 

answer these questions, I take readers inside the arcane process of drug 

development for a representative sample of relatively recent discoveries— 

from their beginnings in academic and government labs to their final 

approval by the Food and Drug Administration. By viewing the entire 

process of drug development, I offer an alternative picture to the one 

painted during the heated debate in Washington over a prescription drug 

benefit for Medicare, a debate in which politicians and drug industry 

officials, echoing the Amgen ads, argue that drug prices have to remain 

high in order to fund innovation. 

I first became intrigued by that assertion in 1999 while attending hear-

ings on Capitol Hill devoted to the crisis in Medicare funding. As an eco-

nomics correspondent for the Chicago Tribune, I was tugged in many 

directions that winter: Alan Greenspan and interest rates; the aftermath 

of the Asian financial crisis; the budget battles between the Republican 

Congress and a beleaguered President Bill Clinton. And, of course, there 

was the story that from the hindsight of our post-Enron world seems 

almost laughable: Would the president’s impeachment trial destroy in-

vestor confidence? 

But something curious happened to me that busy news year. When-

ever I wrote about these stories, I received no mail. No e-mails jammed 

my computer’s inbox. No readers searched out my telephone number. It 

was as if my dispatches about economic events at the peak of the bubble 

had disappeared into a black hole. When I mentioned this to my col-

leagues, they scoffed at my naiveté. Wasn’t it obvious? The American 

public, enjoying the fruits of a raging bull market, was too busy watch-

ing the presidential soap opera known as Monica. 

Yet when I wrote about the Medicare reform debate—the National 

Bipartisan Commission on the Future of Medicare was concluding its 

deliberations about the same time that Kenneth Starr was concluding 

his—I received a completely different response. Letters to the editor 
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began appearing in the paper. Senior citizens began sending me hand-

written notes. Many came on personal stationery, a touching reminder of 

a fading era when people penned longhand notes to their representatives 

about matters that deeply concerned them. 

The letters all spoke to the issue that bedeviled and eventually stale-

mated the Medicare commission. Why, my elderly readers wanted to 

know, were the prices of drugs so high? Why couldn’t the government do 

something about it? And why couldn’t the government provide a pre-

scription drug benefit for senior citizens? While 62 percent of Americans 

take no drugs at all over the course of an average year, three-fourths of 

the elderly do, and half of them take two or more that require them to 

follow a daily regimen—usually for chronic conditions like high blood 

pressure, diabetes, or arthritis. In 2002 the nation’s total prescription 

drug spending soared to more than $160 billion a year and was rising at 

an 18-percent annual rate. Americans spent more on prescription drugs 

than on telephones, radios, televisions, and cell phones combined. Well 

over half of that came out of seniors’ pockets. In the richest nation on 

earth, some elderly Americans were hobbling onto buses to cross into 

Canada to buy cheaper medicines, while others sawed pills in half or did 

without basic necessities to get to the end of the month.4 

There were no significant differences between Republican and Demo-

cratic appointees to the commission on the need for adding prescription 

drugs to Medicare. Everyone agreed that pharmaceuticals had become a 

key component of modern health care, just as hospital stays and doctor 

visits had been the main concern when President Lyndon B. Johnson 

signed Medicare into law in 1965. Yet, with the price of drugs skyrock-

eting year after year, millions of seniors were forced to choose between 

paying for their medicine and paying for the other necessities of life. 

Leaving Medicare without a drug benefit would turn a program that was 

designed to provide Americans with medical security in their old age 

into a mirror image of the nation’s health insurance market. A substan-

tial minority of the population would be forced to go without. 

Yet the appointees to the bipartisan Medicare commission faced a 

conundrum in trying to add a prescription drug benefit to the system. 

How could the government afford to add drugs to a program that was 

already headed for bankruptcy? Although the state of the economy over 

this decade will determine Medicare’s ultimate date with insolvency, the 

government’s actuaries predict the program will begin running chronic 

deficits just about the time the Baby Boom begins retiring in 2010. 

Liberals and progressive Democrats in Congress offered one possible 
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solution to this dilemma. They proposed a Medicare drug program that 

would act like any other large buyer in the marketplace. Pharmacy ben-

efit managers, who operate drug plans for major corporations, negoti-

ated steep discounts on the prices they pay for drugs. Why couldn’t the 

government do the same? Wielding senior buying power was one way to 

hold down costs. 

Some experts also proposed limiting the choice of drugs that Medicare 

recipients could buy. In the jargon of the experts, such preapproved drug 

lists are called formularies. Government agencies like the Veterans 

Administration and some private-sector benefit managers already use 

them. Proponents of formularies argued that it makes no sense for the 

government to pay for lifestyle drugs like, say, Viagra, which is pre-

scribed for erectile dysfunction but is widely used for sexual enhance-

ment. And when there are two drugs on the market for a condition and 

both work about the same, the government should not pay for the more 

expensive brand name. Instead, it should reimburse people only if they 

buy the cheaper generic. A government formulary could sort through the 

morass of the modern drug marketplace on behalf of senior citizens. 

Conservative Democrats and most Republicans on the panel recoiled 

in horror at these proposals. They took their cue from industry officials 

such as Alan F. Holmer, the president of the Pharmaceutical Research 

and Manufacturers Association, the industry’s main lobbying group in 

Washington. Holmer was not one of Washington’s more imposing fig-

ures. He did not have the golden tan and silver locks of the movie indus-

try’s Jack Valenti, nor the technical expertise and insider savvy of 

PriceWaterhouse’s Kenneth Kies, the master architect of corporate tax 

breaks. Holmer often stumbled over his words when giving testimony 

and took a long time to formulate his response to questions. Yet he 

wielded enormous clout on drug issues, and his testimony was always 

the centerpiece of any hearing devoted to the topic. This was driven in 

part by the industry’s large campaign contributions. According to the 

Center for Responsive Politics, the pharmaceutical industry raised $26 

million for political campaign contributions in the two years before the 

2000 election, and in the 2002 cycle it was the tenth largest donor among 

all industries, up from thirteenth in 2000 and twenty-seventh in 1990. 

The industry also deployed more than six hundred paid lobbyists on 

Capitol Hill, more than one for every senator and representative.5 

But Holmer’s influence did not depend solely on this largesse. It also 

rested on a powerful and compelling argument. The pharmaceutical 

industry’s top official said that without high prices, the innovation that 
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led to new medicine would dry up. It was an argument that invoked fear 

and consternation among the health-conscious public and their repre-

sentatives. Americans fervently believe in the power of modern medicine 

and do not want anything to jeopardize the promising treatments for 

cancer, heart disease, and Alzheimer’s, which the media routinely suggest 

are just around the corner. 

Yet few Americans grasped the argument’s startling departure from 

the norms of modern business practice. Most industries view research 

and development as something they must do to stay one step ahead of 

the competition, just as they must reduce the cost of production to main-

tain profit margins. If they fail to innovate, they risk obsolescence and 

decline. “If we don’t spend our money on research and development, we 

will die,” I’ve heard more than one chief executive officer say to stock-

holders at an annual meeting. The drug industry stood this corporate 

mantra on its head. “If we don’t get your money to spend on research 

and development, you’ll die.” 

The industry was not shy about deploying this argument on Capitol 

Hill. Testifying before the Senate Finance Committee in May 2000, the 

industry’s top spokesman warned legislators that a disaster would befall 

the American people if the government tampered with the prescription 

drug market. Holmer told the committee that adopting a senior citizen 

drug benefit that imposed any kind of restrictions on price or relied on a 

formulary would dry up the revenue stream needed for innovation. The 

U.S. industry was responsible for 370 new drugs and vaccines in the

1990s, half of all pharmaceutical innovation in the world. An industry-

sponsored study came out a year later that said the average price tag for 

developing a new drug had risen to more than $800 million. To raise that 

kind of money for research, the industry needed every dime it collected 

from the American people. To limit the price of drugs or to limit the 

number of drugs that a plan might buy would jeopardize the industry’s 

ability to come up with new breakthroughs. “Government price controls 

are unacceptable to the industry because they would inevitably harm 

our ability to bring new medicines to patients,” Holmer testified.6 

Public interest groups, insurance companies, and health care advo-

cates cried foul, claiming the drug companies’ reasoning was nothing 

more than a scare tactic. They wielded studies that tried to poke holes in 

estimates of the research-and-development costs of a single new drug. 

They complained bitterly about the industry’s wasted search for drugs 

that mimic those already on the market. They attacked its marketing 

practices, including the expensive advertising sprees that encouraged 
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patients to ask their doctors for new medicines that were no better than 

ones just coming off patent. And they pointed to the oversized profits 

racked up by the industry. Yet most legislators refused to do anything to 

hold down prescription drug prices when they passed a Medicare bill in 

November 2003 because they accepted the industry’s core assertion that 

its financial health was the key to innovation. 

This book challenges that assertion by delving into the process by 

which drugs are actually developed. By recounting the history of several 

of the most significant new drugs of the past two decades, this book 

shows that the inception of drugs which have truly made a difference in 

recent years and which will make a difference in the twenty-first century 

can almost always be found in the vast biomedical research enterprise 

funded by the federal government. Taxpayer-financed medical research, 

whether in NIH labs or through government grants to academic and 

nonprofit medical centers, reached $27 billion in 2003, almost equal to 

industry spending. But a dollar comparison does not begin to describe 

the critical nature of the taxpayers’ role. Over the years, NIH-funded 

research played not only the key role in virtually all of the basic scientific 

breakthroughs that underpin modern medicine but also a central role in 

the application of those findings to the search for many new therapies. In 

some cases, government-funded researchers not only conducted the basic 

research but went on to identify the new drugs and test them in animals 

and humans, thereby completing the vital tasks required for regulatory 

approval. 

This is not to say that many of the fifty thousand scientists, techni-

cians, and office personnel working in industry labs do not play a crucial 

role in the successful development of new drugs. Significant advances in 

medicine require a complex interaction between scientists in the public 

arena and scientists in industry. The most successful drug companies 

maintain sophisticated in-house staffs capable of keeping up with the lat-

est breakthroughs in public research. The companies also house scientists 

who can rapidly synthesize new chemicals that may become new drugs, 

develop new tools of high-throughput screening and rational drug 

design, and employ physicians adept at designing and monitoring clini-

cal trials for testing them. But at the same time drug companies and their 

biotechnology cousins are deploying these skills for the commercializa-

tion of important new medicines, a sizable portion of the industry’s $30 

billion research budget—perhaps as much as half—is spent on drugs 

that add nothing significant to physicians’ armamentarium for fighting 

disease. 



9 INTRODUCTION 

Moreover, big pharmaceutical firms increasingly farm out many crit-

ical tasks to highly specialized firms willing to do that work for anyone. 

There are a growing number of biotech companies, specialty chemical 

companies, and clinical research firms willing and able to design drugs, 

screen chemicals, and conduct animal and human studies for researchers 

who think they have identified a new way to combat a disease. Anyone 

can take advantage of their services, including research organizations in 

the public and nonprofit domain. 

Yet in the twenty-first century, the breakthroughs that lead to phar-

maceutical innovation will take place long before those firms are em-

ployed. As the economist Alfonso Gambardella pointed out in Science 
and Innovation, a recent academic review of U.S. pharmaceutical research 

in the 1980s, “The generation of new drugs depends in large measure on 

activities that occur at the outset of the research-and-development 

process. Early research stages play a more meaningful role than in other 

industries, and they are the most creative steps of the drug innovation 

cycle.”7 

Over the past two decades, the U.S.–funded research establishment 

in government, universities, and medical schools has developed an ex-

tremely efficient conveyor belt for moving the patented products and 

processes of these “most creative steps” into the private sector. Virtually 

the entire biotechnology industry is made up of firms begun when an 

individual investigator or group of investigators decided to try to get rich 

using the patents they took out on their government-funded inventions. 

There’s nothing wrong with that. Indeed, it’s the American way. The 

technology commercialization conveyor belt is the product of a deliber-

ate government policy adopted in 1980 to foster innovation in medicine 

as it has in other high-technology fields. 

But when the senior citizen medical insurance system is headed for 

bankruptcy; when the cost of health care, largely driven by the high and 

rising price of drugs, is taking up a greater and greater share of the over-

all economy; and when a growing number of Americans cannot afford 

the fruits of the pharmaceutical innovation system they funded—then 

the public has the right to ask how rich the commercial side of the part-

nership needs to be to ensure their continued participation in the system. 

The drug industry consistently reports profit margins approaching 30 

percent of revenue. And while the industry also spends slightly more 

than 20 percent of its revenue on research and development, this book 

shows that nearly half of that research is more properly categorized as 

either a marketing expense or of minor medical significance aimed only 
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at coming up with drugs that replicate the action of those already on the 

market. Indeed, the financial press is filled with dire accounts about a 

looming industry crisis precisely because the industry’s vaunted research 

and development pipelines have not generated the medical break-

throughs promised to investors and consumers alike. 

In the immediate aftermath of World War II, George W. Merck, the 

patrician head of the most research-oriented firm in the industry, laid out 

a credo for his scientists. “We try never to forget that medicine is for the 

people. It is not for the profits. The profits follow, and if we have remem-

bered that, they have never failed to appear. The better we have remem-

bered that, the larger they have been.”8 The company still puts his words 

in its annual report, and makes them the centerpiece of its displays at 

medical conventions and scientific meetings. 

But a half-century later, the former head of global research and devel-

opment at Hoffmann–La Roche, Inc., after surveying the pharmaceuti-

cal industry’s research landscape, reported just how far the industry had 

drifted from Merck’s ideal. Jürgen Drews raised the specter of large phar-

maceutical companies disappearing from the face of the earth, like the 

dinosaurs. “There can be no doubt that drugs could be discovered and 

developed outside the pharmaceutical industry,” Drews concluded in his 

1999 book In Quest of Tomorrow’s Medicines. He suggested that public 

institutions such as NIH, the Medical Research Council (England’s NIH 

equivalent), or the German state-funded institutes could pick up the 

mantle of drug commercialization, relying on the same contract organi-

zations that industry now uses for many of its research tasks. “An indus-

try that becomes disconnected from its true purpose will gradually 

become replaceable,” he said.9 

Amgen’s brief history is a good place to start in understanding how 

the drug industry got into this fix. But to understand its early successes 

and more recent disappointments, one must first travel to Chicago, 

where a bull-headed scientist working at the dawn of the biotechnology 

era made a discovery that would provide hope, energy, and extended life 

for millions of people, and from which he would never earn a dime in 

royalties. 
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The Longest Search


Eugene Goldwasser retired in 2002 after a forty-seven-year career as a 

biochemistry professor at the University of Chicago. Like most aca-

demicians, he spent most of his working years laboring in obscurity. 

The primary focus of his research, his obsession really, resulted in just 

one major discovery. His colleagues admired his dedication. But some 

whispered about what he didn’t receive over his long career—the fame, 

the glory, and the money that rightfully should have been his from being 

one of the leading medical pioneers of the second half of the twentieth 

century. His discovery has prevented tens of thousands of deaths from 

tainted blood transfusions and enabled millions of cancer and dialysis 

patients to live longer and more productive lives. Yet he never won any 

prestigious awards. And very few people—certainly not the general pub-

lic, nor the patients he helped—even know his name. 

Goldwasser, a soft-spoken academician whose unassuming manner 

hides a ruthless intolerance for scientific error, spent more than two 

decades pursuing a single hormone. It is a tiny molecule that swims 

briefly in the bloodstream, stimulates red blood cell production, and 

then disappears. He knew from the outset of his search that the protein 

would help anemia patients if he could find it and produce it in suffi-

cient quantities. Yet the pharmaceutical industry, through all his lonely 

13 
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years of halting progress and heartbreaking setbacks, scorned and ig-

nored him. 

After he finally succeeded in isolating the protein, Goldwasser shared 

the fruits of his research with Applied Molecular Genetics Inc., which 

later became known as Amgen. He was instrumental in transforming the 

firm from a struggling start-up into the largest and most profitable 

biotechnology company in the world. 

The interplay of Goldwasser’s search for erythropoietin, or Epo, as it 

is affectionately known by physicians who work in the field, and 

Amgen’s success in turning it into a hugely profitable drug is a paradigm 

for the modern drug industry. Goldwasser’s career spanned the half-

century after World War II, which witnessed an extraordinary explosion 

in the basic knowledge about the biochemical processes that make up life 

on earth. Hundreds of drug and biotechnology companies are seeking to 

mine that knowledge in their search for new therapies. The commercial-

ization of Goldwasser’s work on Epo is only one piece of that vast 

mosaic. But it was one of the first therapies of the biotechnology era, and 

it turned Amgen into the biotechnology company that every struggling 

start-up would like to become. 

The Epo story is instructive for everyone concerned about the rising 

cost of medicine. After the artificial version of Epo entered the market-

place, its story turned into a sordid tale of endless patent litigation, adroit 

marketing, and political fixing designed to discourage rivals, promote the 

overuse of the drug, and maintain its high price, which is largely paid by 

the federal government’s Medicare program. Like all drug companies, 

Amgen claims that the high price of Epo is necessary to fund its search 

for innovative new drugs. Yet a close look at Amgen’s research perform-

ance during the fifteen years after Epo’s arrival reveals a company whose 

labs were unproductive by every measure. Its biggest success was coming 

up with a slightly modified version of the original Epo molecule, which 

enabled it to go after other companies’ markets. This is the classic “me-

too” behavior of large pharmaceutical companies, which innovative 

start-ups like Amgen were supposed to supplant. 

It took decades for Goldwasser to find and purify the first small vial 

of human erythropoietin. Private companies rarely support that kind of 

research. It takes too long, and the odds of success are even longer. Every 

step of Goldwasser’s journey was funded by the federal government. His 

journey was typical in that regard, too. Virtually all the basic science that 

enables modern medicine to move forward takes place in the nonprofit 

sector—at universities, research institutes, and government labs. And 
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governments, in particular the U.S. government, are by far its largest 

financiers. 

The pharmaceutical industry and its biotechnology stepchild occa-

sionally contribute to the basic scientific understanding of disease. But 

the private sector’s main role is to develop and commercialize therapies 

based on that knowledge. It is called applied research. But as we shall see 

in subsequent chapters, even in this arena the public sector plays a large 

and sometimes dominant role. The Goldwasser-Amgen story provides an 

excellent opening snapshot of the complicated relationship between basic 

and applied research in the public and private sectors and shows how 

private firms rely on public research to come up with important new 

drugs. And this particular story, in the time-honored tradition of scien-

tific serendipity, also reveals how one man’s solitary quest helped jump-

start an industry. 

Eugene Goldwasser was born in 1922 in Brooklyn, where his father ran 

a small clothing manufacturing business. In the middle of the Depression, 

the shop failed, and his father, desperate for work, moved the family to 

Kansas City, where an uncle owned another small clothing factory. The 

move forced Goldwasser’s older brother, a science major at New York 

University, to drop out of school to work in the family business. His loss 

became the younger brother’s gain. While still in high school, Eugene 

read his brother’s copy of Sinclair Lewis’s Arrowsmith (1925), a novel 

about an idealistic doctor, and Paul de Kruif’s Microbe Hunters (1926), 

a popular account of pioneering microbiologists such as Louis Pasteur. 

He decided to pursue a career in science. He excelled at the local com-

munity college, which he attended for free, and won a scholarship to the 

University of Chicago, where he majored in biological sciences.1 

After Japan’s attack on Pearl Harbor, Goldwasser took a full-time job 

in the university’s toxicity lab, which had been deemed an essential 

industry because of its top-secret investigation into antidotes for chemi-

cal warfare agents. After graduation in 1944, he was drafted and sent to 

Fort Detrick, Maryland, where he worked on anthrax. When the war 

ended, he returned to Chicago to complete a doctorate in biochemistry, 

and in 1952, married with a young son, he took a job as a research asso-

ciate at the Argonne Cancer Research Hospital (later part of the Univer-

sity of Chicago hospital system). 

At Argonne Hospital, Goldwasser was reunited with Leon Jacobson, 

the noted hematologist who had run the toxicity lab during the war. 

Jacobson had been deeply involved in a top-secret program to study 
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mustard gas, which the army’s Chemical Warfare Service feared would 

be deployed by Germany and Japan. Soldiers in World War I who had 

been exposed to nitrogen mustard died horrible deaths, ravaged within 

days by a multitude of infections after the gas suppressed the bone mar-

row’s ability to produce infection-fighting white blood cells. The fear 

that the Axis nations would use the banned gas never materialized. But 

like so many government programs from the war years, the mustard gas 

research project had a major spin-off. Jacobson, among others, specu-

lated that nitrogen mustard in minute doses might prove useful in fight-

ing leukemia and lymphoma, which are characterized by a proliferation 

of the mutant white blood cells. Alfred Gilman and Louis Goodman, 

who would later write a famous textbook on clinical pharmacology, con-

ducted similar experiments at Yale University. 2 Researchers at both 

schools found that tests on a handful of subjects generated brief remis-

sions. These results were the first stirrings of cancer chemotherapy and 

generated tremendous excitement throughout the medical community. 3 

By the time Goldwasser joined Jacobson’s lab as a full-time researcher, 

the senior scientist’s priorities had shifted to the new threat—nuclear 

war. The Atomic Energy Commission wanted to find ways to counter 

radiation sickness, which, like mustard gas, severely compromised the 

body’s ability to produce blood cells. As early as 1906 scientists had 

speculated there must be something in the blood that signaled bone mar-

row to replace red blood cells, which wore out while ferrying oxygen 

around the body. Scientists had already given the molecular trigger a 

name—erythropoietin, after erythropoiesis, the medical term for red 

blood cell formation. But no one had ever found Epo, much less isolated 

it for study. 

In 1955, Jacobson challenged Goldwasser, new to academic life, to 

find the elusive protein. If the molecule could be purified in large quan-

tities—perhaps from animals, as had been done with insulin—it might 

prove useful in treating people suffering from radiation sickness. “You’ll 

be rich and famous,” Jacobson told his young protégé. “This was a time 

when everyone was scared to death and children in the schools were 

taught to crouch under their desks,” Goldwasser recalled. “It was a time 

of foolish panic, but it gave me every young investigator’s dream. I had 

all the money and space I needed. And I didn’t have to write any reports. 

I thought it would take about three months.” 

The search would last more than twenty years. The average person 

produces two to three million red blood cells a second—more than a 

thousand pounds of blood over the course of a lifetime. But researchers 
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could dry the amount of Epo needed to produce that lifetime supply and 

form it into a tablet no larger than an aspirin. Moreover, the blood con-

tains more than two hundred proteins, and Epo puts in only a brief 

appearance. Looking for Epo in the blood was like looking for dimes on 

a long stretch of sandy beach. 

Goldwasser spent the first several years of his search trying to figure 

out what part of the body produced Epo. His research team carefully 

removed different organs from laboratory rats until they determined that 

the absence of kidneys triggered anemia. They next made animals ane-

mic, under the assumption that their kidneys would overproduce Epo in 

an attempt to end the red blood cell deficiency. This overexpression, they 

speculated, would leave recoverable traces of Epo in the blood. 

In the late 1950s, Goldwasser and members of his small team began 

taking regular trips to a slaughterhouse in Bradley, Illinois, an hour’s 

drive from Chicago. They injected soon-to-be-slaughtered sheep with a 

chemical that destroyed their red blood cells and made them anemic. 

They waited a day before capturing their blood serum, assuming the 

sheep kidneys would overexpress Epo into the blood to correct the 

imbalance. Back in the lab, they distilled the blood serum into fractions 

they hoped were relatively pure, and then injected each one into anemic 

rats to see if any improved their red blood cell count. From time to time, 

there were tantalizing hints of activity from the trace amounts of Epo in 

one of the fractions. But he could never isolate it, much less get enough 

to test in humans. 

The sheep experiments dragged on for fifteen years. Goldwasser 

received tenure and raised a family. He and his young son used to spend 

holidays and weekends in his University of Chicago labs injecting labo-

ratory rats and testing their blood, but his son, frustrated by the glacial 

pace of scientific progress, eventually left for college to study German lit-

erature. He wasn’t the only one frustrated by the endless sheep experi-

ments. Rival investigators in Chile and at the California Institute of 

Technology published papers showing that excess Epo showed up in 

urine, not blood. The sheep had led Goldwasser down a blind alley. 

Depressed, thinking his life’s work amounted to nothing, Goldwasser 

unexpectedly received a letter in early 1973 from a Japanese scholar 

named Takaji Miyake. The Kumamoto University researcher had read 

the handful of papers that Goldwasser had generated during his long, 

fruitless hunt for Epo. Miyake explained that a number of patients near 

his university on the southern island of Kyushu suffered from aplastic 

anemia. The bone marrow of aplastic anemia patients does not work 
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properly. Miyake didn’t know what caused the defect in these patients, 

but he suspected they would be ideal candidates for Goldwasser’s 

research. He offered to collect urine specimens and bring them to the 

United States so they could be tested in Goldwasser’s lab, which, Miyake 

knew, had the most experience in the world in breaking down bodily flu-

ids and searching for the rare molecule. 

Over the next two years, Miyake and his colleagues collected urine 

samples from the island’s aplastic anemia patients while Goldwasser 

sought a grant from the National Institutes of Health (NIH) to bring 

Miyake to the United States. The industrious Japanese scholar eventually 

collected 2,550 liters from his patients. The grant came through in the fall 

of 1975. When the two men met in the lobby of the Palmer House, the 

elegant neoclassical hotel in the heart of Chicago’s Loop, the Japanese 

scholar bowed low and held out a foot-square package that had been 

carefully wrapped in a brightly colored piece of fine Japanese silk. 

Goldwasser later learned this was a furoshiki, the ritual covering for 

gifts given to special friends and colleagues. Inside was the dried urine. 

Goldwasser, along with his chief assistant, Charles Kung, and Miyake, 

immediately set about the painstaking process of chemically searching 

for Epo. They subjected the urine to a seven-step purification procedure 

that had been perfected over years of sheep experiments. A framed X-ray 

photograph still hangs over Goldwasser’s desk, capturing the final results 

of the eighteen-month experiment. “We got the fraction off that last col-

umn and put it to a test for homogeneity that we had used for the sheep 

material. There was only a single dark-stained band. All the previous 

fractions had many bands. The thought was bingo!” Years later he 

slapped his hand on his desk as he gleefully recalled the moment. “We 

did everything we could to disprove it was a single component. Then we 

put it in [the anemic] rats, and it worked like a charm with the highest 

potency we had ever seen.” 

The 2,550 liters of urine were eventually reduced to eight milligrams 

of pure human Epo, barely enough to fill a small vial. The results of that 

experiment were published in the August 1977 Journal of Biological 
Chemistry. 4 “I was walking on air,” Goldwasser remembered. “We 

finally had something we could work with.” 

Finding someone to work with, however, proved almost as difficult as 

the final experiment. In the mid-1970s Goldwasser had tried to attract 

the interest of scientists at Parke-Davis, a medium-sized drug company 

based in Michigan. He wanted to show that kidney cells could be tricked 
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into producing Epo when cultured outside the body, a process similar to 

the one that had been used to coax insulin from pancreas cells. Some ini-

tial efforts had shown promise. But the experiment could not be re-

peated, and Parke-Davis lost interest in the program. Goldwasser then 

traveled to Chicago’s north suburbs where he tried to cajole Abbott 

Laboratories, one of the Midwest’s largest pharmaceutical companies, 

into supporting his work. They rejected his repeated entreaties. 

Desperate to interest someone in becoming his partner, Goldwasser 

launched a human clinical trial. He applied to the Food and Drug 

Administration (FDA) for permission to administer a portion of his tiny 

stash of Epo to three dialysis patients at the University of Chicago hos-

pital. People with malfunctioning kidneys require constant blood trans-

fusions because they don’t produce enough Epo, thus making them ideal 

candidates for Epo therapy. “If we could demonstrate an effect in a 

patient with anemia of chronic renal disease, funding for our future 

research would be assured,” he wrote.5 

He also put the university on notice that he was sitting on top of a 

patentable invention. The disclosure was required by the Department of 

Energy and NIH, which had funded his research over the years. In the 

late 1970s, the government was increasingly concerned about the stag-

nant U.S. economy and the competitive threat posed by Japanese and 

German rivals. One cure for that disease was to get government-funded 

innovations out of America’s basic science labs and into the marketplace. 

Patent disclosure was supposed to facilitate the process. 

Those policy debates never crossed Goldwasser’s mind as he filled out 

the paperwork. When he didn’t hear back from the university or the gov-

ernment, he forgot about patenting his discovery and its use in dialysis 

therapy. Years later, as he prepared to answer a subpoena in the endless 

patent litigation between Amgen and other firms that wanted to manu-

facture artificial Epo, he uncovered the oversight. “I was going through 

all my boxes of files. There were dozens of them. I found this letter that 

had been sent to the agency funding us, asking them to file a patent. They 

never responded, and I didn’t follow up. I forgot all about it. I was too 

busy doing science,” he said. 

The clinical trial’s results were tantalizing but inconclusive. One 

patient showed a small increase in red blood cell count and a major 

increase in the formation of red blood cell precursors. But the dose was 

too small, and continuing the experiment would have dissipated his 

entire Epo supply. He dropped the trial and began searching for someone 
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to work with. Luckily, by 1980 there were a host of new players ready to 

listen to his story. 

The success of Eugene Goldwasser’s protracted search for Epo coincided 

with a turning point in medical history. In the late 1970s and early 1980s, 

an entrepreneurial revolution swept through the once staid world of aca-

demic medical research. Dreams of Nobel glory were gradually replaced 

by dreams of high-tech riches, and a number of new biotechnology firms 

were eager to jump on his discovery. A quick side tour reveals the origin 

of this new industry: The core technologies of biotechnology were them-

selves products of university-based scientists who used public funding in 

the United States and in England to foment a revolution. 

Biotechnology can trace its roots to 1953, when James Watson and 

Francis Crick, building on years of discoveries and the unheralded work 

of X-ray diffraction expert Rosalind Franklin, unraveled the double-

helix structure of deoxyribonucleic acid (DNA), which makes up the 

genetic code for all forms of life. They showed how the broad diversity 

and complexity of life could be transmitted from generation to genera-

tion through a biochemical code contained inside an organism’s cells. 

The code’s mechanism was simple. It used just two complimentary pairs 

of molecules called base nucleotides. The order of these base pairs along 

strands of DNA expressed all the genetic information that makes up life 

on this planet. The code also provided a language for generating new 

combinations, thus explaining evolution. Many observers compared 

Watson and Crick’s discovery to the emerging field of computer pro-

gramming. If life was a computer program, why not use the information 

to recreate the building blocks of life, or even reprogram them? 

The same year, Frederick Sanger of Cambridge University in England 

determined that all proteins, the workhorses of life, were made up of 

strings of the twenty-two different amino acids that were expressed by 

the genetic codes contained on DNA. He also figured out a chemical 

process for mapping the sequence of amino acids, and then did it for 

insulin. 

The Nobel Prize–winning work of Watson, Crick, and Sanger began 

a worldwide quest to develop the tools needed to understand, manipu-

late, and eventually reproduce life’s genetic code and the proteins it 

expressed. Scientists identified chemical scalpels, known as restriction 

enzymes, to snip DNA and proteins into small pieces. They developed 

chemicals for reconstructing proteins one amino acid at a time to deter-

mine their sequence. 
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In 1973, Stanley Cohen of Stanford University and Herbert Boyer of 

the University of California at San Francisco stitched together nearly 

twenty years of discoveries into a fitting climax: the invention of recom-

binant DNA engineering. Their breakthrough—actually the last step in 

a long string of academic science advances—led directly to the creation 

of the biotechnology industry. Recombinant DNA engineering enabled 

scientists to use biological and chemical processes to manufacture large 

quantities of proteins by splicing the genetic fragments that expressed 

those proteins onto the DNA of fast-growing bacteria or mammalian 

ovary cells. Unlike previous attempts at gene splicing that required 

complicated chemistry and the laborious manipulation of viruses, the 

Cohen-Boyer method “was so simple that high school pupils could eas-

ily learn it.”6 

A few venture capitalists in the San Francisco Bay Area immedi-

ately saw commercial possibilities in the new technology. So did Niels 

Reimers, head of Stanford’s office of technology licensing. He begged the 

two scientists to apply for a patent on their invention, which they did 

after a short but heated debate. Cohen initially opposed patenting. In 

those days his attitude was common among academic scientists, whose 

incentives had not yet been influenced by the stock market fever of the 

1980s and 1990s. Most scientists were still more interested in winning 

intellectual competitions and disseminating knowledge broadly than in 

commercializing their work. Cohen was especially leery of patenting a 

scientific tool like recombinant engineering since it might inhibit further 

research. He relented after Reimers argued that licensing recombinant 

DNA technology to all comers would be the fastest way to deploy it 

broadly. 7 

Boyer, on the other hand, was not reticent about chasing riches, espe-

cially after meeting Robert Swanson, a twenty-seven-year-old operative 

at Kleiner-Perkins, the venture capital fund responsible for many of the 

start-ups that would soon turn the southern half of the San Francisco 

Bay Area into Silicon Valley. Swanson, who earned chemistry and busi-

ness degrees at the Massachusetts Institute of Technology, was eager to 

plunge into the new world of biotechnology after reading about the 

recombinant engineering breakthrough in the newspapers. He immedi-

ately called Boyer and asked if he was interested in starting a company. 

They met in a San Francisco bar and by January 1976 had created the 

business plan for a firm called Genetic Engineering Technology, or 

Genentech, which became the technological leader of the new field. 

Within a few years, there were a handful of other firms, mostly around 
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San Francisco and Boston, that were seeking to put the new technology 

to commercial use. 

Two other events in 1980 transformed the environment for the nas-

cent biotechnology industry. In Washington, Congress passed the Bayh-

Dole Act, named after Senator Birch Bayh, a leading Democrat from 

Indiana, and Senator Robert Dole, a leading Republican from Kansas. 

The new law reflected the bipartisan concern that the U.S. economy was 

rapidly losing ground to its overseas rivals. The bill encouraged federally 

funded researchers and their university sponsors to license their patented 

discoveries to industry by giving them clear title to the patents. The 

debate behind the new law was focused on speeding innovation from the 

lab to the computer, auto, and steel industries. But the major beneficiar-

ies of the bill turned out to be researchers on the frontiers of medical 

science. 

The second major event of that year took place on Wall Street. In 

March, Cetus Corporation, one of the nation’s first biotech start-ups, 

raised $108 million through an initial public stock offering (IPO). It was 

the largest IPO in the history of the American stock market to that time. 

In the fall, Genentech issued its IPO, raising $36 million. The Boyer-

Swanson venture was hot on the trail of interferon, the “miracle” cancer 

cure that had generated intense media coverage. The stock, which 

opened at $35 a share, closed that first day of trading at $71.25.8 

Biotech fever soon gripped most of the nation’s leading molecular 

biology labs. William Bowes, an investment banker who sat on the Cetus 

board of directors, called Winston Salser, a highly regarded biologist and 

cancer researcher at the University of California at Los Angeles. Salser 

didn’t need much prodding. In the mid-1970s, his entrepreneurial ener-

gies had gone into real estate ventures, most of which had failed. But 

biotech was something he knew about. At Bowes’s urging, Salser formed 

Applied Molecular Genetics, later shortened to Amgen, and recruited an 

all-star cast from Southern California to join his scientific advisory 

board. The group included Leroy Hood of CalTech, whose government-

funded lab had just invented the first gene sequencing machine. (The 

machine would later be featured in Michael Crichton’s Jurassic Park. 

The government’s decision to develop an advanced version to speed the 

completion of the Human Genome Project is the subject of chapter 3.) 

Hood’s machine speeded up the laborious process of identifying the 

chemical structure of proteins and the genes that expressed them. 

Amgen began with nothing more than a letterhead and a list of possi-

ble research projects. The company was typical of the dozens of start-up 
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companies launched in that era. Its list of commercial targets covered the 

biotech waterfront. Interferon was hot, so it made the list. The company 

also wanted to create oil-eating bacteria and genetically modified organ-

isms that could transform oil shale into oil. One particularly alluring tar-

get was chicken growth hormone for the poultry industry. Salser, a social 

liberal, also listed tropical diseases such as malaria and sleeping sickness 

as potential targets. Artificial erythropoietin made Salser’s wish list, but 

only because one of his postdoctoral researchers had worked with 

Goldwasser and wanted it there. 

Salser knew science. But he knew little about raising the money needed 

to hire scientists to work on his projects. His backers suggested he hire a 

chief executive officer who understood venture capital markets and mar-

keting as well as science. That fall, George Rathmann, vice president of 

research at Abbott Labs in North Chicago, traveled to the West Coast to 

scout out biotech investment opportunities for his employer. Though able 

to understand the arcane chattering of senior scientists––he had earned 

his Ph.D. in physical chemistry from Princeton University ––Rathmann 

had long since left the labs for the executive suite. After spending twenty-

one years at 3M Corporation and several years with the medical systems 

division of Litton Industries, he had joined Abbott as vice president in 

charge of its research and development program. 

The emerging biotech world intrigued Rathmann. But dragging the 

stodgy maker of pharmaceuticals and medical diagnostic kits into the 

modern age was proving a daunting task. Abbott manufactured a hepa-

titis test kit using blood factors, and contaminated blood sometimes 

infected the tests and its users. If the company could produce the blood 

factor for the diagnostic kits through genetic engineering, that danger 

would be eliminated and give the firm a marketing advantage over its 

rivals. But Abbott’s efforts to develop its biotech capabilities were going 

nowhere fast, largely because of fears about safety. During the first years 

of the gene-splicing revolution, there were widespread fears that geneti-

cally engineered microbes might escape from a lab and devastate human-

ity. Even Cambridge, Massachusetts, had banned gene splicing for a 

short while. “People were so frightened to carry out recombinant DNA 

engineering in Lake County, outside Chicago,” Rathmann said. “Abbott 

just viewed it as a potential scandal if somebody in the local community 

found out that we were doing something potentially dangerous.” The 

company built an air-lock system for handling biotech materials. Inside 

the lab, workers wore moon suits.9 

Rathmann decided to take a sabbatical to learn more about the tech-
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nology behind recombinant genetic engineering. Phil Whitcome, Abbott’s 

cardiovascular product manager, had trained at UCLA under Salser and 

mentioned his lab as a possible site. For six months, Rathmann parked 

himself at a desk in UCLA’s Molecular Biology Institute. And in October 

1980, he joined Salser’s new company as its first chief executive. Whitcome 

soon followed. 

Abbott’s officials, including Kirk Raab, who later became chief exec-

utive officer of Genentech, begged him to stay. They offered to spin off 

their biotech lab into a separate company that could sell stock. But there 

was a caveat. Abbott would remain the majority shareholder. “After 

thinking about it for three days, I realized that it didn’t have the upside,” 

Rathmann recalled. “The guys at Genentech were talking about becom-

ing millionaires. People [out west] were thinking in terms of infinite 

upsides.” 

To hedge their bets, Abbott officials offered to invest in Rathmann’s 

new venture. But first they wanted to know the company’s potential 

products. Rathmann ticked off the six or seven projects then under con-

sideration. Last on his list was Epo. “Oh no, not Epo,” said the head of 

Abbott’s research division. “Gene Goldwasser has been beating us on the 

head about that for five years.” Abbott invested $5 million in Amgen 

anyway, a stake they would sell a decade later for fifty times that 

amount. But its value to Rathmann at the time was incalculable. It sig-

naled to West Coast venture capitalists that this start-up should be taken 

seriously. Several firms offered another $12 million, and Amgen was up 

and running. 

The firm started hiring scientists. In early 1981, Fu-Kuen Lin, a jour-

neyman bench scientist who had wended his way through a half-dozen 

academic labs on two continents, answered an ad in Science magazine 

and became the seventh scientist to join the firm. Lin was the fifth of 

seven children of a Chinese herb doctor. He came to the United States in 

the 1960s to study plant pathology at the University of Illinois, and did 

his postdoctoral work at Purdue University and the University of 

Nebraska before returning to his native Taiwan in 1975. Two years later, 

he was back in the United States. He worked for a while in the nucleic 

acid biochemistry lab at Louisiana State University before moving on to 

conduct genetic engineering experiments at the Medical University of 

South Carolina. To the peripatetic Lin, moving to an isolated industrial 

park on the far outskirts of the Los Angeles metropolitan area, where 

Amgen had located its offices, was a welcome change from the insular 

South. On his first day on the job he was given Amgen’s target list and 
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asked which project he wanted to work on. He chose Epo. The choice 

was easy. “We had the protein. A lot of other projects didn’t have the 

protein,” he said.10 

Goldwasser, who held the world’s sole supply of Epo, had decided to 

work exclusively with Amgen. At least two other biotech start-ups had 

already entered the race to develop an artificial version of Epo and were 

desperate to get their hands on his supply. Biogen, the Swiss-American 

firm that was briefly run by Nobel laureate Walter Gilbert, was the first to 

approach Goldwasser. Gilbert, a former Harvard professor, wanted access 

to Epo so the firm could begin searching for its gene. Finding the gene was 

key to producing a genetically engineered version of the molecule, and the 

obvious next step if the protein was going to be produced in the bulk 

quantities needed for clinical trials and sale. The two men met at a scien-

tific meeting and went to dinner to discuss a possible partnership. 

The dinner got off to a rocky start. Goldwasser was not impressed by 

Gilbert’s invitation to join his all-star team. Biogen had loaded its scien-

tific advisory board with virtually every scientist in the country with any 

connection to Epo. “He picked out just about every blockhead in the 

field. I said there was no way I was going to work with those people,” 

Goldwasser recalled. After dinner, Gilbert didn’t offer to pick up 

Goldwasser’s half of the check. When he got home, the threadbare aca-

demic crossed Biogen off his list. 

Genetics Institute, a Cambridge-based firm that had spun out of 

Harvard in 1980, also wanted to get into the Epo game. But Genetics 

Institute thought it didn’t need the Chicago scientist. Before Goldwasser 

signed on to work with Amgen, he sent some of his Epo stash to Hood’s 

CalTech lab for sequencing to determine its amino acid structure. The 

work was done by Rodney Hewick, one of the co-inventors of the 

machine. Once he had the results, Hewick quit, and on September 1, 

1981, he arrived in Cambridge to become Genetic Institute’s senior pro-

tein chemist. It was a logical strategy from a commercial standpoint, if 

questionable ethically. Natural Epo and its potential medical use 

remained unpatented since neither the government nor Goldwasser had 

thought to file an application in the wake of his initial discovery. 

Therefore, the first firm to patent its recombinant manufacture would 

get the gold, and for that, all one needed was the Epo sequence. Hewick 

had it. 

There was one flaw in the strategy, though. Hewick and the CalTech 

team had made mistakes in transcribing the sequence, getting at least 
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three of the protein’s 166 amino acids wrong. Moreover, Genetics Institute 

didn’t have any more Epo to double check the work. The errors would 

befuddle Genetics Institute’s gene hunters for more than two years.11 

Goldwasser, meanwhile, looked west. Salser invited him to join Hood 

on Amgen’s scientific advisory board. He declined, choosing instead to 

work for Amgen as a consultant. Lin arrived on the scene just about the 

time Goldwasser decided to make his small Epo supply available to the 

firm on an exclusive basis. 

In the fall of 1981, Lin and one assistant began the workmanlike task of 

sequencing the protein. Hood’s machine had vastly simplified the process 

from the 1950s and 1960s, when Fred Sanger, in his second Nobel Prize– 

winning effort, had chemically sequenced the fifty-one amino acids of 

insulin. And unlike Hewick, Lin had a supply of Epo, which allowed him 

to recheck his work. But having the correct code for the 166 amino acids 

that made up Epo did not solve Lin’s problem. How would he find the 

gene that expressed those amino acids along the vast expanse of human 

DNA? It was the equivalent of finding a single sentence in the Encyclo-
paedia Britannica. 

It took Lin two years to figure out a process. During those two years, 

Goldwasser attended numerous Amgen meetings where every adviser 

and the other members of the scientific staff voted to kill the Epo pro-

gram, even though there were only two scientists and an assistant work-

ing on it. Lin later testified he felt like a “lonesome soldier because the 

company felt so frustrated with the Epo project and felt it was dead; no 

one at the company wanted to touch it.”12 Goldwasser couldn’t under-

stand how a private company could be so impatient. He’d spent two 

decades looking for the molecule. They were ready to quit in less than 

two years. 

Daniel Vapnek, who quit his job as University of Georgia professor of 

molecular genetics to become Amgen’s director of research in 1981, was 

one of those who questioned continuing with the program. “Epo was a 

very difficult area to work in. It had a long history of people who worked 

on it and made up data.” The single-minded Chicago scientist hedged his 

bets with the small team Vapnek put on the Epo project. “The biggest 

issue we had was getting enough material from him,” Vapnek said. “He 

had a limited amount and he wanted to be certain we were in fact going 

to be able to do the microsequencing.”13 Rathmann listened carefully to 

the wrangling between his key outside consultant and his in-house 
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research chief. At each meeting, he cast the deciding vote in favor of con-

tinuing the program. 

Lin finally came up with an ingenious probe process for isolating 

the gene. The Pharmaceutical Research and Manufacturers Association 

(Pharma), which granted Lin its top science award in 1995, described 

Lin’s frustrating two years. “He did not know if he would be successful 

in isolating the Epo gene. . . . Lin was on a fishing expedition in the

human genome, searching, as it were, for a single specific fish in a sea of 

hundreds of thousands.” Following Pharma’s lead, Vice President Al Gore 

awarded Amgen and Lin the National Medal of Technology, calling him 

“a true national hero.”14 Lin’s probe involved creating 128 radioactive 

fragments of Epo and matching them against a library of human DNA 

fragments. Once he had his probe, it took him only a few weeks to find 

the gene. It took another year to sequence and clone it using fast-growing 

Chinese hamster ovary cells, a technology that had recently been invented 

and patented by Richard Axel and two colleagues at Columbia Univer-

sity. 15 He filed his first patent on December 13, 1983. A year later, the 

company filed for the key patent on the process for producing recombi-

nant Epo, which effectively limited other firms from doing the same. 

Lin may have been first, but his approach was hardly unique. Genetics 

Institute and Biogen scientists were also using sophisticated probes to 

hunt for the gene. The other companies had also picked up on this quan-

tum leap in how to search for genes from academics who were experi-

menting with the technique. Their problem was they didn’t have Epo or 

its proper amino acid sequence. “The limiting factor in Biogen’s effort to 

clone the gene was not having an adequate amount of protein sequence 

from which to derive good probes,” said Richard Flavell, who was pres-

ident of Biogen’s Cambridge facility from 1982 to 1988. “Erythropoietin 

was a rather rare commodity and the major person who had that mate-

rial was Dr. Goldwasser.” Biogen finally succeeded in sequencing and 

cloning Epo in mid-1985, but it was too late. The vast riches that would 

flow from the molecule would go to another firm. But at least the gam-

ble hadn’t cost that much. According to Flavell, the three-year search for 

the Epo gene had cost the company just $4 to $6 million.16 

Once Genetics Institute scientists recognized Hewick’s mistake, they 

began scrambling for alternative sources of Epo. The company contacted 

several scientists who had received small samples of Goldwasser’s stash, 

but soon realized they didn’t have enough for sequencing. It next con-

tacted Miyake, who had returned to Japan. He initially demanded a 

large fee for replicating his earlier work, but they turned him down. In 
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1983, he changed his mind and a year later Genetics Institute scientists 

got their first sample of purified Epo. Within a few months, they had 

sequenced and cloned it. On December 17, 1984, Genetics Institute 

scooped Amgen when their team submitted an article to Nature describ-

ing the isolation and characterization of the clones of human Epo.17 But 

Lin had filed for a patent on his work a year earlier. Litigation over the 

matter would drag out until the mid-1990s when the Supreme Court 

finally determined that Amgen’s Lin had won the race to the Patent and 

Trademark Office. In the emerging world of biotech, that was all that 

mattered.18 

Once Amgen could make artificial Epo, the road was clear to prove it 

worked in curing anemia. Clinical trials, the second phase of drug 

research, are more costly than developing new molecules. Since 1962, 

when Congress reformed the nation’s drug laws in the wake of the 

thalidomide scare (pregnant women who took the drug gave birth to 

horribly deformed babies), companies have had to prove that a new drug 

is effective as well as safe before offering it for sale. Companies usually 

go through three sets of clinical trials to clear the FDA hurdle. The first-

phase trials are conducted on a small number of volunteers who receive 

an escalating dose of the experimental drug. They are designed to ensure 

the drug is safe, and to find the maximum tolerable dose that leaves 

enough of the drug in the bloodstream to carry out its task. The second-

phase clinical trials, also done on a small number of patients, are 

designed to show that the drug is having an impact on the disease. The 

third and final phase of a drug’s trials, usually conducted on hundreds or 

even thousands of patients, is designed to prove to regulators that the 

drug works on a significant number of the patients who take it. Third-

phase trials are often double-blind and placebo-controlled trials, mean-

ing neither doctor nor patients know who is getting the real deal or a 

fake. A drug is deemed efficacious when trial results of the drug group 

are significantly better than those of the placebo group. 

As Epogen—the trade name for the artificial protein—neared its 

clinical-trial phase, Rathmann needed to raise more cash. He began sell-

ing off Epo’s potential markets. In mid-1984, the company received $24 

million from Kirin Brewery Company of Japan in exchange for the rights 

to market the drug in Japan. A year later it signed a similar deal with 

Johnson and Johnson’s Ortho-Biotech division, which took European 

rights and all U.S. uses except dialysis. In exchange, Amgen received an 

immediate $6 million and the promise of future payments as the com-
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pany passed milestones on the drug’s road to approval. In November 

1985, Amgen filed an application with the FDA to begin testing its exper-

imental drug in people whose kidneys had failed. To cut its development 

time, the company opted to do a combined first- and second-phase trial. 

The first results came in a little more than a year later. They were 

nothing short of spectacular. Writing later in the New England Journal 
of Medicine, kidney specialist Joseph Eschbach and hematologist John 

Adamson from the University of Washington reported that all of the 

eighteen patients who received the drug in the trial showed a sharp 

increase in red blood cell counts. Two-thirds of them no longer needed 

blood transfusions. The energy levels and sense of well-being among the 

dialysis patients had increased markedly. “These results demonstrate that 

recombinant human erythropoietin is effective, can eliminate the need 

for transfusions . . . and can restore the hematocrit (red blood cell count) 

to normal in many patients with the anemia of end-stage renal disease.”19 

The report sent the company’s stock price soaring. Amgen immedi-

ately launched a larger trial with three hundred patients, which showed 

similar results. In November 1987, the company applied to the FDA for 

final approval to market what it now called Epogen. On June 1, 1989, 

the agency gave its go-ahead, just three and a half years after the initial 

new drug application. The relatively rapid turnaround was testimony to 

the extraordinary efficacy of the new drug. 

Many observers have called Epogen and a handful of similar drugs the 

low-hanging fruit of the biotechnology era. The issue is worth exploring 

because it helps explain why, despite the hype of the past two decades, 

the biotechnology revolution has produced so few significant therapies 

like Epo. Epo is a single hormone whose absence results in a well-defined 

illness, in its case, anemia. Insulin, Factor VIII (the blood-clotting factor 

missing in some hemophiliacs), and granulocyte colony-stimulating fac-

tor (which triggers white blood cell formation and, after its gene was 

licensed from Memorial Sloan-Kettering Hospital in New York, became 

the basis for Amgen’s second best-selling drug) are similar. If these pro-

teins are missing, a person gets sick. If they are replaced, a patient gets 

better. Once researchers identified the functions of these proteins and 

found the genes needed to manufacture them, it became a relatively sim-

ple matter to make them in bulk to treat people who suffered from their 

absence. It didn’t matter whether that absence was caused by illness (kid-

ney failure, for instance) or genetic inheritance. 

Unfortunately, not many diseases have this direct cause-and-effect 
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relationship with a missing protein. People who inherit malfunctioning 

genes that cause protein-deficiency diseases are in fact quite rare. 

Inherited disorders such as Gaucher, Tay-Sachs, and Fabry disease occur 

in just one in every fifty thousand to one hundred thousand births (that’s 

three to six thousand potential patients in a population of 300 million). 

Just one in ten thousand get Huntington’s disease; just one in twenty-

three hundred have cystic fibrosis. Scientists in the early 1990s identified 

two mutant genes associated with some forms of breast cancer, but they 

are present in only 4 to 10 percent of cases. Discovery of the genetic code 

for those exceptions has proven valuable for diagnostic purposes, but it 

has provided nothing in the way of a cure. 

And even when a genetic flaw causes disease, it doesn’t automatically 

mean that it can be treated by replacing the defective or missing protein 

with its biotechnologically created equivalent. Cystic fibrosis is the clas-

sic example. Science magazine put the face of a four-year-old patient on 

its September 1, 1989, cover when scientists at three institutions—one of 

them was University of Michigan’s Francis Collins, who later ran the 

government’s Human Genome Project—breathlessly announced the dis-

covery of the malfunctioning gene that caused the disabling lung disease. 

Collins predicted there would be a cure within five to ten years. How-

ever, efforts to produce the missing protein and inject it into patients by 

university researchers and biotech companies repeatedly failed. The 

patients’ immune systems rejected proteins perceived as foreign. Next 

came years of gene therapy experiments, where physicians attempt to 

insert cells with a properly working version of the gene into a patient. 

These, too, have not borne fruit. “We’re still many years away from hav-

ing a really promising result,” Collins said a dozen years after his initial 

discovery, and “we won’t get there without a lot of scientific creativity 

and ingenuity.”20 

The diseases that account for most early deaths and suffering in the 

advanced industrial world—heart disease, cancer, stroke, Alzheimer’s, 

arthritis—are rarely genetically determined. Their cause has been vari-

ously attributed to everything from genetic predisposition to environ-

mental pollution, from viruses to immune system malfunction, from diet 

to the process of aging itself. Scientists can be found on each side of every 

question. In recent years billions of dollars of basic research has focused 

on learning the biochemical processes of each disease and identifying the 

complex interplay of dozens of genes and proteins that, over time, leads 

to disease through either genetic mutation or malfunctioning. 

But even after scientists have identified the biochemical cascade of a 
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disease, intervention remains extremely difficult. Most proteins play 

multiple roles in the body; enhancing or limiting their action may have 

no net effect and will almost always have unintended side effects. “It is 

testament to the power of the idea of genetic engineering that the limits 

to its therapeutic potential were not appreciated earlier, but the reason is 

quite obvious,” James Le Fanu, a British physician, wrote in 1999 in his 

critical study The Rise and Fall of Modern Medicine. 

Biotechnology may be a technically dazzling way of making drugs, but it 

is severely constrained by the fact that the only things that genes can make 

are proteins, so the only therapeutic use for biotechnology products are [sic] 
conditions where either a protein is deficient and needs replacing (such as 

the use of insulin in diabetes) or where it is hoped that giving a protein in 

large enough doses might in some way or other influence a disease, such as 
21cancer. 

But when artificial Epo, one of the first miracle treatments of the 

biotechnology revolution, was approved, hopes soared among the scien-

tists who had formed hundreds of biotech start-ups. Amgen’s windfall, it 

was believed, would rapidly lead to many more such successes. The only 

thing that stood in the way was the private capital needed to finance the 

search for the cures. Amgen set the price for its new product with that 

thought in mind. It had nothing to do with the cost of developing the 

drug. 

When Epogen was approved by the FDA, there were just under one 

hundred thousand Americans on dialysis for kidney failure, and a third 

of them were getting regular blood transfusions. Most patients received 

their treatment courtesy of the federal government, whose Medicare pro-

gram paid for dialysis and related drugs. After initially setting its price 

low, Amgen negotiated a new price with Medicare that would generate 

anywhere from four to eight thousand dollars per year per patient. When 

the results of the first clinical trials had come out in 1987, Wall Street 

analysts had pegged the company’s potential sales at $150 million a 
22year. After it got its hefty price hike from the George H. W. Bush 

administration, the analysts’ estimates quickly soared toward $1 billion. 

Medicare’s rapidly escalating expenditures on Epogen eventually 

caught the attention of watchdogs on Capitol Hill. At a House Ways and 

Means Committee meeting in October 1991, Rep. Pete Stark of 

California grilled Health and Human Services (HHS) secretary Louis 

Sullivan about Epogen’s price, since his department had negotiated the 

figure with Amgen. The liberal Democrat had gotten his hands on an 

internal HHS study that showed the drug had cost Amgen at most $170 
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million to develop. Yet the government had already paid Amgen $460 

million during its first two years on the market, and manufacturing the 

drug exhausted just 5 percent of revenue. The number of patients on 

dialysis was rising rapidly: By the mid-1990s, it would double to two 

hundred thousand, and by the end of the century it had risen to nearly 

three hundred thousand, largely because of poorly treated diabetes and 

hypertension among overweight and out-of-shape Americans. Epogen 

was heading toward becoming the most expensive drug in the govern-

ment’s medicine chest.  

Stark, who would wage a fruitless ten-year battle to lower the cost of 

Epogen, read to Sullivan from his own introduction to the report. 

“Medicare’s coverage and payment decision for Epo could have had a 

serious impact on the financial markets of other companies involved in 

raising capital to finance research on other genetically engineered prod-

ucts. Because investment in drugs, especially those related to biotechnol-

ogy, is a new, highly speculative business, venture capitalists expect a 

higher than average return on such investment.” Stark was outraged. “Is 

it in fact the policy of this administration to use Medicare as a form of 

industrial policy to help ensure the profitability of the biotech industry?” 

Sullivan agreed that Amgen’s return on investment was high. “I can 

assure you that [it] was not the intent of the administration to have an 

excessive return,” he said, “but we have a policy of trying to have an 

adequate return to encourage companies to develop such drugs.”23 

A decade later, the results of that policy are in. Epogen and its succes-

sor drug accounted for more than half of Amgen’s $5 billion in revenue 

in 2002, and most of that came from the taxpayers. Most of the rest of 

the company’s sales came from Neupogen, the white blood cell factor 

licensed from Sloan-Kettering and approved in 1991. On paper, Sullivan’s 

goal of spurring Amgen to conduct research had been achieved. The 

company spent more than $1 billion on research in 2002. That was well 

short of the company’s profits, but it was a hefty sum by any measure. 

What were the results of that private research drawn largely from federal 

payments? In the decade after Neupogen was approved in 1991, Amgen 

received FDA approval for four new drugs. Two were less effective ver-

sions of drugs produced by other firms, while the other two drugs 

approved in 2001 were new versions of the company’s first two block-

busters. They had been slightly modified to stay in the body for a longer 

period of time. 
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Amgen’s biggest laboratory success was Aranesp, which the company 

touted as its most significant medical advance since its first two drugs. 

Aranesp, like Epogen, was for anemia. But it was not a dramatic new 

treatment for the debilitating condition. Aranesp did exactly the same 

thing that Epogen had been doing since it was approved in 1989: it raised 

red blood cell counts by stimulating the bone marrow. What made 

Aranesp unique? By fiddling with some of the side chemicals on the orig-

inal Epogen molecule, Amgen chemists discovered how to keep Aranesp 

in the blood stream three times longer than Epogen. Even if it worked as 

advertised, Aranesp would provide no medical benefits to the hundreds 

of thousands of people on dialysis. Those patients were hooked up to 

dialysis machines three times a week and received their erythropoietin 

during the sessions. Aranesp would provide no lifestyle benefits for them. 

The real purpose of Amgen’s new drug was to have something to sell 

to cancer and AIDS patients, who needed erythropoietin because their 

bone marrow’s ability to produce red blood cells was suppressed by the 

drugs flowing through their bloodstreams to fight those diseases. Extra 

erythropoietin can lessen the fatigue that accompanies chemotherapy 

and has become a key component of cancer and AIDS therapy. But 

chemotherapy and AIDS patients did not take Amgen’s Epogen. They 

receive injections of Procrit, which was the recombinant form of ery-

thropoietin sold by Johnson and Johnson’s Ortho-Biotech division. 

Why were two companies selling identical versions of a patented 

product under different labels? When Amgen was a struggling start-up, 

it had to sign away half its market to Johnson and Johnson to raise cash. 

It received just a few tens of millions of dollars. Amgen has regretted that 

decision ever since. In 2002, Johnson and Johnson generated more than 

$2 billion a year from Procrit, making it a more lucrative market than the 

dialysis market. With FDA approval for once-a-week Aranesp under its 

belt, Amgen’s sales force finally had ammunition to attack Johnson and 

Johnson’s market. 

However, Johnson and Johnson’s detailers— the drug industry’s name 

for its sales personnel—fought back. They spread the word among can-

cer physicians what some have long known. You can give Procrit once a 

week simply by increasing the dose. Johnson and Johnson asked Howard 

Grossman, an HIV/AIDS specialist on the faculty of Columbia Univer-

sity’s College of Physicians and Surgeons, to give the higher doses of 

Procrit once per week to his AIDS patients over a sixteen-week period, 

and compare their red blood cells counts to patients who still received 
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the lower dose three times a week. “There was no significant difference,” 

Grossman said.24 

The paucity of significant new therapies coming out of Amgen’s invest-

ment in research and development came as no surprise to former Amgen 

research director Daniel Vapnek, who left the company in 1997. He said 

the culture inside Amgen changed dramatically after sales of Epogen 

began to skyrocket. In 1990, Rathmann stepped aside and was replaced 

as chairman and chief executive officer by Gordon Binder, who came up 

through the financing side of the operation. “The company generated a 

tremendous amount of money, and a lot of that was spent on buying 

back their own stock rather than finding out how they could invest in 

new technology,” Vapnek said. “The management of earnings-per-share 

growth became very important rather than being really innovative. It 

never really developed a culture of taking risks, and became more inter-

ested in managing the existing products.”25 

The company used its research budget to pursue an odd assortment of 

possible therapies during the 1990s. The company gained a measure of 

notoriety when it licensed the so-called fat gene. Rockefeller University 

scientists in New York had discovered the gene that produced leptin, a 

signaling protein that is involved in the body’s metabolism of fat. In early 

1995, Amgen licensed the rights to the gene for $20 million and went 

hunting for every drug manufacturer’s dream—a pill that would get 

people to stop eating. Preliminary tests on mice—genetically engineered 

to be grossly obese—showed dramatic results. Within weeks of receiving 

regular doses of artificial leptin, the mice were refusing to eat and run-

ning in circles around their cages. The company’s press release triggered 

a flood of media coverage. Hundreds of overweight people besieged the 

company with requests for the experimental drug. The company’s mar-

ket value soared by nearly a billion dollars.26 

Almost immediately, independent researchers began throwing cold 

water on the idea that obesity could be affected by manipulating the level 

of a single protein. Doctors at Thomas Jefferson University in Philadel-

phia tested eight overweight people and eight lean people for their leptin 

levels, and found to their amazement that heavier people had signifi-

cantly more. It is possible that “a small, but as yet unstudied fraction of 

obese humans will display a functionally significant mutation in the obe-

sity gene,” the researchers concluded, but it was clear that obesity was a 

complex disorder in humans. It was “unlikely that any single gene muta-

tion will describe the entire genetic contribution to this disease.”27 
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Amgen ignored the warnings. Over the next few years the company 

poured tens of millions of dollars into the project. By 1999, the company 

had come to the same conclusion. Putting artificial leptin in mice that 

had been genetically engineered to produce none was one thing. Putting 

additional leptin into overweight humans who already produced it had 

no effect. Moreover, many of the dozens of patients in Amgen’s test 

balked at getting daily injections of the bulky protein. “The great hope 

for leptin has not held up,” said Jules Hirsch, the obesity researcher at 

Rockefeller University who codiscovered the gene.28 

Amgen also spent a lot of its newfound riches acquiring promising 

drug candidates from other biotechnology companies. In December 

1994, it purchased Synergen, a Boulder, Colorado, firm that was experi-

menting with artificial proteins believed to play a role in Parkinson’s dis-

ease and Lou Gehrig’s disease. Neither drug panned out. 

Amgen next turned to developing another Synergen molecule, which 

would eventually be approved as a secondary treatment for rheumatoid 

arthritis. But Amgen’s drug was only for patients who didn’t respond to 

standard therapy, and turned out to be much less effective than compa-

rable therapies that arrived on the market around the same time. 

Rheumatoid arthritis, where the immune system goes awry and attacks 

a person’s own joints, affects more than two million middle-aged adults 

in the United States, with women twice as likely to get it as men. For 

decades, doctors have been prescribing methotrexate, a nine-hundred-

dollars-a-year generic drug derived from naturally occurring cortisone. It 

has some success in limiting the painful swelling, especially if sufferers 

begin using it shortly after they get the disease. But doctors had no idea 

why it worked. 

Throughout the 1970s and 1980s, basic science researchers worked to 

identify the signaling proteins in the immune system that caused inflam-

mation after an injury. By the early 1990s, a number of biotech compa-

nies were racing to develop artificial versions of other signaling proteins 

that called off their action and could thus reduce swelling. Though many 

clinicians questioned the wisdom of tinkering with the body’s immune 

system, Amgen became one of three firms that won approval in 2001 for 

a protein drug to fight rheumatoid arthritis. It was called Kineret. But at 

the same time, Immunex introduced Embrel and Centocor introduced 

Remicade. The new drugs each cost twelve thousand dollars a year. 

Amgen’s molecule was the least effective of the three. So, flush with 

cash from its Epogen sales, the company made a $16-billion offer to pur-

chase Immunex, the biggest merger in biotech’s brief history. 29 While the 
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deal was highly touted on Wall Street, many physicians were openly 

skeptical of using these drugs as the first-line therapy for fighting the 

painful disease. They feared what else might happen when they inhibited 

the action of a naturally occurring immune-system agent. Embrel inhibits 

a protein called tumor necrosis factor (TNF). A number of “serious, life-

threatening infections” occurred among patients in the clinical trials for 

Embrel (its generic name is etanercept), even though the exclusion of 

patients with active infections had “markedly diminished the risk,” an 

article warned in the New England Journal of Medicine. 30 “We have to 

realize that TNF is not put into our biological system to cause rheuma-

toid arthritis,” said Doyt Conn, a professor of rheumatology at Emory 

University and vice president of medical affairs at the Arthritis Founda-

tion. “What will be the problems down the road by inhibiting it com-

pletely? There will be infections, and there may be other problems. The 

strategy should be short-term use, not long-term use. But that’s not what 

the drug companies want of course.”31 

Meanwhile, Amgen in-house research had begun to drift away from 

genetically engineered products, which was supposedly its area of ex-

pertise. It hired medicinal chemists to come up with organic compounds 

that might treat a disease, the province of traditional pharmaceutical 

firms. It even began licensing some promising drugs. In 1999 it signed a 

deal with Praexis Pharmaceutical Inc. to market a prostate cancer drug 

still under development. But two years later that deal got cancelled when 

the drug proved ineffective. “We thought we could uncover other drug 

targets that no one had done before. We had a medicinal chemistry 

group all of a sudden,” Vapnek said. “Amgen started to look like a phar-

maceutical company. There was just a limited number of proteins that 

turned out to be therapeutics, like Epo . . . and that was what our tech-

nology was based on.” 

Amgen’s research is not limited to looking for new drugs. It also 

spends millions of dollars sponsoring medical investigators who are will-

ing to promote increased use of its biggest seller, Epogen. When the FDA 

first approved the drug, it suggested physicians give their patients enough 

Epo to raise their red blood cell counts to about 80 percent of normal. 

That had been the standard in the blood transfusion era. It also was the 

standard used in Amgen’s clinical trials. But once the drug was out in the 

marketplace, Amgen salesmen quickly realized that they could sell a lot 

more Epogen if the dialysis centers aimed for higher red blood cell 

counts. In fact, raising red blood cell counts to normal could double or 

even triple the amount sold. Amgen began funding academic researchers 
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around the country to test patients at the higher levels for mental alert-

ness, energy levels, and similar hard-to-quantify standards. The com-

pany simultaneously funded the National Kidney Foundation, the main 

patient advocacy group, to conduct a major review of all treatment stan-

dards for dialysis. It was released in 1997. The physicians on the review 

board, several of whom were paid consultants for Amgen or on its sci-

entific advisory board, recommended raising the standard to about 90 

percent of normal. 

Amgen sales agents fanned out across the country to spread the new 

gospel. Medicare’s payments for Epogen soared. In 1997 the agency that 

oversees the program, the Health Care Finance Administration (HCFA), 

tried to set a maximum limit on reimbursements for the drug. Amgen 

hired a phalanx of top Washington lobbyists, including former Repub-

lican National Committee chairman Haley Barbour and former Senate 

majority leader Robert Dole, to beat back the effort. During hearings on 

HCFA’s budget, Senator Arlen Specter, a Republican from Pennsylvania 

whose state contains the operations of a number of major pharmaceuti-

cal firms, ordered the agency to rescind the limit or face a sharp cut in its 

budget. The Clinton administration officials who ran the agency relented, 

and Medicare’s Epogen payments continued their upward march.32 

The company continued to pour its research dollars into scientific 

experiments aimed at justifying the increase in red blood cell counts for 

dialysis patients to normal rates, even though at least one clinical trial 

showed that in some cases it caused excess deaths from heart attacks and 

strokes. Allen Nissenson of UCLA, a past president of the Renal 

Physicians Association who sits on Amgen’s medical advisory board and 

receives substantial research funding from the firm, is a chief proponent 

of this point of view. “Why shouldn’t dialysis patients have the same 

hematocrit as everyone else?” he said. “That’s the way the body is 

designed. There’s a tiny bit of evidence that higher hematocrits might be 

beneficial.”33 

When I spoke with Eugene Goldwasser in his University of Chicago 

office in late 2000, he was recovering from a three-day deposition in 

Amgen’s latest patent litigation fight, this one a suit by the biotech behe-

moth against a company called Transkaryotic Therapies Inc. (TKT) of 

Cambridge, Massachusetts, which wanted to make and sell its own ver-

sion of Epo. TKT’s founders have developed a method of making pro-

teins using human cells, not the Chinese hamster cells used by Amgen. If 

TKT had succeeded in court, it would have subjected all biotechnology 
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products to technological competition. But in January 2001, the same 

federal judge in Boston who ruled in the Genetics Institute case declared 

that TKT had infringed on Amgen’s patents. One Wall Street analyst 

quipped that the company was “a brilliant legal department that hap-

pened to develop drugs.”34 

Goldwasser didn’t want to talk about the constant courtroom squab-

bling that drained so much of his time. He wanted to tell me about the 

problems he had funding his own research. His work during the 1990s 

had focused on the kidney cells that produced Epo. He thought that if he 

could decipher the kidneys’ internal mechanisms for producing the 

enzyme, it might be possible to repair damaged kidneys. But like most 

basic research, it would take time, more time than Goldwasser probably 

had. Moreover, with a wildly successful therapy on the market, NIH had 

lost interest in his work. Amgen had donated thirty thousand dollars a 

year to support his lab over the years, but it was far short of the three 

hundred thousand dollars he needed if he was going to continue his sixth 

decade of work on Epo. 

As he gave me a tour of his lab, he pointed to the outdated elec-

trophoresis machines, beakers, centrifuges, and incubators that had been 

the tools of his great discovery. Unless he came up with a major grant, he 

would soon dismantle and sell them, probably to some high school, or 

perhaps to a developing country that could only afford technologies that 

are several generations old. I asked him if he had any regrets about not 

patenting his discovery. It would have generated millions of dollars a 

year in royalties. He looked at the machines wistfully. “If I had 1 percent 

of a billion dollars,” he said, “I could buy a new pair of shoes.” 
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Rare Profits


n the waning days of World War II, President Franklin D. Roosevelt 

asked Vannevar Bush, the former dean of the Massachusetts Institute of 

Technology and his science adviser, to draw up a blueprint for how 

government should fund science in the postwar world. In Science, the 
Endless Frontier, which came out after Roosevelt’s death, Bush argued 

that government should limit its support to basic research, leaving use-

oriented applied research to the private sector. 1 This would give univer-

sity-based scientists freedom to pursue their intellectual curiosity. The 

report assured the president that if scientists came up with something 

novel and useful, the private sector would be perfectly capable of turn-

ing it to commercial use. 

There has always been a countervailing view to the Bush paradigm, 

especially in the health sciences. From the vantage point of elected lead-

ers funneling billions of dollars into medical research and patient popu-

lations suffering from incurable ailments, a government that simply 

funded a pure and detached scientific establishment without taking into 

account the health needs of the public would be shirking its duty. In their 

view, the government needed to spend its research dollars on finding 

cures to specific medical problems. It needed to engage in targeted or 

directed research. 

39 
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Over the years, the federal government has done both. If Goldwasser 

represents the pure science ideal, Roscoe Brady reflects the many targeted 

research programs inside the National Institutes of Health (NIH). For 

nearly half a century, Brady has studied rare diseases at NIH’s sprawling 

campus in Bethesda, outside Washington. An estimated twenty-four mil-

lion Americans suffer from five to six thousand rare illnesses, many of 

them like the genetic disorder made famous by the movie Lorenzo’s Oil. 
Patients with a rare disease—legally defined as affecting fewer than two 

hundred thousand patients—represent a limited market, and at best can 

count on spotty attention from the pharmaceutical industry. The search 

for treatments or cures usually falls to the doctors and researchers who 

have dedicated their careers to studying that particular disease. 

Brady’s work on a subset of rare diseases is highlighted in a museum 

display on the ground floor of Building 10 of the NIH complex. Building 

10 houses NIH’s crown jewel, the renowned Clinical Center, which sits 

in the middle of a maze of buildings and parking lots on the agency’s 

306-acre main campus. NIH is the federal government’s fastest growing 

nondefense agency. Congress doubled the NIH budget during the 1980s 

and doubled it again in the 1990s. Misshapen Building 10 stands as an 

architectural monument to the bipartisan support on Capitol Hill for 

pouring money into biomedical research. It looks like an amoeba in the 

center of a petri dish filled with nutrients, sprouting additional hospital 

wings on every side. 

The display in the lobby celebrates Brady’s discovery of the cause and 

treatment for Gaucher disease, a rare metabolic disorder that affects 

about ten thousand people around the world. Gaucher sufferers have a 

defective gene that fails to produce the enzyme needed to break down the 

fatty remnants of exhausted blood cells. The fats accumulate in the 

spleen and liver, leaving sufferers in excruciating pain. Most are Ash-

kenazi Jews. About one-third reside in the United States. The display’s 

timeline traces Brady’s work at NIH from its fumbling beginnings in 

1956 to the FDA approving his enzyme replacement therapy in 1991. The 

display also mentions how Brady discovered the causes of about a half-

dozen similar disorders, including Niemann-Pick, Pompe, Tay-Sachs, and 

Fabry diseases, which, like Gaucher, are inherited. Though the natural 

course of each disease differs, they all result in organ destruction, lifelong 

disabilities, and, in most cases, early and painful deaths. 

A handful of drug companies are on the verge of winning FDA ap-

proval for treatments for some of these disorders. Notably absent from the 

display, though, is any mention of those companies. In particular, there’s 
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no mention of Genzyme Corporation, the Cambridge-based biotechnology 

firm that commercialized Brady’s first breakthrough. The omission is 

understandable. Brady and his colleagues helped Genzyme—one of the 

most successful biotechnology firms in the nation with sales well over one 

billion dollars a year—overcome every obstacle it encountered in the 

development of enzyme replacement therapy for Gaucher disease. 

Yet in the mid-1990s, when confronted with protests over the price on 

the drug that made it the most expensive in the world, Genzyme took 

sole credit for its development. Years later, when Genzyme finally got 

around to developing a very similar drug for Fabry disease, it went 

around Brady because he didn’t have a key patent. Though in his mid-

70s, Brady went around Genzyme and worked with another firm that 

had a different technology for manufacturing the missing enzyme. The 

result was that the FDA got to consider the rarest of rarities—two com-

peting therapies for combating a rare disease. 

There has been a lot of grousing over the years by Congress, patient 

groups, and some scientists that NIH spends too much money on basic 

science and not enough on curing disease. From the polar opposite side 

of the spectrum, some critics have argued that NIH’s twenty-seven sepa-

rate institutes and centers should get out of the business of developing 

treatments altogether. 2 The agency’s defenders counter that it must do 

both. In fact, most of the 80 percent of NIH money spent on outside 

research at universities and nonprofit institutes—the so-called extra-

mural program—goes toward developing a basic understanding of the 

biochemistry of the human body. A substantial portion of in-house 

research—known as intramural research—does as well. But ever mind-

ful of the political pressure emanating from Capitol Hill, NIH officials 

have always justified their in-house priorities in both basic and applied 

research—and lobbied for higher budgets—by claiming the govern-

ment’s medical scientists were working tirelessly to promote the health of 

the American people. Even science critics have to admit that over the 

years “fighting disease was clearly a dominant personal motivation in the 

community of NIH scientists.”3 

Brady helped shape that mold. His pioneering work over five decades 

into the causes of lysosomal storage disorders never lost sight of the goal 

that his work should one day be used to develop treatments. (The lyso-

some, sometimes called the police force of the cell, stores powerful 

enzymes for breaking down old cells, food, and bacteria.) Many of the 

dozens of researchers who now populate the field passed through his 

labs, and many of the physicians who treat the patients spent time in the 
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NIH clinics under his tutelage. As he approached his eightieth birthday, 

he continued to report to his lab nearly every day and consulted with 

most of the companies pursuing therapies based on his research. “Brady 

is an amazing character, yet I would never describe him as a driven per-

son,” said John Barranger, a professor of molecular genetics at the 

University of Pittsburgh and one of Brady’s protégés. “He was always 

pretty laid back.”4 

Brady was born in 1923 to a suburban Philadelphia druggist and spent 

his after-school hours during the Depression tending the soda fountain in 

his father’s corner drugstore. Though his father hoped that he would 

enroll in the local pharmacy college to follow in his footsteps, Brady 

opted for Pennsylvania State University to study medicine. When war 

broke out, he rushed through his studies to attend Harvard Medical 

School on a military scholarship. 

Brady encountered the exasperating world of medical research for the 

first time in Cambridge. His first-year biochemistry professor asked him 

to replicate a recently published experiment that had claimed that alco-

holic mice could be cured with vitamin injections. He thought the exper-

iment would take three months. Four years later, Brady proved that vita-

mins provided only temporary relief from alcohol dependency. His 

reward for years of working with tipsy mice was Harvard’s top award 

for student research. “Ha! I learned something from that experiment,” 

Brady recalled. A tall, slender man, Brady often precedes his comments 

with a short, barking laugh. “It taught me how long research takes.”5 

After graduating from medical school, he accepted an internship and 

then a two-year fellowship at the University of Pennsylvania, where he 

studied under Samuel Gurin, a biochemist researching the body’s lipid 

system and its relationship to heart disease. Gurin would later consult 

closely with scientists at Merck and Company as they developed lovas-

tatin, the first cholesterol-lowering drug. After the Korean War started, 

Brady was called up and given a choice. They wanted the draftee to run 

a clinic at the Navy Medical Research Institute in Bethesda. But if he 

wasn’t interested in research, he could report to a base hospital on an 

island in the South Pacific. He chose Bethesda. NIH, which had just thir-

teen hundred employees at the end of World War II, was expanding rap-

idly in the postwar years. Congress created a new institute almost every 

year. Brady began spending his nights and weekends working on exper-

iments at the National Institute of Neurological Disorders and Blindness. 

When that war ended and he received his discharge, he joined its staff, 
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where has remained ever since (Blindness having been replaced with 

Stroke at the institute). 

Noting his prior experience at Penn, the director put him to work 

studying lipids (the insoluble fatty parts of cells) in the brain and nerves. 

But within a few years Brady gravitated to the disorders caused by excess 

lipid buildup in the body’s major organs. Many of the lysosomal storage 

disorders had been discovered in the late nineteenth and early twentieth 

centuries by scientists who gave them their eponymous names, but little 

was known about their causes. Did the body create too much of a par-

ticular lipid? Was it failing to break it down properly when cells died and 

were replaced? Was there a genetic defect—these diseases were all 

known to pass through families—causing them to make the wrong lipid-

dissolving enzyme entirely? Whatever the cause, the effects were dis-

heartening to see in the clinic. People with Gaucher disease, for instance, 

often had distended bellies from their enlarged spleens and livers, where 

an excess of a lipid called glucocerebroside wound up. It also wormed its 

way into bone marrow, and symptoms included anemia, bone pain, and 

a propensity to bleed uncontrollably and suffer bone fractures. Fabry 

patients built up lipids in the walls of small blood vessels, which led to 

unbearable pain in the feet and hands, kidney and heart failure, and 

almost always early death. The average life expectancy for a Fabry dis-

ease sufferer was forty-one years. 

Brady spent his first two decades at NIH unraveling the mysteries of 

these diseases. He eventually discovered that each disease was caused by 

a missing enzyme, which broke down the lipids in normal people. Some 

people were missing the enzymes due to either genetic inheritance or a 

mutation at conception. The first breakthrough came in 1964 when 

Brady and his team of scientists identified the missing enzyme for 

Gaucher disease. “It was a biochemical Rosetta stone,” he said. “Once 

we knew this was the basis of Gaucher disease, we had the key to all the 

single lipid storage disorders.” By the early 1970s, Brady’s team had done 

similar work on Niemann-Pick, Fabry, and Tay-Sachs diseases and other 

lysosomal storage disorders. They also worked on mucopolysaccharide 

diseases, where build-ups of jellylike sugars inhibit normal growth and 

mental development. “There are about thirteen of them and it was the 

same principle,” Brady said. “They don’t have enzymes to start the 

breakdown.” 

With much of the basic science under his belt, Brady turned to treat-

ment. “I started with a very simple concept. If this enzyme is not as 

active as it should be, can you purify it from some source and put it into 
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a patient to make him better? I wanted to try and purify glucocerebrosi-

dase [the missing enzyme in Gaucher disease] from some human source, 

to reduce the possibility of humans rejecting it when it came in.” One 

night, while out to dinner with the father of two children with Gaucher 

disease, it came to him in a flash. Why not human placentas? They were 

fresh tissues and would likely have higher than normal concentrations of 

the rare proteins. It took another half-decade to work out the procedure 

for purifying the enzyme from the placentas. Brady and a team of scien-

tists spent nights and weekends liquefying placentas with a hand-cranked 

grinder in the cold room next door to their lab. NIH would get a patent 

for the process in 1975.6 

Two years before the patent was granted, Brady and his team had 

enough enzyme to attempt their first clinical trial. But tests on several 

patients had spotty results, largely because they didn’t have enough 

enzyme to maintain large enough doses over a long enough period of 

time. They also learned that something occurred to the enzyme during 

purification that made it difficult to absorb. It wasn’t getting into the 

cells that had built up excess levels of lipids.7 

Brady and his colleagues solved the first dilemma by seeking outside 

help in purifying the enzyme. They contracted with Henry Blair, who had 

worked at NIH with Brady but left to form the New England Enzyme 

Center at Tufts University Medical School in Boston. Supported solely by 

contracts from Brady’s lab, Blair set up a lab for large-scale purification 

and began collecting fresh placentas. In 1981, with NIH getting ready to 

move into larger clinical trials and biotechnology fever exploding all 

around him, Blair privatized his venture. He launched Genzyme, with the 

NIH contract as its major source of revenue. 

But just as the company was getting off the ground, the new venture 

stumbled. Animal experiments showed the enzyme wasn’t getting to the 

cells where the excess lipids were stored. Brady assigned several 

researchers to the problem, including Barranger and Scott Furbish, who 

later went to work for Genzyme. They discovered that the purification 

process stripped away the end of the enzyme that stuck to the lipid-

storing cells. So they developed a process for restoring the sticky end of 

the purified enzyme and gave it to Genzyme. The company was back in 

business. Over the next decade, Genzyme received nearly $10 million in 

contracts to produce the enzyme for NIH, giving the start-up company a 

major lift in its formative years. Blair eventually hired a young economist 

named Henri Termeer to run the firm. A 1992 study by the Office of 

Technology Assessment (OTA) estimated that at least a fifth of all the 
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direct research costs in developing enzyme replacement therapy for 

Gaucher disease was represented by that one government contract.8 

After solving the purification problem, Brady’s team moved on to the 

next logical step: discovering the gene. Harvesting placentas would 

always be a time-consuming and expensive proposition. Manufacturing 

the enzyme through the brand new recombinant methods of biotechnol-

ogy would be preferable. “Once we had this pure protein that worked, 

it was an impetus to have the gene in hand in order to make protein,” 

Barranger said. “If you had pure protein, and we were sure ours was 

pretty pure, you could fish out from expression libraries the [gene] 

sequences that corresponded to the protein.” It didn’t take them very 

long. Barranger and his colleague Edward Ginns identified the gene that 

produced glucocerebrosidase in 1984. (Ernest Beutler, now at the Scripps 

Research Institute in La Jolla, California, deserves credit for similar 

work, also NIH-funded, which he performed at the City of Hope in the 

early 1980s.) 9 They neglected to patent it. “In those days, you didn’t 

patent genes,” Barranger said.10 

While that work was going on, Brady focused on the clinic. With a 

properly targeted placenta-derived enzyme in hand, he asked the FDA 

for permission to use it on a patient. He didn’t have to go far to find one. 

Robin Ely Berman, an Orthodox Jewish physician from nearby Potomac, 

Maryland, had quit her practice to volunteer in Brady’s lab a few years 

earlier. Three of her six children had Gaucher disease, and four-year-old 

Brian was faring the worst. His overloaded organs had swollen his ab-

domen to several times its normal size. His desperate parents were about 

to have his spleen taken out. On a late December morning in 1983, the 

boy received the first of seven weekly treatments. “It was absolutely 

amazing. It was movie amazing,” she recalled. “Every week his stomach 

got smaller and smaller and smaller. He put on some weight. Then we 

ran out of enzyme. For another seven weeks, he got nothing. He went all 

the way back down to the bottom, which was absolutely agonizing and 

wonderful. Agonizing because you watched your kid get ill again. And 

wonderful because we realized the drug was having some effect.”11 

To do a full-blown first-stage clinical trial—which is designed to 

determine safety and proper dosing—Brady needed a lot more enzyme. 

NIH began pouring money into Genzyme to produce it. It took until 

1986 before they had stockpiled enough to begin enrolling patients. The 

clinicians in Brady’s lab eventually infused single doses of the drug into 

nearly two dozen patients at the NIH Clinical Center. Fearful of harming 

their already ill clientele, the government scientists at first provided 
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extremely low doses of the enzyme. It had no measurable effect. Finally, 

they infused eight patients—seven adults and one child—with a much 

higher dose. None of the adults showed any improvement, but the child, 

like the young Berman, showed a marked reduction in his lipid levels. 

Genzyme’s scientific advisory board, focusing on the effects in adults, 

wanted to cancel the program. But Brady convinced chief executive offi-

cer Termeer that the only problem was the dose. Termeer, with Robin Ely 

Berman in tow, began making the rounds of venture capitalists to raise 

money for a larger purification facility. She would show slides of her 

son’s miraculous (albeit short-term) recovery, and Termeer would make 

the pitch for cash. He raised $10 million to construct a plant that could 

produce enough placenta-derived enzyme to supply a long-running clin-

ical trial and support eventual commercial production.12 

Though Genzyme’s name was now on the paperwork at FDA, the 

company continued to rely on Brady’s team for the final clinical trial. A 

dozen patients were given biweekly treatments over a year’s time at NIH. 

The results at high doses showed adults clearing some of the excess lipids 

from their livers and spleens, just like the children had done in the ear-

lier tests. The FDA approved Ceredase—Genzyme’s trade name for 

placenta-derived glucocerebrosidase—in April 1991. The approval gave 

the company the exclusive rights to market the drug because it had been 

designated as an orphan drug, under a law signed by President Ronald 

Reagan in January 1983, which grants seven years of market exclusivity 

to newly approved drugs for diseases that affect fewer than two hundred 

thousand people. 

Getting drug companies to develop treatments for rare diseases has 

always bedeviled patient advocacy groups, which are often run by people 

like Robin Berman. When just several thousand or even a few tens of 

thousands of people suffer from a disease, most drug companies are 

unwilling to invest the time and money needed to come up with poten-

tial therapies. Even when most of the work on a rare disease—like 

Brady’s treatment for Gaucher disease—is done in an NIH-funded lab, 

drug companies often don’t want to get involved. There’s just not that 

much money in it. 

Conditions were worse before passage of the Orphan Drug Act. A 

survey of NIH in the early 1980s found there were more than one hun-

dred potential therapies for rare diseases languishing in its labs. But the 

scientists who had come up with them were usually more concerned 

with publishing their results in medical and academic journals than in 
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rushing off to get a patent. That put the intellectual property in the pub-

lic domain, available to anyone, so no drug company wanted to get 

involved. Why commercialize these so-called orphan drugs when another 

company could make it once it had been shown to work in patients? 

Several government panels highlighted the problem in the late 1970s, 

but legislation to create special incentives for drug companies went no-

where until a 1981 Los Angeles Times article sparked the interest of Jack 

Klugman, the star of television’s Quincy. He dedicated one of his shows 

to the woes of a Los Angeles youngster with Tourette’s syndrome. The 

problem of orphan drugs “was catapulted from an insider’s dialogue con-

ducted mainly in medical journals and federal offices to a nationally rec-

ognized tragedy.”13 Rep. Henry Waxman, a liberal California Democrat, 

introduced legislation in the next session of Congress to give industry spe-

cial tax breaks for research in rare diseases and a seven-year exclusive 

market for orphan drugs. Heavy lobbying by the newly created patient 

advocacy group, the National Organization for Rare Disorders (NORD), 

and another episode of Quincy showing hundreds of angry patients 

marching on the Capitol—a case of art substituting for reality—pushed 

the bill through the House and Senate and onto the president’s desk. 

The bill gave the orphan drug field a major boost. The number of 

companies, especially biotechnology start-ups, willing to get involved in 

investigating drugs for rare diseases shot up dramatically. The agency 

made grants to companies to work on orphan drugs and provided tech-

nical advice to small firms wending their way through the drug approval 

maze for the first time. It is tempting to say that the pump priming 

worked. By the end of 2001 there were 229 FDA-approved drugs and 

devices aimed at rare diseases, up from just ten when the law was passed. 

Hundreds more were in the drug development process.14 

But those incentives don’t really explain why so many companies 

became willing to pursue orphan drugs and stick with them through the 

long development process. The seven years of exclusivity under the new 

law was far less time than the twenty years of exclusivity granted by a 

patent, and, as it turned out, most of the new therapies were protected by 

patents. The extra tax breaks for companies working on orphan drugs 

didn’t mean much to start-ups that weren’t earning money. And the law 

hadn’t changed the size of the potential patient population for most of 

these drugs, which was still quite small. 

The real answer was much simpler: price. After Genzyme won FDA ap-

proval for Ceredase, it set a price on its new drug that set tongues to wag-

ging across the industry. The initial cost of Ceredase therapy, which didn’t 
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include the office visits for the twice-monthly infusions, was $350,000 a 

year for an average-sized male (the dose was weight-dependent). After a 

few years, when the build-up of lipids was under control, the dose could 

be reduced. But even the maintenance dose cost nearly $200,000 a year. 

The lives of Gaucher patients on enzyme replacement therapy—which 

they would need for the rest of their lives—became a constant scramble 

for insurance coverage. The company did provide the drug free of charge 

when people exhausted their benefits, but that left them without medical 

coverage for any other health problem. “Genzyme’s pricing is similar in 

its consequences to a policy in which patients are offered a lifetime sup-

ply of aglucerase [the generic name for Ceredase] in exchange for the 

value of their remaining insurance coverage,” the federal OTA study 

concluded.15 “There was no rationale for Genzyme’s high price. It was 

beyond belief,” said Abbey Meyers, the mother of three children with 

Tourette’s syndrome who has run NORD since its inception. “Ceredase 

was discovered and developed by the NIH.”16 Even Brady was shocked. 

“I was appalled it was that expensive,” he said. 

The outrage over the high price of Ceredase reached Capitol Hill 

shortly after the drug was approved. Rep. Pete Stark, the California 

Democrat, introduced legislation in the House to tax windfall profits 

generated through the Orphan Drug Act. Senators Nancy Kassebaum, a 

Republican from Kansas, and Howard Metzenbaum, a Democrat from 

Ohio, introduced similar legislation. Comparing Genzyme’s annual prof-

its, which in 1992 had already soared over $200 million, to the cost of 

developing the drug, which the federal study had estimated to be less 

than $30 million, Stark asked, “To stimulate research that we all desire, 

is it required that we pay any price? Is this sustainable if we are to attack 

more than one disease afflicting our population? Is this return necessary 

to stimulate subsequent research?”17 Writing in the Washington Post, the 

two senators said the Orphan Drug Act was designed “to provide incen-

tives for the development of drugs with small markets, drugs that would 

otherwise not be produced. Orphan drugs that are, in fact, of tremen-

dous commercial value don’t deserve—and were never intended to 

receive—seven years’ worth of protection from the price competition 

that would make them more affordable for victims of rare disease.”18 

Genzyme’s Termeer fired back in the pages of the Wall Street Journal. 
The marketplace will provide an answer, he declared. 

Since Genzyme developed Ceredase, other companies have jumped into 

Gaucher’s disease research. We are now competing with a company work-

ing on a variation of our drug, and two others are competing with us to 
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develop gene-therapy approaches. There could be as many as four or five 

treatments for Gaucher’s disease on the market within the next four years. 

If we hadn’t taken the first step, there would be no market and no addi-

tional research on the disease.19 

The published statement was not only disingenuous about who in-

vented the drug, but the company had already taken steps to ensure the 

promised competition never came to pass—at least, not for a long, long 

time. Using the unpatented gene uncovered by Barranger and others in 

Brady’s lab, Genzyme scientists in August 1991 applied for a patent on 

the recombinant manufacturing of glucocerebrosidase and its use in 

treating Gaucher disease, and three months later won orphan designa-

tion from the FDA for that form of treatment.20 They immediately put 

this new drug into clinical trials. The FDA approved it a little more than 

a year after Termeer predicted that intense competition was just around 

the corner. The new drug effectively precluded other firms from using 

biotechnology to develop alternatives until well into the twenty-first cen-

tury. And even though recombinant manufacturing meant the new drug, 

dubbed Cerezyme, cost far less to manufacture than placenta-derived 

Ceredase, the price to patients and their insurers didn’t change. 

Brady didn’t dwell on the exorbitant price tag placed on his therapy. 

Once Ceredase was approved, Brady turned his attention to the other 

lysosomal storage disorders. A quarter-century earlier, his discovery of 

the Gaucher enzyme defect had been the template for deciphering simi-

lar diseases. In 1991, with sales of Ceredase taking off, the senior NIH 

scientist traveled to Genzyme’s Cambridge headquarters to encourage 

the firm to use its cash flow from Ceredase to pursue enzyme replacement 

therapies for the other diseases. 

Fabry disease, though it probably struck half as many patients as 

Gaucher disease, had the harshest impact on patients’ lives. Youngsters 

often discovered they had it when they experienced shooting pain in 

their hands and feet while running or jumping. They didn’t sweat and 

couldn’t stand heat. By the time they were in their twenties, many Fabry 

sufferers found themselves in dialysis clinics and on kidney-transplant 

waiting lists. The downhill spiral ended in coronary heart disease, 

strokes, and heart attacks, usually by the time they were in their early 

forties. Many victims never knew the cause of their suffering. 

Brady’s visit to Genzyme didn’t go well. “I had a list of diseases they 

should address next, and Fabry was at the top,” Brady said as he reached 
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for one of the file cabinets in his cubbyhole office at NIH. “Ha! I can 

show you the slide [from his presentation]. If they didn’t know it before, 

they certainly knew it after I told them. Why they didn’t do something 

about it is their business.”21 In fact, Genzyme was quite aware of Fabry 

disease. As early as January 1988, the company had applied to the FDA 

for orphan drug status for an experimental drug called trihexosidase-

alpha, which was its name for the placenta-derived enzyme missing in 

Fabry patients.22 

Brady’s touchy relationship with Genzyme regarding Fabry disease 

was understandable. He had tried enzyme replacement therapy for a few 

Fabry patients in the early 1970s, but the Fabry enzyme was much harder 

to purify than the Gaucher enzyme so he had to put the project on hold. 

In any case, by the early 1990s the era of enzyme purification from nat-

ural sources was nearing its end. Genzyme was already in the process of 

switching to the recombinant form of the Gaucher enzyme. Any com-

pany that wanted to get involved in Fabry disease research was either 

going to make the missing enzyme through recombinant technology or 

try gene therapy, which was the hot new item in biotechnology circles. 

But recombinant manufacturing required a patent on the process of mak-

ing the enzyme from its gene, and Brady didn’t have it. 

The process for manufacturing the missing enzyme in Fabry disease 

belonged to Robert J. Desnick, the chairman of the human genetics 

department at Mt. Sinai School of Medicine on Manhattan’s Upper East 

Side. If Brady was the king of the lysosomal storage disease world, 

Desnick was its crown prince, towering over the rest of the small field’s 

roster of academic researchers. A 1971 graduate of the University of 

Minnesota Medical School, Desnick devoted his career to studying rare 

genetic disorders. By the early 1980s he had built a large department 

devoted to the disorders at Mt. Sinai in New York, where he moved 

because of its proximity to a large number of patients. Desnick, whose 

broad forehead and dark-knitted eyebrows command immediate respect, 

depended heavily on the government for support. For more than a 

decade, he received more than a million dollars a year from NIH to 

study Fabry disease, grants that lasted well into the 1990s, according to 

agency records. 

Like Brady, he helped train many of the leading clinicians in the field. 

Unlike Brady, he seems to have made numerous enemies along the way. 

Desnick turned down many requests for an interview, at first citing the 

ongoing clinical trials for his patented treatment for Fabry disease, and 

after they were concluded, his own desire to write a book on the subject. 
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But based on a half-dozen interviews with former colleagues, there can 

be no doubt that he engenders as much fear as respect from others in the 

field. “You can’t quote me; I have to make a living,” pleaded one former 

associate, “but he’s the emperor over there.” Meyers, the blunt-talking 

head of NORD, was more direct. “He’s not a good-hearted researcher,” 

she declared. “A lot of people discover genes and don’t patent them. 

They think scientific discovery belongs to science.”23 

The scientific name for the missing enzyme in Fabry disease is alpha-

galactosidase. Like Brady, Desnick had purified a small amount of the 

enzyme in the 1970s. He had even injected it into two patients, although 

his test trailed Brady’s by a couple of years. But he ran into the same 

problem as the senior NIH scientist. It was impossible to come up with 

enough enzyme to pursue effective therapy. By the early 1980s, recombi-

nant technology was making headlines, and Desnick immediately saw 

the possibilities. In August 1981, David Calhoun, a biochemist at Mt. 

Sinai, was taking a week off at his home in Leonia, New Jersey, when 

Desnick called. “Desnick asked me to talk to him about Fabry disease,” 

Calhoun said. “I knew how to sequence genes. His laboratory had no 

experience in that area. They were medical geneticists. They worked with 

lipids, grew cells in culture, and did enzyme assays. Nobody in that 

department had experience cloning and sequencing genes. It seemed like 

an interesting project to me. If we cloned, sequenced, and produced it in 

the laboratory, the gene product could be used therapeutically.”24 

Relying on graduate students in his and Desnick’s lab, Calhoun began 

searching for the gene that produced alpha-galactosidase. They experi-

mented with the probe technology then being used by commercial scien-

tists at Amgen and Genetics Institute to hunt for the erythropoietin gene, 

but eventually fell back on the traditional chemical means developed in 

the 1950s by the field’s pioneer, Frederick Sanger. Mary Jean Quinn, a 

doctoral candidate in Calhoun’s lab, logged long hours testing the results 

in thousands of test tubes as they mapped the enzyme’s genetic sequence. 

“I was standing there at the computer as she read me the final sequence,” 

Calhoun recalled. “We knew we had it.” They uncorked a bottle of 

champagne kept in the lab’s refrigerator for the occasion to celebrate the 

culmination of three years’ work. 

Unlike Barranger, the NIH scientist who had uncovered the Gaucher 

gene, Calhoun was very aware of the economic potential of his discov-

ery. The tectonic shifts in the world of biomedical research had reached 

Mt. Sinai. Calhoun, who’d received his academic training at the 

University of Alabama, wanted to jump on the plate moving toward 
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commercialization and private gain. But in the mid-1980s, Mt. Sinai as 

an institution wasn’t ready. The medical school hadn’t yet established an 

office dedicated to carrying out the 1980 Bayh-Dole Act, which encour-

aged universities to patent technologies developed in their labs so they 

could be licensed to commercial partners. “Even though I wanted to do 

it, there was nobody at Mt. Sinai to work with me,” Calhoun said. 

Instead, Desnick’s lab, with Calhoun as the lead author, described the 

gene in a paper published in the proceedings of the National Academy of 

Science in November 1985.25 Publication, according to U.S. patent law, 

starts the clock ticking on the year when authors can file for a patent. It 

passed without event. 

NIH continued pouring money into Desnick’s lab for Fabry studies. 

The senior scientist assigned Calhoun and a slew of other researchers the 

task of using the gene to develop a recombinant form of the enzyme. 

Yiannis Ioannou, a native of Cyprus who had come to New York to 

attend college, began his graduate studies in Desnick’s lab in 1986. He 

immediately went to work on the project, which would dominate the 

next eight years of his life. So would Desnick. “He had a very tight leash 

on everything,” Ioannou said. “He always bothered me. He likes to be 

on top of everything to the point where he could try and manage every 

small aspect of day-to-day activity that doesn’t necessarily need supervi-

sion.”26 Ioannou, perhaps because he was familiar with the rigid hierar-

chies of European universities, was able to deal with it. Others couldn’t. 

Calhoun left in 1987 to join nearby City College, where he began tinker-

ing with producing the Fabry enzyme from insect cell lines. 

Desnick’s lab, meanwhile, used the fast-replicating and long-lived cells 

from Chinese hamster ovaries (CHO cells), the technology developed at 

nearby Columbia, which by that time had become the standard method-

ology in the biotechnology field for recombinant manufacturing. Over 

the next few years, they refined their process, constantly comparing their 

manufactured enzyme to purified human enzyme and adjusting the 

process until their hamster-derived molecule came out almost the same. 

Even the slightest change in the sugars attached to the molecule could 

render it ineffective. In October 1990—right around the time Brady was 

concluding his Gaucher clinical trial—Desnick, Ioannou, and David 

Bishop, who was Desnick’s chief lieutenant in the lab, filed for a patent 

on a process for producing large quantities of the Fabry enzyme. They 

also claimed its use in treating the disease.27 Even before they filed for a 

patent, Desnick contacted the FDA and requested orphan drug status for 
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an investigational new drug he called Fabrase.28 It was granted on July 

20, 1990. 

Desnick was making all the right moves. He had closely followed 

Brady’s work with Genzyme and Ceredase, which was nearing FDA 

approval. Mt. Sinai had one of the largest Gaucher patient populations 

in the world, and Desnick was their primary care physician (although he 

usually saw them only once and then turned their care over to clinicians 

on his staff).29 Desnick’s work on Fabry disease, which Brady had put to 

the side while pursuing Gaucher therapy, gave his lab a lock on the right 

to make the drug recombinantly. Indeed, all the pieces were in place for 

taking Desnick’s Fabrase into clinical trials. All he needed was a com-

pany willing to do it. 

Clinical trials on CHO cell-derived alpha-galactosidase wouldn’t start 

for another seven years, even though Mt. Sinai received nearly a half-

million dollars from the FDA’s Orphan Drug Development office be-

tween 1990 and 1992. Desnick and officials at Genzyme, which eventu-

ally licensed his invention, were not willing to talk about the long delay. 

Frank Landsberger, who launched Mt. Sinai’s technology transfer office 

in 1992, recalled that Desnick’s demands complicated the negotiations 

with Genzyme, which dragged on for several years. “There were discus-

sions about the licensee paying to have research done at Mt. Sinai. 

Desnick wanted to do some of the research at Mt. Sinai, certainly the 

clinical trials. . . . You have a conflict of interest—this is a generic prob-

lem in the industry—because Desnick would benefit financially from the 

outcome of the clinical trials,” he said.30 With those negotiations moving 

slowly, Desnick and Landsberger approached other firms. Desnick on his 

own initiative talked to Genetics Institute, which, despite the Gaucher 

example, turned him down.31 

Landsberger approached Transkaryotic Therapies Inc. (TKT), a small 

biotechnology firm that was also in Cambridge. Harvard-trained 

Richard Selden had launched TKT in 1988 and shortly thereafter issued 

press releases stating it was experimenting with gene therapy cures for 

Fabry disease. TKT became a logical target for Landsberger’s efforts. 

But the struggling start-up wasn’t willing to meet Desnick’s demands, 

and talks broke off after two years of negotiations.32 

Desnick and Genzyme finally cut a deal, but Fabry treatment was 

hardly a high priority at the firm. In 1994, for instance, the company 

spent $55 million or nearly a quarter of its revenue (which was mostly 

from Ceredase sales) on research. But in the rare disease arena, its target 
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was cystic fibrosis, a genetic disease of the lungs that had ten times as 

many potential patients as Fabry disease. It also sought a toehold in the 

mainstream of medical markets by developing nonscarring products for 

postsurgical tissue repair. At the time, financial analysts lauded the move 

as a much-needed effort at diversification. Instead of making Fabry dis-

ease a priority, the company gave grants to Desnick and Mt. Sinai, ex-

pecting them to carry the ball. 

With Genzyme now their main revenue source instead of NIH, 

Desnick and his team launched a full-scale effort to cure mice. They 

spent two years developing a strain of mice with Fabry disease, and then 

treated them with the enzyme. The work was largely done by graduate 

students. “I had three or four people working full time on the mouse 

studies, generating data, trying to figure out what would go into the 

IND [investigational new drug application],” Ioannou said. “There was 

no question who we were working for. We got to publish our results, and 

they [Genzyme] got to use them to go to the FDA.”33 The leisurely pace 

seemed to suit everyone involved, except, of course, Desnick’s Fabry 

patients, who had no idea what was going on inside their physician’s lab. 

Brady, without a patent and cut off by the firm that had brought his 

Gaucher treatment to market, was hardly ready to throw in the towel. 

NIH had its own Fabry patient population, and the number of re-

searchers and clinicians abandoning Desnick’s ship was growing rapidly. 

He first linked up with City College’s Calhoun, who in 1991 earned a 

patent for producing alpha-galactosidase from insect cells. Calhoun was 

already working with a small company called Orphan Medical of Min-

netonka, Minnesota. They would produce the enzyme, while Brady 

would conduct the clinical trials. But the start-up company stumbled as 

it clambered up the learning curve of recombinant manufacturing. 

Desperate for a capable partner, Brady called Calhoun and told him 

he wanted out. He had been approached by Selden of TKT, who wanted 

to start Fabry disease clinical trials. The offer came totally out of the 

blue. Brady knew TKT was interested in Fabry disease. But the company 

had been pursuing treatments that relied on gene therapy, not enzyme 

replacement. But in the early 1990s, Selden’s firm had stumbled onto an 

exciting discovery. TKT had learned how to produce proteins by turning 

on inactive human genes in cell cultures outside the body, a process he 

called gene activation. If allowed by the patent courts, the humanized 

process posed a threat to every biotechnology product on the market 

since the existing products were all made from animal cell lines. 

Selden didn’t look the part of a man who wanted to overturn the 
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entire biotechnology field. Sitting at a small table in one of Cambridge’s 

old brick industrial buildings between Harvard and MIT that have been 

turned into biotechnology laboratories, he struggled to explain the com-

plicated process of gene activation to a visitor. Though still in his early 

forties, his curly red hair was already half gray and receding rapidly. He 

wore topsiders and casual slacks. His knit tie dangled at half-mast. 

Since every cell contains every gene, every cell has the potential to 

make any protein, Selden explained. But in any particular cell, only some 

genes are turned on. The insulin gene, for instance, is only turned on in 

the pancreas, not in the brain. Each gene has sequences that keep the 

gene either turned on or off, depending on where it is in the body. TKT 

researchers had come up with a way of taking the sequences that turned 

on a particular gene from active cells and splicing them into other, fast-

growing human cells, which could then be cultured en masse outside the 

body to produce whatever protein the turned-on gene expressed. 

Biotechnologists would no longer be dependent on hamsters or insects to 

produce proteins. They could now use human cells. 

“There are several advantages,” Selden said. “It’s much more efficient 

in terms of a production system than working with conventional tech-

nology. You’re ending up using the gene in its natural location with all 

of the synthesis machinery that is supposed to be involved in the first 

place,” he continued. “The second thing is that many genes are really too 

big to manipulate in the conventional approach. You can use this method 

to make enormous proteins that are difficult to manufacture. But prob-

ably the most important thing is that the proteins that come out have the 

potential to be more effective.”34 

By 1995, TKT had used gene activation to produce alpha-galactosidase. 

Selden immediately called Brady to see if he would run the young com-

pany’s clinical trials. “I felt and feel to this day that Dr. Brady is the 

leader in this field,” Selden said. “He has done a phenomenal amount of 

work since the 1950s to understand Fabry’s disease and other diseases as 

well. It was an honor when Brady said yes. When I was in college, he was 

somebody I looked up to.”35 In 1996, TKT and NIH signed a coopera-

tive research and development agreement (CRADA) to develop human-

derived alpha-galactosidase, a drug that TKT would soon call Replagal. 

In late summer, TKT raised $37.5 million in an initial public stock offer-

ing. The Securities and Exchange Commission (SEC) document revealed 

to the world that the upstart company was not only chasing gene therapy 

cures for Fabry disease—which was well known in Cambridge bio-

technology circles—but enzyme replacement therapy as well. It also 
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announced plans to start the first phase of clinical trials before the end of 

the year. 36 

The news sent shock waves through Genzyme and Desnick’s Mt. Sinai 

lab. In the spring of 1997, Genzyme for the first time mentioned in its 

annual filings with the SEC that it was in “ preclinical” research on Fabry 

disease. “To date, it has successfully produced the recombinant α-Gal 

enzyme in mammalian cells and has shown it can reduce lipid levels in the 

plasma and tissues of a Fabry mouse model. The development program is 

currently focused on producing sufficient quantities of enzyme for pilot 

clinical studies, which are expected to begin in late 1997 or early 1998,” 

the company said.37 A year later they revealed they were testing a new 

drug for Fabry disease dubbed Fabrazyme. 

The race was on. Two companies were chasing a therapy for a patient 

population that was no more than ten thousand persons worldwide. 

They both quickly leaped over the early safety and dosing hurdles. But 

then they faced a critical juncture. How should they design the final effi-

cacy trial that would be submitted to the FDA? Measuring improve-

ments from enzyme replacement therapy for Fabry disease was much 

more difficult than detecting them in patients with Gaucher disease. The 

lipid buildup in Fabry disease took place in the kidneys, heart, and brain, 

organs that were difficult to scrutinize without invasive and potentially 

dangerous biopsies. The reduction in spleen size in Gaucher patients, on 

the other hand, had been easily measured with magnetic resonance imag-

ing machines. Moreover, reduction in the intermittent pain that afflicted 

Fabry sufferers, a major potential benefit of treatment, could only be 

shown through a survey, which the FDA might interpret as a highly sub-

jective measure. 

TKT’s clinicians, led by Raphael Schiffmann at NIH, opted to mea-

sure pain reduction as the primary test of Replagal after lengthy negoti-

ations with the FDA. In 1999, the government lab enrolled twenty-six 

patients for the final study. The NIH clinicians also measured lipid levels 

in the blood as a secondary test of the new drug. Genzyme’s clinicians, 

meanwhile, led by Christine M. Eng, who worked in Desnick’s division 

throughout the 1990s before moving to Baylor University Medical 

School, chose lipid reduction in the kidneys as the primary measure. It 

was a more limited approach, but one that would more easily pass FDA 

muster if the agency was willing to accept a surrogate marker. Genzyme 

tested Fabrazyme on fifty-eight patients recruited from eight clinics in 

Europe and the United States, including Mt. Sinai. They also surveyed 

their patients to measure pain reduction. Both studies were double-blind 
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and placebo controlled—neither the patients nor the doctors knew 

which group was getting the real drug and which the placebo. Both 

lasted twenty weeks. 

The results, according to the academic literature, were extremely pos-

itive for both sides. Patients in the TKT test showed reduced pain and 

lower lipids in the blood compared to those in the placebo group. The 

Genzyme test cleared lipid deposits from the kidneys, heart, and skin, 

“the chief clinical manifestations of this disease.” There were major dif-

ferences between the drugs, however. The TKT/NIH team infused their 

patients for only forty minutes compared to four to six hours for patients 

in the Genzyme/Desnick trial. Moreover, TKT’s human-derived protein 

generated far fewer reactions and didn’t require premedication to curb 

them.38 

Did that make Replagal better? “TKT, by activating a gene in human 

cells, [has] raised the technology to the next level, the next step,” said 

Gregory Pastores, a physician who worked with Desnick for a decade 

before leaving Mt. Sinai in 1997 to join New York University, where he 

treats hundreds of patients for rare genetic disorders. He participated in 

neither company’s trial, although he has done work for both companies 

in the past. “It’s like cow’s milk and mother’s milk. We all feel instinc-

tively that there are advantages to mother’s milk.”39 

TKT beat Genzyme to the FDA, filing its license application on June 

16, 2000. Genzyme’s application followed a week later. 40 The larger com-

pany also tried to win the war in patent court. A month after filing with 

the FDA, Genzyme accused TKT of violating Desnick’s patent. Over 

their three decades of competition, Desnick had never beaten Brady on 

an issue of scientific or medical significance except in winning his Fabry 

patent. Here was his chance to play the trump card. But on December 17, 

2001, the U.S. District Court in Delaware dismissed the case. 

Less than six months after the two applications arrived at the FDA, Mike 

Russo discovered he had Fabry disease. A freelance journalist turned 

manuscript editor, Russo was always aware there was something wrong 

with him while growing up near Greece, New York. He didn’t sweat as 

a child. When he joined his high school golf team, he would have to beg 

off competing on hot days. “What’s the matter now,” his father, the 

coach, would ask. “It’s too hot,” Russo complained, even though it was 

barely past eighty degrees. He took up swimming instead. By his early 

twenties, doctors diagnosed high protein levels in his urine, a sign his kid-

neys weren’t functioning properly. His doctors took a wait-and-see 
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approach. He suffered periodic bouts of joint swelling and itchy skin. His 

doctors treated the pain with steroids. 

In late 2000, just past his thirty-fifth birthday, Russo received a Friday 

afternoon call from his nephrologist. The creatinine levels in his urine 

and blood were soaring, a sign his kidneys were beginning to fail. They 

had done some extra blood work. Could he come in Monday to discuss 

the results? “This is my life,” he said, and rushed over with his wife. 

They told him he had Fabry disease, “which we’re just finding out 

about.” Russo spent the weekend scouring the Internet to learn more 

about the rare disorder that was ruining his life. He learned that it was 

an X-chromosome genetic disorder. His mother had given it to him. His 

two daughters were carriers. He also learned that researchers had been 

working on the disease for a long time, and that clinical trials on a pos-

sible treatment were underway in Desnick’s lab in New York. He called. 

He wanted to get involved.41 

In 1991, the FDA had approved Ceredase for Gaucher patients just six 

months after the end of a clinical trial on twelve patients that lasted a 

year. Nearly a decade later—a decade that has seen several waves of 

drug-industry-driven liberalization wash over the agency—things had 

changed, but apparently not in favor of patients when they had two 

companies competing to treat their rare disease. Six months after TKT 

and Genzyme submitted applications, the regulators sent letters to both 

companies indicating their data was inadequate. Desnick assigned Russo 

to his follow-up trial. 

By late 2002, Mike Russo was an angry, frustrated young man. He 

had been fired from his job for poor performance about a year after he 

began taking time off every two weeks to go to New York City for his 

infusions. He was convinced he was on placebo, since none of his symp-

toms had improved. His kidneys were continuing their downhill slide 

toward a date with dialysis. While he waited, both drugs had been 

approved by the European Union (EU) and a half-dozen other countries. 

With two firms competing to sell in their market, the EU priced enzyme 

replacement therapy at $160,000 a year to start—substantially below the 

price Genzyme had placed on its Gaucher treatments. “They can get it in 

the Czech Republic but not here,” Russo said. “There are people out 

there who need it more than I do. Some of these people have died since. 

I don’t understand how other countries can get it approved so quickly, 

and the United States, where are you would think. . . .” His voice trailed

off.42 

A few months later, in January 2003, an FDA advisory committee, 
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whose recommendations are invariably followed by the agency, met over 

two days to consider the two drug applications. A parade of patients tes-

tified to the vast improvements in their lives—especially the reduction in 

pain—since taking the regular infusions of replacement enzyme. But the 

FDA examiners are rarely swayed by such emotional outpourings. They 

need numbers. The academics on the advisory committee questioned 

Genzyme’s assertions that lowering lipid levels would eventually improve 

patients’ health status. But in the end the committee gave an over-

whelming endorsement to the surrogate marker. 

The next day the same group came down hard on TKT’s data presen-

tation. The pain studies were not adequately controlled, and the com-

pany had not submitted enough data to show that Replagal had the same 

lipid lowering effect as Fabrazyme. The panel narrowly voted to send 

TKT back to do more studies, or to retest its slides to show the same 

thing that Genzyme had showed. “We shot for the moon,” Schiffmann, 

the NIH scientist in charge of the trial, moaned. “They were just smarter 

in their approach with the FDA.”43 Desnick had defeated Brady at last. 

The competition between Genzyme and TKT presented a startling new 

paradigm for orphan drug development, indeed, for all drug develop-

ment in the postgenome era. The U.S. Orphan Drug Law was premised 

on the idea that no one was interested in developing drugs for tiny mar-

kets. Commercial firms, it was believed, wouldn’t touch therapies devel-

oped in government labs or in universities that were either unpatented or 

protected by weak process patents. The law granted seven years exclu-

sivity to overcome that barrier. Of course, it never precluded another 

company from coming along and getting its drug approved for the same 

orphan disease if the manufacturer proved its drug was better. In fact, the 

FDA had twice withdrawn orphan status for interferon treatments for 

multiple sclerosis when superior versions came along.44 

The race to develop a Fabry treatment blew the old paradigm apart. 

Largely because of the high prices set on orphan drugs, two companies 

found it worth their while to pursue different versions of the same ther-

apy. In the years ahead, feisty start-up biotechnology firms like TKT will 

inevitably come up with even better and more innovative ways of build-

ing proteins and molecules. Will they be prevented from entering the 

market? As Senator Dole wrote in the early 1990s, the Orphan Drug Act 

was never meant to prevent competition. 

However, there are forces at work to frustrate the application of new 

technologies like Selden’s for decades. TKT would have never had a 
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chance to pursue enzyme replacement therapy if Desnick and his team 

had patented the Fabry gene in the late 1980s. But as the new millennium 

dawned, the days when scientists thought more about publication than 

patenting were long over. Across the country, companies and academic 

researchers ran gene sequencing machines overtime as they sought to 

stake their claims to the human genome. It was a great gene grab, the 

fencing of the human commons. And it was all made possible by 

machines whose invention—the subject of the next chapter—had come 

at taxpayer expense. 



3

The Source of the New Machine


Monday, June 26, 2000—Human Genome Day in the nation’s capi-

tal. The rhetoric inside the White House East Room rivaled the 

steamy weather outside as an ebullient President Clinton wel-

comed the three scientists who symbolized the race to complete the 

Human Genome Project: James Watson, the cantankerous geneticist who 

had codiscovered the double helix structure of DNA a half-century ear-

lier; Francis S. Collins, a gene hunter whose discovery of the cystic fibro-

sis gene a decade earlier had catapulted him into the front ranks of the 

nation’s genetic scientists and atop the massive federal program; and 

J. Craig Venter, the erstwhile government researcher who had launched 

Celera Genomics, a private firm, with the expressed intent of beating the 

government at its own game. 

The president first turned to Watson, who had kick-started the effort 

to map the genome in the late 1980s and more than any single individual 

was responsible for the government pouring $3 billion into the project. 

“Without a doubt, this is the most important, most wondrous map ever 

produced by humankind. . . . Thank you, sir,” the president said. Gazing 

toward the heavens, the president noted that Galileo had described the 

planets circling the sun as the language of God’s creation. “Today we are 

learning the language in which God created life. We are gaining ever 

61 
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more awe for the complexity, the beauty, the wonder of God’s most 

divine and sacred gift.”1 

Clinton then shifted gears. He downplayed the controversy surround-

ing the race to complete the genome. The personalities of the two men 

who epitomized the race reflected their funding sources. Collins, with a 

droopy mustache and quiet and avuncular speaking style, was a role 

model for self-effacing bureaucrats. He rarely spoke about his involve-

ment in the high-profile hunts for therapeutically significant genes. A 

physician by training, he preferred talking about the potential medical 

breakthroughs that might come from finding them. Collins rode to work 

on a motorcycle and played guitar in a pickup rock band. 

The flamboyant Venter had been a mediocre student and California 

surfing fanatic before his life was transformed by his experience as a 

medic in Vietnam. He returned to the United States as a serious science 

student, focusing on the technical side of scientific questions. He eventu-

ally turned to genomics, and by all accounts professed little interest in the 

eventual uses of the genomic information he had dedicated his life to gen-

erating. His meteoric research career was marked by his willingness to 

upset authority and challenge established wisdom. And he had the 

knack, which so many of his peers lacked, of generating media attention. 

He carefully cultivated an image of a bold scientist turned brash entre-

preneur. By the late 1990s, his face had graced the cover of numerous 

business magazines. His rivals in the government-funded program 

resented his ability to seize center stage. On the eve of his great triumph, 

one used the cloak of anonymity to brand him an “asshole,” an “idiot,” 

and an “egomaniac” in an unflattering New Yorker magazine profile.2 

But on this, the human genome’s unveiling day, Clinton proved he 

could gloss over bitter conflicts in science almost as well as in politics. He 

welcomed the grand compromise that had enabled the joint announce-

ment and praised both sides’ pledge to publish their results simultane-

ously and cooperate in the completion of the still-unfinished project. 

In a final comment, the president sought to reassure Wall Street, 

whose 1990s bubble was starting to burst. Three months earlier, the pres-

ident and British prime minister Tony Blair had sent biotechnology 

stocks tumbling when they seemed to suggest that they opposed patent-

ing the genes that were being uncovered by the Human Genome Project. 

This time, Clinton wanted to make sure that the volatile stock market 

didn’t get mixed signals as he outlined the tasks still ahead. It would take 

years of research to identify the genes in the three-billion-plus letters of 

the genetic code, the proteins they encode, and their cellular functions— 
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and then turn that knowledge into medical treatments. “I want to em-

phasize that biotechnology companies are absolutely essential in this 

endeavor,” the president said. “For it is they who will bring to the mar-

ket the life-enhancing applications of the information from the human 

genome. And for that reason this administration is committed to helping 

them to make the kind of long-term investments that will change the face 

of medicine forever.”3 

The president had neatly finessed the many controversies surrounding 

gene patents, which had swirled for more than a decade and were still 

being hotly contested at the Patent and Trademark Office (PTO). But the 

questions couldn’t be dodged a few hours later when the public and pri-

vate sector protagonists gathered at the nearby Capitol Hilton Hotel’s 

Congressional Room for a joint press conference. Unlike the semiprivate 

White House event, hundreds of reporters, researchers, and interested 

hangers-on filled the cavernous ballroom. Dozens of television cameras 

cast their glare over the crowd. The lineup on stage reflected the tensions 

in the room. Venter and his team from Celera Genomics sat on one side 

of the podium. Collins and the leaders of the government’s team, includ-

ing Watson, sat on the other. In a fitting gesture, Aristides Patrinos of the 

Department of Energy (DOE) presided. The energy agency, renowned for 

championing big science projects, had originated the idea of mapping the 

human genome. To avoid a public spat in its final hours, Patrinos had 

gotten Collins and Venter together in his Rockville townhouse where, 

over pizza and beer, they finally agreed to the joint announcement.4 

Collins, speaking first, sought to dismiss the notion there had been a 

competition between the two teams. “The only race we’re interested in 

discussing today is the human race,” he said, “and we want them to be 

the winners.” But Venter exuded the same feistiness that had put him at 

odds with the genome’s establishment for most of the previous decade. 

He spent much of his opening presentation heaping praise on Mike 

Hunkapillar, the president of the company that had put Celera in busi-

ness. In 1998, Applied Biosystems, a small machinery maker headquar-

tered in an industrial suburb south of San Francisco, introduced the 

advanced gene sequencing machine that made rapid completion of the 

human genome possible. Hunkapillar then recruited Venter to run a new 

subsidiary—Celera, named after the Latin word for speed—that used 

the machines to complete its own version of the genome. Venter claimed 

it was only Hunkapillar’s willingness to sell the three-hundred-thousand-

dollar machines—known as the ABI Prism 3700—to the half-dozen uni-

versities and institutes on the public-sector side that enabled the public 
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sector to compete at all. “This is a triumph for new technology, assem-

bling the genome with computers that did not exist two years ago,” he 

said. “It enabled this small team of scientists to do in a few years what it 

was previously thought to take fifteen years and thousands of scientists.” 

Proof of his company’s goodwill came from the fact that Applied Bio-

systems had been “willing to make these same machines available to the 

public program.” On this penultimate day, however, Hunkapillar was 

home with the chicken pox and could not be present to revel in a success 

story that was largely his. “I said if he came, he had to sit on the public 

side,” Venter finished to loud guffaws.5 

The laughter only came from one side of the room. The Applied 

Biosystems (later Applera) business plan was still sending shock waves 

through the scientific community. The company wanted to turn Celera 

into the Microsoft of the gene-hunting world, selling its version of the 

human genome to private or public gene hunters through a proprietary 

computer program. 

But the first reporters to jump to the microphones weren’t interested 

in the corporate source of Venter’s new machines, nor his business plans 

(which had already made him a millionaire many times over). They 

wanted to know where both sides now stood on the issue of gene 

patents. The PTO planned to issue new guidelines by the end of the year, 

and officials at that obscure yet critical government agency were indi-

cating they wanted to make it more difficult to patent genes. In the past, 

a simple definition of the amino acid sequence of a gene and the protein 

it expressed, coupled with some vague connection to a disease state, was 

sufficient to get a patent. Now, the PTO wanted “substantial, credible 

utility” to meet the statutory test that a patent be both innovative and 

useful. In layman’s terms, the PTO seemed to be suggesting it wanted 

gene hunters to spell out exactly how the protein it expressed was in-

volved in a disease before issuing a patent. 

The National Institutes of Health (NIH), which ran the government 

gene hunting program, had vacillated on the issue of gene patenting 

over the previous decade. In 1980, the Supreme Court, in Diamond v. 
Chakrabarty, had opened the door to patenting life forms when it vali-

dated a patent on an oil-eating bacteria produced by a subsidiary of 

General Electric. Over the next decade, the PTO awarded a few gene 

patents to private companies or university researchers, but their thera-

peutic use, in the jargon of the patent office, their utility, was known. In 

1991, though, the floodgates opened. The move to wider gene patenting 

was triggered, ironically enough, by then NIH director Bernadine Healy. 
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The agency’s office of technology transfer pursued patents on the first 

genes—really just segments of genes called expressed sequence tags 

(ESTs)—that had been uncovered by the nascent Human Genome Proj-

ect. The inventor was none other than Venter, who at that time was still 

at NIH. Speaking later about his first patent application for an EST, 

Venter admitted that he had “no idea what it does.”6 The application 

kicked off a firestorm of controversy that raged across the pages of sci-

ence magazines and set off an arms race among profit-seeking researchers 

and companies like Human Genome Sciences and Incyte Genomics, 

which began seeking patents on genes whose functions were still 

unknown. “The NIH proposal for patents is only an extreme example of 

a widespread practice in biotechnology that seeks to control not discov-

eries but the means of making discoveries,” Thomas D. Kiley, an attorney 

and director on several biotechnology ventures, wrote in Science. “Patents 

are being sought daily on insubstantial advances far removed from the 

marketplace. These patents cluster around the earliest imaginable obser-

vations on the long road toward practical benefit, while seeking to con-

trol what lies at the end of it.”7 

Under Harold Varmus, who was Clinton’s appointee to run NIH, the 

government largely got out of the gene patenting business. In testimony 

on Capitol Hill throughout the 1990s, Varmus repeated the concerns of 

scientists who feared that vague gene patents would hamstring future 

research. The patents would discourage investigators driven by curiosity 

and not monetary gain, or they would burden them with either unrea-

sonable fees or unnecessary paperwork when using those genes in future 

research. Varmus saw cloned fragments of DNA as research tools, whose 

patenting “changed the conduct of biomedical research in some ways that 

are not always consistent with the best interests of science,” he testified. 

It has promoted the creation of sometimes aggressive and usually expensive 

offices at many academic institutions to protect intellectual property and 

to regulate the exchange of biological materials that would at one time 

have been freely shared among academic colleagues. It has encouraged 

some companies to make protected materials and methods available to 

the investigators under terms that seem unduly onerous. . . . It has fostered

policies that have inhibited the use of new scientific findings, even in the 

not-for-profit sector, and has reduced open exchange of ideas and materials 

among academic scientists.8 

Collins, codiscoverer of the cystic fibrosis gene in the late 1980s, 

knew firsthand how uncovering a gene was only the first step in the long 

process of understanding how a disease worked. He laid it out for 
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reporters on Human Genome Day. “NIH has been concerned about an 

alternative approach where you attempt to apply patent protection to 

genes whose function is not determined,” Collins said. “That’s why the 

public project places all its information on the internet every twenty-

four hours. It will take decades for everyone to figure out what this 

information . . . is, and [public disclosure] is the best way to ensure that 

happens.”9 

But those complaints from NIH and NIH-funded scientists had little 

influence on private firms, many of which were run by scientists who 

were once on public payrolls. Venter knew the scientific arguments 

against gene patenting, but he also knew that Celera was filing patent 

claims on hundreds of genes every month. The strategy suggested the 

company’s long-term plans called for it getting into drug development, 

and its first priority was staking its claims during the gold rush as the 

mother lode of genetic information emerged. “New therapeutics like 

human insulin are only available to patients because Genentech and Eli 

Lilly and Company got a patent to the human insulin gene,” Venter 

declared at the press conference. “Patents are a key part of the process of 

making sure that new therapeutics are made available to the American 

public.” 

Wall Street was paying close attention to the squabbling over gene 

patents. In March, Clinton and Blair’s comments had sent Celera’s stock 

tumbling from its bubble-inflated $234-per-share high down to around 

$70. Venter told reporters then that he wanted a strict test for gene 

patents. “If patents have the word ‘like’ in the title [as in this protein or 

gene is like others that are involved in treating a disease], [then the com-

panies] got it from a quick computer search.”10 In June, he repeated 

those sentiments again. “You have to know what the use will be in ther-

apeutics,” he said. “We think that bar should be very high. The phar-

maceutical industry does not want early patents.” 

Though the simmering controversy over gene patents dominated the 

press conference, it was largely forgotten by the time reporters sat down 

to write their stories for the evening news and the next day’s papers. The 

coverage either repeated the president’s laudatory rhetoric or emphasized 

the race (“Private firm and public project finish remarkable achievement 

in a dead heat,” blazed the Los Angeles Times, covering both bases).11 

Collins and Venter donned white lab coats to pose for the cover of Time, 

and made the rounds of television talk shows to proselytize the public on 

the profound significance of publishing the equivalent of five hundred 

thousand pages of the letters A, C, G, and T, which are the symbols of 
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the four nucleotide bases that make up the genome. Only insiders—the 

gene sequencers, the researchers, the patent lawyers, the drug and 

biotechnology companies, and the handful of reporters who closely fol-

lowed their actions—knew that the real story of the Human Genome 

Project was about to begin. What did the genes identified in the Human 

Genome Project do and how did they interact? Who would get to lay 

claim to those genes and on what basis? How would those claims affect 

future research? And how would they affect the cost of any medicines 

based on their protein interactions? 

Pondering those troubling questions, I got up to leave the Hilton ball-

room. As I moved toward the exit, a lonely public relations man from 

DOE pressed a one-page press release into my hands. In the early 1980s, 

it had taken researchers—whether they were at NIH or biotech startups 

like Amgen and Genetics Institute—about two years to find a gene. Now, 

with Mike Hunkapillar’s fabulous new machine, it took about two days. 

DOE wanted people to know who had developed the technologies inside 

the machine that made rapid sequencing, not to mention widespread gene 

patenting and Celera, possible. Contrary to Venter’s statements at the 

press conference, it wasn’t Applied Biosystems. 

The moment in 1953 that Watson and Crick published their theoretical 

model of the double helix structure of DNA, scientists began a quest to 

unravel its content. The model showed each chromosome’s long strand 

of DNA is shaped like a twisting ladder whose rungs are made up of two 

of four possible chemical bases—adenine, cytosine, guanine, and 

thymine or A, C, G, and T. They are arranged in matching pairs. A is 

always linked to T, and C is always linked to G. The DNA strand is also 

divided up into genes, which run anywhere from a few thousand to tens 

of thousands of base pairs in length. Before the genes express proteins, 

which actually do the work of the body, they go through a two-step 

process. First, the bonds of a gene’s base pairs separate, and each half 

gathers up loose bases in the cell to makes a mirror-image of itself. This 

newly made reversed half (called messenger RNA) then penetrates a 

protein-making factory called the ribosome, where it gathers up match-

ing amino acids. The end product of this molecular square dance is an 

independent protein capable of doing the cell’s work. 

During the 1950s, Frederick Sanger of Cambridge University in 

England, who was hunting for the chemical structure of insulin, devel-

oped a chemical process for identifying the order of bases in an expressed 

protein. That work won him the 1958 Nobel Prize. He repeated the trick 
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in the 1970s when he came up with a chemical method of identifying the 

order of bases in DNA. His methods depended on the DNA replication 

process, which takes place one base at a time along the inside of the lad-

der. He found four chemicals that acted just like A, C, G, and T in that 

they bound to their opposite mate. But unlike the real bases, these “ter-

minator” bases halted the replication process. By tagging his terminators 

with radioisotopes that could be read on X-rays, Sanger had his tool for 

mapping genetic sequences. In an autobiographical article published 

years later, Sanger praised the Medical Research Council—Britain’s 

equivalent of NIH—for its farsighted support of his research over many 

decades. “I was not under the usual obligation of having to produce a 

regular output of publishable material, with the result that I could afford 

to attack problems that were more ‘way out’ and longer-term.”12 He 

wasn’t alone. On the other side of the pond in the New World’s Cam-

bridge, Allan Maxam and Walter Gilbert of Harvard University discov-

ered an alternative method. They found four chemicals that broke apart 

DNA at the four different bases, thus giving scientists another way of 

mapping its genetic code. 

Using chemical methods to decipher DNA was slow, tedious work. 

Graduate students or technicians would mix reagents in tiny wells filled 

with droplets of fluid, and then spend hours pouring over X-rays. It was 

hardly a recipe for keeping the best and brightest in the field. The 

California Institute of Technology was one of the few schools interested 

in the problem. In the late 1960s, CalTech molecular biologist William J. 

Dreyer had worked with Beckman Instruments to develop an automatic 

protein sequencer using Sanger’s original chemistry. The school quickly 

emerged as the academic leader of the small field dedicated to sequenc-

ing machinery. They built a machinery fabrication shop for developing 

prototype machines and developed a corps of sixty-five to one hundred 

(the higher number during summers) of young faculty, postdoctoral fel-

lows, graduate students, and technicians who were interested in looking 

at the pressing problems of molecular biology through the prism of 

machinery. 

By the end of the 1970s, the lab was focused on two major projects: 

automating gene sequencing; and improving the existing line of protein 

sequencing machines, which were manufactured by Beckman Instru-

ments. Leroy Hood, who had been a quarterback on a state champi-

onship football team in his native Montana before earning his doctorate 

at CalTech under Dreyer, led the charge on DNA sequencing. Hood also 
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held a medical degree from Johns Hopkins School of Medicine. His 

expertise was in immunology and fundraising. Well-established compa-

nies like Baxter-Travenol, Monsanto, and Upjohn, as well as the foun-

dation run by Arnold Beckman, the chairman of Beckman Instruments, 

made major grants to CalTech’s efforts.13 Virtually all of the postdoctoral 

researchers in the lab worked on NIH grants. The National Science 

Foundation gave the university $1.8 million in 1985 specifically to de-

velop a DNA sequencing machine. The foundation even joined CalTech 

for the 1986 press conference where the first machine was unveiled.14 

But it was the team that wanted to improve protein sequencing ma-

chines that scored first. The team was led by Mike Hunkapillar, a gradu-

ate of a small Baptist college in Oklahoma who had gotten his doctorate 

at CalTech in 1974. When Hunkapillar threatened to return home in 

1976, Hood convinced him to stay put by placing him in charge of the 

protein sequencing project. Over the next five years, Hunkapillar and his 

colleagues at CalTech developed a prototype protein sequencer that was 

faster and required less material than the previous generation of machines 

developed under Dreyer. When Hood tried to interest Beckman Instru-

ments in licensing the new machine, the company’s middle managers 

demurred. They didn’t believe that piling on additional development 

expenses made sense when the company already dominated the market. 

Several other large equipment makers also rejected Hood’s overtures.15 

The exploding venture capital market for start-up biotechnology com-

panies rode to their rescue. In 1981, a group of venture capitalists in the 

San Francisco Bay Area recruited several top managers from Hewlett-

Packard to form a start-up company called Applied Biosystems to build 

new tools for the emerging biotechnology industry. It licensed the 

CalTech technology, and in the summer of 1983, just a year after starting 

development work and with still only sixty-five employees on its payroll, 

the company brought its first protein sequencing machines to market. 

Sales of the superior product immediately took off. Applied Biosystems’ 

machines largely displaced Beckman in the market to the consternation 

of its namesake chairman, whose philanthropy had helped launch the 

competition. The start-up was also immediately profitable—not because 

of the machine’s price tag, which was $42,500, but from the $3,600 every 

machine generated every month in chemical and reagent sales. Selling 

sequencers, it turned out, was like selling razors. The big money was in 

the blades. That summer, the new company raised $18 million in an ini-

tial public offering and Hunkapillar quit academia to join the firm.16 
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Before he left, Hunkapillar and two postdoctoral fellows studying at 

CalTech on NIH grants, Henry Huang and Lloyd M. Smith, began zero-

ing in on gene sequencing. Sanger’s original scheme for reading the gene 

fragment sequences had relied on attaching radioactive trace elements to 

his chain terminators. Exposing the fragments to X-ray film allowed 

researchers to read the length of each fragment, but the labor-intensive, 

eye-straining process was prone to human error. The three men eventu-

ally hit on a solution. They attached colored dyes to the chain termina-

tors that could be read by a laser. Huang, who left CalTech in 1982 to 

begin his teaching career at Washington University in St. Louis, later 

claimed he was the one who came up with the idea of attaching different 

colored chemical dyes to the DNA chain terminators, and then sending 

the negatively charged fragments down a capillary tube using elec-

trophoresis. Since the speed of the fragments as they traveled down the 

tube would be determined by their weight and length, the order in which 

they came off the end of the line—which would be read by a color-

sensitive laser attached to a computer—would provide an accurate read-

out of the fragment’s genetic sequence.17 

Shortly after Huang left the lab, Smith realized his colored dyes 

weren’t bright enough for even the best lasers. He spent the next two 

years searching for better fluorescent dyes that could be attached to the 

chain terminators. The CalTech team also had trouble getting the DNA 

fragments to flow evenly through the tiny capillary tubes. They switched 

to a gel sandwiched between two glass plates, and eventually put sixteen 

lanes on a one-by-two-foot slab. Each run took twelve or more hours, so 

a single machine could only measure sixteen fragments of DNA, each 

about five hundred bases in length, in a day. The technology was licensed 

by Applied Biosystems in 1986, and a year later the first sixteen-lane 

slab-gel gene sequencer hit the market. Over the next decade, the com-

pany made gradual improvements to the technology, eventually putting 

a forty-eight-lane machine on the market with small improvements in the 

run times. They cost one hundred thousand dollars. 

In the late 1990s, the federal government launched an investigation 

into the funding behind the technologies inside the original gene sequenc-

ing machines. The government believed NIH- and Medicare-funded clin-

ics that had purchased the machines should have been charged less 

because of federal sponsorship of their development. Top officials at 

CalTech, which received royalties from sale of the machines, denied that 

government grants were instrumental in their work. But Smith recalled 

that the lab would not have been able to complete its work without gov-
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ernment help. “The whole environment of the lab was permeated with 

federal funds,” he said.18 

CalTech’s first gene sequencing machine helped provide the impetus to 

the academic biologists and the scientists inside the federal bureaucracy 

who were pushing the idea of mapping the three-billion-plus bases of the 

human genome. Robert Sinsheimer, a biologist and chancellor of the 

University of California at Santa Cruz, had planted the seed in 1985 

while scrambling to come up with a government- or foundation-funded 

big science project to put his university on the map. He organized a 

meeting on the West Coast that attracted many of the leading lights of 

the field, including Watson, Hood, and Gilbert. At the start of the 

decade, Gilbert, who had already won the Nobel Prize for his work on 

sequencing, had shocked the academic world when he left Harvard to 

run Biogen. But he was ill-suited to the world of biotech start-ups, as his 

run-in with Eugene Goldwasser attested, and he returned to his teaching 

post two years later. 

Gilbert and Watson gave the nascent genome project the media cachet 

it needed to gain traction in Washington, and Gilbert emerged as a main 

spokesman. Gilbert claimed that mapping the human genome was the 

holy grail of human genetics, and “an incomparable tool for the investi-

gation of every aspect of human function.” Virtually every major re-

searcher in the field signed on to the quest. Gilbert, in a fit of back-of-

the-envelope prescience, also gave the project its estimated cost: about 

$3 billion, or $1 for every letter of the genetic code. “The Grail myth 

conjured up an apt image,” said Robert Cook-Deegan, the historian of 

those early years of the project. “Each of the Knights of the Round Table 

set off in quest of an object whose shape was indeterminate, whose his-

tory was obscure, and whose function was controversial—except that it 

related somehow to restoring health and virility to the Fisher King, and 

hence to his kingdom.”19 

There were a number of scientists in key government agencies who 

were ready to listen. Indeed, the roots of the government’s involvement 

in the Human Genome Project can be traced to the original government 

big science project: the building of the atomic bomb. In the immediate 

postwar years, the Atomic Energy Commission emerged as a major sup-

porter of genetics research in its efforts to develop ways to counter radi-

ation sickness. It was, for instance, the original supporter of Gold-

wasser’s search for erythropoietin. By the mid-1980s, the agency, now 

part of DOE, was still involved in the long-term study of Japanese atomic 
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bomb survivors. Other agencies of the federal government were grap-

pling with the public policy implications of inherited genetic mutations 

caused by exposure to carcinogens like Agent Orange, environmental 

toxins, and low-level radiation. 

Charles DeLisi, a former genetics researcher at the National Cancer 

Institute, pulled together these various strands of genetic research. Shortly 

after becoming head of DOE’s Office of Health and Environmental Re-

search, DeLisi read a 1986 Office of Technology Assessment report enti-

tled “Technologies for Detecting Heritable Mutations in Human Beings,” 

which included a long section on the new sequencing machines. He imme-

diately saw that the new machines would make a large-scale project ded-

icated to DNA sequencing feasible. He set the bureaucratic wheels in 

motion to get it funded. 

By mid-1986, DeLisi had a memo on the desks of all the top officials 

of DOE, outlining the biological equivalent of a ten-year moon shot. The 

first half-decade would be devoted to three simultaneous projects: map-

ping all the human chromosomes that contained the genes that would be 

eventually sequenced; developing better machinery for sequencing them; 

and developing better computers and computer programs for analyzing 

the data. Phase II of the project—the actual high-speed sequencing— 

could then be implemented. DeLisi was well aware of the technical lim-

itations of the existing sequencers developed in Hood’s lab. He knew it 

would take better machines to complete the project in a reasonable time 

frame and at a reasonable cost. Given the time it would take to develop 

better machines, his original memo estimated the overall project would 

take at least a decade or more. 

By the end of 1989, Congress had signed off on the Human Genome 

Project and created a new agency inside NIH run by James Watson. (He 

would leave in a huff two years later after opposing NIH’s endorsement 

of gene patenting.) Though DOE would eventually be shunted off to the 

side in the bureaucratic maneuvering, the two agencies published a joint 

five-year plan in April 1990. It was remarkably similar to DeLisi’s origi-

nal memo. The projected completion date was initially set at 2005. The 

need to move beyond the existing machines dictated the snail-like pace. 

DOE took responsibility for the technology initiative aimed at revo-

lutionizing automated sequencing. “We needed better dyes, better en-

zymes, better constituents for everything going into sequencing,” recalled 

Marvin Stodolsky, a molecular biologist who moved to DOE from 

Argonne National Laboratory in 1985 to become part of the nascent pro-

gram. The agency advertised in scientific publications and attracted 
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thousands of proposals. Over the next decade, DOE granted nearly 

$1 billion to hundreds of scientists working on improving instrumenta-

tion technologies, about one dollar for every two spent by NIH on 

sequencing.20 

Smith, who left CalTech for the University of Wisconsin in 1987, 

remained a central figure as the technology evolved. In 1990, he pub-

lished papers outlining what would become the core concept behind the 

next generation of machines. He resuscitated the original idea of using 

ultra-thin capillaries for transporting the DNA fragments. This concept 

would eventually allow scientists to run ninety-six samples at a time (up 

from forty-eight on the slab-gel machines) and cut the cycle time (the 

amount of time it took the DNA fragments to run down the tubes) to 

two to three hours from the previous twelve hours. It was a tenfold 

improvement in the number of bases that a single machine could read in 

a day. The capillaries would also eliminate a major source of errors in the 

slab-gel system. In the old machines, the DNA fragments had a tendency 

to wander outside their lanes as they scampered down the glass plates, 

thus corrupting the readouts at the end of the line. 

Several problems needed solving before the capillary technology could 

be made practical. “The capillary work we did was not cost effective the 

way we did it,” Smith said. “We used a gel in the capillaries that was dif-

ficult to pour and left bubbles in the capillaries. What were you going to 

do? Throw them away every time? That was too expensive. So a lot of 

money from DOE and NIH went into creating polymer liquids to pump 

into the capillaries.” Barry Karger, a chemist at Northeastern University, 

eventually solved the problem. He came up with a liquid that could carry 

the microscopic genetic material through the tiny capillaries without 

ruining them.21 

Reading the fluorescent tags in this miniaturized environment was 

another major hurdle. That problem was solved by several scientists, 

including Richard Mathies of the University of California at Berkeley. He 

developed a new set of fluorescent dyes that when attached to the end of 

the molecules could be read by a laser that focused its beam on the inside 

of the capillaries. Norman Dovichi, a Canadian chemist at the University 

of Alberta, developed an alternative laser optics system that read the 

fluorescent tags the moment the molecules emerged from the capillaries. 

Publicly funded scientists weren’t the only ones working on the problem. 

Hitachi, the Japanese electronics giant that also had a biology instru-

mentation division, developed a laser-reading system that was identical 

to Dovichi’s. Applied Biosystems eventually licensed both. 
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By early 1996, DOE officials realized they had solved most of the 

technical puzzles. They asked Joseph Jaklevic at Lawrence Berkeley 

National Laboratory to use them to build a prototype machine. The 

national lab complex, which lines a winding roadway in the foothills 

behind the Berkeley campus, is best known as home for the nation’s first 

cyclotron. But by the mid-1990s, the demise of the Superconducting 

Supercollider Project had left many of its best scientists looking for alter-

native projects. Some focused on biology and earth sciences. “One of our 

funding managers at DOE said, ‘You’re engineers. Can you take these 

various ideas and get us moving toward a prototype? We want to get 

these into the hands of sequencers,’” Jaklevic said.22 

During a visit to his lab five years after making the first prototype, 

Jaklevic took me to a building on the far side of the complex. Once inside, 

I found myself inside a warehouse filled with what looked like old high 

school science experiments. The room’s tabletops and shelves held dozens 

of machines whose protruding wires, glass tubing, and metal housings 

gave no hint to their intended function. We eventually halted at a waist-

high table no larger than a bedroom end table with a small machine on it. 

Its interior contained an array of ninety-six copper-colored tubes, their 

combined width no greater than two fists butted together. A small laser 

sat above the array on a glide path. I immediately recognized the config-

uration. I had seen it two months earlier when visiting a nonprofit gene 

sequencing research institute outside Washington that contained dozens 

of Applied Biosystems’ Prism 3700 machines, the ninety-six-capillary gene 

sequencing machine that came out two years after Jaklevic built his pro-

totype. “There’s a lot of engineering that goes into making a machine that 

is reliable, that you can put in the box with an instructional manual and 

ship across the country,” he told me during my Berkeley visit. “But once 

you know someone has done it, it makes it a lot easier.”23 

By the time Jaklevic and his team finished building the prototype, 

Applied Biosystems—renamed PE Biosystems after being purchased by 

the Connecticut-based semiconductor equipment manufacturer, Perkins 

Elmer—wasn’t the only company pursuing advanced sequencing tech-

nology. Scientists from Mathies’s lab, working just down the hill from 

Jaklevic on the Berkeley campus, had linked up with Molecular Dynam-

ics of Sunnyvale. Its scientists also wanted to leapfrog Hunkapillar’s slab-

gel machine. “We made a presentation at a local biotech meeting in San 

Francisco and made contact with Molecular Dynamics,” the Berkeley 

chemist recalled. “I saw one of their corporate people. We made a visit 

and everything started clicking.”24 
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Molecular Dynamics teamed up with a relatively new company called 

Incyte Pharmaceuticals (later Incyte Genomics) to develop their new 

machine, which they eventually called the Megabase. Jingyue Ju, who 

had joined Mathies’s lab as a postdoc on a DOE fellowship, developed 

and patented a number of reagents used in the process. He licensed them 

to Molecular Dynamics, and by early 1997 they had their first machines 

up and running. In September, Ju, now an Incyte employee, stunned 

the gene sequencing world at a meeting held in Hilton Head, South 

Carolina. The annual meeting brought together the Human Genome 

Project’s leading players and was sponsored by the nonprofit research 

institute run by Venter, the Institute for Genomic Research, or TIGR. Ju 

presented the first data from the new Megabase machine. His presenta-

tion showed that, compared to the older machines, the new machines 

were capable of very large runs in very short periods of time with very 

few errors.25 “It was a stunning presentation, and it was clear to every-

body in the field that gel-based sequencing had no future,” said Roy 

Whitfield, chairman of Incyte. “That was the day that [Applied Bio-

systems] realized it had to start playing in this new field or its whole 

franchise would be lost.”26 

Several participants recalled that Hunkapillar made a hurried presenta-

tion later in the week. His sketchy briefing suggested to the audience that 

his firm was clearly behind in the race to develop a ninety-six-lane capil-

lary sequencing machine. Years later, Hunkapillar claimed his firm was 

already far along in the process. He cited the fact that the company had 

already come out with a single-capillary machine aimed at nongovern-

ment markets. The focus on a single-capillary machine was understand-

able. His company had always sold far more slab-gel sequencing machines 

to diagnostic labs that screened patients for inherited disorders and to 

criminal labs that processed DNA evidence than it did to government-

funded labs involved in the Human Genome Project. Under PE Biosystems’ 

leadership, Applied Biosystems’ in-house research staff focused on devel-

oping a single-capillary machine because that was what most of its cus-

tomers wanted. “The impetus wasn’t the Human Genome Project but our 

other customers,” Hunkapillar said. “We were selling to clinical diagnos-

tic labs and forensic labs. It was low throughput.”27 

Once kicked into motion by the Molecular Dynamics presentation, 

though, the company moved quickly. Hunkapillar licensed the technolo-

gies needed to build a ninety-six-lane capillary system and within a year 

had a prototype. As soon as the computers were finished reading out the 

first sequences that came through the capillaries, he realized that several 
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hundred of the new machines, which were ten times faster than his old 

models, would be able to sequence the entire human DNA chain in a 

time frame that would make a shambles out of the government’s 2005 

schedule. A rough cut could be fashioned in a few weeks, and a final ver-

sion that had very few gaps in just a few years. 

Hunkapillar took his calculations to Tony White, the new chairman of 

the renamed PE Corporation. They decided to launch their own genom-

ics company to sell the data from the human genome. If nothing else 

came of it, the new company—dubbed Celera—would at least buy hun-

dreds of the machines. The plan called for making Celera a separately 

traded company so it could sell its story on Wall Street and raise capital 

for the machine purchases. All they needed was a good front man for the 

new venture. In late 1997, Hunkapillar called Venter, whose nonprofit 

institute had been one of the biggest purchasers of his earlier generation 

of machines. He asked him if he wanted to run the new venture. Venter 

at first said no, but a few months later accepted the offer. 

The world quickly learned about Celera’s plans. Nicholas Wade, a 

New York Times science reporter, had closely followed Venter’s career 

since his early squabbles with the Human Genome Project’s managers 

over gene patenting. He had also covered Venter’s decision to leave the 

government and form TIGR using money supplied by Wallace Steinberg, 

the inventor of the Reach toothbrush and chairman of the venture fund 

HealthCare Investment Corporation. Steinberg put up $70 million over 

ten years (later raised to $85 million) in exchange for the first rights to 

any inventions that came out of its work. 

In early May 1998, Wade scored another Venter-generated scoop 

when he splashed Celera’s plan to sell the data from its own human 

genome sequence across the front pages of the Sunday paper. In the arti-

cle, the Hunkapillar-Venter team bragged their version would be com-

pleted years ahead of the government project, and would only cost $300 

million to complete. “If successful, the venture would outstrip and to 

some extent make redundant the government’s $3-billion program to 

sequence the human genome by 2005,” Wade concluded in the second 

paragraph of his story. 28 

Venter did not mention that a good portion of the government’s bil-

lions—deemed a waste in print—had been spent on developing the 

machinery that made Celera possible. The article provoked howls of out-

rage from the scientists in the government-funded project. They thought 

Venter was trying to steal both the data and the scientific credit. A week 

later Venter added insult to injury when he told the government’s gene 
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sequencing establishment, who had gathered at Watson’s federal lab in 

Cold Spring Harbor on Long Island for its annual meeting, that they 

should shift their efforts to sequencing the mouse genome. “He’s Hitler,” 

Watson said to anyone who would listen. “This should not be Munich.”29 

It wasn’t. The government’s six sequencing centers quickly purchased 

hundreds of Prism 3700 and Megabase machines and the race to a final 

product was on. Two years later, on June 26, 2000, the president of the 

United States declared it a tie. 

The race wasn’t the only by-product of the technology created for the 

Human Genome Project. It set off a genetic gold rush. Though the patent 

office cannot provide an exact estimate, it is likely that no more than a 

few hundred applications for gene patents had been filed by the time the 

Prism 3700 and Megabase machines hit the market. The number of gene 

patents actually granted was probably a small fraction of that. Over 

the next few years, though, private companies and university-based 

researchers, after sifting through the data pouring off the new machines, 

filed tens of thousands of gene patent applications. The less commercially 

oriented scientists working in universities around the world cried foul. 

John Sulston, who ran England’s Sanger Center, spoke for many of them 

when he called genome sequencing for commercial gain “totally immoral 

and disgusting. I find it a terrible shame that this important moment in 

human history is being sullied by this act.” Genes should not be patented 

because they are “intrinsically a part of every human being, a common 

heritage in which we should all share equally . . . Craig [Venter] has gone 

morally wrong,” he concluded.30 

That was not the attitude at the U.S. patent office, however. As of 

mid-2002, more than thirteen hundred patents had been granted. It was 

as if the manufacturer of the lunar lander had staked a claim on the sur-

face of the moon. The vast majority of gene patent applications were 

filed by Celera and Incyte, the genomics information companies tied to 

sequencing machinery makers. And despite the patent office’s pledge to 

reject patent applications lacking a clear medical use, officials admitted 

a great many were slipping through that were based largely on literature 

searches on genes’ potential utility. “There’s plenty of paper patents out 

there that are not based on hard bench science,” said John Doll, chief of 

the biotechnology section of the PTO.31 

As the glamour of the race faded, Celera quietly shifted business strate-

gies. A number of companies and universities had signed up to use its pro-

prietary programs for sifting through its genomic information—its origi-
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nal business plan. But the government’s GenBank provided much the 

same data at no cost. The telling blow came in the spring of 2001 when 

the completed genomes were simultaneously published in Science and 

Nature, the world’s preeminent science journals. At a joint press confer-

ence announcing publication, again in the cavernous ballroom of the 

Capitol Hilton Hotel, the humbled authors from the Celera and govern-

ment teams admitted that the finished genome contained just thirty thou-

sand genes, about a third of the anticipated number. More significantly, 

those genes produced as many as three hundred thousand proteins, and 

the evidence suggested that different genes may produce different proteins 

at different stages in life. The one-gene/one-protein paradigm that had 

ruled biology for decades—and underpinned hopes that mapping the 

genome would quickly lead to medical progress against the major dis-

eases—was no longer operative. “We now know the notion that one gene 

leads to one protein, and perhaps one disease, is false,” Venter said. “One 

gene leads to many different protein products that can change dramati-

cally once they are produced. We know that some of the regions that are 

not genes may be some of the keys to the complexity that we see in our-

selves. We now know that the environment acting on our biological steps 

may be as important in making us what we are as our genetic code.”32 

More cautious scientists had long issued warnings that the number of 

diseases whose courses might be directly affected by the new tools of 

biotechnology were few and far between. Biotech’s biggest sellers, like 

Epogen or Cerezyme, were the exceptions, not the rule. When failing kid-

neys did not produce enough erythropoietin, recombinant technology 

could make it and introduce it artificially into the bloodstream. But what 

happens if the dozens of genes involved in the complex interactions of 

brain chemistry begin malfunctioning? Some might be producing at less 

than their appropriate rate. Some might be producing at more than their 

appropriate rate. And that over- or underexpression might be a cause, or 

it might only be an effect. It will take decades of biological investigation 

and experimentation to sort out the complex factors behind diseases like 

Alzheimer’s or the more than one hundred forms of cancer, and it is 

highly unlikely that a drug that affects a single protein will halt their pro-

gression. Even when a disease is caused by a single disorder in a single 

gene, it is usually not treatable by simple addition or subtraction. 

Lysosomal storage disorders like Fabry disease are the rare exception 

that can be treated with a recombinantly made enzyme. But as Francis 

Collins and other scientists who discovered the genetic defect responsible 

for cystic fibrosis eventually learned, the effects of a single mutation were 
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often complex. It would take decades of basic scientific research to 

develop therapies based on that piece of knowledge. 

As soon as the hope faded that gene mapping would lead to rapid med-

ical progress, the genomics companies moved on to the next frontier— 

mapping and patenting the three hundred thousand proteins. Myriad 

Genetics Inc. of Salt Lake City announced a joint venture with Hitachi, a 

machinery maker, and Oracle Corporation, the software developer, to 

create the human proteome. Like Celera before them, they planned to 

market the database to pharmaceutical companies for use in drug devel-

opment. Celera and several other companies announced similar plans.33 

Many of the companies were filing patent claims on the proteins and 

their chemical structures, even though their function was poorly known. 

Once again there was a conflict between the private expropriators and 

public-spirited scientists. Rutgers University’s Protein Data Bank sought 

to compile a comprehensive, publicly accessible database of all three-

dimensional structures in the human proteome. Those structures were 

derived using standard laboratory X-ray crystallography or spectroscopy 

procedures. But many companies, citing their patent claims, refused to 

put their information in the database unless they could put restrictions 

on access to that data.34 

Other companies filed patent claims on single nucleotide polymor-

phisms (SNPs), the slight variations in genetic code that account for 

human differences. SNPs not only determine a person’s eye, hair, or skin 

color but may also determine a person’s susceptibility to drugs. These so-

called pharmacogenomic markers may one day be useful in screening 

people for drugs that are the most effective for their genotype. 

In the SNP case, the opposition to the privatization of basic science 

information came from large pharmaceutical firms. From their perspec-

tive, the small biotechnology companies and universities that filed 

patents on SNPs were simply laying claims on future revenue without 

discovering new drugs. To combat this incursion, the big pharmaceutical 

companies launched their own nonprofit database—the SNP Con-

sortium—and encouraged their members to publicly disclose to prevent 

others from filing patents on them. “Although it may seem extraordinary 

for firms that usually sing the praises of the patent system to collaborate 

in a concerted effort to put new discoveries in the public domain, it 

makes perfect sense from the perspective of the pharmaceutical indus-

try,” wrote Rebecca S. Eisenberg, a law professor at the University of 

Michigan and an expert on pharmaceutical intellectual property issues. 

“The patents that matter to pharmaceutical firms are the drug patents 



80 BIOHYPE 

that secure the revenues that fill the pharmaceutical feeding trough. 

Patents on the many prior discoveries that facilitate drug development 

look like siphons, diverting those revenues to the troughs of other 

firms.”35 

The bottom line was that basic biomedical research that was once 

open to all in the public domain has been quietly converted into the in-

tellectual property of private-sector actors who may or may not be doing 

something useful with the information. Indeed, as the PTO widened the 

intellectual property possibilities, academic researchers and their institu-

tions, most of which once operated exclusively on government grants but 

have increasingly turned to small companies for research support, have 

licensed their “inventions” to small biotechnology firms in hopes of one 

day collecting a toll from anyone who uses that knowledge while look-

ing for a therapy. “From the perspective of the pharmaceutical industry, 

biotech firms and universities that hold patents on these research inputs 

are like so many tax collectors, diluting their anticipated profits on 

potential new products,” Eisenberg said.36 

The new paradigm was dramatically illustrated in June 2002 when the 

PTO issued a patent on a crucial signaling protein to a dozen researchers 

at the Massachusetts Institute of Technology, the Whitehead Institute for 

Biomedical Research, and Harvard University. More than five thousand 

academic papers had been written over the years about the protein NF-

KB, which sits on the surface of cells and triggers a response to specific 

external stimuli. Yet the academic institutions that first identified it 

immediately licensed their patent to Cambridge-based Ariad Pharma-

ceuticals, which turned around and sued Eli Lilly for infringement. Two 

of the giant pharmaceutical’s company biggest selling drugs—raloxifene 

(Evista) for osteoporosis and drotrecogin alfa (Xigris) for septic shock— 

made use of the signaling protein in carrying out their actions, Ariad’s 

suit said. Patent attorneys who reviewed the patent expressed surprise at 

the overly broad claims allowed by the PTO. “Just about anything that 

blocks the activity of NF-KB would appear to come under this claim,” 

Michael Farber, a Harvard-trained scientist and patent lawyer, said. “All 

you have to do is block the activity of this factor at the transcriptional 

level, the translational level, the protein level, or any combination of 

mechanisms, and this patent is implicated.”37 

Celera parted ways with Craig Venter less than a year after it switched 

business strategies. The company was sitting on nearly a billion dollars 

in stock market–raised cash, and its genetic information business had 
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clearly peaked. “In the long run the genome sequence just wanted to be 

public,” Francis Collins, director of the public project, said. “It would 

not for long be sustainable inside any kind of boundaries.” The new 

strategy involved using the intellectual property the company had 

amassed from its gene patents to pursue drugs, or, perhaps, to collect 

tolls from those who might be infringing on its “inventions.” But to get 

into drug development, the company needed leadership that knew some-

thing about it. “A realistic assessment of Craig’s background is that nei-

ther he nor I have ever developed a drug,” said Tony White, the chairman 

of Celera’s parent company. He made the announcement while Venter 

was off sailing his yacht in the Caribbean.38 

Will Celera be able to turn its cash horde into a successful therapy? A 

quick perusal of its patent portfolio suggested that the firm, like other 

gene patent holders, was still years away from knowing what to do with 

its basic scientific discoveries. For instance, on June 25, 2002, the PTO 

awarded Celera’s parent company U.S. Patent no. 6,410,294 for “isolated 

human kinase proteins, nucleic acid molecules encoding human kinase 

proteins, and uses thereof.” The company had filed for the patent in 

December 2000, just six months after completion of the Human Genome 

Project. 

About 2 percent of the human genome expresses kinases, which are 

proteins on the surface of cells that send and receive signals from other 

proteins. More than 670 have been identified by molecular biologists. A 

few months before completing his map of the genome, Venter had 

assured critics of gene patenting that his company would never pursue an 

unspecific patent with the word “like” in it. But according to the descrip-

tion in Patent No. 6,410,294, Celera’s newly patented class of kinase 

proteins “are related to the SNF-like kinase subfamily.” Experimental 

data in the patent, entirely drawn from the academic literature, indi-

cated the newly patented kinases are expressed “in lung, liver, kidney, 

thyroid, brain, infant brain, fetal brain, placenta, bone marrow, germ cell 

tissue, germ cell tumor tissue, and primary cancers.” These kinases, the 

patent concluded, could “serve as targets for the development of human 

therapeutic agents.”39 

A month after its issuance, I took a copy of the patent to Susan Taylor, 

a professor of biochemistry at the University of California at San Diego. 

She is one of the nation’s foremost experts in human kinases. In 1991, she 

codiscovered the kinase protein that became the target for Novartis’s 

Gleevec, which was approved by the FDA in 2001 to combat chronic 

myeloid leukemia amid much media hoopla (see chapter 7).40 A member 
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of the National Academy of Sciences and a past president of the Ameri-

can Society of Biochemistry, she has testified before Congress for in-

creased funding for NIH, which is the primary source of funds for her 

lab. Her lab is located in a modern building across the street from Torrey 

Pines State Park, which overlooks the Pacific Ocean. But its enviable 

location isn’t apparent from the inside of her windowless, basement 

office, where the concrete walls are lined with the pictures of her chil-

dren, now in their late twenties, and the scientific posters for the lectures 

announcing her most significant discoveries. She wore blue jeans and a 

turtle neck, with her closely cropped graying hair accented by a set of 

dangling silver earrings. 

After looking over the patent, she said, “All this says is these kinases 

are likely to be targets for diseases.” “What diseases?” I asked. “I don’t 

know,” she replied. “There’s nothing specific in this other than this is a 

gene family that’s likely to be important.”41 

She explained how researchers used genetic information to generate 

the knowledge needed to speed the search for new drugs. Scientists can 

breed mice that lack a specific gene in order to study the impact of that 

absence. Or they can quickly create recombinant versions of the mole-

cule and feed it to experimental animals to see what an excess will cause. 

Researchers who had identified the first kinases in the early 1990s had 

initially thought that the convoluted folds of the long-chain proteins 

would make finding drugs to inhibit them almost impossible. But, in 

fact, it turned out that the folds provided numerous sites where a drug 

might block a kinase’s function, and thus there might be many potential 

inhibitors (presuming, of course, that scientists discover that blocking a 

particular kinase’s function is a desirable thing during the course of a dis-

ease). “People in the field are against patenting genes like this,” she con-

tinued. “This is basic research. And if they’re saying anyone who works 

on these kinases and figures out what to do with it gives them some 

rights to that, [then] I don’t agree. . . . Genes are supposed to be public

information.” 
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A Public-Private Partnership


The discovery of a drug combination capable of controlling the 

human immunodeficiency virus (HIV) was one of the great triumphs 

of biomedical research in the postwar era. Over the last quarter of 

the twentieth century, no disease spread greater havoc across the globe 

than HIV-caused AIDS (Acquired Immune Deficiency Syndrome). At 

century’s end, more than forty million people were infected, with AIDS 

threatening to devastate large swaths of the developing world, especially 

in sub-Saharan Africa. It is a mark of progress that public health officials 

and activists—who fought to bring the drugs to control AIDS into exis-

tence—have turned their attention to making drugs affordable in those 

parts of the world that have been hardest hit by the epidemic. 

Developing AIDS drugs was not an easy or inexpensive task. Every 

step of the process was dogged by controversy, and success often seemed 

an unreachable goal. But in the end, the successful campaign represented 

the triumph of a simple idea, one that in recent years has been overshad-

owed by the public’s infatuation with private sector ingenuity. Significant 

medical advances are almost always the product of collaborations 

between the public and private sectors, and in areas of the greatest public 

health concern, the government invariably plays the leading role. 

Yet well into the 1990s, the public sector’s effort to develop treat-

85 
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ments for AIDS seemed doomed to failure. To much of the public, not to 

mention an aroused and desperate patient population, the government’s 

effort seemed hopelessly misguided. Many Americans wrongly believed 

the disease was somehow caused by the hedonistic lifestyle of its victims 

and would remain resistant to the best efforts of medical science. Like 

tuberculosis in the nineteenth century or cancer for much of the twenti-

eth century, AIDS was perceived by many as divine retribution. The 

metaphor insinuated itself into the scientific debate. To this day, the 

National Institutes of Health (NIH) feels compelled to refute that myth 

on its Web site by carefully documenting that AIDS is caused by a viral 

infection and is spread by the usual suspects for blood-borne pathogens: 

unprotected sex, tainted blood supplies, infected needles, and, tragically, 

during childbirth or breastfeeding if the mother carries the virus. 

The AIDS metaphor could flourish for a simple reason: The virus, dis-

covered in 1983 and thoroughly described and categorized by 1987, 

proved remarkably resistant to the best efforts of modern medicine to 

control or eliminate it once inside its human host. But thanks to the will-

ingness of government and industry to pour billions of dollars into 

researching cures and vaccines, there are now drugs available that are 

somewhat effective in controlling the disease. They are cumbersome to 

take, have debilitating side effects, and are extraordinarily expensive, at 

least in the advanced industrial world, where they were initially 

researched, patented, and produced. Research today is focused on devel-

oping vaccines to prevent the spread of the disease and on producing 

new medications that are less toxic, easier to take, and more effective at 

preventing the wily virus’s ability to mutate, survive, and spread. 

The story behind the discovery of the first generation of drugs for con-

trolling HIV involved thousands of scientists on three continents and 

housed in hundreds of public and private institutions. Those drugs’ rel-

atively rapid emergence came about in no small part because of the pub-

lic health movement that arose among AIDS carriers and their advocates 

demanding that something be done about the epidemic. The following 

chapters are not an attempt to tell that entire story, but only one part of 

it: the emergence of a class of drugs called protease inhibitors, which, 

when used in combination with previously discovered drugs, showed 

that effective therapy was possible. The first protease inhibitor was 

approved by the Food and Drug Administration (FDA) in December 

1995, with two more in March of the following year. These powerful 

new drug combinations proved capable of controlling the virus in most 

patients who became infected. Though drug resistance was and contin-
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ues to be a major problem, the U.S. death toll was cut by two-thirds 

within two years of their introduction. 

This tremendous victory could not have been achieved without the 

private sector, but over the course of more than fifteen years of research 

and development, governments in the United States, Europe, and Japan 

spent three times more money than private firms on the basic science, 

drug development, and clinical trials that led to the drugs that tamed the 

disease. It comes as no surprise then that the public sector’s fingerprints 

are all over the final products of that research. What is surprising is how 

private pharmaceutical firms sought to wipe them away. 

It is bracing to recall how grim the prospects for such a breakthrough 

appeared before the emergence of protease inhibitors. Indeed, if the AIDS 

epidemic had a darkest hour, the summer of 1993 was surely it. The 

Centers for Disease Control had just announced that more than a half 

million Americans were infected with the virus. The death toll in the 

United States alone that year reached a staggering 37,267, a majority of 

them young homosexual men. The obituary pages of the nation’s leading 

newspapers read like a dirge for the worlds of high fashion, literature, 

and the arts, where many gay men had made their careers. 

And to the consternation of many Americans, AIDS was no longer a 

disease limited to homosexuals. Los Angeles Lakers star Magic Johnson’s 

forced retirement from basketball in 1991 had brought home to the het-

erosexual population that it, too, was at risk, just as the death of Ryan 

White, the eleven-year-old Indiana hemophiliac who had died in 1990 

after receiving a tainted blood transfusion, made AIDS as all-American 

as apple pie. A disease that had announced its presence in 1981 when a 

Los Angeles physician noticed an outbreak of a rare skin cancer among 

five of his homosexual patients had become by 1993 a society-wide pan-

demic with no effective treatment or cure. 

More than fourteen thousand scientists, activists, and media people 

gathered in Berlin that summer for the ninth International AIDS 

Conference. Hoping for good news from the frontlines of medical 

research, they came away bitterly disappointed. The low point among 

the eight hundred lectures and forty-five hundred poster presentations 

occurred when European physicians issued the final statistics from the 

so-called Concorde trial, which had compared the life expectancy of 

untreated AIDS patients to those on Burroughs Wellcome’s drug zidovu-

dine (AZT). AZT had been approved by the FDA in 1987, and for many 

years was the only drug for HIV. But according to Concorde’s Anglo-
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French authors, people who took AZT when their immune systems 

began to deteriorate fared no better in the long run than people who 

took no drug at all. 

Researchers from NIH immediately went into damage control mode. 

Daniel Hoth, the director of the AIDS Clinical Trials Group (ACTG), a 

nationwide network of government-funded academic researchers, issued 

a press release claiming the Concorde study results were merely prelimi-

nary and did not contradict earlier ACTG studies. AZT, a drug that gov-

ernment scientists had discovered, screened, and cajoled Burroughs 

Wellcome into taking through the FDA approval process, at least delayed 

the onset of serious disease, Hoth insisted. “At this time, we see no basis 

for changing the current recommendation to initiate antiretroviral ther-

apy for HIV-infected persons.”1 Moreover, there was good news from 

some patients in new trials combining AZT with other drugs that gov-

ernment-funded scientists had discovered and licensed to private drug 

firms. The two-drug combination therapy had slightly increased the 

number of disease-fighting white blood cells in some of the patients in 

those trials. 

The hundreds of AIDS activists in attendance—many of whom pri-

vately referred to AZT as rat poison because of its side effects—weren’t 

impressed. AIDS activists had radically transformed the traditionally 

paternalistic relationship between doctors and patients. Angry, aware, 

and articulate, people with AIDS had forced two successive conservative 

administrations to take the plague seriously. Their noisy protests and sit-

ins at NIH, the FDA, and in the corporate suites of major drug manu-

facturers were largely responsible for the fact that by 1993 taxpayers 

were spending more than a billion dollars a year on AIDS research, 

dwarfing the efforts of private industry. The activists had even forced 

their way into scientific meetings and onto government panels, intruding 

on a medical world that preferred to operate in secrecy. 

In Berlin, when the results of the latest studies became known, many 

of the AIDS activists had the sophistication to read between the lines of 

the government-funded studies. “Our deepest impression from the con-

ference is that the most important and productive approach possible to 

saving the lives of those already infected was simply not on the table 

there—not among the scientists, not among the physicians, and not 

among the activists,” wrote John James in AIDS Treatment News, the 

widely read newsletter in the AIDS activist community. “The greatest 

need, everyone did seem to agree, is for better drugs. . . . Existing drugs

are largely useless.”2 
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For those paying close attention at the Berlin conference, though, the 

news wasn’t entirely grim. At the last minute, conference organizers 

allowed a number of drug companies to make presentations on early-

stage protease inhibitors, which they hoped would become the next gen-

eration of AIDS medications. The first AIDS drugs—three had already 

been approved by the FDA—were called nucleosides because they directly 

interfered with an enzyme called reverse transcriptase that HIV needs to 

copy itself during reproduction. HIV comes from a class of viruses known 

as retroviruses, whose genetic material is made up of ribonucleic acid, or 

messenger RNA, and who reproduce in backward fashion. After invading 

a host white blood cell, the virus produces a mirror-image strand of de-

oxyribonucleic acid, or DNA. That strand in turn takes over the host cell’s 

DNA and spawns a new RNA-based retrovirus. The evil genius of HIV is 

that it infects the white blood cells needed to fight off invaders. It is the 

arsonist that targets firehouses, to paraphrase one memorable metaphor. 3 

The clinical trial results shown in Berlin proved what many AIDS patients 

already knew: The effects of nucleoside reverse transcriptase inhibitors 

were short-lived at best. The virus was mutating around them. 

But scientists had long known that the HIV genome had other poten-

tial targets. Researchers by the mid-1980s knew that the retrovirus pro-

duced an enzyme called a protease, which cut the new genetic material of 

a reproducing retrovirus into little pieces before reassembling them into 

a new offspring. If scientists could find a chemical to block the action of 

the protease scissors, the infected cell would be unable to reproduce and 

would soon die. Since the late 1980s private drug firms and government-

funded researchers had been searching for a protease inhibitor, which 

they hoped would be the “magic bullet” to kill HIV. By the summer of 

1993, their efforts were beginning to bear fruit. A number of firms 

pushed to get their initial attempts onto the Berlin agenda. 

Keith Bragman, Hoffmann–La Roche’s top European clinical virolo-

gist, coordinated one of the presentations at the sparsely attended meet-

ings on protease inhibitors. Bragman, a thin, retiring Englishman in his 

early forties, whose soft voice masked a fierce determination to leave a 

mark on AIDS research, had recruited doctors from three of Europe’s top 

academic research institutes to test Roche’s new protease inhibitor, 

known then only as Ro31-8959. It would eventually be called saquinavir. 

To anyone who understood the dynamics of pharmaceutical research, the 

Roche compound presented huge problems. The immense molecule was 

hard to absorb through the gut, or, to use the industrial term of art, it 

lacked bioavailability. Test subjects had to take a fistful of capsules 
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before it began showing up in their bloodstreams. Although it was potent 

in the test tube—at the concentrations at which they had succeeded in 

getting it into the blood—it had only a minor ability to kill HIV and 

raise white blood cell counts. But at least it showed activity, the clinicians 

reported to the meeting. It was concrete evidence that a protease 

inhibitor actually worked in humans. All Bragman needed now was a 

better version of the drug. 

Illinois-based Abbott Laboratories also pressed to get on the Berlin 

agenda, which was something of a surprise. The buttoned-down mid-

western firm usually maintained a high level of secrecy about its opera-

tions, not unusual in the hush-hush world of industrial drug develop-

ment. But John Leonard, who had been brought in from a small drug 

testing firm to run Abbott’s AIDS program a year earlier, also felt pressure 

to show that his protease inhibitor could work. Abbott, though a large 

health care firm, was a bit player in pharmaceutical research, especially 

when compared to industry giants like Pfizer, Merck, or Hoffmann–La 

Roche. It had even sought federal government help to fund its initial pro-

tease inhibitor research. But that grant had recently run out, and Leonard 

was under strict orders from chief executive officer Duane Burnham to 

avoid all further contact with government-funded clinicians. He went to 

Europe instead, where scientists doing initial safety tests on drugs didn’t 

have to divulge their experiments to the government. Leonard asked Sven 

Danner at the University of Amsterdam to test the company’s initial pro-

tease inhibitor. 

Danner’s findings, unveiled at Berlin, attracted almost no attention 

and for good reason. Abbott’s protease inhibitor candidate was so 

unwieldy it had to be given intravenously, and even then the liver cleared 

it from the body almost as fast as the doctors could pump it in. It also 

caused blood clots. “I felt so sorry for the guy having to present that 

embarrassing story,” Leonard recalled.4 But like Roche’s drug, it seemed 

to inhibit viral replication in a handful of patients. It was the “proof of 

concept” that the Abbott scientists needed to convince top management 

to continue supporting their bare-bones AIDS drug discovery effort. 

Several other companies made presentations about their preclinical 

protease research. Vertex Pharmaceuticals, a biotech start-up from 

Cambridge, Massachusetts, announced it had just come up with a pro-

tease inhibitor candidate. Though the young firm had attracted some of 

Merck’s top AIDS research scientists in the late 1980s, the company had 

initially ignored AIDS research in order to hunt for drugs that would 

impede transplant rejections. But with chief executive Joshua Boger des-
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perate to show progress to his Wall Street backers, the firm had suddenly 

shifted back into AIDS research and fairly quickly came up with a drug 

they thought would inhibit viral replication.5 And since their drug can-

didate was small, it should, theoretically at least, have good bioavail-

ability. Merck’s joint venture with DuPont Pharmaceuticals also unveiled 

a potential drug. But neither Vertex’s nor Merck-DuPont’s drugs had 

entered human trials. 

Pessimistic press accounts from the conference completely overshad-

owed the scanty news about protease inhibitors. Robert Yarchoan, one 

of the National Cancer Institute doctors who had played a key role in 

bringing the first AIDS drugs to market, was one of the few scientists 

who came away from Berlin in an upbeat mood. “People are too down 

about things,” he recalled thinking at the time. “For the first time, a new 

class of drugs was shown to have activity.”6 

Three years later, those initial rays of hope would blossom into a sig-

nificant medical breakthrough. In December 1995, Roche’s saquinavir 

would become the first protease inhibitor approved by FDA; an Abbott 

drug derived from the one shown at Berlin would be second a few 

months later, with Merck’s entry a close third. Vertex, the nimble biotech 

whose entrepreneurial zest was supposed to run circles around the tradi-

tional drug firms, wouldn’t get its drug to market until April 1999, three 

years behind the old-line pharmaceutical firms. 

The studies submitted to the FDA showed that protease inhibitors 

were not the magic bullets that cured AIDS. But when used in combina-

tion with at least two other antiretroviral drugs, HIV could be suppressed 

to near undetectable levels in most patients, and therefore prolong life. 

The annual U.S. death toll, which had soared to more than forty thousand 

in the mid-1990s, fell below fourteen thousand within two years. 

In the years since protease inhibitors came on the market, huge prob-

lems have arisen with drug combinations to control HIV. Resistance 

arises in anywhere from a third to half of patients, usually among those 

who do not closely adhere to the complicated pill-popping regimens or 

had previous exposure to the individual drugs used in combination ther-

apy. The protease inhibitors also turned out to have a host of unwanted 

side effects. They induced nausea, diarrhea, and fatigue. Prolonged usage 

also caused lipodystrophy, an unsightly condition where fat cells from 

the face, arms, and legs redistribute themselves to the abdomen and the 

back of the neck, leaving many on combination therapy looking like 

concentration camp survivors. 

But throughout 1996, as word of the miraculous breakthrough spread 
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through the subcultures that had been hardest hit by the AIDS epidemic, 

the idea that their world had been given a biomedical reprieve acted like 

an intoxicant. Newsweek proclaimed, “The End of AIDS.” Time hailed 

David Ho, head of the Aaron Diamond AIDS Research Center in New 

York and a lead investigator for Abbott’s protease inhibitor, as “Man of 

the Year.” The New York Times Magazine carried an eight-thousand-

word article entitled “When Plagues End” by former New Republic edi-

tor Andrew Sullivan, himself HIV-positive. “The power of the newest 

drugs, called protease inhibitors, and the even greater power of those 

now in the pipeline, is such that a diagnosis of HIV infection is not just 

different in degree today than, say, five years ago. It is different in kind. 

It no longer signifies death. It merely signifies illness.” Larry Kramer, the 

radical playwright and founder of ACT UP (AIDS Coalition to Unleash 

Power), the most militant of the AIDS activist groups, signaled the next 

phase of the anti-AIDS struggle when he penned a long article com-

plaining about the high price of drugs and their lack of affordability in 

the developing world, where most AIDS sufferers lived.7 

In these and subsequent accounts, the emergence of protease in-

hibitors and cocktail therapy was portrayed as a triumph of private 

enterprise. Whether the writers lamented or endorsed the high price of 

the drugs, their accounts provided tacit endorsement of the drug indus-

try’s insistent claim that the high prices of AIDS medications were neces-

sary to fund the extraordinarily expensive research and development 

behind them. “As the new protease inhibitors remind us, however, large 

corporations are in many cases the only organizations with the resources 

capable of providing us with the innovations we need,” Louis Galambos, 

a drug industry historian at Johns Hopkins University, wrote in an op-ed 

article for the Washington Post. “In the case of AIDS, companies like 

Merck, Hoffmann–La Roche and Abbott started their programs when 

much of the basic research on the virus and the disease still remained to 

be done. Only companies with significant scientific resources could 

afford to mount sustained research-and-development campaigns under 

these conditions.”8 It was a tidy story. But it was misleading about the 

science and flat-out wrong about the economics. 

John Erickson wasn’t a typical employee at Abbott’s research labs in a 

far northern suburb of Chicago. In the mid-1980s, Erickson wore long 

hair, a shaggy beard, and sandals. Raised by a physician and a social 

worker in Buffalo, he was more liberal and more academically inclined 

than most of his industry peers. Hungry for “medical relevance,” he had 
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started his academic career studying human viruses but switched to the 

biochemistry of plant pests while finishing his doctoral work at the Uni-

versity of Western Ontario. At the urging of his adviser, he accepted a 

postdoctoral fellowship with Purdue University’s Michael Rossmann, 

who in the early 1980s was pioneering the use of X-ray crystallography 

to view biochemical interactions at the molecular level. There, the young 

scientist found his professional calling. The Rossmann-Erickson team 

would eventually come in second in the race to publish an accurate por-

trait of the virus that causes the common cold—then considered the 

moon shot of the tiny X-ray crystallographic world. 

With his fellowship nearing its end, he accepted a teaching post at the 

University of Wisconsin at Milwaukee. But in late 1985, shortly after 

starting his teaching assignment, Erickson heard from a former Purdue 

colleague that Abbott wanted to put the new technique to work in its 

drug discovery division. X-ray crystallography, which was developed in 

academic labs with federal research dollars, was quickly becoming one of 

the key technologies behind the newly emerging field of structure-based 

drug design, sometimes called (to the consternation of traditional medic-

inal chemists) rational drug design. 

For nearly a century, medicinal chemists working in public health labs 

or pharmaceutical firms pursued new drugs using methods that were not 

much different from those pioneered by German scientist Paul Ehrlich, 

the father of modern drug therapy. Ehrlich had cut his teeth in the 1890s 

in the laboratories of Robert Koch, who was himself following in the 

footsteps of Louis Pasteur, the discoverer of the microbes responsible for 

infectious diseases such as cholera, diphtheria, and tuberculosis. Ehrlich 

eventually shared the 1908 Nobel Prize for discovering how the immune 

system develops antibodies—“magic bullets”—to combat invading 

organisms. By that time he was running his own lab in Frankfurt and 

began experimenting with the dyes used to stain cell specimens that 

might be used as artificial magic bullets. Ehrlich surmised that since dif-

ferent colored dyes bound to particular cells, there must be unique recep-

tors on cells. If he could find chemicals that bound to the receptors that 

played a role in a disease and at the same time blocked their action, 

physicians could use those chemicals as therapeutic agents. He spent the 

rest of his career searching for chemicals that would attack cellular inter-

action at the molecular level. Ehrlich would eventually become a house-

hold name and one of the early superstars of drug discovery when he and 

a Japanese assistant developed the first medicine for combating syphilis, 

a derivative of arsenic called arsphenamine. 
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Ehrlich’s pioneering research revolutionized the tiny, turn-of-the-

century drug industry, forcing it to move away from the quackery of 

patent medicine into the modern world of scientific drug discovery. The 

move proved far from a magic bullet for the firms. Medicinal chemists 

who followed in Ehrlich’s footsteps would invariably screen hundreds of 

chemicals in their search for agents active against a disease, and their 

search more often that not proved fruitless. Even when they found a 

compound that showed some activity in a test tube, they often had to 

synthesize version after version (called analogues) to come up with one 

worthy of testing in animals, and if that proved nontoxic, in humans. 

The commercialization of advanced X-ray crystallography techniques 

in the early 1980s promised to overthrow the screening regime by hasten-

ing the search for new drugs. Crystallographers sent high-powered X-rays 

through the tiny protein molecules in cells, whose atoms would bend the 

beams before they hit the film. The crystallographers then used comput-

ers to create a three-dimensional image of the molecules. When viewed 

through special 3-D glasses, the long, convoluted chains that made up the 

proteins looked like Lego contraptions. The hope was that by peering 

intently at the revealed structure, biochemists could design drugs that fit 

precisely into the proteins’ chemical folds and block its action. 

Always on the lookout for ways to make their research and develop-

ment departments more efficient, most major companies jumped on the 

X-ray crystallography bandwagon. In late 1985, Erickson joined a small 

department at Abbott formed to experiment with the technology. But 

what would their first target be? Besides X-ray crystallographic exper-

tise, Erickson brought his background in viruses to the firm. AIDS was 

the hottest topic in virology and a social problem of growing propor-

tions. Abbott was already involved, having licensed an AIDS diagnostic 

kit from NIH. But Abbott had tried its hand at researching drugs for 

other viral diseases without success. So despite the millions it was mak-

ing off the AIDS diagnostic kit, Abbott wasn’t spending a dime to com-

bat the disease. Erickson was appalled. “There was no virology,” he 

recalled in 2001. “It was all bacteria and fungi. I thought to myself, As a 

drug company, shouldn’t we have antivirals?”9 

He began researching the literature. Scientific papers about the AIDS 

virus were already pouring out of dozens of government and academic 

labs and a handful of industry labs. The virus had been codiscovered in 

1983 by Robert Gallo of the National Cancer Institute and Luc 

Montagnier of the Pasteur Institute in Paris, although their joint claim to 

the discovery remains a subject of heated controversy to this day. In 
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1987, President Ronald Reagan and Prime Minister Jacques Chirac of 

France signed an agreement that gave equal credit to the two scientists; 

they split the royalties from the AIDS diagnostic kits based on that dis-

covery between the two governments. But that hardly put the matter to 

rest. A Chicago Tribune special section written by Pulitzer Prize–winning 

investigative reporter John Crewdson in November 1989 concluded that 

Gallo either stole the virus or had allowed his laboratory samples to 

become contaminated with the French isolate. His fifty-thousand-word 

article—later expanded into a book—launched a round of congressional 

investigations that proved inconclusive. 

But from the point of view of scientific inquiry into the causes and 

potential cures for AIDS, the controversy was irrelevant. The virus’s dis-

covery led to the sequencing of its genes, which in turn enabled scientists 

to begin tearing apart its inner workings. They quickly discovered it was 

made up of at least nine genes, six of which contained information nec-

essary for the HIV to reproduce itself. Their work was hastened by the 

knowledge that HIV was a retrovirus, a class of viruses that had been 

thoroughly studied during the 1970s by Gallo’s Tumor Cell Biology lab 

at NCI during its largely fruitless hunt for viruses that caused cancer. 

(Some rare forms of leukemia were the exception.) 

Retroviruses require several enzymes to reproduce themselves, all of 

which would eventually become drug targets. There was, of course, 

reverse transcriptase, the key building block for HIV. The fact that all 

retroviruses needed reverse transcriptase for reproduction had been dis-

covered by Howard Temin of the University of Wisconsin and David 

Baltimore of the Massachusetts Institute of Technology in 1970. These 

NIH-funded scientists would win the Nobel Prize for their work five 

years later. The virus also produced an integrase enzyme, which it used 

to insert itself into the host white blood cell. There were genes that made 

the proteins for its viral offspring and genes that controlled the rate of 

reproduction. There were receptors that allowed the virus to insert itself 

into the target cell. And it produced a protease enzyme, which the virus 

needed in order to dice and splice its genetic material as it reproduced. It 

has often been called chemical scissors. 

From the start, the HIV protease was a tempting target, especially for 

industry scientists. Drug industry researchers had spent much of the 

1970s and 1980s investigating potential inhibitors of a scissorslike pro-

tease enzyme called renin, which helps regulate blood pressure. They 

had even synthesized many renin inhibitors. But those were more costly 

to make and harder to get into the blood stream than dozens of other 
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blood pressure drugs already on the market, so it made no sense to take 

them into clinical trials. However, that failed program left behind a 

corps of industry scientists with protease knowledge and experience that 

could be tapped when the search for an HIV protease inhibitor came 

along. 

A few of those industry scientists even contributed to the basic scien-

tific understanding of HIV’s protease. But most of the basic research 

and key breakthroughs came from academic labs. In September 1987 

Laurence Pearl and William Taylor of Cambridge University published 

an article in Nature, the leading British science magazine, which laid 

bare the inner workings of the HIV protease scissors.10 They proved that 

its chemistry was very similar to renin. But the two British scientists took 

the research one step further. They used computer simulations to predict 

that the HIV protease had two matching halves, like a clam shell. The 

implication to anyone reading the paper was clear. If a chemical could be 

found that would stick inside the clamshell and jam up the mechanism, 

the virus would be unable to reproduce itself. 

At Abbott, Erickson had already gravitated to the HIV protease as his 

target. He independently figured out its chemistry by consulting with 

Steve Oroszlan, a Hungarian-born senior scientist in Gallo’s NCI lab. 

Oroszlan had discovered the chemistry and structure of the protease in a 

leukemia retrovirus. By the time the Pearl-Taylor paper came out and 

confirmed his suspicions about the HIV protease, Erickson was already 

constructing crystallographic models on his computer. The next step was 

to get a chemist who could synthesize chemicals—potential drug candi-

dates—that might stick to the innards of the protease and gum up the 

works. Company officials asked biochemist Dale Kempf, a Nebraska 

farm boy who had done his postdoctoral work at Columbia University 

after earning a doctorate at the University of Illinois, to help out on 

Erickson’s project. At thirty-one, Kempf had already logged three years 

in Abbott’s renin program. Perhaps he could try some of his renin 

inhibitors against the HIV protease. “I can design better ones,” Kempf 

recalled telling his superiors. 

But he couldn’t do it by himself. Kempf needed meticulous bench sci-

entists who wouldn’t bungle the multiple steps needed to synthesize the 

complicated compounds. Erickson needed help, too, to tweak his com-

puter simulations. In academia, when a professor needs help in his exper-

iments, he recruits postdoctoral researchers. But in industry, one hires 

help. And at tight-fisted Abbott, help was not immediately forthcoming. 
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Through his contacts at NCI, Erickson learned about a new govern-

ment program to develop drugs to combat AIDS. The National Institute 

for Allergies and Infectious Diseases (NIAID), which under Anthony 

Fauci had become the lead agency in the fight against AIDS, had just 

launched the National Cooperative Drug Development Grant (NCDDG) 

program. Over five years in the late 1980s and early 1990s, the NCDDG 

would spend about $100 million at both nonprofit and private-sector 

labs to develop drugs to fight HIV. The model for the program was NCI, 

which had spent years forging ties with both nonprofit and industry sci-

entists to come up with anticancer chemotherapy agents. The govern-

ment’s managers had a clear picture in their own minds about how to 

foster innovation. “You fund competing groups and don’t worry about 

overlap,” recalled John McGowan, who was directing outside grant-

making for NIAID at the time. “You try to get competition among them 

to get things moving faster to the market.”11 

Overcoming some initial skepticism inside the firm (“They don’t 

give grants to industry,” one executive scoffed), Erickson applied for a 

million-dollar-a-year grant to fund Abbott’s protease inhibitor program 

over the next five years. It came through. Abbott wasn’t the only com-

pany ready to jump onto the government payroll. Hoffmann–La Roche 

received a grant to pursue inhibitors of one of HIV’s regulatory proteins. 

William Haseltine, a star researcher at Boston’s Dana-Farber Cancer 

Institute who would go on to form Human Genome Sciences, hooked up 

with SmithKline and Beecham Research Laboratories to pursue a range 

of anti-HIV drug targets. Former NCI scientists at the University of 

Miami got a grant to begin testing Upjohn’s repository of chemicals 

against AIDS. A number of independent academic investigators like 

Garland Marshall at Washington University in St. Louis received grants 

to develop protease inhibitor drug candidates, some of which were even-

tually licensed to private firms like G. D. Searle. By 1990, nearly a dozen 

firms had drug development programs aimed at HIV, with about half 

getting some form of direct government support. 

When I met Kempf at Abbott’s sprawling research campus north of 

Chicago more than a decade later, he had risen to become head of 

Abbott’s antiviral research efforts and was considered one of the nation’s 

best medicinal chemists in the anti-AIDS fight. I asked him to recall the 

significance of that original grant. He pushed back his wire-rim glasses, 

which make him look every inch of his Swiss-German heritage. “It was 

through that NIH funding that head count opened up and I was able to 
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hire a postdoc and associate chemist. The three of us started working 

full-time on HIV chemistry,” he said. “Before that, I was making HIV 

inhibitors on the side.”12 

Parroting ideas drawn from Vannevar Bush’s 1946 study, Science, The 
Endless Frontier, business leaders and government officials tell a tidy story 

about government’s role in technological innovation. It is government’s 

job to fund basic research, the pure science conducted by inquisitive inves-

tigators at the nation’s universities that advances the nation’s storehouse 

of knowledge. Applied research—taking that science and fashioning it 

into products and processes for the marketplace—is industry’s job. 

During the war, Bush ran the Office of Scientific Research and De-

velopment (OSRD). The executive-branch agency’s wartime mission had 

succeeded in tearing down the walls that separated pure science, con-

ducted mainly in universities, and applied science, conducted mainly 

within private industry. It oversaw the development of a cornucopia of 

what science historian Daniel J. Kevles has called “military miracles”: 

microwave radar, proximity fuses, solid-fuel rockets, and, in the most 

spectacular government-funded science project of all time, the Man-

hattan Project, which built the world’s first atomic bomb.13 

Less well known were the achievements of the OSRD’s Committee on 

Medical Research, which spent a mere $25 million during the war. Its 

federally financed breakthroughs included the mass production of peni-

cillin and the development of blood plasma, steroids, and cortisone. The 

penicillin breakthrough has often been claimed by the private firms that 

supplied the “miracle drug” to the troops abroad, but their efforts would 

have been impossible without the fermentation techniques developed at 

a federal lab in Peoria, Illinois.14 Similarly, the federal government spent 

a half million dollars to turn blood plasma, which had been developed by 

the Rockefeller Foundation in 1938, into an industrial commodity so 

that it could be purchased from government contractors.15 

With the end of the war in sight, Franklin Delano Roosevelt asked 

Bush, a Massachusetts minister’s son whose prewar career was spent on 

the electrical engineering faculty at MIT, to draw up a blueprint for gov-

ernment support of science in the postwar world. Roosevelt wanted to 

continue the “unique experiment of team work and cooperation” that 

had been developed between academia and industry during the war. His 

seminal report was delivered to President Harry S. Truman on July 19, 

1945. 

Bush turned his back on the wartime experience and came down 
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squarely on the side of those who saw a limited role for government in 

controlling the direction of scientific research. The report drew immedi-

ate opposition, spearheaded by Senator Harley Kilgore, a crusty West 

Virginia Democrat who happily admitted his ignorance of the technical 

side of science and technology. During the war, Kilgore complained that 

the government was being too generous in its reimbursements to univer-

sity and industry for war-related research and development. He also wor-

ried about the government giving industry the patents to federally funded 

inventions, which he feared would be used to monopolize the exciting 

new markets for technological products that were sure to open up after 

the war. The New Dealer was also concerned with the future direction of 

government-funded science. He was the first to propose a National 

Science Foundation, but his 1944 vision put the government—not scien-

tists—in charge of the agency. He wanted it involved in both basic and 

applied research and in the training of scientific personnel. He also 

wanted it to promote social goals, including small business promotion, 

pollution control, and rural electrification. Kilgore also wanted to give 

financial support to the soft social sciences such as sociology, economics, 

and political science.16 

Bush, who before the war had helped turn MIT into the preeminent 

basic science research institution in the country, rejected such thinking 

out of hand. Government should use its money to support basic research 

alone, he wrote. Wartime breakthroughs had drawn down the capital 

stock of basic scientific understanding, which had to be rebuilt by fund-

ing pure science in the nation’s universities. Bush scoffed at social science 

as thinly disguised political propaganda. He supported the idea of a 

National Science Foundation, but he wanted the agency to give out peer-

reviewed grants that would promote intellectual innovation in hard sci-

ences like chemistry, physics, mathematics, geology, and biology. Applied 

research, the report said, should be left to private industry, which was 

perfectly capable of sifting through the intellectual breakthroughs gener-

ated at publicly supported universities and federal labs to pick out the 

nuggets that would lead to technological and commercial innovation. 

Years later, science policy historian Donald E. Stokes, who spent his 

career managing major research centers at the University of Michigan 

and Princeton University, decried this separation of research from its 

uses. But he understood the economic and professional motivations of 

the men who designed the system. “The task Bush and his advisers set for 

themselves was to find a way to continue federal support of basic science 

while drastically curtailing the government’s control of the performance 
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of research,” he wrote. “It [the scientific community] wanted, in other 

words, to restore the autonomy of science.”17 

Legislatively, Bush won. But while the creation of NIH in 1948 (before 

that there had been just the Public Health Service’s National Institute of 

Health and the National Cancer Institute) and the National Science 

Foundation in 1950 were premised on Bush’s vision, the rapidly escalat-

ing cold war got in the way of its faithful execution. Military spending 

dominated the government’s research-and-development budgets during 

the 1950s. The vast majority of resources went to applied research and 

prototype development of military hardware. Basic research received 

substantial funding from the Pentagon, too, but often along lines that 

had military application. Throughout the 1950s, the Defense Department 

and the Atomic Energy Commission were by far the largest bankers of 

pure and applied scientific research in the United States, and by 1956 

more than half of industrial research was military related. Many of the 

technologies had duel uses and thus spun off huge civilian industries— 

computers, nuclear power, jet airplanes, for instance—but the initial 

thrust of the research, whether in pure or applied science, was to achieve 

some prespecified military mission.18 

NIH rode the rising tide of federal science budgets. Immediately after 

the war, the tiny agency—it had just eleven hundred employees on its 

Bethesda campus in suburban Washington—successfully avoided 

takeover by the soon-to-be-created National Science Foundation. It then 

won control of the military’s medical research grant program. Congress, 

recognizing there was broad public support for medical research invari-

ably billed as a war on disease, added institute after institute to the NIH 

roster. Budgets rose twenty-five-fold in the first decade after the war and 

tenfold again by 1967 when they topped the $1 billion mark for the first 

time. Most of the money, especially under James Shannon, who took 

over the agency in 1955, was distributed through the so-called extramu-

ral grant program, which came to represent four-fifths of the NIH 

budget. These grants to university and nonprofit researchers were based 

on peer review of proposals, just as Bush had envisioned it. Yet the insti-

tute heads at NIH, who each year trekked up to Capitol Hill to justify 

their rising budgets, told Congress that their research was mission ori-

ented, which much of it was. “What emerged was a comprehensive strat-

egy, unique in America’s experience, of research investments that . . . 

clearly centered on use-inspired basic science, an institutional strategy 

that has led at times to a kind of schizophrenia among both NIH staff 

and principal investigators,” Stokes wrote. In policy circles, they stressed 
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how they were going to cure disease, while in academic circles, “where 

the ideal of pure inquiry still burns brightly,” they billed their research as 

pure science.19 

Virtually every medical discipline benefited. Star academic researchers 

in the laboratories of the nation’s leading medical schools were able to 

build small empires on NIH grants. No research enterprise benefited 

more than the emerging field of molecular biology, which used biology, 

chemistry, and physics to understand life through its biochemical inter-

actions. Decades of scientific discovery in those fields eventually gave 

birth to the biotechnology industry. 

But long before the practical application of scientific research electri-

fied the public (and the nation’s stock market), politicians and patient 

lobbyists had completely lost interest in the pure-science ideal. In 1966, 

a war-beleaguered President Johnson, hoping to extend his domestic 

legacy into a new arena, called all the NIH division heads into his office. 

“I think the time has come to zero in on the target—by trying to get our 

knowledge fully applied,” he said. “We must make sure that no lifesav-

ing discovery is locked up in the laboratory.”20 

The president had been influenced by New York philanthropist Mary 

Lasker, whose husband, an advertising executive, died of cancer in 1952. 

Using his substantial estate, she lavished support on the American 

Cancer Society but soon realized only the federal government had the 

ability and resources to coordinate a full-fledged assault on the disease. 

She launched the Citizen’s Committee for the Conquest of Cancer, 

which, though short-lived, can safely be called the most influential 

patient lobbying group in the nation’s history. On December 9, 1969, 

Lasker funded a full-page ad in the New York Times. “We are so close to 

a cure for cancer. We lack only the will and the kind of money . . . that 

went into putting a man on the moon.” Within a year, a new president, 

Richard Nixon, declared war on cancer, and both houses of Congress 

resolved to find a cure by the nation’s bicentennial. Congress passed the 

National Cancer Act in December 1971. NCI, whose budget was $190 

million in 1970, would see its budget quadruple over the next five years. 

NCI used the new infusion of funds to build on its long history of ap-

plied research. The agency poured billions of dollars into a wide-ranging 

search for anticancer drugs. Its scientists developed assays for testing 

drugs and screened thousands of natural and synthetic chemicals for 

anticancer activity. Through its grant system, the agency set up a clinical 

trials network at fifteen academic research centers to test therapeutic 

agents in cancer patients and, when they showed promise, developed the 
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capability of taking them all the way through the final trials on hundreds 

of patients that were needed to win FDA approval. 

It is popular, and in some ways accurate, to brand the government-

funded war on cancer a failure (for a full discussion of the government’s 

war on cancer, see chapter 7).21 But the system set up during the in-house 

NCI hunt for cancer drugs also had its unforeseen successes, most 

notably against AIDS. 

Just as the failed hunt for cancer viruses provided the expertise for the 

rapid discovery and characterization of the AIDS retrovirus, the NCI sys-

tem for drug discovery and applied clinical research became the model 

for NIH as it geared up to combat the AIDS epidemic. The Reagan 

administration at first did not want to respond to the outbreak. Reagan 

press spokesman Larry Speakes was still making jokes about gay cruis-

ing as late as mid-1983.22 Government spending on the “gay plague” was 

just $66 million a year in 1985. But as activists made inroads in Congress 

and promising research began to emerge from science laboratories, the 

government began taking the disease seriously. By the end of Reagan’s 

second term, funding for AIDS research had jumped to $500 million a 

year. 

The person who deserves the most credit for that change of heart is 

Samuel Broder, who was head of NCI when the AIDS epidemic began. 

Conventional wisdom—derived from years of research into retro-

viruses—suggested they couldn’t be stopped with conventional drug 

therapy. Broder set out to prove the conventional wisdom wrong. 

Broder, the diligent son of Jewish holocaust survivors, had grown up 

in postwar Detroit where his parents ran a diner. He won a scholarship 

to attend the University of Michigan, where he developed a passion for 

medicine. He received his medical training at Stanford before joining 

NCI in 1972. 

Not long after Gallo identified the retrovirus that caused AIDS, 

Broder joined a special task force to fight the disease, with Gallo as sci-

entific director and himself as head clinician. Throughout 1984, he called 

on drug companies across the country, asking them to send potential 

anti-AIDS compounds to the NCI labs in Bethesda. He wanted to screen 

them for antiviral activity. An assay for testing drugs had already been 

developed in-house by Hiroaki “Mitch” Mitsuya, a Japanese postdoc 

who had trained at Kumamoto University on the southern Japanese 

island of Kyushu, where his mentor had been Takaji Miyake, Eugene 

Goldwasser’s collaborator in purifying erythropoietin (see chapter 1). 
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One of Broder’s first stops was at Burroughs Wellcome, which had its 

main U.S. research facilities in Research Triangle Park, North Carolina. 

Broder knew Burroughs Wellcome had been home to Gertrude Elion, 

who had retired a year earlier after a dazzling career. Elion, who would 

eventually win the Nobel Prize, never earned her doctorate and was a 

high school chemistry teacher before joining Burroughs Wellcome in 

1944. Her pioneering investigations into the biochemistry of viruses had 

culminated in the development of acyclovir for genital herpes, one of the 

few successful antiviral drugs on the market. Yet in the 1980s the top 

managers at Burroughs Wellcome weren’t interested in drugs to fight 

AIDS, the most significant new viral disease to come along in years. 

Where was the market, they wanted to know. Broder persisted, as did 

AIDS researcher Dani Bolognesi at nearby Duke University. In meetings 

at Burroughs Wellcome’s offices, the two men argued the disease would 

eventually spread far beyond the few tens of thousands of cases that had 

appeared thus far. In early 1985, Burroughs Wellcome became one of 

fifty companies sending compounds to NCI for testing. 

In February 1985, Mitsuya passed Burroughs Wellcome’s AZT through 

his assay. The chemical had been synthesized by Jerome Horwitz of the 

Detroit Institute for Cancer Research on an NCI grant in 1964, but it 

didn’t have anticancer properties and as a result was never patented. It 

would later become one of the many chemicals Elion licensed at Bur-

roughs Wellcome in her search for an antiherpes drug. Mitsuya saw that 

it was active in the test tube against HIV. In June, the company filed for a 

patent on how to use the drug against AIDS and applied to the FDA to 

begin investigating the drug for safety on patients recruited by NCI and 

Duke. Traditionally, drug companies conduct all the blood tests on 

patients in their clinical trials, even when they are done by academic inves-

tigators. But AIDS was a different story. Fearing for the safety of its lab 

personnel, Burroughs Wellcome backed out of the project at the last mo-

ment, leaving it to NCI researchers to conduct the blood tests themselves. 

After safety tests established the maximum dosing levels at which 

AZT could be tolerated by patients, Burroughs Wellcome jumped back 

in the game. It arranged for a dozen academic medical centers to test 

AZT for efficacy. When those results began looking good, they expanded 

the trials and submitted an application for new drug approval to the 

FDA. Though FDA reviewers had serious questions about the toxicity of 

the drug, it was approved for general use on March 19, 1987, a scant 

twenty-two months after submission of the new drug application. “For 

drug development, that is the speed of light,” Broder said.23 
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AIDS activists raised angry questions about AZT almost immediately. 

They complained about its toxicities, about its effectiveness, and, most of 

all, about its price, which came to the then unheard of total of ten thou-

sand dollars a year to treat a single patient. Challenged in court a few 

years later by two generic manufacturers, Burroughs Wellcome success-

fully defended its use patent in a case that went all the way to the 

Supreme Court (in January 1996 the high court refused to hear a final 

appeal). NIH supported the suit against Burroughs Wellcome. In the late 

1980s the company had begun claiming that it had developed the drug on 

its own. Responding to a letter from Burroughs Wellcome chairman T. E. 

Haigler Jr. to the New York Times making such a claim, Broder and four 

other NCI-funded scientists excoriated the audacity of the firm. 

The company specifically did not develop or provide the first application of 

the technology for determining whether a drug like AZT can suppress live 

AIDS virus in human cells, nor did it develop the technology to determine 

at what concentration such an effect might be achieved in humans. More-

over, it was not first to administer AZT to a human being with AIDS, nor 

did it perform the first clinical pharmacology studies in patients. It also did 

not perform the immunological and virological studies necessary to infer 

that the drug might work, and was therefore worth pursuing in further 

studies. All of these were accomplished by the staff of the National Cancer 

Institute working with staff at Duke University. Indeed, one of the key 

obstacles to the development of AZT was that Burroughs Wellcome did 

not work with live AIDS virus nor wish to receive samples from AIDS 

patients.24 

For government scientists, the lesson drawn from AZT was clear: 

They had the capacity to bring drugs to market. “The key issue in that 

era, really my obsession, was to find something practical that would be 

shown at a clinical level to work,” Broder later said. “I felt the fate of all 

future antiretroviral drug development programs would be linked to the 

success or failure of AZT. If AZT succeeded, then many other programs 

would be possible. If AZT failed, it would set the field back many 

years.”25 

After AZT gained FDA approval in early 1987, NIAID, which had 

only recently been designated the lead agency in the AIDS fight, began 

laying plans for a broader pharmaceutical assault on HIV. Borrowing 

pages wholesale from the NCI playbook, the agency set up a nationwide 

network of academic physicians to test new drugs. It became known as 

the AIDS Clinical Trials Group, or ACTG. “The ACTG established the 

ground rules, funded the people who continued the field, and provided 
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all the basic mechanisms for conducting AIDS clinical trials,” said 

Lawrence Corey of the University of Washington’s School of Medicine, 

who headed its executive committee for its first four years. “Once the 

basic concepts were established, the companies went it alone.”26 

The agency also launched the National Cooperative Drug Develop-

ment Program (NCDDG), again drawing on NCI’s experience in devel-

oping anticancer drugs. The NCDDG had a lot on its plate. They were 

under pressure to come up with drugs to fight the numerous infections 

and cancers that ravaged AIDS patients once their immune systems col-

lapsed. They also launched a high-profile hunt for a vaccine, which 

remains a priority for government-funded research. But a key part of the 

program encouraged academic investigators and private drug firms to 

come up with drug candidates that might block the virus’s reproduction 

after it had entered its human host. How? By blocking the actions of its 

proteins, which in the previous two years had been identified in academic 

labs around the world. 

The HIV protease was one of those proteins. Dan Hoth, who had 

moved from being chief of NCI’s investigation drug branch to the new 

division of AIDS within NIAID, recalled walking into director Margaret 

Johnson’s office shortly after she was appointed head of the NCDDG 

program. She held up an X-ray crystallographic picture of the HIV pro-

tease. “This is where I want to focus,” Hoth recalls her saying. 

That’s where Merck wanted to focus, too. Whether drug development is 

taking place in the public or private sectors, a new therapy—at least the 

ones that are truly novel and represent a significant medical advance— 

almost always depends on the dogged determination of a committed 

researcher, a true believer who is willing to stake his or her career on 

bringing a particular drug to market because he or she fervently believes 

in its promise. For a brief period of time, Merck had such a person for 

its protease inhibitor program. 

Because of its willingness to nurture such careers, Merck has had its 

share of breakthroughs over the years. Indeed, if corporations have per-

sonalities, Merck would have to be considered the aristocrat of the U.S. 

drug industry. The company traces its roots to Friedrich Jacob Merck, a 

seventeenth-century German apothecary, and has long professed the 

noblesse oblige characteristic of old money. Until its merger with Sharp 

and Dohme in 1952, the firm didn’t even sell drugs directly. It simply 

researched, developed, and manufactured them before turning them over 

to other firms for marketing. In the 1940s, the firm worked closely with 
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Selman Waksman of Rutgers University to develop the antibiotic strepto-

mycin and then donated a million dollars worth of the drug to re-

searchers for clinical tests. When Waksman and university officials asked 

Merck to cancel its exclusive rights to the patent so it could be licensed 

to other firms to promote competition, chairman George W. Merck 

returned the patents “without demur.” In short order, several companies 

began rapidly reproducing large quantities of streptomycin, the first 

great breakthrough in the treatment of tuberculosis.27 The company’s 

commitment to scientific research encouraged Vannevar Bush to join 

Merck’s board of directors after he left government service. A Fortune 
poll in 1986 showed Merck had derailed IBM as America’s most admired 

company, and a glowing profile in Business Week magazine on the eve of 

the 1987 stock market crash, when Merck’s 30-percent profit margins 

made its stock market value the seventh largest in America despite hav-

ing only $5 billion in annual sales, called it “The Miracle Company.” 

That same year, Merck chairman P. Roy Vagelos made a major cor-

porate commitment to combat AIDS. Vagelos had been recruited in 1975 

from Washington University in St. Louis to run Merck’s famed Research 

Laboratories, then headquartered in grimy Rahway, New Jersey, where 

Vagelos grew up. He rebuilt Merck’s drug discovery capabilities, which 

had suffered a dry spell in the early 1970s, and helped launch blockbuster 

drugs to lower cholesterol and blood pressure. Vagelos rode their success 

to become the company’s chief executive. In 1982, he recruited Edward 

M. Scolnick from NCI to run its labs. Scolnick, a Harvard-trained physi-

cian, had spent the prior decade in the government’s huge but unsuc-

cessful effort to uncover the viral causes of cancer and from 1982 to 

1985 edited the Journal of Virology, a rare honor for an industry-based 

scientist. It gave him a front-row seat for watching the AIDS discovery 

drama unfold in government and academic labs. 

Even before the company had committed itself to fighting AIDS, 

Scolnick had begun building up Merck’s capabilities in virology and 

molecular genetics, his own specialties. Scolnick recruited Irving Sigal, a 

brilliant young scientist whose father had once run Eli Lilly’s research 

department, and Emilio Emini, a recent Cornell graduate with a doctor-

ate in microbiology. By 1986, with NCI chief Broder pushing the AZT 

through highly publicized clinical trials and the academic literature ex-

ploding with information about HIV’s viral mechanics, the firm was 

ready to jump into the AIDS fight. Emini was asked to spearhead the 

firm’s push for a vaccine, an area where the company had substantial ex-

pertise. Sigal would lead the drug discovery team. Scolnick later recalled 
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Sigal coming into his lab to discuss a scientific paper showing how HIV 

had a protease very similar to renin and asking for resources to develop 

potential inhibitors. “Great, go do it,” Scolnick had said.28 

Though they were initiating their antiretroviral research about the 

same time NIAID was launching its drug development program, Merck 

did not pursue government aid. The company was a firm believer in the 

Vannevar Bush model. Merck scientists took pride in their independent 

research skills, which were nurtured by Merck’s surging sales and prof-

its. In the early days of its hunt for a protease inhibitor, Nancy Kohl, a 

Merck scientist recruited by Sigal from MIT’s Center for Cancer Re-

search, conducted a series of experiments that proved inhibiting pro-

tease would inhibit replication of the virus in a test tube. Her findings 

appeared in the proceedings of the National Academy of Science in July 

1988. 

While that purely scientific work was interesting, the real work of the 

drug company was taking place in its chemistry labs. Sigal initiated a 

dual-track strategy for finding a molecule that would inhibit the HIV 

protease. He asked thirteen of Merck’s medicinal chemists to begin devel-

oping analogues of its renin inhibitors to see if they could come up with 

one that halted the protease’s action in a test tube. In the summer of 1988 

they found one. But like Abbott’s drug, it was so large that it had to be 

administered intravenously. Needing a better molecule, Sigal, a hard-

charger prone to yelling at colleagues who couldn’t meet his demanding 

deadlines, doubled the number of chemists on the job.29 At the same 

time, he pushed Merck’s X-ray crystallography department, headed by 

Manuel Navia, to come up with the structure of the protease so the 

chemists could design a better molecule. In February 1989 Navia became 

the first scientist to publish the HIV protease structure in the scientific lit-

erature, earning Merck’s protease inhibitor program a front-page profile 

in the Wall Street Journal and Navia an appearance on NBC’s Today 
Show. 30 While the scientists carefully couched their presentations—a 

cure could be years away, they cautioned—the media hoopla left the 

impression that private industry was well along the trail of a cure for 

AIDS. 

The media attention also provided a temporary respite from the trou-

bles plaguing Merck’s protease inhibitor program. A month and a half 

earlier, Sigal had flown to London to attend a scientific meeting. He 

booked a flight back for December 22, but at the last minute decided to 

take the prior evening’s flight out of Heathrow so he could spend more 

time with his family. Pan Am 103 never made it. A terrorist’s bomb 
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destroyed the plane thirty-one thousand feet over Lockerbie, Scotland, 

killing the 259 passengers and crew and 11 persons on the ground. “His 

death was devastating to the organization, but it didn’t affect our pro-

tease inhibitor work at all,” Emini recalled. “We just went on. It is 

always possible to say what things might have been if he had been here. 

Would we have done it differently? Would we have done it better? It’s 

impossible to answer.”31 

Navia, the crystallographer, thought the post-Sigal program could 

have been run a lot better. A few months after his brief brush with media 

fame, he asked Merck’s chemistry department to send down some more 

of their analogues so he could model them on his computers for poten-

tial antiprotease activity. The head chemist refused to cooperate. An out-

raged Navia protested to Scolnick, who eventually backed his media-

savvy crystallographer. But the headstrong Navia quit in protest and a 

few months later moved on to Vertex, a biotech start-up run by another 

Merck refugee. He ignored entreaties to stay from both Scolnick and 

Vagelos.32 Navia’s potential for contributing to the hunt for a protease 

inhibitor disappeared with him. At Vertex, it would be two years before 

he returned to HIV work. 

Crystallographers at other firms and in government labs, meanwhile, 

began puzzling over the structure that Navia had published in Science. 

He hadn’t released any of the data points, so no one else could use it to 

design drugs. A little more than a year later, Alex Wlodawer, an X-ray 

crystallographer at NCI, published a complete portrait of the protease 

molecule. It was more accurate than the Navia model and included data 

on how it bound to the other HIV proteins as it carried out its mission. 

Unlike Navia and Merck, the government was more than happy to share 

its information with everyone. “I spent lots of time flying in 1989 and 

1990 to every pharmaceutical company in the universe talking about our 

structure,” Wlodawer told me in 2001. “They were trying to think how 

their drug development programs could benefit. I briefed their scientists. 

I went to Abbott. I went to Merck. They were trying to energize their 

own scientists.”33 

However, Merck scientists turned their backs on X-ray crystallography-

based rational drug design and returned to traditional screening. In the 

spring of 1989 its chemists finally came up with a protease inhibitor can-

didate. But when safety experts tested the drug in dogs, it cut off bile flow. 

Some company officials speculated all protease inhibitors would be toxic.34 

With Sigal and Navia gone, there was no longer anyone around to cham-

pion alternative approaches. Scolnick, sensing depression setting in among 
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his medicinal chemists, sharply cut back on the number of chemists work-

ing on protease inhibitors. He authorized Emini to begin chasing down 

reverse transcriptase inhibitors that might be an alternative to AZT. The 

focus of Merck’s AIDS research shifted. 

About the same time that Merck was deemphasizing its work on pro-

tease inhibitors, Hoffmann–La Roche scientists were ready to move their 

candidate into clinical trials. The pharmaceutical giant, based in Basel, 

Switzerland, was clearly in the lead. The company traced its roots to the 

merger of Fritz Hoffmann and Adele La Roche, who followed a Swiss 

custom of combining their names when they married. Fritz Hoffmann– 

La Roche was born in 1868 to wealthy Basel merchants and worked for 

a Belgian drug company before launching his own manufacturing firm at 

age twenty-eight. Over the next decade, the company spread across 

Europe and in 1905 established U.S. operations. On the eve of the Great 

Depression, the company opened a huge research and manufacturing 

complex in Nutley, New Jersey, which to this day remains the company’s 

largest worldwide research and manufacturing facility. 

Though proud of its research capabilities on both sides of the Atlantic, 

Hoffmann–La Roche has never been shy about forging collaborations 

with the public sector to pursue medical breakthroughs. Near the end of 

World War II, Elmer H. Bobst, whose legendary skill at marketing drugs 

to physicians made him president of Roche’s U.S. operations, was getting 

ready to step down. Basel-based Roche officials sought out Lawrence D. 

Barney, the head of the Wisconsin Alumni Research Foundation, to 

replace Bobst. The foundation had been established in 1925 to help the 

land-grant university commercialize the food and vitamin patents pour-

ing out of its labs and became the prototype for academic-industry col-

laborations enabled by the 1980 Bayh-Dole Act. Barney passed muster 

with his corporate interviewers when he rattled off the names of twelve 

pharmaceutical company chief executives whom he knew personally 

through his work at the foundation.35 Over the ensuing decades, the 

firm’s European operations maintained close ties with universities, espe-

cially in Switzerland, and with the government-sponsored Medical 

Research Council in the United Kingdom. 

The company’s willingness to engage government researchers on 

their turf enmeshed it in the earliest days of the AIDS fight. In 1983, 

NIAID officials contacted the firm to see if its interferon, an overhyped 

biotech product, might prove useful as an immune system booster. 36 

The substance eventually proved marginally useful to AIDS patients by 

slowing the progression of opportunistic infections and combating hep-
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atitis C. Another one of the company’s biotech products—interleukin 

2—was tested against AIDS and shown to be useless. The company also 

sold an early diagnostic test for AIDS after licensing the assays from the 

government. 

These early experiences made the company a willing partner when 

Broder and his colleagues at NCI finished pushing Burroughs Wellcome’s 

AZT through the FDA approval process in 1987. A coterie of scientists 

at Roche not only understood the disease, but was anxious to compete 

for the next antiretroviral coming out of NCI’s labs. Broder and his team 

had not stopped at AZT. They kept looking for more effective drugs and, 

when they found something that worked in test tubes and passed animal 

toxicity tests, sent them out to private firms for clinical trials. Roche con-

ducted the initial clinical testing of government-owned didanosine (ddI), 

which was eventually licensed to Bristol-Myers Squibb. It did the same 

for zalcitabine (ddC), the next reverse transcriptase inhibitor to emerge 

from NCI labs. 

Indeed by late 1987 there was no shortage of companies willing to 

jump into the AIDS market. The price tag Burroughs Wellcome set on 

AZT made AIDS drugs financially attractive. When ddC came along, 

there were fifty companies competing for the right to develop it. NCI 

staged a beauty contest among the four finalists, and Roche won. “NCI 

saw itself as the incubator to get these drugs to a certain level but didn’t 

have the infrastructure to move these drugs through the late clinical tri-

als stage or commercial manufacturing,” recalled Whaijen Soo, vice pres-

ident for clinical sciences at Hoffmann–La Roche.37 

The Taiwanese-born scientist had earned a doctorate in retrovirology 

and biochemistry at Berkeley and received his medical training at the 

University of California at San Francisco. He had treated some of the 

nation’s first AIDS patients (in those days the disease was known as 

GRID, or Gay-Related Immune Disease) while in medical school and 

during his postdoctoral years at Harvard. By the mid-1980s, several of 

his mentors had become frontline physicians in the government clinical 

trials network. After moving to Roche, Soo gladly ran the clinical trials 

for ddC through the ACTG. It gained FDA approval in June 1992, the 

third nucleoside reverse transcriptase inhibitor approved to combat 

AIDS. 

But long before that program got under way, Roche scientists were 

looking for ways to cooperate with the government. In early 1988, Ming-

Chu Hsu, who also worked at the Nutley complex, applied to NIAID for 

a drug development grant to pursue inhibitors of an HIV gene (known as 
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tatIII) whose proteins regulated replication of the virus once it was inside 

white blood cells. “The whole idea of attacking the regulatory proteins 

was still up in the air,” Soo recalled, “and [Hsu] wanted to be academi-

cally known. Scientists in drug companies also want to be considered 

solid scientists and a peer that’s well respected by academic scientists.” 

Hsu’s team eventually developed a tat inhibitor, but it foundered in early 

testing. While it slowed viral reproduction in a test tube, it didn’t increase 

the white blood cell count in patients. The project was terminated when 

the company’s protease inhibitor program, based at its UK facilities, 

began showing positive results.38 

The Roche complex in Welwyn, England, was roped into the anti-

AIDS fight by company scientists in the United States, who were worried 

about the severe side effects of ddC and ddI. They asked the Welwyn 

chemists to develop analogues that might be less toxic to patients. The 

Welwyn group immediately immersed themselves in the literature, which 

pushed them in a very different direction. They learned that HIV had a 

protease that was very similar to renin, the blood pressure protease. Like 

many drug companies, Roche had a renin inhibitor program, which was 

in Welwyn. In November 1986, the nascent AIDS team launched a pro-

tease inhibitor program and asked Noel Roberts, who had spent a dozen 

years in the fruitless hunt for a renin inhibitor, to run it. 

It took the small Welwyn team of basic scientists nearly three years to 

come up with a viable drug candidate. The Pearl-Taylor paper in 1987 

confirmed their suspicions that the HIV protease had a clamshell-like 

structure. They spent much of the next year developing assays to test 

drug candidates for antiviral activity. As more information about the pro-

tease appeared in the academic literature, house crystallographer Anthony 

Krohn began constructing a theoretical model of the protein, which, like 

Erickson’s theoretical model at Abbott, could be used by company 

chemists to design inhibitors. When Merck’s Navia published his paper in 

Nature in February 1989, Roberts pulled together the team to discuss the 

implications.39 Were they on the wrong track? Krohn kept them waiting 

for fifteen minutes before bursting into the room and slamming the paper 

on the conference table. “The bloody bugger’s got it wrong. It doesn’t 

agree with my model,” he exclaimed. Roberts told his team members to 

follow their own instincts. “It turned out [Krohn] was absolutely right. 

Merck had not interpreted the crystallography structure right . . . as 

Wlodawer later proved.”40 Three months later, Roche chemists synthe-

sized Ro31-8959, which would become known as saquinavir. 

The initial results with the drug were encouraging. It was extraordi-
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narily potent in the test tube. But the euphoria quickly faded as company 

scientists faced two major problems. The drug was difficult to make, 

requiring twenty-three separate steps. Roberts checked with company 

chemists. They assured him they could make it in sufficient quantities 

and a low enough cost to ensure its commercial viability. “They turned 

out to be completely right,” Roberts later said. “We’ve had no problem 

making this in bulk.41 

The second problem was more difficult to resolve. Keith Bragman, a 

cancer doctor in Bristol-Myers’s European operations, joined the com-

pany that fall to run clinical trials on saquinavir. He would oversee the 

clinical development of the drug all the way through its European and 

FDA licensing in December 1995. In mid-1990, Bragman arranged with 

doctors in France, Italy, and the United Kingdom to begin human testing. 

Those tests were designed to determine how much drug could be admin-

istered before provoking unacceptable side effects and how much had to 

be administered to get enough into the bloodstream to have an antiviral 

effect. 

The initial reports were devastating. While the drug was sufficiently 

nontoxic for further human trials, only 4 percent of the administered 

dose got into the bloodstream. Patients took eighteen hard capsules a 

day, but the dose had a minimal effect against the virus. Bragman and 

Roberts were desperate to get a better drug. They went to top manage-

ment to get authorization for company chemists to pursue an analogue 

of saquinavir that would be more easily absorbed into the bloodstream. 

Or, barring that new expense, they wanted to start a new clinical test 

with higher dosing. 

By mid-1991 AIDS had already become a terrifying epidemic with 

global implications. Yet efforts to find treatments for HIV were no more 

than a blip on the radar screens of top managers at Roche. They still per-

ceived it as an orphan disease without much economic potential. 

Research spending on AIDS at the closely held firm didn’t exceed more 

than 5 percent of the total research budget.42 Even the ddC program, 

which by 1991 was in the final stages of government-funded clinical tri-

als and less than a year away from licensing, was perceived as “sort of a 

side venture,” according to Miklos Salgo, who came to Roche in 1989 to 

direct the ddC clinical trials. He saw his first AIDS patients in 1982 at 

Bellevue Hospital while a medical student at New York University and 

completed his medical training at Albert Einstein Medical School at 

Montefiore Hospital in the Bronx. “How could you not pay attention to 

the biggest epidemic taking place in our times,” he recalled a female co-
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worker telling him as they labored long into the night to treat the steady 

stream of AIDS victims from the South Bronx.43 

That attitude wasn’t shared by the managers contemplating the 

Bragman and Roberts request. More than a decade later, now a top offi-

cial at the firm, Salgo recalled their decision with some hesitancy. “It was 

only after we got Hivid [the trade name for ddC] licensed that [they real-

ized] the extent of the epidemic and accepted that this was a field that 

pharmaceutical companies could make . . .” He paused and then clari-

fied, “. . . be productive in and be worthwhile to enter.”44 

Management turned down Bragman’s requests to go hunting for an 

analogue of saquinavir with superior bioavailability. Jürgen Drews, then 

president of global research for Roche, was a key member of the senior 

management committee that vetoed new funds to continue searching for 

a better protease inhibitor candidate. The committee also turned down 

Bragman’s request for new first-stage clinical trials at higher doses. In his 

1998 book, In Quest of Tomorrow’s Medicines, Drews described how 

“one pharmaceutical company developing the first protease inhibitor 

against AIDS questioned whether an economically feasible synthesis 

would ever be developed.”45 

Roberts and his chemists, who were certain saquinavir could be man-

ufactured at a reasonable cost, weren’t invited to the meeting and thus 

couldn’t counter the argument. Neither was Bragman, who wanted to 

initiate new clinical trials at higher doses. “Concern about the economic 

viability of this medicine reached the point where a highly placed em-

ployee of the firm attempted to forbid the use of high dosages in the clin-

ical trials, though from a scientific standpoint these were deemed 

absolutely essential,” Drews wrote. “He was convinced that this medi-

cine would forever remain unprofitable. ‘How effective it is at higher 

dosages I have absolutely no desire to know,’ he declared.”46 

A decade later, the scientists involved in developing saquinavir would 

look back on that decision as a dreadful mistake. But they would largely 

blame it on the external political environment, not top management. 

Roche was under intense pressure to offer ddC, then in late-stage trials 

to AIDS patients under a compassionate use program. Under the rubric 

of compassionate use, doctors with desperately ill patients, often near 

death, can ask companies for drugs that are still in clinical trials, even 

though they have not yet been proven effective. Companies believe 

compassionate use programs hinder them from recruiting patients for 

double-blind, placebo-controlled clinical trials, which are the gold stan-

dard of the drug industry and preferred by regulators. But desperate 
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AIDS patients rebelled against what they called “dead body” trials. One 

of the more famous placards held by AIDS activists as they marched out-

side FDA headquarters in the late 1980s read, “I died on a placebo.” 

Compassionate use for drugs in clinical trials, or expanded access, as the 

AIDS activists preferred to call it, was one of their main demands. Roche, 

unaccustomed to hearing from patients, much less accepting criticism 

from them, was unwilling to change its research procedures to accom-

modate their demands. 

The company’s top managers were also rattled by the ongoing con-

troversy over price, which was again in the headlines. NCI’s ddI, which 

the government had licensed to Bristol-Myers Squibb, had just been 

approved by the FDA. Its hefty price tag, coming on top of the price of 

AZT, had restoked the anger of the AIDS community and the Democrats 

who controlled Congress. Public Citizen, which had been created by 

Ralph Nader in 1971 to fight abusive corporate practices, filed suit to 

cancel Burroughs Wellcome’s AZT patent. The government intervened 

on Barr Laboratories’ behalf when the generic drug manufacturer sought 

to void Burroughs Wellcome’s exclusive manufacturing rights. The firm 

wanted NIH named as coinventor of the drug so that it could be licensed 

to generic manufacturers like Barr. 

“This was a conservative Swiss company dealing with some difficult 

characters,” Bragman recalled a decade later. “For Hoffmann–La Roche, 

money [for additional research] would not have been the issue. This was 

an extraordinarily hot political area to work in. We had [a protease 

inhibitor] that was well tolerated, that had activity, that was comparable 

to AZT. Why don’t we just develop it and get it on the market? You can 

understand how the company might say let’s not make our lives more 

difficult than they already are.”47 

Yet Drews learned a very different lesson from the experience. “As 

long as the search for new drugs, and above all, their development, is 

almost exclusively the province of profit-oriented enterprises, it will be 

impossible to untangle the relationship between economic calculation 

and the needs of medicine.”48 Bragman never got a better molecule. 



5

The Divorce


Hoffmann–La Roche’s AIDS scientists weren’t alone in dealing with 

executive suite problems. As the winter of 1991 melted into a typi-

cally slushy Chicago spring, the handful of researchers working on 

Abbott Laboratories’ protease inhibitor project suddenly found them-

selves operating in an environment dominated by corporate scandal. 

Abbott, one of the largest employers in the suburbs north of the city, 

took pride in its conservative ways. Its sprawling Abbott Park campus 

had expanded steadily in the postwar years, fueled more by marketing 

acumen than a drive to produce medicine. The company traced its ori-

gins to a family-run pharmacy started by Wallace Calvin Abbott on the 

north side of Chicago. A physician who had migrated to the Windy City 

from Michigan, Abbott began mixing his own medicines after becoming 

frustrated by the poor quality of the available supplies of morphine, qui-

nine, and strychnine that were the mainstays of his turn-of-the-century 

medical practice. He soon began peddling his concoctions to fellow 

physicians. 

His big breakthrough came during World War I and ushered in the 

company’s long history of involvement with government programs. The 

war disrupted trade between the United States and Germany, then the 

undisputed leader in pharmaceutical development. To provide the latest 
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painkillers to American soldiers wounded at the front, the United States 

seized the German patents on novocaine and barbital and awarded them 

to Abbott as a wartime emergency measure. Abbott asked University of 

Illinois chemists to develop a process for making the painkillers in bulk. 

The company rapidly expanded through wartime contracts. 

Shortly after the war, one of the young doctoral candidates who had 

worked on the project, Ernest H. Volwiler, joined the company. Volwiler 

went on to become research director and president. Under his direction 

Abbott emerged as a leading manufacturer of anesthetics and was best 

known for developing sodium pentothal, the so-called truth serum. The 

company also bought out the nonprofit Dermatological Research Labo-

ratories of Philadelphia, which during World War I had been awarded 

the nationalized patent for Paul Ehrlich’s process for making arsphena-

mine, the first cure for syphilis. 

World War II gave the company another financial shot in the arm. It 

won a government contract to make penicillin and worked closely with 

the Agriculture Department’s new research lab in Peoria to develop the 

process. Ten days after Pearl Harbor, Robert Coghill, chief of the fer-

mentation division at Peoria, briefed the chief executives and research 

directors of Merck, Squibb, Pfizer Inc., and Lederle about the break-

through processes developed in his lab. They, like Abbott, became peni-

cillin suppliers. After the war, Abbott recruited Coghill to run its research 

division, where he stayed until 1957, when he returned to the govern-

ment to run the National Cancer Institute’s chemotherapy program.1 

Though its roots were in pharmaceuticals, the company never devel-

oped a full range of drug products that might have made it a major 

player in the field. During the booming postwar years, it chose instead to 

diversify into other lines of business. In 1964, it purchased Ross Labo-

ratories, which had developed the first infant formula. With Abbott’s 

marketing savvy, Similac became the leader in its field, and the nutri-

tionals division became Abbott’s biggest money maker. The company 

also expanded into hospital supplies such as intravenous feeding systems 

and disease diagnostic kits. Its AIDS test, licensed from the National In-

stitutes of Health (NIH) in the mid-1980s, was one of dozens in its sales-

persons’ bags. When John Erickson began pushing the company to jump 

into AIDS drug discovery, pharmaceuticals represented less than one-

fifth of company sales. 

During the business-friendly 1980s, the company was run by Robert 

A. Schoellhorn, who had joined the firm in 1973 after a twenty-six-year

career with chemical maker American Cyanamid. Abbott’s bottom-line 
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oriented board recruited Schoellhorn because of his reputation as a 

tough manager. But to their consternation, he became better known as an 

overbearing manager with a lavish corporate lifestyle. Schoellhorn’s 

tenure was marked by a steady exodus of executive talent as frustrated 

potential successors abandoned ship. The nation’s biotechnology indus-

try in its start-up years used Abbott’s executive suite like a minor league 

farm team: James L. Vincent left in 1980 to become chairman of Biogen, 

George Rathmann left that same year to become chairman of Amgen, 

and G. Kirk Raab left in 1985 to become president of Genentech. 

While strife-torn Abbott came up with a handful of new prescription 

medicines in the 1980s, its research efforts were puny and ineffective 

compared to industry giants like Roche, Pfizer, and Merck. Like many 

companies with unproductive research staffs, Abbott went shopping for 

promising drug candidates. But unlike firms that look to Wall Street for 

buyout targets, Abbott under Schoellhorn took what at the time was the 

unprecedented step of looking abroad. In 1988, the company entered 

into a joint venture with Takeda Chemical Industries to test and market 

drugs developed by Japan’s largest pharmaceutical manufacturer. The 

joint venture, dubbed TAP Pharmaceuticals, ignored the rising national 

concern about U.S. competitiveness vis-à-vis Japan, which was then at 

the height of its financial bubble. If you can’t beat them, join them, 

Schoellhorn seemed to be saying as he jetted around the world. Indeed, 

at the same time that he was slashing domestic research-and-develop-

ment budgets to meet his profit targets, he ordered a new $25-million 

Gulfstream, complete with custom-made seats. 

The final straw for the board of directors came in August 1989, when 

Schoellhorn pushed out Jack W. Schuler, a highly touted Stanford Busi-

ness School graduate who had been hired as the combative chief execu-

tive officer’s third chief operating officer. The move triggered a slew of 

hostile articles in the financial press. “Schoellhorn rarely brooks dis-

sent and bridles when a talented manager gets too close to the seat of 

power,” Business Week concluded after interviewing a score of former 

and current top officers. “Schuler never cared much for Schoellhorn’s 

rigid 15-percent-profit target and argued against cutting research-and-

development spending.”2 

Schuler left his mark on the firm, though. One of his last moves was 

recruiting Ferid Murad from Stanford, his alma mater. Murad, a noted 

academic researcher who would eventually win the 1998 Nobel Prize for 

medicine, was a physician by training. He was born in 1934 to an Al-

banian immigrant who ran an all-night restaurant in the shadows of the 
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Standard Oil refinery in Whiting, Indiana, which is just outside Chicago. 

Looking for a profession where he wouldn’t have to work as hard as his 

father, he chose medicine and enrolled in Cleveland’s Western Reserve 

University (now Case Western Reserve). His father’s work ethic stuck, 

however, and his medical school performance earned Murad a presti-

gious internship at Massachusetts General Hospital, where he studied 

under, among others, Edward Scolnick, who would go on to NIH be-

fore becoming Merck’s top scientist. Murad soon followed Scolnick to 

Bethesda for a postdoctoral fellowship at the National Heart Institute. 

The stint taught him how to navigate the grant-making politics of NIH, 

leading the University of Virginia to recruit him in 1970 to launch a clin-

ical pharmacology program. 

Murad did his most significant scientific work while at Virginia, iden-

tifying how nitric oxide acted as a cell signaling mechanism for the car-

diovascular system. The Nobel-quality science laid the intellectual 

groundwork for the development of erectile dysfunction drugs like 

Viagra. He moved on to Stanford and was continuing that research when 

Schuler made what seemed at the time to be a very attractive offer. “I 

enjoyed the access to all of Abbott’s resources, scientific staff, instru-

mentation, and what initially seemed like an unlimited research budget,” 

Murad wrote in his Nobel autobiography. “I eventually learned that one 

can never have enough resources when one looks for novel therapies of 

major diseases.”3 

It didn’t take long for Murad to bump into the glass walls of the cor-

porate fishbowl he had jumped into. Within months of his arrival, 

Schuler, the man who had brought him to Abbott, was gone and the 

company was wracked by high-level intrigue among a board of directors 

intent on ousting Schoellhorn. Murad had to devise a strategy to avoid 

being pulled under by the tempest. His solution was simple. He kept his 

more controversial programs—like the AIDS program that Erickson, the 

academically inclined X-ray crystallographer, was just getting under-

way—under the radar screen of top management. When Erickson came 

to him with his early models of the HIV protease and a strategy for 

going after drugs to inhibit its action, Murad said, “Fine, but let’s not 

make a big deal out of it.” He later described Abbott as “a very conser-

vative place. There were several projects I thought important [but] they 

didn’t want to pursue. They were not very excited about the HIV pro-

gram initially, and that’s why we didn’t talk about it.”4 

Murad dubbed the protease inhibitor program a pilot project and 

encouraged Erickson to pursue an NIH grant to hire postdoctoral 
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researchers to supplement the meager bench support he could offer the 

young scientist. Murad won similar grants for a number of Abbott drug 

development programs. At the peak of the program in the early 1990s, 

Abbott had thirty-five NIH-funded researchers on staff. The cooperative 

research programs ended shortly after Murad’s departure in 1993. 

Shortly after the first government-funded postdocs came on board in 

the fall of 1988, Dale Kempf and his small chemistry team began making 

progress in the search for a protease inhibitor. He rejected suggestions 

from higher-ups that he blindly test chemicals that had been synthesized 

as potential renin inhibitors against the HIV enzyme. All the major com-

panies that had renin inhibitor programs would be using the same strat-

egy, Kempf figured. Moreover, they had far more chemists and resources 

than Abbott was ever going to give him. A colleague stopped him in the 

halls one afternoon and put an arm on his shoulder. “My condolences, 

Dale, I hear Merck has thirty chemists on its HIV project.”5 He had only 

three. 

Instead of screening, Kempf looked to Erickson’s evolving model of 

the clamshell-like protease for guidance. He designed symmetric chemi-

cals that in theory would bind to both sides of the enzyme and thereby 

gum up the works. (Kempf calls protease inhibitors “molecular peanut 

butter,” a phrase suggested to him by a fourth grader during one of the 

many grade school presentations he makes about his work.) Whenever 

his team came up with a chemical that succeeding in binding to the 

cloned protease, Erickson shipped it off in the overnight mail to the NCI 

lab in Bethesda, where Hiroaki Mitsuya tested it for activity against HIV 

in his assays. There was nobody better in the country at conducting such 

tests since Mitsuya had polished his skills during the cancer agency’s suc-

cessful hunt for the first generation of AIDS drugs. 

Within a few months they hit pay dirt. Unfortunately, Abbott’s first 

protease inhibitor presented its inventors with huge problems. The mol-

ecule was so large that it couldn’t be tested for safety, even in animals. It 

was simply too big to be safely injected into mammals. A dejected Kempf 

continued looking for a more soluble protease inhibitor. In the spring of 

1990, the Erickson-Kempf team came up with one that they thought was 

worth sending to human clinical trials. Abbott filed its first protease 

inhibitor patent in May 1990. 

A-77003 (each drug company has its own system for numbering and 

naming its synthetic chemicals, usually using the first letters of the com-

pany’s name with a number) was itself almost useless as a drug candi-

date. The large molecule was rapidly digested in the gut, meaning it 
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could never be manufactured in pill form. Erickson and Kempf knew 

they were going to need a better drug, one that wouldn’t have to be in-

jected intravenously. But to come up with something better, they needed 

to throw more chemists at the task. And to convince top management 

that it was worth ramping up the program, they had to show that a pro-

tease inhibitor—any protease inhibitor—would eventually be a viable 

alternative to AZT as an AIDS drug. At that point, no protease inhibitor 

had ever been successfully tested in humans. 

Erickson again turned to the government for help. In the fall of 1990, 

he set up a meeting between his Abbott team and every top official at 

NIH involved in the fight against AIDS. Anthony Fauci, who had pri-

mary responsibility as head of the National Institute for Allergies and 

Infectious Diseases (NIAID), was there; so was Broder, chief of NCI; 

Dan Hoth, head of the AIDS Clinical Trials Group (ACTG); and Bruce 

Chabner, who was heading the drug discovery unit at NCI. “Abbott 

won’t develop this drug as an intravenous agent, but I need to know if it 

will work,” Erickson told the small crowd. His plan was simple. He 

wanted the government to subsidize the cost of testing the drug for its 

pharmacological activity in animals. He also needed help in developing 

it into a form that could be injected into humans. With those two steps 

out of the way, he would then have the results needed to convince 

Abbott’s top management to fund the scale-up and production of the 

drug to do the initial testing in humans to prove the concept. “It would 

save us all a lot of grief if the protease turns out not to be a very good tar-

get,” he told them.6 

The government scientists were more than happy to perform the tests 

for Abbott. From a scientific perspective, it was an extraordinary oppor-

tunity to test the first of a new class of drugs that had been specifically 

designed to combat AIDS. They also thought they had every right to be 

part of the trials. Abbott’s protease inhibitor had been developed with 

the help of federal grants. “We wanted to collaborate on clinical trials,” 

Hoth said. “We thought they had good science and a promising drug. 

Their research people were outstanding.” The result of the meeting was 

an agreement to let NCI do the initial animal testing on Abbott’s new 

drug.7 

Murad and Erickson were overjoyed. The agreement allowed them to 

pursue their exciting discovery while maintaining the program’s low pro-

file inside the firm. But their glee would be short lived. A few months 

after Schuler’s departure, the company’s board of directors, fed up with 

Schoellhorn’s constant upheavals, stripped him of day-to-day responsi-
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bilities and installed Duane Burnham, the chief financial officer, as chief 

executive. Schoellhorn wasn’t one to accept public humiliation without 

a fight. Throughout 1990, the board and its former chief executive offi-

cer engaged in a high-profile court battle. Schoellhorn accused the board 

of acting like a “rogue committee,” while the board lawyers suggested he 

had “repeatedly misappropriated the company assets,” including the 

installation of company-owned artwork in his home. The board’s new 

man, Burnham, was a bean counter through and through, and a micro-

manager to boot. Besides limiting the ostentatious expenditures of the 

Schoellhorn reign, he began scaling back the aggressive moves Schuler 

had made in research and development.8 

Erickson saw the handwriting on the wall. A company that for a few 

years under Schuler and Murad had allowed him to move unimpeded 

through the wilds of early-stage drug research was now going to concen-

trate on bringing the few drugs in its pipeline to market. Erickson’s future 

at the firm would be managing those projects toward completion, not 

cutting-edge drug design. During one of his frequent trips to Bethesda, he 

voiced his concerns to the senior scientists at NCI. They suggested an 

alternative. Why not join NCI to set up a government-run X-ray crystal-

lography department? 

The top scientists at NCI were excited at the prospect of snaring 

Erickson. It would bring the government agency one of the nation’s top 

scientists in X-ray crystallography, a man who also had industrial experi-

ence designing drugs with the latest technologies. Broder got directly 

involved in recruiting Erickson. A few months earlier, he had convinced 

several top cancer researchers to return to the government fold after short 

stints in industry. It was part of the NCI chief’s high-profile campaign to 

reverse the brain drain that usually saw scientists leave NIH for better-

paying industry jobs. “We still have considerable difficulty in recruiting 

senior-level scientists and clinical researchers,” Broder said. “Government 

service as a calling just doesn’t seem to have the same force that it might 

have had in another era.”9 He wasn’t just concerned about rebuilding 

the government’s public health service. Broder was still seething over 

Burroughs Wellcome’s snub of NCI’s contributions to developing AZT. 

His response was to plunge deeper into drug development. 

Word of Erickson’s imminent defection soon trickled back to Murad, 

who had his own contacts in NIH. He implored Erickson to stay. The 

bearded scientist said he wanted the company to commit some chemists 

to the purely scientific side of his research. Erickson wasn’t interested in 

just designing drugs, he wanted to perfect his ability to model proteins on 
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his computers. Murad, a brilliant research scientist himself, understood 

the instinct, but there was no money in his budget for that kind of pure 

science endeavor, he told Erickson. In January 1991, the crystallographer 

left Abbott to join NCI. 

By itself, the defection of one high-level scientist in its AIDS research 

and development department might not have set off alarm bells, espe-

cially at a company preoccupied with dumping its chief executive officer. 

But Abbott’s North Shore soap opera was about to take a more ominous 

turn. In February, local police arrested Seymour Schlager, a physician 

earning $140,000 a year as head of Abbott’s AIDS clinical research, for 

attempted murder after he tried to smother his wife with a plastic-

encased pillow in his spacious Highland Park home. She escaped and ran 

screaming down the quiet residential street of their tony suburb. Within 

days the local papers’ gossip columns were filled with tales of Schlager’s 

affair with his twenty-four-year-old assistant. His lawyers would later 

claim job stress led to a mental breakdown. An unsympathetic judge 

eventually sentenced him to thirteen years in prison. 

Schlager was indeed in a stressful position in the early months of 

1991. He had been overseeing the testing of clarithromycin, an experi-

mental antibiotic that top company officials hoped to turn into a block-

buster drug. Abbott researchers had been testing the drug against a range 

of serious respiratory infections. One of those infections was myco-

bacterium avium complex, or MAC, which struck down more than half 

of AIDS patients after their immune systems collapsed. Clinical trials in 

Europe had already documented clarithromycin’s value in combating 

MAC. However, trials in the United States were moving slowly because 

Abbott was aiming for much wider labeling for the drug than just its 

AIDS-related use. Radical AIDS activist groups were outraged that the 

company put its sales strategy ahead of the well-being of people who 

were dying. They demanded that the company immediately make the 

drug available even though it was still in clinical trials. Schlager was the 

company’s point man in that controversy. A few weeks after his arrest for 

attempted murder, activists belonging to the AIDS Coalition to Unleash 

Power, or ACT UP—the most militant of the AIDS groups—began pick-

eting the company’s offices in San Francisco. Their demand: immediate 

access to clarithromycin. 

Once the controversy hit the newspapers, Abbott’s top management 

and its corporate public relations staff got involved. The company issued 

a press release offering to make the experimental drug available to very 

sick patients in an expanded access program, but only after it had 
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obtained more data from studies that were then underway at Johns 

Hopkins University under the auspices of the government’s ACTG pro-

gram. Outraged AIDS activists in Los Angeles, New York, and San 

Francisco began organizing patients into so-called buyers clubs. The 

clubs smuggled Abbott’s most promising new drug into the United States 

from Europe, where it was not only available, but sold for far less than 

what the company planned to sell it for in the domestic market. If 

Abbott’s top officials hadn’t been paying close attention to what was 

going on in their AIDS program before, they certainly were now. 10 

Andre Pernet, a career manager at the firm with a background in 

chemistry and chemical engineering, was brought in to begin sifting 

through Abbott’s AIDS programs. What he found didn’t please him. The 

ACTG, increasingly sympathetic to the AIDS activists, was pushing the 

clarithromycin trials in directions the company didn’t want to go. 

Furthermore, tests on the most promising new class of drugs to combat 

AIDS to come along in years—represented by their first protease 

inhibitor, A-77003—were being performed in government labs. 

Throughout 1991, NCI scientists in Bethesda conducted the experi-

ments on A-77003 that Erickson had requested during his last months at 

the firm. They developed an intravenous formulation, tested it on mice 

and rats for toxicity, and then used those tests to establish a range of 

potentially appropriate doses for humans. Meanwhile Kempf and his 

team continued looking for better versions of the molecule. In the fall he 

came up with one. But he needed more chemists to perfect it as well as 

to make sufficient quantities of the first one for the upcoming clinical 

trial designed to prove that a protease inhibitor—any protease 

inhibitor—could work in humans. From research’s point of view, every-

thing was coming up roses. Pernet’s review—conducted over the same 

months—reached a similar conclusion. Abbott’s protease inhibitor 

search was about to turn into a major program. The last thing Pernet 

wanted was the government’s fingerprints all over the company’s new 

drug. 

The government, in industry’s eyes, had become an unreliable partner. 

By mid-1991, AIDS activists’ outrage over the price of AZT was at a 

fever pitch. To industry executives, it seemed like NCI scientists had 

intervened on the activists’ side by insisting on proper credit for their role 

in discovering the drug. In July, Bernadine Healy, who had just been 

named director of NIH after a research career at the Cleveland Clinic, 

threw the weight of the federal agency behind the activists. She granted 

generic manufacturer Barr Laboratories a conditional license to manu-
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facture and market AZT. The only caveat was that the license depended 

on Barr making the government a coowner of Burroughs Wellcome’s 

patent, which the company was pursuing in court. 

Healy’s decision on AZT reflected national concerns about the rising 

cost of health care. The Democratic-controlled Congress that summer 

jumped on the issue of skyrocketing prescription drug prices with highly 

publicized hearings on the price of Taxol, a cancer-fighting extract from 

the bark of the Pacific Yew tree. The drug was one of the great success 

stories of NCI’s long-standing program for screening natural products 

from around the world for their anticancer properties. But once govern-

ment researchers discovered Taxol and turned it over to Bristol-Myers 

Squibb for marketing, the company charged a fantastic markup for the 

extract. Congressional Democrats, who planned to make high drug 

prices a major campaign issue in the 1992 elections, argued that a so-

called reasonable pricing clause that had been inserted in the contract the 

government signed with Bristol-Myers Squibb gave it the right to reduce 

the high price placed on the drug. NIH had begun inserting such clauses 

in its contracts with industry in 1989 in response to the public outcry 

over the cost of AZT. 

The Taxol and AZT debates set off alarm bells in drug company 

boardrooms across the United States. Pernet called NCI’s Chabner, who 

was overseeing the animal tests on Abbott’s experimental protease 

inhibitor. He demanded a meeting in Bethesda to discuss the terms of the 

company’s arrangement with the government. The meeting took place in 

November 1991. 

Abbott brought out the big guns. While Pernet and Murad were 

present, Paul Clark, president of the pharmaceutical division, ran the 

show. He brought along the company’s chief corporate counsel for legal 

support. Chabner and Hoth, representing the clinical testing wings of 

NCI and NIAID, respectively, were stunned by the presentation. “It was 

Clark’s meeting,” recalled Hoth. “The legal counsel advised that this 

was a risk. They could invest in all this research, and the government 

could march in. Clark said, ‘We can’t afford to take that risk.’ ”11 

The company team informed the government scientists that Abbott 

planned to go abroad to test its new drug and wanted all tests done at 

Abbott expense. “The evolution of industry/government relationship and 

the decision at Abbott to initiate a global development have forced us to 

consider a new basis for the relationship,” Pernet said in a follow-up let-

ter. The company would allow a joint scientific development board to 

oversee testing. But that board would have an Abbott scientist as its head, 
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and he would have to sign off on any clinical protocols. The first tests 

would be done abroad because government authorities in some Euro-

pean countries didn’t require government filings for first-stage clinical tri-

als. If NCI conducted any studies that eventually wound up in an appli-

cation to the FDA, Abbott would reimburse NCI for all expenses. “My 

only purpose is to direct a concerted worldwide effort that can be exe-

cuted in a record time and to be sure that Abbott is clearly seen as having 

funded and executed the development of the drug,” Pernet wrote.12 

The company talked about speed. But the issue was price. In 1987, 

Burroughs Wellcome brought the first AIDS drug to market at a price to 

patients (or, more typically, insurers and government welfare agencies) of 

ten thousand dollars a year. But after four years of public protests, the 

company had been forced to cut its price in half. Coupled with a grow-

ing recognition that less could be used to gain the same effect, the com-

pany was now realizing less than twenty-six hundred dollars a year from 

AIDS patients. Abbott wanted to avoid similar meddling with the future 

price of protease inhibitors. It was bad enough that Abbott’s protease 

inhibitor patents had to include a clause that stated the government had 

helped develop the technology and therefore retained “certain rights” 

over its eventual use. To most corporate officials that meant only one 

thing: The government might one day step in and set the drug’s price. 

There has never been a case where the government has actually marched 

in and set prices on inventions produced at public expense. Yet the de-

bate over that prerogative has a long and contentious history and became 

a headline issue after the sea change in U.S. industrial policy that took 

place in the 1980s as the nation sought to deal with its declining in-

dustrial competitiveness.13 The Bayh-Dole University and Small Business 

Patent Act and the Stevenson-Wydler Technology Innovation Act—both 

passed in the waning days of the Carter administration—and the Federal 

Technology Transfer Act of 1986 established a new paradigm for the 

transfer of government-funded technology from federal labs and non-

profit institutions to industry. The debate over reasonable pricing of 

government-funded inventions followed in those bills’ legislative wake. 

During the 1970s, the U.S. economy suffered its worst economic per-

formance since the Great Depression. Two recessions triggered by oil 

shortages hammered U.S. industry. Productivity growth rates, which had 

been better than 2 percent a year throughout the 1950s and 1960s, 

slipped to just over 1 percent. The economic woes of slow growth and 

rising unemployment were exacerbated by high and persistent inflation. 
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A new word—stagflation—entered the economic lexicon. Year after 

year, U.S. companies lost ground to their Japanese and German com-

petitors in markets where Americans had once been preeminent, includ-

ing automobiles, steel, machine tools, and electronics. Vast swaths of the 

major cities and towns of the Northeast and Midwest became deindus-

trialized wastelands. Factories shut down, and their workers were per-

manently laid off. 

Competitiveness gurus in business-oriented think tanks and business 

schools believed a solution for industry’s waning skills lay in the nation’s 

universities and federal labs. The United States had the best scientists and 

technology in the world, they lamented, but their output was left sitting 

on the shelf because companies had few incentives to commercialize it. 

The Kennedy administration had created an open-door technology-

transfer policy. In 1963, it stipulated that the government would freely 

license any invention to all comers if it was going to be used by the gen-

eral public or if the invention involved the public health or welfare. 

Though President Nixon tweaked the regulations slightly more in indus-

try’s favor, open licensing resulted in most federally funded inventions 

remaining unused. One study in the late 1970s showed that less than 5 

percent of the government’s twenty-eight thousand patents had been 

licensed. Why would a company spend the money to commercialize a 

scientific invention if any company could rush in and get a similar license 

once it became a proven success in the marketplace? 

As the stagflation decade neared its end, the political will to change 

the technology transfer landscape cut across party lines. On October 31, 

1979, President Carter called for change in a major address to Congress. 

Soon after, Senators Birch Bayh, a Democrat from Indiana, and Robert 

Dole, the Kansas Republican, cosponsored a bill designed to encour-

age commercialization of inventions made by government-funded re-

searchers. Universities and small businesses would be given the patents to 

discoveries made on government grants, which they could then commer-

cialize as long as the licensing and royalty revenue were shared with the 

inventor and the university used its share of the proceeds to further 

research and education. The proposed law also gave federal agencies 

that held patents the right to offer industry exclusive licenses on their 

inventions. The Stevenson-Wydler Act gave the same rights to federal 

labs run by private contractors. 

The bills passed, but not before serious qualms were raised by influ-

ential voices in and out of Congress. Admiral Hyman Rickover, the 

straight-talking commander of the nation’s nuclear submarine fleet, 
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complained that the legislation would benefit large corporations at the 

expense of small business. Rep. Jack Brooks, a Democrat from Texas, 

wanted the patents put out for competitive bid. Senator Russell Long, a 

Louisiana Democrat and the last of a long line of populists from his 

state, stated the opposition in its boldest terms: There is “absolutely no 

reason why the taxpayer should be forced to subsidize a private monop-

oly and have to pay twice: first for the research and development and 

then through monopoly prices.” 

Some protections were built into the bill to assuage the critics. The 

government retained the right to seize the patent and issue a compulsory 

license to other manufacturers if it was “necessary to alleviate health or 

safety needs which are not reasonable satisfied” by the original patent 

holder. In other words, failure to commercialize an important invention 

after it had been licensed gave the government the right to “march in” 

and put it to public use. The law also said that any government-funded 

invention should be made “available to the public on reasonable terms.” 

In 1989, with the uproar over the price of AZT and Taxol rising, NIH 

would interpret these clauses as giving the government the right to set 

prices on drugs developed by the government or on government grants. 

It began inserting reasonable pricing clauses in all cooperative research 

and development agreements with industry, which had been authorized 

by the Federal Technology Transfer Act.14 

The original public debate over the Bayh-Dole Act swirled around 

competitiveness issues in basic U.S. industries like machine tools, elec-

tronics, and autos. The health of the pharmaceutical and nascent bio-

technology industries rarely entered into the discussion, even though 

NIH had long been one of the major agencies involved in technology 

transfer. Yet in the wake of the bill’s passage, no industries benefited 

more from the conveyor belt that was set up to move federally funded 

research from laboratory to industry. The gene-splicing revolution set off 

an explosion of entrepreneurial activity in the life science departments of 

the nation’s universities and medical schools. The commercialization 

orgy transformed their institutional culture. For many researchers, the 

eureka moment no longer came when they discovered a medical break-

through. Rather, pay dirt was defined as the moment the scientist issued 

public stock in the company he had set up to commercialize his NIH-

funded discovery. 

There were some institutional qualms in the early days of the biotech-

nology-pharmaceutical entrepreneurial revolution, but they didn’t last 

long. Stanford professor Paul Berg, a gene-cloning pioneer, initially crit-
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icized UCSF professor Herb Boyer’s decision to form Genentech. Yet a 

few years later he formed his own firm. Walter Gilbert, the Nobel Prize– 

winning biologist at Harvard, raised a firestorm of criticism when he quit 

his prestigious post to run Biogen. He retorted: “One half of my col-

leagues at Harvard are involved in companies in one form or another.”15 

Over the years, numerous university officials, bioethicists, and scien-

tists have complained that the gold-rush mentality inevitably riddled aca-

demic medicine with conflicts of interest and threatened the indepen-

dence of basic research. But those voices went largely unheeded. The 

system of encouraging commercialization of government-funded inven-

tions has now become thoroughly institutionalized. A survey by the 

Association of University Technology Managers found that institutions 

of higher education generated $1.26 billion from licensing revenue in 

2000, and university technology transfer officers said most of that came 

from pharmaceutical and biotechnology firms. Government licensing fol-

lowed a similar pattern. In 1999, a Government Accounting Office sur-

vey of the six major federal agencies with substantial licensing activity 

found NIH with 990 active licenses, or 71 percent of the total. The pub-

lic health agency generated fully 95 percent of $107 million in royalties 

the government received from industry that year. 16 Despite the fears of 

Abbott and other pharmaceutical firms that licensed those inventions, 

the government has never exercised the rights enumerated in the patents 

issued for all those taxpayer-financed inventions.  

Abbott’s plan to distance its protease inhibitor project from its govern-

ment roots didn’t sit well in Bethesda. Yet NCI’s Chabner, in a letter sent 

back in early January 1992, agreed to the new terms “in the interest of 

bringing this promising agent to the clinic as rapidly as possible.” But he 

put his own twist on the meeting. NCI would continue to collaborate 

with Abbott under the new circumstances. Abbott could reimburse 

NCI for the preclinical expenses already incurred if it liked, but it was 

Chabner’s understanding that future studies would be joint endeavors 

and that “NCI scientists will direct and monitor these studies as usual.” 

Abbott could go elsewhere for additional studies, but the joint scientific 

board proposed by Abbott “will have the opportunity to review all pre-

clinical protocols.”17 

In March Abbott brought in a new man to run the clinical side of its 

antiviral team. John Leonard, who had worked for a small contract 

research house before coming to Abbott, was under strict marching 

orders. “We had a decree from our CEO that we would accept no gov-
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ernment funding for our work,” he said.18 In one of his initial briefings 

about the program, Leonard heard stunning news from Kempf, who, 

with Erickson gone, was heading the science team. Kempf’s chemists had 

synthesized a third potential inhibitor, a chemical cousin of the first two 

drugs. But this molecule was small enough to take in pill form. It would 

eventually be called ritonavir. Keeping the news about the better drug 

strictly in-house, Leonard began working on its intravenous predecessor 

to prove the new class would work. He decided to ignore the joint advi-

sory committee that had been set up during the November meeting. He 

asked Sven Danner, an Amsterdam physician whom he knew from work 

with his previous employer, to conduct the first clinical trials for Abbott’s 

intravenously administered protease inhibitor in Europe. 

Word soon got back to Hoth and Chabner, who fired off angry letters 

to Leonard. “I am dismayed to learn that the NCI was not adequately 

included in the discussions to initiate clinical trials,” Chabner wrote on 

May 13, 1992. “Based on our written agreement, we expected to be 

included as a full partner in the efforts to bring this drug to the clinic and 

were surprised to learn of your plan to delay entry of the drug into test-

ing in the United States.” Chabner reminded Leonard of the studies 

already conducted by government scientists to bring the drug to that 

point. “Since government funding was used to conduct the majority of 

the toxicology and pharmacology studies on this drug, we feel that the 

AIDS patients in the United States have a right to treatment as rapidly as 

possible.” He then cut to the chase. “I realize that Abbott has agreed to 

reimburse NCI for these studies and hope that a suitable mechanism can 

be developed to accomplish this stated goal. It was not our intention, 

however, at the start of this ‘collaboration’ to act as a contractor for 

Abbott. Reimbursement would not eliminate the fact that NCI personnel 

conceived, monitored, and executed these studies over the last year.” 

The angry NCI director fired off copies to the top leaders of both orga-

nizations: Broder and Fauci at NIH, and Burnham and Clark at Abbott. 

He didn’t help his cause when he addressed the Abbott chief executive 

officer as “Dwayne Burham,” misspelling both of his names.19 

A month later Leonard fired back. With first-phase safety tests unreg-

ulated in Europe, it would be easier to get studies underway there. “This 

approach will benefit all HIV-infected patients regardless of their nation-

ality,” he wrote. He offered Hoth “a formal line of communication” by 

allowing an ACTG-affiliated doctor to sit on an advisory committee, 

but he wouldn’t allow official government representation. “You express 

that NCI should be a full partner in the development of HIV protease 
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inhibitors based on funding provided to Abbott,” he wrote. “I must 

emphasize that [A-77003] was discovered by Abbott and is owned by 

Abbott. The government funding received by Abbott was and will con-

tinue to be a small part of the total development costs.” A few weeks 

later, Abbott sent NCI a check for more than nine hundred thousand dol-

lars to reimburse the government for its expenses for the preclinical work 

and animal trials.20 

With the Abbott-NIH dispute at a fever pitch, NIAID director Anthony 

Fauci trekked to Capitol Hill to defend the Bush administration’s 1993 

fiscal budget request for AIDS research. At the hearing of the House 

Commerce Committee’s health subcommittee on February 24, 1992, 

longtime drug industry critic Rep. Henry Waxman, a Democrat from 

California, wanted to know how much of the $232 million earmarked 

for government-run clinical trials was going toward combination therapy 

trials, which he viewed as the most pressing item on the AIDS agenda. 

Waxman wanted to know if a combination of the anti-HIV drugs that 

had already been approved by the FDA would be any better for patients 

than taking just one of the drugs alone. “Was industry a willing partici-

pant in those trials?” he asked. 

In the early days of AIDS research, it wasn’t obvious that it was going 

to take a combination of drugs to tame the disease. While there was 

precedent for combination therapies conquering an infectious disease— 

tuberculosis was the most famous example—the dream of discovering a 

magic bullet that would take out HIV lived on, especially inside drug 

companies. 

That wasn’t Hoth’s mindset, though, and he was running the ACTG. 

The physician-researcher brought years of experience running cancer 

clinical trials at NCI. “Cancer is all about combination therapy,” he said 

later after moving on to a biotechnology firm on the West Coast. “One 

of the things I learned at NCI is that there is a difference between a drug 

focus and a disease focus. At NCI we had one group focused on drugs 

and one on the disease, and we’d get together on a regular basis to inte-

grate the two. The ultimate benefit is the merger of those two things,” he 

explained. “Early on I created that dual focus in the AIDS division. We 

needed people who didn’t have an allegiance to any particular drug.”21 

In mid-1991, the second NCI-discovered nucleoside reverse transcrip-

tase inhibitor—Bristol-Myers Squibb’s ddI—was approved by the FDA. 

More were on the way. There was also a non-nucleoside reverse tran-

scriptase inhibitor (NNRTI) in the drug approval pipeline. Progress was 
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being made on the protease inhibitor front. To Broder and his colleagues 

at NCI, the future seemed clear. Writing in the Journal of the Federation 
of American Societies for Experimental Biology, they predicted, “Before 

long, combination therapies using multiple antiretroviral drugs will be 

available. Such therapies will exert major effects against the morbidity 

and mortality caused by HIV.”22 

Indeed, the first combination trials were already underway under 

ACTG auspices. As early as June 1990 at the sixth International AIDS 

Conference in San Francisco, Margaret Fischl of the University of Miami 

and Douglas Richman of the University of California at San Diego had 

presented preliminary data from ACTG 106. The study was designed to 

come up with proper dosing when combining AZT and ddC, which NCI 

had just licensed to Roche for clinical trials. The early results were heart-

ening. Not only was the combination safe enough to take, it appeared to 

increase the number of infection-fighting white blood cells (scientifically 

known as CD4 lymphocytes) in the fifty-six patients in the test. The 

researchers began enrolling patients for a much larger study, ACTG 155, 

designed to prove once and for all that two drugs were better than one. 

Waxman, with the backing of the AIDS lobby, wanted the ACTG to 

do more. He grilled Fauci at the 1992 hearing. “Is it your professional 

judgment, then, that if we don’t fund this work of combinations to see 

how well they work that the private sector will not take up that slack?” 

Fauci had years of experience trekking up to the wood-paneled hearing 

rooms of the Rayburn Building to parry questions from politicians who 

almost always had less than perfect information. He was a master of 

employing the Beltway dodge, especially when a clear-cut answer would 

offend some powerful special interest. But his recent experiences with the 

pharmaceutical industry had left a sour taste in his mouth, and his 

answer that day was more straightforward than usual. “It has generally 

been our impression that drug companies and pharmaceutical corpora-

tions are less likely to want to push or support a trial that compares one 

drug with another, one of which is theirs and another of which is not 

theirs,” he responded. “And that’s one of the reasons and the rationale 

for the AIDS Clinical Trials Group to study combinations as well as 

study those kinds of drugs that may not necessarily be of great commer-

cial interest to a company but would be of some public health impact on 

the disease.” 

Unlike Abbott and Roche, which were attempting to get by on shoe-

strings, Merck was pouring substantial resources into the AIDS fight. 
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After its first protease inhibitor proved toxic, the company’s research 

team began focusing on NNRTIs. Scientists knew why nucleosides 

worked. They bound to the last link on HIV’s DNA chain as it repro-

duced and brought the additive process to a crashing halt. But no one 

knew how or why non-nucleosides worked. As a result, all the companies 

pursuing NNRTIs had to use traditional medicinal-chemistry means to 

come up with drug candidates—in other words, massive screening. It 

was labor intensive work, and at Merck it was run by Emilio Emini at the 

company’s sprawling research and manufacturing complex in West Point, 

Pennsylvania. Spurred on by top management’s desire to do something 

about this dread disease, they hired more people and then hired some 

more. They expanded the existing containment lab, and when that filled 

up they built a new building. In the early 1990s, Merck had sixty chemists 

working on AIDS research and three times that number of support staff. 

“We were into hundreds of people by that stage,” Emini recalled.23 

The company screened an estimated twenty-three thousand com-

pounds in pursuit of the elusive NNRTI, finally coming up with one in 

early 1991 that inhibited viral replication. The company’s chemistry team 

made four analogues of the compound and, contrary to customary Merck 

policy, sent them all into first-stage clinical trials, which are designed to 

establish safety and a proper dosing level. Early safety trials also deter-

mine whether there is enough evidence of efficacy to justify further testing. 

Though chief executive officer Vagelos and research director Scolnick, 

both veterans of NIH, were firm believers in keeping the government at 

arm’s length from their chemistry labs, they had no problem cooperating 

with the ACTG when it came to clinical trials. Trials on L-661 (the most 

promising NNRTI candidate) were conducted at NIH and at the Univer-

sity of Alabama in Birmingham, a major ACTG site. The company also 

had trial sites in Brussels, Amsterdam, and Frankfurt.24 

The firm had another partner in the process: the AIDS activist com-

munity. While most drug companies involved in AIDS research found 

themselves at one time or another in nasty confrontations with the 

activists, Merck from the outset tried to assuage the industry outsiders. 

Responding to repeated demands for information about their research, 

Merck top officials instructed their government and public relations offi-

cers to keep the activists informed. What they got in return was a steady 

stream of desperate applicants anxious to participate in their trials, and 

advice in designing those trials. “We developed a substantial amount of 

respect for each other,” Emini said.25 

In early November, Emini and the company’s top clinicians met with 
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AIDS activists to share the results of the first NNRTI tests. The curly 

haired scientist, an eternal optimist, visibly sagged as he presented the 

data. The virus quickly mutated around Merck’s NNRTI. They would 

continue one test where L-661 was being used in combination with AZT, 

but they weren’t hopeful. One of the AIDS activists present put an arm 

around his shoulder and advised him to take two weeks off before get-

ting back to work. The company paid a price for its openness. Within 

days, articles appeared in the Wall Street Journal, the San Francisco 
Chronicle, and the Philadelphia Inquirer announcing to the world that 

Merck’s AIDS scientists had come up with another disappointment.26 

Desperate after four years of AIDS research that had yet to turn up a 

viable drug candidate, Merck returned to the hunt for a protease in-

hibitor. While development had continued during the time when NNRTI 

was in trials, it clearly had been de-emphasized. Now it was their last 

hope of coming up with a drug to fight the disease. They decided to 

return to one of the original strategies employed by Irving Sigal, who had 

died in the crash of Pam Am 103. They deployed X-ray crystallographers 

to help their chemists design drugs that might work. One of them called 

Erickson, who was now at NCI, to get his data as they raced to catch up 

with others in the field.27 The Merck scientists also borrowed from their 

competitors. They reproduced Roche’s saquinavir, which that company 

had sent to the patent office in November 1990 and subsequently shared 

at scientific meetings and “learned that while it was a very potent 

inhibitor, it had very limited bioavailability.”28 But by combining ele-

ments of the Roche compound with elements of their earlier failed pro-

tease inhibitor, they came up with a new molecular entity that had spec-

tacular results in the test tube. By August it had been moved into 

first-stage clinical trials. 

To Merck’s top brass, the drug candidate called L-735,524, later indin-

avir, looked like a winner. Its bioavailability and potency seemed vastly 

superior to either of the two known rivals at Roche and Abbott. Other 

potential competitors seemed far behind. Coverage of AIDS research in 

the financial press routinely suggested a dozen companies were working 

on protease inhibitors. But precious little had emerged at scientific meet-

ings. Biotech companies such as Vertex and Agouron—both firms had 

been created to pursue rational drug design—had developed a top-flight 

capability of grabbing headlines. But there was still no evidence that 

either had gotten anything to work in a test tube, much less move a drug 

candidate into a clinical setting. 

And the people who run clinical trials—largely academic researchers 
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affiliated with university medical complexes in the United States and 

Europe—do like to talk. By the fall of 1992, Abbott and Roche had their 

protease inhibitor candidates in first-stage trials in Europe. But manage-

ment pressure to hold down costs had forced Roche’s Bragman to initi-

ate talks with the University of Washington’s Ann Collier, a member of 

the ACTG network, about starting a second-stage trial in the United 

States. These early trials allowed Merck officials to keep a close eye on 

the competition. Emini recalled the optimistic mood inside the firm. 

“Saquinavir [Roche’s drug] barely worked. It is not a drug we would ever 

develop. Ritonavir [Abbott’s drug] had several metabolic and drug inter-

action problems. We would never have developed that either. Ours was 

potent. It was active,” he said.29 

In May 1993, the company began enrolling patients who had never 

taken AIDS drugs before for a first-stage test of indinavir’s safety and tol-

erability and to get an initial estimation of its antiviral effect. The trials 

took place at Thomas Jefferson University Hospital in Philadelphia. 

Although the company didn’t talk about it at the July Berlin conference, 

indinavir was already well into its first major clinical trial. 

The news from the ninth International AIDS Conference in Berlin cast a 

pall over the entire field of AIDS research. It was especially disheartening 

for those who believed the key to taming the disease lay in combination 

therapy. Those hopes had soared earlier in the year when a medical stu-

dent at Massachusetts General Hospital in Boston had reported that he 

may have found the “Achilles’ heel of HIV.” Taiwan-born Yung-Kang 

Chow had combined three reverse transcriptase inhibitors in a test 

tube—AZT, ddI, and nevirapine, which was an experimental NNRTI 

that had been discovered by Boehringer Ingelheim, a German firm whose 

U.S. operations were based in Ridgefield, Connecticut. Chow’s paper in

Nature suggested the combination eliminated the virus from human cells 

entirely. 30 It was a remarkable coup for a medical student. While a front-

page story in the New York Times cautioned that the drug combination 

was only at the earliest stages of human testing and there was the poten-

tial for adverse drug reactions, most readers saw only the “Achilles’ heel” 

statement. Hope in the beleaguered AIDS patient community soared. 

The ACTG, under pressure from AIDS activists, threw the three-drug 

combination into a four-hundred-person clinical trial, twice the size of 

the trial originally sought by Martin Hirsch, who was Chow’s supervisor 

at Harvard Medical School and a leading member of the ACTG network. 
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By the end of July, the hope that combination therapy would cure 

AIDS patients was, if not defeated, in full retreat. The European Con-

corde trial’s preliminary results had shown that early use of AZT did not 

prolong life any longer than waiting until the disease had manifested 

itself. The study results, when first reported in the British biomedical 

journal Lancet in April, had sent Burroughs Wellcome’s stock plung-

ing.31 In desperation, many dying patients began using AZT in combina-

tion with one of the other two nucleosides that had been approved, ddC 

and ddI. The FDA, in granting their approvals, had suggested they be 

used in combination with AZT since neither by itself had been shown to 

be more effective than the first AIDS drug. The combinations worked 

better, the agency seemed to be saying. 

But in Berlin, the University of Miami’s Margaret Fischl reported the 

long-awaited results of ACTG 155, the trial that combined AZT and 

ddC. The definitive study showed that taking the two together was no 

better than taking each one separately. The original studies for AZT had 

shown that while the drug was effective in slowing the progression of dis-

ease, the virus mutated, and within a year almost half of the patients 

were once again being ravaged by opportunistic infections as their 

immune systems deteriorated. ACTG 155, which had followed patients 

for up to three years, showed that 42 percent of patients taking AZT 

became seriously ill or died, as did 43 percent on ddC and 39 percent on 

the combination, a statistically insignificant difference. The only positive 

result was that those patients who entered the trial with higher CD4 

counts did somewhat better, suggesting early treatment might improve an 

HIV carrier’s long-term prospects. Fischl emphasized that relatively 

minor point in her presentation to the meeting, which infuriated the 

AIDS activists present. David Barr, a New York City lawyer and ACT UP 

member, stepped to one of the floor microphones. “The answer to the 

study you designed is that the study shows no difference between combo 

and monotherapy,” he shouted. “You have staked your career on these 

drugs. I have staked my life.”32 

Combination therapy suffered another setback in late July when Har-

vard Medical School announced that Chow’s original test-tube study on 

the three-drug cocktail was flawed. Scientists at the Wellcome Research 

Laboratories in England and the Pasteur Institute in France had chal-

lenged the study. Hirsch and Chow, forced to retest their samples, sheep-

ishly admitted that mutant HIV did in fact eventually overwhelm the 

combination. Lawrence Altman, the physician-journalist who covered 
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AIDS for the New York Times, wrote a scathing attack on the govern-

ment-funded research establishment. “It points up the risks run by sci-

entists and federal health officials when they rush into clinical trials on 

the grounds that a lethal disease justifies greater speed,” he wrote. “AIDS 

scientists work in the hope that their findings may stop a major scourge 

as well as bring personal glory.”33 

Altman hedged his comments deeper in the article by reporting many 

experts still believed the desperate situation with AIDS justified testing 

drugs in combination or in sequence. “Other evidence, in addition to the 

now-flawed theory, supports the triple-drug therapy,” he wrote.34 But the 

drug companies developing the next generation of AIDS drugs weren’t 

listening. 



6

Breakthrough!


Combination therapy wasn’t on the minds of Abbott, Hoffman–La 

Roche, or Merck as they moved their most promising protease in-

hibitor candidates into full-scale clinical trials. They wanted block-

busters, a billion-dollar seller. For AIDS, where the ultimate market size 

was thought to be limited, that meant monotherapy. 

By the summer of 1993, Abbott Laboratories had already dropped its 

intravenously administered protease inhibitor that European physicians 

had presented in Berlin. Earlier that year, Kempf and his small chemistry 

team had come up with an analogue of the huge molecule that passed its 

initial test-tube experiments. Leonard quickly approved it for clinical tri-

als. Its chief attraction was that it could be administered orally. While 

European clinics began testing this second candidate in patients, Kempf 

continued cooking up new possibilities. 

Shortly after Labor Day, Kempf cautiously advised Leonard that his 

group had come up with a third protease inhibitor candidate. The senior 

official gathered the small group of Abbott scientists working on AIDS 

in a conference room to showcase the molecule. An air of expectancy 

filled the room. Kempf, a quiet, self-effacing bench scientist, rarely spoke 

up during their regularly scheduled brainstorming sessions. Asking for 

time on the agenda meant he was onto something. 

137 
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Deploying a series of overhead slides, Kempf showed how he had re-

configured one side of his original symmetrical molecule to make it eas-

ier to absorb through the gut. The change had not knocked out its effec-

tiveness in blocking protease action in the test tube. Best of all, Kempf’s 

preliminary tests in animals showed one of the analogues of this new 

molecule stayed in the bloodstream for hours rather than being quickly 

metabolized by the liver and excreted. “I want that drug,” Leonard said. 

A-87538, later known as ritonavir, moved almost immediately into 

human trials. The patent application, filed September 14, 1993, still con-

tained the government rights clause since work on the molecule was 

completed while the company was still receiving government money. The 

five-year government research grant, which Abbott had used to provide 

support for Kempf, expired two weeks before the patent application.1 

While Abbott had relied on European physicians to test its two previ-

ous candidates, Leonard was now prepared to return to the United States 

for clinical trials. His way was eased by the close relationship that Kempf 

had forged with David Ho, the director of the Aaron Diamond AIDS 

Research Center in New York City. 

Kempf first met Ho in late 1991 at a Florida conference that brought 

together several hundred of the world’s leading AIDS researchers. Ho, an 

ambitious virologist, was eager to learn more about Abbott’s protease 

inhibitor project, which was revealed for the first time at the conference. 

Philanthropist Irene Diamond had shocked the AIDS research world 

when she chose Ho to run her well-endowed new center, and two years 

later he was still scrambling to establish its program. The two men struck 

up a conversation after bumping into each other in a car rental checkout 

line. Ho offered to run tests on Kempf’s newly synthesized chemicals for 

their antiretroviral activity. His offer was timely. Kempf’s superiors had 

just cut the firm’s ties to the National Cancer Institute (NCI) article, 

which had previously done those tests. Kempf needed a new partner. 

“They didn’t have a lot of virology in-house,” Ho recalled.2 Kempf be-

gan sending his drug candidates to New York instead of Bethesda. 

Ho’s relationship with Abbott would eventually lead to the central 

theoretical breakthrough that underpinned the emergence of triple-

cocktail therapy. The contribution would later earn Ho worldwide fame 

as Time magazine’s 1996 “Man of the Year,” even though George Shaw 

of the University of Alabama at Birmingham shares the credit in the sci-

entific literature. For Ho, the breakthrough brought together the threads 

of his entire career and would not have been possible without crucial 

support from Los Alamos National Laboratory. 
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Born in mainland China in 1952, Ho was raised in the United States 

and graduated from the Massachusetts Institute of Technology and Har-

vard Medical School. He was a medical resident at UCLA’s Cedars-Sinai 

Medical Center in 1981 when doctors there reported the world’s first 

known AIDS cases. The budding virologist immediately gravitated to 

the new field. In 1982, Ho accepted a postdoctoral fellowship in Martin 

Hirsch’s lab at Massachusetts General Hospital, where he raced to 

become the first to discover the virus that caused AIDS. He lost that bat-

tle, but through his daily contact with AIDS patients he gleaned crucial 

insights into the dynamics of the disease. In 1985 he coauthored a paper 

that first described the flulike symptoms that accompanied a person’s ini-

tial HIV infection.3 But it would take the emergence of protease in-

hibitors nearly a decade later before he learned the deeper significance of 

his own observations. At the time, he, like most AIDS researchers, be-

lieved infected individuals built up antibodies to knock down the initial 

infection, and those antibodies kept the retrovirus in a near dormant 

state for years before losing their potency. 

He carried those beliefs with him when he moved from Boston to the 

new Aaron Diamond Center, which provided the young scientist with an 

ideal setting for pursuing intriguing avenues of research. Irene Diamond, 

the wife of a wealthy New York real estate developer who was devoted 

to medical research and the arts, believed the city that was an epicenter 

of the AIDS epidemic needed to do more to combat the disease. Forging 

a partnership with the New York City Department of Health, her foun-

dation created the specialized center in 1988 and pledged $220 million 

over the next ten years for its support. The center officially opened next 

door to Bellevue Hospital in 1991. 

Often overlooked in policy debates, nonprofit institutions like the 

Aaron Diamond Center have long been major players in biomedical 

research. The Howard Hughes Medical Institute, for instance, which 

was endowed by the reclusive billionaire’s fortune and is located around 

the corner from NIH headquarters, pours more than a half billion dol-

lars a year into basic and applied medical research. The research arm of 

the practice-oriented Mayo Clinic, which is headquartered in Rochester, 

Minnesota, spends more than $125 million a year of its own resources on 

applied research. Like most nonprofits, even the best endowed, the 

Aaron Diamond Center’s permanent staff also competes for government 

funds. Ho and his colleagues received major AIDS-related grants from 

both NIH and New York City. Coupled with the Diamond family’s gen-

erous bequest, Ho had the wherewithal to forge an independent rela-
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tionship with drug companies that were looking for help in testing their 

new drugs but wanted to steer clear of the government’s AIDS Clinical 

Trials Group (ACTG). 

In early 1994, Ho’s relationship with Kempf at Abbott blossomed. 

Leonard included the Aaron Diamond Center on his short list of clinics 

testing the company’s latest and most promising protease inhibitor. Ho 

and his colleague Martin Markowitz began testing ritonavir in twenty 

AIDS patients. In designing the trial, they relied on a brief first trial that 

had been conducted in Europe. Like all first trials, the drug had been 

tested alone to determine its safety and an appropriate dose. How much 

can be given before intolerable side effects kicked in? How much needed 

to be taken to have an effect on the virus? How often must it be taken to 

maintain an appropriate level in the blood throughout the day? Most 

early protease inhibitors had to be taken in large amounts two or three 

times a day because they were cleared by the liver soon after entering the 

bloodstream. 

The patients in the second-stage trial at Aaron Diamond were given 

fairly high doses of ritonavir. A few months into the trial, the clinicians 

began pouring over the data to get the first hints of the drug’s effective-

ness. They were aided by the recent arrival of the first tests that could 

measure the amount of HIV in the blood. Previous tests to gauge the pro-

gression of the disease had measured either the level of disease-fighting 

white blood cells or the antibodies that fought HIV. Now scientists could 

actually measure viral load. 

The results from that first U.S. trial for ritonavir stunned Ho and his 

colleagues. None of the earlier AIDS drugs had shown such rapid and 

dramatic ability to clear the virus. “[Of] the first twenty patients we 

treated, each one had their viral load drop fifty to one-hundred-fold in 

the first two weeks,” he recalled. “That was a crucial moment for us in 

this whole field because it showed how potent protease inhibitors could 

be.”4 Abbott also tested ritonavir at the University of Alabama at 

Birmingham, where Shaw was turning up similar results. Danner in 

Amsterdam also participated. By April, the data were streaming into 

Abbott Park. The drug worked—spectacularly so. But hidden in the data 

were hints of disaster. Patients rapidly developed resistance to ritonavir, 

just as they had to AZT and the other nucleosides before it. 

While Abbott massaged its data, Ho and his colleagues pondered the 

implications of their limited test results. Markowitz’s test-tube experi-

ments on ritonavir had shown that HIV was capable of mutating around 

the protease inhibitor. Though it required several simultaneous muta-
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tions along the protease’s genome before it escaped the drug’s blocking 

action, it happened relatively quickly, the test-tube results showed. The 

Aaron Diamond Center team wasn’t surprised when the same thing hap-

pened in humans. What did surprise them was the rapid escalation in the 

levels of HIV in the blood once the mutant strain emerged. For years, sci-

entists had believed the AIDS retrovirus hid in the bloodstream and the 

lymph nodes at fairly low levels until it somehow broke out and over-

whelmed the immune system. But the rapid reemergence of HIV after an 

initial knockout punch delivered by the protease inhibitor suggested a 

very different scenario. 

Ho, never a math whiz, sent his data to Alan Perelson, a biophysicist 

at Los Alamos in New Mexico. Ho had gotten his name from a scientist 

in his lab who had met Perelson at a scientific meeting, one of the chance 

encounters that often start significant scientific collaborations. After 

crunching Ho’s numbers on a spreadsheet, Perelson delivered his verdict. 

HIV-infected cells weren’t part of a guerrilla army hiding in the hills. 

They were waging a Gallipoli-style campaign in the bloodstream, send-

ing wave after wave of the proliferating retrovirus against the immune 

system. Perelson estimated that HIV reproduced at a rate of 680 million 

viral particles a day. 

The finding had two major implications. First, the immune systems of 

HIV-infected individuals waged a valiant and largely successful fight to 

clear the virus that went on for years. It was only when the immune sys-

tem gave up the fight (for as yet unexplained reasons) that the HIV army 

overwhelmed the carrier. Second, since the virus was reproducing so 

quickly, drug-resistant strains were bound to emerge. Indeed, given HIV’s 

replication rate, they would emerge very quickly. Scientists studying the 

process of genetic transcription during reproduction have known since 

the early 1970s that every time a genome reproduces, the offspring has at 

least one mutation somewhere along the strand of chemical base pairs 

that makes up its genetic code. Most are benign since they either do not 

affect a gene’s function or occur at places on the genome that don’t have 

a function. But the HIV genome was only ten thousand base pairs long. 

With 680 million new viral particles entering the bloodstream every day 

(a number since raised to more than a billion), Perelson believed every 

base pair on the HIV genome was mistakenly transcribed not just once, 

but thousands of times a day. That meant that a mutant that could 

escape a single drug’s action and still maintain its essential function was 

almost a certainty. Indeed, it probably happened within hours of the 

drug’s introduction into the bloodstream.5 
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That summer, Ho attended another of the many annual scientific con-

ferences aimed at AIDS researchers, this one in Seattle. Over a dinner 

arranged by Dani Bolognesi, a senior researcher at Duke University who 

had helped Burroughs Wellcome conduct the first trials on AZT in the 

mid-1980s, Ho and Shaw of Alabama compared notes on their single-

drug trials. “We looked at each other and realized we had made the 

same observation,” Ho recalled. The retrovirus reproduced so fast and 

mutated so often that it was going to take a number of drugs to knock it 

out. A single drug aimed at a single target was doomed to failure. But hit-

ting it with drugs that effectively blocked a number of targets simultane-

ously would make mutant survival extremely difficult. Indeed, according 

to Perelson’s computers, it was almost a mathematical impossibility. 

“The odds of making five or six mutations simultaneously are one in a 

trillion,” Ho said. “Those are odds we like.” 6 

Their job now was to tell the world. In the fall of 1994, the Inter-

science Conference on Antimicrobial Agents and Chemotherapy, the 

major annual conference of the American Society for Microbiology, 

gathered in Orlando, Florida. Ho and Shaw were both slated to give 

major addresses to a plenary session on emerging AIDS therapies, and 

both wanted to release their latest data. Abbott’s Pernet and Leonard 

flew in from Chicago. Ho asked if he could present his findings. Leonard 

hesitated. Abbott was still debating how to move forward with the final 

clinical trials needed for Food and Drug Administration (FDA) approval. 

The senior company scientist still wanted to know if ritonavir could 

work as monotherapy if given at a higher dose. Ho said no. “Everybody 

was looking for a home run, but we didn’t put a lot of stock in that,” Ho 

recalled. Abbott gave the go-ahead to release the study data at the meet-

ing and began laying plans for ritonavir’s final clinical trials.  

Companies with promising new drugs had one obvious incentive for 

working with the ACTG on clinical trials. It saved them a lot of money. 

In an ACTG trial, the company often did little more than supply the 

drug. The government-funded clinicians at academic medical centers 

recruited the patients, paid for their care and blood tests, and kept track 

of the records. These clinical tasks were by far the costliest component 

of clinical trials, and the AIDS program of the National Institute for 

Allergies and Infectious Diseases (NIAID) spent hundreds of millions of 

dollars a year supporting them. However, there were trade-offs for phar-

maceutical firms that chose to cooperate with the government, which 

took place at both ends of the experiment. On the front end, the com-
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pany didn’t have the final say in designing the trial (although as a prac-

tical matter, academic researchers worked closely with company doctors 

on trial design because they wanted to maintain good relations for future 

access to drug candidates coming out of their labs). On the back end, the 

company had no control over the release of a study’s conclusions. 

Hoffman–La Roche’s clinicians gladly accepted those limitations, 

given top management’s decision to veto more money on the search for 

a better protease inhibitor candidate or new trials that might escalate the 

acceptable dose of their poorly absorbed drug, saquinavir. Indeed, by the 

time saquinavir entered clinical trials through the ACTG in 1993, the 

company had several years’ experience working with government-funded 

clinicians. Between 1990 and 1992, the ACTG conducted Roche’s trials 

for ddC, the nucleoside reverse transcriptase inhibitor that the company 

had licensed from NCI. 

Those trials took place in an environment that had been radically 

transformed by nearly six years of AIDS activism, which dated from 

playwright Larry Kramer’s fiery speech in a Greenwich Village church in 

March 1987. Over those six years, angry AIDS activists had forced the 

most dramatic liberalization in FDA rules in the agency’s history. Most 

of these changes were welcomed by the drug industry since they hastened 

approval of new drugs. But liberalization had unwanted side effects. The 

activists simultaneously blasted open the opaque process for designing 

ACTG trials, won expanded access to drugs while in clinical trials, and 

held up every corporate decision that might affect the health of AIDS 

patients to public scrutiny. Those were changes the industry could do 

without. 

As early as June 1987, FDA commissioner Frank Young had unveiled 

new regulations in direct response to the exploding AIDS crisis and the 

fact that dying AIDS patients across the country were clamoring to get 

into the recently concluded AZT trials. Young’s new rules encouraged 

companies that were testing experimental AIDS drugs to give them to the 

doctors of desperately sick patients who weren’t lucky enough to be part 

of the trials. The policy became known as compassionate use or 

expanded access and set off grumbling among traditionalists within the 

agency and outside safety advocates. Both groups feared that unproven 

and potentially deadly drugs would be unleashed on a population that 

was willing to swallow almost anything to stay alive. 

Sixteen months later the agency loosened its rules another notch. 

When evaluating new drugs that tackled life-threatening diseases like 

AIDS, the FDA would grant so-called accelerated approval if a company 
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presented positive results from a limited set of first- and second-stage tri-

als. The only quid pro quo for a company seeking accelerated approval 

was a promise to conduct postapproval studies to document the drug’s 

impact once in general use. 

The first ddC trial, headed by Margaret Fischl at the University of 

Miami and Douglas Richman at the University of California at San 

Diego, threw a third liberalization into the mix. ACTG 106, which was 

conducted during 1989 and 1990, was designed as an early-stage study to 

determine what doses to use when combining ddC with AZT. AIDS 

patients, especially those who had been on AZT and were failing, were 

exhilarated by early results from that trial, which were unveiled in San 

Francisco in June 1990. Patients on the two-drug combination who had 

entered the trial with severely compromised immune systems saw their 

count of infection-fighting CD4 cells double within days. John James, 

writing in AIDS Treatment News, an activist newsletter, noted that the 

trial “had established a de facto standard of care among many of the 

best-informed patients and physicians.”7 

The problem from the FDA’s point of view was that measuring surro-

gate markers like CD4 cells didn’t tell the agency anything about the 

long-term effectiveness of the drug being tested. Did it delay death? Did 

it delay the onset of opportunistic infections? Surrogate markers were 

used elsewhere in medicine. Drugs that lowered blood pressure or cho-

lesterol to reduce the risk of heart disease had been approved on that 

basis. But their approvals were based on long, costly trials that estab-

lished the connection between the surrogate marker and the progression 

of the disease. Many AIDS activists wanted approval for ddC and ddI, 

Bristol-Myers Squibb’s nucleoside that was moving through the approval 

process at about the same time, based only on the improvement in the 

CD4 cell marker. Their position was endorsed by NIAID in February 

1991 and given regulatory sanction that summer when the FDA, now 

under David Kessler, approved ddI for use after a divisive public hearing 

of the agency’s Antiviral Advisory Committee. 

A year later the FDA approved Roche’s ddC using just surrogate 

marker data. However, the FDA overruled the company’s request that 

the new drug be approved for monotherapy, which Roche had requested. 

Roche failed to show that using it alone was any more effective than 

AZT alone. Still, the transformation of the drug approval landscape was 

complete. In late 1992, the FDA codified final accelerated approval reg-

ulations in the federal register. The rules stated a drug could be approved 

based on surrogate marker data (for AIDS drugs, the best surrogate 
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marker at that time was the CD4 changes) if it was “reasonably likely” 

the changes would predict clinical benefit. “We cannot wait for all the 

evidence to come in when people are suffering and dying from these dev-

astating diseases,” Kessler said.8 

While activists were pushing the FDA to loosen its drug approval cri-

teria, they were also attacking the NIAID and the ACTG for failing to get 

more drugs into the pipeline. Their repeated protests outside NIH head-

quarters in Bethesda convinced Fauci and Hoth to open up their grants 

process. In the early days of the AIDS fight, the ACTG had followed the 

traditional NIH pattern in approving new trials. Investigators proposed 

studies, and secret panels made up of their peers approved their funding. 

But in late 1989, Fauci agreed to open all ACTG meetings to the general 

public and put several AIDS activists, including Mark Harrington of the 

Treatment Access Group, a spin-off from the New York chapter of ACT 

UP, on the governing board. By the time Keith Bragman and Miklos Salgo 

of Roche approached the ACTG to conduct a second-stage trial on 

saquinavir, Harrington had emerged as the AIDS community’s most 

trenchant critic of drug companies’ efforts to manipulate the new rules to 

their own advantage. The Harvard-educated freelance scriptwriter, who 

was HIV-positive, had also learned enough science to become an astute 

observer of the medical implications of clinical trial design. 

The Roche team faced an impossible situation as it entered negotiations 

with the ACTG for testing saquinavir. The first-stage studies in Europe 

had not established a maximum tolerated dose for the drug because 

Roche’s top management had cut off funding for further tests. Patients in 

those early trials were already taking eighteen capsules a day, yet the 

drug’s level in the blood remained low because of its poor absorption, 

estimated to be about 4 percent. Could patients tolerate even higher 

doses without crippling side effects? No one knew. It wasn’t a minor 

question. Giving someone a suboptimal dose of the drug might allow the 

rapid emergence of resistance. Nevertheless, the company proposed 

studying the new drug in combination with AZT and in combination 

with AZT and ddC, which by the fall of 1992 were the generally 

accepted standards of care for advanced AIDS patients. 

The ACTG committee that approved clinical trials met in mid-1992 to 

discuss the proposed trial, which became known as ACTG 229. 

Harrington immediately began raising questions about the design of the 

study. Why was the dose so low? Would a patient who failed a therapy 

regimen containing saquinavir have bred a virus in his or her body that 
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would be resistant to other protease inhibitors when they came along? 

The University of Washington’s Collier, who was the study’s principal 

investigator, briefly left the room with the Roche representative to dis-

cuss the company’s earlier European studies, whose results had not been 

fully released to the committee.9 “We wanted to make sure there’s an 

effective dose, shown to have activity,” said Collier. “A small group of 

leaders of the ACTG were shown confidential data that proved we had 

an adequate dose that had activity. In the end, there is a limit to the num-

ber of pills any one person can take. The dose was subjected to a lot of 

scrutiny—by me, by the ACTG, and by Roche itself.”10 

The committee voted to allow ACTG 229 to move forward. Collier 

and her colleagues enrolled 302 patients between March and July 1993 

for a twenty-four-week trial that used surrogate markers to evaluate the 

various drug regimens. New tests that had recently come on the market 

allowed the clinicians to measure not only the level of CD4 cells in the 

blood, but the patient’s level of HIV. These viral load tests, as they 

became known, were considered a superior indicator. The preliminary 

results weren’t released until May 1994 and showed slightly better results 

in the three-drug combination than with either AZT alone or in combi-

nation with ddC. “While the results weren’t fabulous compared to what 

came later, it was clearly better than we had at the time,” Collier later 

said. 

Roche management’s failure to fund tests of higher doses of the drug 

may have saved the company money in the short run, but its long-term 

costs were enormous. Because ACTG 229 used a suboptimal dose of 

saquinavir, the scientific community lost a golden opportunity to obtain 

early knowledge of the potential effectiveness of triple-combination 

therapy. 

It wasn’t just bad science, it was bad business since the company lost 

its first-mover advantage. In the drug industry, the first company to 

develop an entry for a new class of drugs—assuming its entry is effec-

tive—almost always gains the lion’s share of the market. But as subse-

quent tests would show, saquinavir in its original formulation was not a 

very effective drug because of its poor bioavailability. 

Fearing Roche would use ACTG 229 to pursue accelerated approval 

at the FDA, a coalition of AIDS activist groups centered on the East 

Coast asked the agency to hold off on rapid approval for saquinavir. “We 

feel that such an approval would penalize people with AIDS/HIV by set-

ting an inappropriately low standard of evidential requirements that 

would govern the regulation of this entire class of therapies,” they wrote 



BREAKTHROUGH!   147 

in a joint letter to Kessler. Pointing to Roche’s failure to conduct follow-

up studies on ddC after its rapid approval in 1992, the activists com-

plained that “we have learned through difficult experience that we can-

not depend on the goodwill of pharmaceutical industry sponsors to 

produce the information that is necessary to make life-or-death treatment 

decisions.”11 

The letter set off a firestorm of controversy within the AIDS activist 

community, stoked in part by Roche’s decision to fax copies of the letter 

to other AIDS groups across the country. West Coast activists in partic-

ular accused the Treatment Access Group and its allies of denying life-

saving medications to people with AIDS, who were clamoring to get 

their hands on the new drug. The FDA, accustomed to vilification for 

going too slowly, was stunned by the opposite charge, especially after a 

headline appeared over an August 1994 cover story in Barron’s magazine 

asking, “Do We Have Too Many Drugs for AIDS?” The agency held a 

two-day hearing that fall, giving industry officials and anxious AIDS 

activists a chance to attack Harrington and his allies publicly. There 

would be no change in the FDA’s policy of accepting surrogate markers 

when approving new drugs for AIDS. 

Kessler’s decision was defensible at the time and later proven scientif-

ically correct. But politics played a huge role in the decision. That fall the 

American political scene underwent an upheaval the likes of which 

hadn’t been seen in several generations. Republicans led by Rep. Newt 

Gingrich of Georgia won control of the House of Representatives. One 

of the core planks in their “Contract with America” called for disman-

tling the regulatory burdens on business. The drug industry played a key 

role in fueling those changes. Its famous Harry and Louise ads—“Keep 

the government out of our medicine chest”—had helped turn public 

opinion against the Clinton administration’s health care plan, which 

included elements designed to control the rising cost of drugs. 

The industry also engaged that fall in a massive lobbying campaign to 

convince NIH to eliminate its reasonable pricing clause on therapies 

developed with government funds. Academic researchers complained 

they were being cut off from the most promising new drugs being devel-

oped in industry’s laboratories. Responding to their pleas, a new NIH 

director, Harold Varmus, held two hearings on the subject in the second 

half of 1994. Industry representatives crowded the docket with testimony 

suggesting the mere threat of price controls was keeping its scientists 

from cooperating with their government-funded counterparts at NIH. 

In April 1995, Varmus ordered his technology transfer office to elim-
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inate all references to reasonable pricing in future NIH agreements with 

the pharmaceutical industry. “The pricing clause has driven industry 

away from potentially beneficial scientific collaborations with Public 

Health Service scientists,” Varmus said in a prepared statement. “One 

has to have a product to price before one can worry about how to price 

it.” Democrats decried a move they said would open the floodgates to 

price gouging. But there was nothing they could do about it. “No one is 

oblivious to the political climate,” commented Senator Ron Wyden, a 

Democrat from Orgeon.12 

But the change came too late to corral Roche back into the govern-

ment program. In the summer of 1994, after consulting with the FDA 

about the results from ACTG 229 and realizing it wasn’t going to get 

accelerated approval, the company began planning for the final third-

stage trials. In two trials in the United States and Europe, company-paid 

physicians recruited more than four thousand AIDS patients for a final 

study of saquinavir’s efficacy. Patients in just one of the studies’ seven 

arms received three anti-AIDS drugs. By early 1995 the tests were under-

way. To assuage its critics in the AIDS community, the company agreed to 

a generous expanded access program, offering the drug to an additional 

four thousand patients through a lottery. “There have been improvements 

in the manufacturing and the number of steps required [has been re-

duced],” Jürgen Drews, Roche’s president of research, told the editors of 

Gay Men’s Health Crisis’ Treatment Issues. “We now think we can pro-

duce the drug in sufficient quantities and at a price that is feasible.”13 

The company presented its preliminary results at the FDA’s antiviral 

advisory committee meeting on November 7, 1995. By this time, the 

AIDS field was well aware how quickly resistance could emerge when 

patients were treated with a single drug. Ho and Shaw had presented 

their data on viral replication at a major conference in Washington early 

in the year. Martin Markowitz of the Aaron Diamond Center presented 

data from his ritonavir trials showing the rapid emergence of resistance 

to the drug in monotherapy and, alarmingly, those strains’ widespread 

cross-resistance to other protease inhibitors then in development. The 

answer was plain: The drug had to be used in combination with other 

drugs. “One drug won’t work. Two drugs won’t work. Three drugs 

might work. Four drugs can cure,” Markowitz reported.14 

To counter the mounting evidence against monotherapy, Roche began 

releasing information from its ongoing follow-up studies with patients in 

its earlier trials. At a July conference in Sardinia, Italy, a company physi-

cian suggested to AIDS activists that saquinavir did not cause resistance 
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for at least a year after beginning monotherapy or in combination with 

other drugs, and those new strains of HIV were not cross-resistant to 

other protease inhibitors.15 Indeed, when the company went before the 

FDA advisory committee in early November, it did not present any data 

from its ongoing triple-combination study. It relied instead on the smaller 

of its two third-stage trials, which tested saquinavir as monotherapy and 

in combination with ddC, the company’s other AIDS drug. The com-

pany’s application asked for approval as either a monotherapy or in 

combination with other already approved anti-HIV drugs. “It was the 

first HIV protease inhibitor,” said Bragman. “It was the first of a new 

class of drugs. We really had no idea what was going to happen in that 

hearing.”16 The committee recommended against monotherapy. 

On December 7, the FDA approved saquinavir, a little over three 

months after Roche had submitted its new drug application. It was the 

fastest turnaround in the agency’s history. But the agency, following its 

usual custom of hewing closely to the advisory committee’s advice, 

turned down Roche’s request for monotherapy. The approved label said 

the drug should only be used with one or more already approved nucle-

osides and preferably ones that a patient had never used before. 

FDA’s interactions with pharmaceutical companies during a drug’s 

development are not public records since companies demand privacy to 

keep their test results hidden from potential competitors (and the prying 

eyes of Wall Street if tests go poorly). But drug approval letters often con-

tain a review of their developmental history. The FDA reviewer of 

saquinavir dated the agency’s concern about the drug’s poor bioavail-

ability from the initiation of human trials. The reviewer recalled how the 

agency had suggested that Roche try saquinavir at higher doses, which 

would probably require a new formulation. Roche had rejected those 

pleas as it moved into its final clinical trials. It told the federal agency 

that it was “not feasible to either commercialize or study greater doses” 

because of “manufacturing limitations.”17 

Roche’s official comments to the FDA were radically at odds with its 

public posture. At the same time that it was kicking off those trials, 

Drews was telling AIDS activists that the company had overcome the 

manufacturing problems. And during 1995, the year of the final trials, 

the company had enough capsules of its drug to expand access to more 

than four thousand patients. 

Technical difficulties and the cost of manufacturing had indeed been 

a major issue for drug companies when they started their research pro-

grams on protease inhibitors. The drugs are large, complicated mole-
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cules. But the companies rapidly mastered the art of how to produce pro-

tease inhibitors in large quantities and at reasonable costs. That there are 

no inherent difficulties in manufacturing the drug would be proven in the 

late 1990s when Cipla, a drug manufacturer in India, began producing its 

version of Merck’s indinavir for less than one thousand dollars a year. 18 

Yet those facts remained hidden from public view when Roche got its 

FDA approval letter for saquinavir. The next day, the company began 

wholesaling the drug at a price of $5,800 per year per patient. Martin 

Delaney, the head of San Francisco’s Project Inform, the AIDS activist 

group with much closer ties to the drug industry than its East Coast 

counterparts, told the Wall Street Journal he was “appalled” by Roche’s 

price, which was three times higher than any AIDS medicine then on the 

market.19 

As it launched its final round of trials on ritonavir, Abbott continued to 

steer clear of the ACTG. It also refused to cooperate with other drug 

companies. In mid-1993, a consortium of drug companies pursuing 

AIDS-related research launched the Intercompany Collaboration (ICC). 

The idea was to test combinations of AIDS drugs. Sixteen drug compa-

nies eventually joined the group. Though it received a lot of press atten-

tion when launched, the ICC never made a significant contribution to the 

field. Neither Abbott’s nor Merck’s protease inhibitors were included in 

the ICC’s first major test, which was initiated in June 1994. Instead, the 

intercompany collaborators used the same inadequate dose of Roche’s 

saquinavir that was used in the triple-combination arm of Roche’s own 

trial. 

The research officials at the companies involved in AIDS research 

were publicly committed to the idea that an effective AIDS regimen 

would require cooperation. But their competitive instincts and the inter-

nal imperative to pursue big-selling drugs (or turn every drug under 

development into a big seller) precluded meaningful collaboration. “That 

was an organization where pharmaceutical companies could look like 

they were collaborating because it looked like AIDS required collabora-

tion,” Abbott’s Leonard said much later. “But people didn’t share the 

information that mattered because people are highly competitive. I never 

went to an ICC meeting. People who went from other companies told me 

it was a huge waste of time.” 20 

Instead, Abbott ran its independent third-stage ritonavir trials in var-

ious clinics around the world. The dose-ranging studies conducted in 

Europe during late 1994 had shown the drug had impressive antiviral 
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activity. But three to four months after the onset of monotherapy, the 

viral loads in patients returned to their original levels, which suggested 

the virus had mutated around the drug. Despite those results, only Ho’s 

admonitions finally convinced the company it had to pursue combina-

tion therapy in addition to its preferred monotherapy trials. 

The company’s final two trials tested nearly fifteen hundred patients 

with either ritonavir alone or in combination with the patient’s existing 

therapy, which for most meant AZT. The company also initiated a third 

study in France to test ritonavir in combination with two nucleosides, 

AZT and ddC. But they enrolled just thirty-two patients. This small trial 

provided the company, and eventually the world, with the first dramatic 

evidence of the success of triple combination therapy. 

The company presented its preliminary results for the tiny French trial 

at the Interscience Conference on Antimicrobial Agents and Chemo-

therapy (ICAAC) meeting in San Francisco in the fall of 1995. The results 

wowed the AIDS activists who attended the meeting. The company that 

had broken free of the government and then labored in secrecy for more 

than two years went public with the most startling results in AIDS ther-

apy to date. Daniel Norbeck, then only thirty-seven years old, presented 

the data. Norbeck, who had received his undergraduate chemistry degree 

from Wheaton College, an evangelical Christian school in the western 

suburbs of Chicago, before earning his doctorate from the California 

Institute of Technology, reported that more than half the patients in the 

trial had cleared 99.9 percent of the virus from their bloodstreams. “The 

reservoirs of virus are emptying,” Norbeck declared. The reaction 

among activists was a mixture of joy and disbelief. “It is debatable 

whether Dr. Norbeck can claim such success on the basis of one small 

study,” one activist said.21 

Norbeck, who several years later would become head of Abbott’s 

pharmaceutical research division, had other good news for the meeting. 

What had been considered a major flaw in ritonavir—its propensity to 

impede the liver’s ability to clear many drugs from the body—actually 

might turn out to be a major plus. When mixed with saquinavir, a small 

amount of ritonavir (eventually given the trade name Norvir to honor 

Norbeck’s role in the latter stages of its development) kept the Roche 

drug in the bloodstream of rats long enough for it to have its potent 

antiviral effect. The company announced plans to begin testing the com-

bination in humans immediately. 

While that testing would eventually prove a boon to the marketing of 

ritonavir, it wouldn’t be part of the data that Abbott presented to the 
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FDA’s antiviral advisory committee on the last day of February 1996. The 

pivotal trial presented to the committee added either ritonavir or a 

placebo to patients already on drug therapy. That was either AZT alone 

or AZT and ddC. The company did not report on the subgroup on 

triple-combination therapy. After twenty-four weeks, the death rate and 

onset of opportunistic infections among those patients given ritonavir 

alone was half that of the placebo group, Abbott officials told the federal 

reviewers. The second trial presented to the reviewers, which did not 

contain any patients on triple combination, had peculiar results. Patients 

on ritonavir alone did better than those taking both AZT and ritonavir. 

Abbott admitted that “patients on combination therapy may have been 

less compliant with their drug regimen,” the FDA’s reviewer wrote. “This 

may have explained the poorer performance of combination treatment in 

this study.”22 

The next day, the FDA granted Abbott a license to sell ritonavir. The 

agency’s approved label said the drug could be given either as monother-

apy or in combination with existing antiretrovirals. Two days later, 

Abbott began shipping the drug to pharmacies across the country. It cost 

sixty-five hundred dollars for a year’s supply. The retail price hit a stun-

ning eight thousand dollars a year—a price not seen on a single AIDS 

drug since the early days of AZT. Combination therapy, the new coin of 

the AIDS therapy realm, soared to nearly fifteen thousand dollars a 
23year. 

The dream of a monotherapy knockout punch died hard at Merck, too. 

The initial reports on indinavir’s first clinical trials, which took place in 

late 1993, sent hopes soaring at the company’s research headquarters in 

West Point, Pennsylvania. The drug had a “marked antiviral effect in 

monotherapy.” Its ability to lower viral loads immediately and its bio-

availability suggested indinavir was going to be a superior drug to the 

competitive products being cooked up by Abbott and Roche. “We were 

delirious,” research director Edward Scolnick later noted. “We ab-

solutely thought we had the cure for AIDS: monotherapy.”24 

But through the early months of 1994, the handful of patients who 

were on indinavir began exhibiting the same pattern that had affected 

every AIDS drug that came before. A few months into therapy, viral 

loads began creeping back up to where they had been before the drug 

treatments began. Emini and Jeffrey Chodakewitz, the Merck physician 

in charge of clinical trials, suspected that the AIDS virus had once again 

figured out a way to mutate around the best efforts of scientists to con-
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trol it. Yet there was one mysterious patient, dubbed patient 142, a 

“wise-cracking, forty-one-year-old law student from Philadelphia,” 

whose viral load had gone down and stayed down.25 Perhaps his story 

contained the key to understanding how indinavir knocked out the AIDS 

virus. Merck needed to keep the tests going. 

Late one evening, just as Scolnick was sitting down to dinner with his 

wife, Emini called him with the bad news–good news story. The virus 

appeared to be mutating around their new drug. But one patient seemed 

to be doing well. Scolnick heard only the first part of the message. His 

dinner ruined, Scolnick immediately went over his own scientists’ heads 

to get a second opinion. He called Anthony Fauci, the head of the NIAID 

and the government’s leading AIDS expert. After explaining their results, 

Fauci confirmed the bad news. “Ed, you’ve got resistance,” he said.26 

Merck’s research team once again faced the prospect that it had come up 

empty. 

For weeks Merck scientists batted ideas back and forth about how to 

keep the protease inhibitor project moving forward. The fact that one 

patient was improving on indinavir alone suggested to some that the 

dose may not have been high enough. Although they didn’t have access 

to David Ho’s data, Merck scientists also realized that the rapid emer-

gence of resistance meant the virus was reproducing at an extraordinar-

ily fast rate. Perhaps, they finally admitted, they should hit it with two or 

more drugs at once. They won management approval for a second set of 

clinical trials to test the drug at higher doses and in combination with 

other antiretrovirals. “Because of 142, some of us argued that [indinavir] 

was doing something right,” Emini later told the Wall Street Journal. 
“We finally decided to go forward, to try some new things, to up the 

dosage and combine [indinavir] with other drugs. If not for 142, it’s pos-

sible we might have ditched the whole thing.”27 

These second-stage trials began recruiting patients at nine sites around 

the United States in mid-1994. Company officials met with AIDS activists 

that summer to bring them up to date on the program. Merck sent a 

clear signal at the meeting that they now had modest hopes for the drug. 

The company revealed it wouldn’t pursue accelerated approval under the 

new FDA guidelines. They also rejected pleas for an expanded access 

program for desperately ill patients. “The company’s position is that, at 

this time, [indinavir’s] potential does not appear great enough to merit 

what it claims is the substantial investment in rapidly expanding pro-

duction,” an activist newsletter reported.28 

Merck was a company in transition by the time these second-stage tri-
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als got underway. Roy Vagelos, who had spent a decade at NIH and in 

academia before moving to Merck, was slated to step down from his 

chief executive post in June. Research director Scolnick would soon be 

reporting to a new man. 

Fears swept through the AIDS activist community that the company 

with a social conscience—the one that had been the most open to their 

incessant demands for access and information—would soon be cutting 

back on its research programs as a result of the changeover. In April, out-

going chief executive officer Vagelos gave an exclusive interview to Gay 

Men’s Health Crisis’ newsletter to diffuse the issue. The mixed early 

results from the indinavir studies must have weighed heavily on his mind. 

The company had gotten involved in AIDS research in 1987 with a prom-

ise to develop a breakthrough within five years, he said. Yet here it was, 

seven years later, and the company still had nothing to show for the 

“several hundreds of millions of dollars” invested in AIDS research. But 

that didn’t matter. “Our company is dedicated to it. It doesn’t matter 

who succeeds me,” he told the newsletter editors. “We don’t like to quit 

just because things aren’t going well.”29 

His replacement, Raymond V. Gilmartin, would make the critical 

“go/no-go” decision on indinavir. Gilmartin, an engineer with a master’s 

of business administration from Harvard, joined Merck after a success-

ful career guiding Becton Dickinson to the top of the medical supply 

industry. The board of directors hired him for his reputation as a brilliant 

business strategist and because he was a professional manager who could 

keep an eye on the company’s stock price at the same time it pursued 

global markets, a new emphasis at the firm. Compared to his predeces-

sors at the nation’s most admired drug company, he knew almost noth-

ing about the intricacies of pharmaceutical research. What he did know 

about was pricing and profits, and like the rest of the drug industry, 

Merck’s officialdom was embroiled in 1994 in the ongoing war with the 

Clinton administration over health care cost containment. The pause in 

economic growth that spread across the economy that year had also 

slowed the growth of company sales. The company’s stock price was half 

of what it had been just two years earlier. 

Fortunately for the AIDS research team, by the time Gilmartin began 

focusing on its project, Scolnick had better news to report. The early re-

sults from the two-drug combination showed 40 percent of patients had 

lowered their viral load below the level of detection. While this was no-

where near the results that would later be shown with triple-combination 

therapy, it was good enough to encourage the research staff to press for 
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third-stage trials. These were the large-scale tests, often involving a few 

thousand patients, that when successful led to FDA approval. Few com-

panies undertake third-stage trials unless they have a pretty good indica-

tion from earlier tests that larger trials will be successful. 

Merck had its own approach to third-stage trials. The firm almost 

never launched one without building the facilities needed to produce the 

drug in bulk. Their reasoning—some called it arrogance—was that noth-

ing they took that far would fail, so they might as well be prepared to hit 

the ground running when they got final approval. Merck engineers esti-

mated costs would run anywhere from $100 million to $200 million to 

build the facilities needed to synthesize indinavir in bulk. Chodakewitz, 

the physician in charge of the clinical trials, presented the data from the 

second-stage trial at a January 1995 meeting that reassured the company’s 

top officials that the money wouldn’t be wasted. Gilmartin, who 

attended, gave the nod to move forward, both with the final trials and 

production of a new plant in Elkton, Virginia. 

Between April and December 1995, Merck enrolled just ninety-seven 

patients in what turned out to be its crucial clinical trial. A few months 

earlier, Ho and Shaw, who were working with Abbott’s ritonavir, had 

stunned the AIDS research world with their findings about viral replica-

tion and its implications for combination therapy. Merck scientists, who 

claim they independently came to the same conclusion, designed the crit-

ical trial to evaluate indinavir alone against the most popular two-drug 

combination at the time—AZT and 3TC. It also added a wing to the 

trial that tested all three together. Dying AIDS patients across the coun-

try clamored to get into the trial, dubbed Merck 035. Barring that, they 

wanted access to the drug. The company, fearing it wouldn’t have 

enough of the drug for its other trials, which included a thousand-patient 

indinavir-AZT trial being conducted in Brazil, initially resisted. It invited 

AIDS activists to a presentation at its corporate headquarters, where 

they detailed their production concerns. But as the new plant got up to 

speed, those concerns melted away. By late summer, more than two thou-

sand AIDS patients were taking the drug. 

Merck, still pursuing traditional FDA approval, anticipated a long, 

leisurely rollout of the new drug. Their original target date was late 1996. 

The company knew its drug was vastly superior to the poorly absorbed 

saquinavir, and the early reports of toxicities and drug interactions from 

Abbott’s ritonavir led them to believe it wouldn’t be a serious contender. 

More important, the initial reports on Merck 035 suggested the nearly 

ten years that Merck scientists had spent on AIDS research had paid off 



156 DIRECTED RESEARCH 

in spectacular fashion. The patients in the triple-combination therapy 

wing of the trial had nearly undetectable viral load counts. Merck scien-

tists left the meetings where the preliminary results were unveiled in 

tears. Some compared the moment to Merck’s famous triple-therapy tri-

als in the late 1940s that had provided the first breakthrough against 

tuberculosis.30 

It took outsiders to shake Merck out of its complacency. In the mid-

dle of September, Abbott went public with the stunning results from its 

triple-combination study. Abbott also indicated at the San Francisco 

ICAAC meeting that it would soon seek accelerated approval for rito-

navir. Two months later, an FDA official asked Merck’s chief of regula-

tory affairs, “What are you guys waiting for?”31 Merck filed for acceler-

ated approval for indinavir on January 31, 1996. 

The day after filing, Emini gave the leadoff presentation to the annual 

conference devoted to the latest in AIDS research. He called for a “new 

paradigm” for treating the disease. Shutting down HIV replication could 

eliminate or delay the accumulation of mutations leading to drug resis-

tance, he said, and three-drug combinations that included indinavir had 

succeeded in lowering viral loads below the level of detection. The FDA 

advisory committee meeting in early March was a mere formality. The 

company received its license to begin selling the drug on March 13. It 

was the fastest approval in agency history. 

Though clinical tests showed Merck had the most effective drug with 

the least side effects, it had the disadvantage of being the third entrant 

into the protease marketplace. The company established its initial price 

below its rivals—around six thousand dollars per year retail. The com-

pany put a humanitarian spin on its pricing strategy. “We saw what 

Roche and Abbott did with pricing, and we felt that we had to do some-

thing different,” a public relations official said. “We had to make a state-

ment that we recognized that access is an issue.”32 

The next year reshaped the AIDS treatment landscape in ways unimag-

inable only a few short months before. The new drugs transformed the 

number-one killer of young male adults in America into a manageable 

disease. Time and Newsweek magazine covers heralded the end of the 

AIDS plague. The nation’s airwaves crackled with miraculous recovery 

stories, where young men that only a few months earlier had been on the 

brink of death were shown pumping iron to rebuild their once-wasted 

bodies. 

The media lavished most of its praise for the breakthrough on the 
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pharmaceutical companies that brought the new drugs to market. 

Michael Waldholz, the Pulitzer Prize–winning reporter for the Wall 
Street Journal who had followed the AIDS story longer and more closely 

than any reporter in the United States, set the tone. His front-page story 

in June 1996 emphasized the corporate mad dash to the finish line after 

“a decade of disappointment and frustration, unexpected product fail-

ures, intense corporate rivalries, and secrecy.” His account made no men-

tion of the government’s significant scientific and financial contributions 

to basic and applied research that took place from the early 1980s 

through 1992, nor of its support for many of the clinical trials that took 

place in the two years leading up to the drugs’ approvals.33 

The alleged cost of private industry’s research investment mush-

roomed almost as quickly as media’s coverage of the amazing break-

through. Two years after Merck’s chairman had spoken about spending 

“several hundreds of millions” on all AIDS research, a Wall Street 
Journal reporter led a story about the marketing of indinavir by claiming 

the company spent more than $1 billion to develop the drug.34 The 

Washington Post Magazine a few months later raised the financial stakes 

even higher when it declared the protease inhibitor “drama was a 

decade-long, multibillion-dollar race pitting the world’s top drug com-

panies against AIDS and one another—arguably the most time, money, 

and scientific manpower ever focused on a single medicinal target.”35 

Large pharmaceutical companies do not report their research and 

development costs by individual drugs. They do not even break them 

down into areas of research, like, say, AIDS or cancer or heart disease. 

But the Merck example is instructive since it had by far the most com-

prehensive research program on HIV- and AIDS-related diseases and its 

officials have not been shy about releasing data about their expendi-

tures. The company began a multifaceted research program on AIDS in 

the mid-1980s, which pursued vaccines, non-nucleoside reverse tran-

scriptase inhibitors (NNRTIs), protease inhibitors, as well as novel path-

ways for attacking the virus. The company conducted a number of early-

stage clinical trials on possible drug candidates and by 1995 had pushed 

indinavir to the point where it was ready for a final, multicenter clinical 

trial involving at least a thousand patients. The company also deployed 

its renowned vaccine research expertise against HIV. It is fair to say that 

no company devoted more of its resources to the fight against AIDS, and 

it is likely that no other company spent even half of Merck’s total. 

Business historian Louis Galambos of Johns Hopkins University, who 

had access to internal Merck memos and interviewed all its key players 
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for an in-house history of indinavir’s development, wrote that officials 

told him that Merck had spent $400 million on all of its AIDS research 

programs by early 1995. This was not just for the development of indin-

avir. It was for all of its research and development into AIDS: drugs, both 

the one that worked and the several that failed; vaccines; and the manu-

facturing facilities for the drugs sent into clinical trials. At that point they 

finally had a drug—indinavir—ready for its final clinical trials, and they 

were faced with the “go/no-go” decision on building a $200-million 

plant to produce the new drug in sufficient quantities for both the trials 

and its eventual marketing. It got built. They also began their final clin-

ical trials. 

Clinical trial costs have been well documented, both by the govern-

ment, which ran the ACTG, and by outside groups, who are interested 

in promoting research into new drugs to combat the diseases devastating 

the developing world. The Global Alliance for TB Drug Development, 

which operates on major grants from the Rockefeller Foundation and the 

Bill and Melinda Gates Foundation, during 2000 asked consultants from 

private industry to put together a study on the cost to develop new drugs 

to combat the disease. The Global Alliance sponsors research into new 

drugs to fight virulent strains of drug-resistant tuberculosis that have 

emerged in many parts of the world, since the pharmaceutical industry 

has abandoned the field. Their report, issued in October 2001, estimated 

that all phases of clinical research for a new drug cost about $26.6 mil-

lion, with the lion’s share of that—$22.6 million—coming in the third 

and final set of trials.36 

By taking the final clinical trial-stage estimate—$22.6 million, as of 

2000—and adding that to Merck’s total expenditures up to the time it 

entered the final stages of testing indinavir, one can arrive at a ballpark 

estimate for Merck’s total AIDS research and development investment 

before the company succeeded in bringing one antiviral drug to market. 

That total would have been about $623 million. 

As the preceding chapters showed, Merck spent far more than any 

other drug company in its efforts to combat AIDS. Indeed, Merck spent 

more than twice as much as any other company involved in the hunt. 

Abbott consciously operated its program on a shoestring. Its one re-

ported comment on costs came in early 1997, when John Leonard told 

the Washington Post that by late 1993 the company had spent $75 mil-

lion on its AIDS program.37 Given that the company at that point was 

entering its major clinical trial phase, it is unlikely the company spent 
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much more than $100 million on AIDS-related research by the time its 

successful product—ritonavir—entered the marketplace. Roche, which 

sharply curtailed its AIDS-related research program in 1993, probably 

spent about the same amount. 

There is another way to estimate the typical research budget for a 

company investigating AIDS-related drugs. Within three years of the first 

three protease inhibitors entering the marketplace, the two biotechnol-

ogy companies whose efforts received significant press coverage over the 

preceding decade succeeded in getting their drugs approved by the FDA. 

Unlike the major drug companies, the research and development efforts 

of these firms are easily documented. 

Agouron Pharmaceuticals Inc. was launched in the mid-1980s in La 

Jolla, California, for the express purpose of using X-ray crystallography 

and structure-based drug design techniques to develop drugs. It focused 

the company’s limited staff on two major programs. One was an experi-

mental drug that might inhibit the HIV protease. The other was a chemi-

cal agent designed to inhibit solid, malignant tumors in several major can-

cers. Its protease inhibitor, generically known as nelfinavir, gained FDA 

approval in March 1997. Its annual Securities and Exchange Commission 

(SEC) report, filed four months later, showed the firm through June of that 

year had spent $299 million on all research-and-development projects since 

its inception. Since both of its major programs had drugs in clinical trials, 

it is reasonable to assume the company spent about half that, or $150 mil-

lion, on AIDS-related research to bring nelfinavir to market. 

A year later, Agouron told the SEC that during its first year on the 

market, about 85,000 people in the United States and 120,000 world-

wide were taking nelfinavir (the trade name is Viracept). Those AIDS 

patients generated $358 million in sales for the company. A year later, 

Pfizer Inc. bought the biotech firm, and separate reports for its research-

and-development budgets ceased. But based on the earlier filings, it is 

safe to assume that Agouron spent less than $200 million on research 

and development for a drug that in its first year on the market generated 

nearly twice that in sales, of which more than half (57 percent) was 

profit.38 In other words, the company earned back its research invest-

ment in the first year. 

Vertex Pharmaceuticals Inc., the Cambridge-based biotech company 

headed by Merck exile Joshua Boger, received more journalistic attention 

during the protease inhibitor hunt than any other firm except Merck. It 

finally brought a successful product to market in April 1999. The com-
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pany licensed it to GlaxoSmithKline (the product of several mergers), 

which began selling it under the trade name Agenerase. Vertex, which 

ignored HIV research during its formative years and didn’t return to it 

until the early 1990s, went public in 1992. From 1992 to 1999, the com-

pany spent $328.2 million on all its drug research projects, which 

included major investments not just in AIDS-related drugs but in drugs 

to combat multidrug resistant cancers, rheumatoid arthritis, and psoria-

sis.39 It is reasonable to assume that Vertex—like Agouron—spent less 

than $200 million on developing Agenerase, a total that included the 

final clinical trials. 

A number of companies entered the hunt for a protease inhibitor but 

dropped out along the way. Only G. D. Searle, later a unit of Monsanto, 

got far enough along in its program that its drug candidate entered 

second-stage human trials. But even if a half dozen companies spent 

$100 million each on protease inhibitor programs, every company 

directly involved in searching for what turned out to be the breakthrough 

product that turned AIDS into a manageable disease spent a combined 

total of less than $2 billion. 

It is almost impossible to calculate a grand total for all AIDS-related 

research by private pharmaceutical and biotechnology firms. But it is rea-

sonable to assume—based on estimates by Merck, which was the outlier 

in the industry—that the total through the end of 1996 was significantly 

less than $5 billion. The government, by comparison, spent a shade 

under $10 billion on AIDS-related research in the decade leading up to 

the breakthrough discovery. Taxpayer-financed projects ranged from 

pure science to drug discovery to clinical trials. NIH bureaucrats and 

university-based peer review panels undoubtedly wasted some of that 

money—as press accounts based on the angry protests of AIDS activists 

would occasionally point out. But there can be no doubt that the gov-

ernment program was the driving force behind the private sector’s even-

tual development of a treatment for the disease. 

Was the investment worth it for the drug companies? Did the risk of 

getting involved in the fight against a seemingly intractable disease 

require the high prices that the successful companies ultimately set on 

their drugs? The emergence of protease inhibitors in 1996 ended the era 

where HIV treatment was a desperate attempt to extend life for a few 

months or years at the end of the tragic course of AIDS. Triple-drug ther-

apy enabled the majority of people with AIDS to live relatively normal 

and productive lives as long as they took their medicine regularly. As the 



BREAKTHROUGH!   161 

annual death toll plunged, the number of people taking HIV antivirals 

soared, reaching more than a half million by the end of the 1990s. 

Not only did sales for protease inhibitors soar, but so did the sales of 

the existing drugs on the market, whose efficacy had been wondrously 

enhanced by the addition of the new class of drugs. A successful therapy 

turned AIDS into a chronic disease and created a permanent market. All 

the drugs in the cocktail saw their sales soar. By 2000, the protease 

inhibitor market in the United States was a shade under $1 billion a year, 

according to IMS Health, the market research firm that closely tracks 

sales of prescription drugs in the United States. The total market for 

antivirals reached nearly $3 billion a year. Worldwide sales of protease 

inhibitors totaled about $2.2 billion, which was again about a third of 

what had become a $6.5-billion market for anti-HIV drugs. 

Profits from selling HIV drugs are easily derived since there are several 

small biotechnology companies that generate most of their sales from 

those drugs. If the profit margins of the major companies are the same as 

the biotech firm whose only sales come from selling HIV drugs, sub-

stantially more than half of those total sales fell to the bottom line as 

profit. In other words, the drug industry each and every year earns before 

taxes nearly as much as it invested in all of its anti-AIDS research in all 

of the years leading up to the major breakthrough. 

FDA approval of the first three protease inhibitors did not end the fight 

against AIDS. The HIV strain inside a small fraction of patients remained 

resistant to the drugs, and over time that fraction was growing. Once 

again, the wily virus was outwitting the best efforts of medical science to 

stamp it out. 

Doctors recognized several patterns among these therapy resistant 

patients. Some HIV carriers who did not respond to triple-cocktail ther-

apy had been on single- or double-drug therapies in the mid-1990s. By 

the time the protease inhibitors came along, they had already developed 

viral strains inside their bodies that were resistant to the reverse tran-

scriptase inhibiting drugs in the cocktail. 

But the biggest part of the problem came from poor patient adherence 

to the complicated pill-popping regimens associated with the new drugs. 

In some manufacturers’ formulations, rows of pills had to be taken three 

times a day, and some people had violent gastrointestinal reactions after 

taking them. Yet anything less than 95 percent fealty to the regimen 

allowed mutant strains of the rapidly multiplying virus to emerge. 
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Alarmingly, these new strains not only resisted the action of the protease 

inhibitor they had been subjected to, but they were resistant to all the pro-

tease inhibitors on the market. A government study released in December 

2001 estimated nearly half of all HIV carriers had drug-resistant strains 

inside their bodies.40 

John Erickson, who had left Abbott in 1991 to join NCI in Frederick, 

Maryland, decided to devote his government X-ray crystallography lab 

to this resistance problem. He had collaborated with his former col-

leagues at Abbott until management cut the ties. He then stayed in touch 

with their program by talking to the physicians at the Aaron Diamond 

Center, who were doing the initial resistance studies on ritonavir. “I 

knew from the beginning, resistance was going to be a big problem from 

these drugs,” he told me over a cup of coffee at his home in the Catoctin 

foothills outside Frederick, Maryland. “I didn’t know the extent to how 

complex it was going to be. You struggle for years to develop a drug can-

didate, and the virus mutates around it within days. It was humbling.” 

The mild-mannered researcher resumed probing of the scissors mech-

anism of the HIV protease, looking for the key to the resistance problem. 

During viral replication, the enzyme cut the long protein chain produced 

by the HIV genome into small pieces, which would eventually make up 

the new virus. Protease inhibitors blocked that scissors action by fitting 

themselves into the folds of the enzyme where the cutting took place. Yet 

mutant strains emerged that still got the job done. There must be a part 

of mutant protease that was common to every protease—the fragment 

that actually did the work. If he could only find that common compo-

nent, Erickson reasoned, he might be able to design a drug that blocked 

the protease action in all strains of HIV. 

Throughout the mid-1990s, Erickson’s lab at NCI worked with 

chemists at the University of Illinois at Chicago to synthesize new com-

pounds capable of jamming up the scissors in all strains of the HIV pro-

tease enzyme. In December 1994, they came up with their first molecule 

that worked against every test-tube strain of the virus they had. After fil-

ing a patent, they turned to the NIH’s Office of Technology Transfer, 

whose job under the 1980 Bayh-Dole Act was to move government-

discovered technologies from the laboratory to the private sector. 

Tibotec, a Belgian biotechnology company that was later bought by 

Johnson and Johnson, was interested in conducting the human trials. 

After a year of negotiations, NIH licensed Erickson’s invention to the 

European start-up. And in mid-1998, Erickson went with it, moving his 

entire lab to Tibotec. 



BREAKTHROUGH!   163 

The results of the first human trials on what Tibotec called TMC 126 

were released at the eighth annual Retrovirus Conference held in Chi-

cago in early February 2001. Erickson called a press conference to de-

scribe his new discovery. He glowingly described how his flexible mole-

cule could jam up the mechanism of mutant protease scissors by bending 

to fit into the new shape of the active part of the enzyme, no matter what 

shape it took. He called the molecule “resistance repellant.” His longtime 

colleague at the Aaron Diamond Center agreed. “We have for the first 

time a very, very powerful protease inhibitor that could suppress resis-

tant virus,” said David Ho. “That’s pretty impressive.”41 

But by the following summer, Erickson was not a happy man. As he 

paced the kitchen of his modest home, he said he couldn’t talk about his 

experiences with Tibotec. The company had just shut down his lab, lay-

ing him off, along with the two dozen colleagues that had moved with 

him from NCI. The company kept his equipment, his lab notes, and his 

molecule, the products of a decade and a half of methodical work that 

had brought him to the brink of his second major triumph. “They had to 

cut costs to keep the drug development going, so they cut early-stage 

drug development,” he told me dejectedly. Erickson, the idealist who has 

now twice failed to find a congenial home in the private sector, said he 

hoped to reconstitute his lab, perhaps as a nonprofit, where he could 

research new molecular entities to combat drug-resistant strains of trop-

ical diseases ravaging the developing world.42 

His departure did not stop Tibotec from pursuing his drug. At the 

December 2001 ICAAC Conference in Chicago, Tibotec reported on its 

latest trials. But TMC 126 was no longer in the picture. Using Erickson’s 

original molecule, company chemists synthesized seven hundred ana-

logues and used an automated screening system to pick a more promis-

ing drug candidate, which they dubbed TMC 114. “Single doses of this 

novel candidate protease inhibitor were safe and well tolerated at all 

tested dosage levels,” a company spokeswoman said. It would soon 

move into second-stage clinical trials. Nowhere in the accompanying 

press release did the company as much as hint that TMC 114 was the 

direct descendant of a drug that had been invented in a government-

funded lab. 
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The Failed Crusade?


f the government’s role in reducing AIDS mortality represents a great 

victory for the idea that directed research campaigns can substantially 

affect the history of an epidemic, the war on cancer is an entirely dif-

ferent matter. For more than half a century, all the weapons of directed 

medical research—extramural grants to academic researchers, intra-

mural programs of research and drug development, public-private part-

nerships, and outright support of industry—have been deployed against 

cancer with far less satisfactory results. 

It has been more than three decades since President Nixon signed 

the National Cancer Act. The government over those years spent more 

than $50 billion combating what one social historian called “the dread 

disease.” The National Cancer Institute (NCI), the largest arm of the 

National Institutes of Health (NIH), created and financed a nationwide 

academic research establishment dedicated to understanding the bio-

chemistry of cancer. It also devoted a sizable fraction of its resources to a 

wide-ranging hunt for drugs. 

Those efforts transformed the commercial landscape. At the cam-

paign’s outset, the pharmaceutical industry for the most part ignored 

cancer. But by the early twenty-first century there were dozens of firms 

pursuing more than four hundred potential cancer drug candidates. 

164 
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Why? NCI-funded basic science had created a multitude of potential 

drug targets. And the chemotherapies that emerged from the govern-

ment’s half-century hunt for drugs, licensed at no cost to industry, cre-

ated a market where none existed before. 

But selling drugs is not the same as curing disease. Any objective sur-

vey of the most recent statistics would show that cancer as a public health 

problem has not changed much over the years. Cancer—a catchall term 

for a class of more than 110 separate malignancies—claimed the lives of 

more than 555,000 Americans in 2002, leaving it the nation’s number-two 

killer, a position it has held since the early 1930s. 

There were tentative signs of progress in the 1990s in the long-running 

campaign against the disease. The rate at which cancer killed fell gradu-

ally after decades of increases and by 2000 was 11 percent below its 

peak. However, the biggest factor behind the decline had nothing to do 

with medical intervention. The falling cancer mortality rate was largely 

driven by the public health campaign that convinced many people to stop 

smoking in the 1970s and 1980s, which led to a falling incidence of lung 

cancer in the 1990s. There were also small reductions in the death rates 

for colon, breast, and prostate cancers, which have been attributed to 

improved treatments and early screening techniques like mammograms, 

although that assertion has been challenged.1 But those improvements 

have been modest at best. After it had been adjusted for the age at which 

people contract cancer, the cancer death rate stood at 203 per 100,000 

persons in 1999, slightly worse than 199 per 100,000 persons in 1975, 

which in turn was slightly worse than the 195 cancer deaths per 100,000 

persons recorded in 1950. 

The chances of surviving cancer are certainly better than they were a 

generation ago. Six in ten cancer patients survived at least five years 

after a diagnosis of cancer by the late 1990s, compared to a shade less 

than five in ten in the mid-1970s. But those gains were offset by cancer 

incidence rates that were still rising, especially among the elderly. As 

people lived longer by surviving infectious diseases, heart attacks, 

strokes, and the complications of diabetes, they increased their risk of 

contracting and eventually dying of cancer. 

Cancer incidence among the middle-aged went up compared to three 

decades earlier (with slight declines in the past decade in some cancers). 

But it was among these younger cancer patients that oncologists regis-

tered their greatest treatment gains. Every age group under sixty-five 

years posted declines in cancer mortality rates between 1973 and 1999, 

with the biggest gains among the very young, as clinicians deployed 
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improved treatments for childhood cancers like leukemia and some solid 

tumors. 

The population that contracts cancer has also shifted. In the nine-

teenth and early twentieth centuries, cancer was considered a woman’s 

disease. Cancers of the breasts and uterus were observable, while many 

cancers of internal organs, whether they killed women or men, went 

undiagnosed. As late as 1950, the cancer mortality rate was higher among 

women than men. But as tobacco began taking its terrible toll on the 

American people, the demographics of cancer changed dramatically. 

Lung cancer rates among men soared in the 1950s and 1960s as the direct 

result of the marketing and glamorization of cigarette smoking that had 

begun three decades earlier. By midcentury, women’s smoking rates began 

to catch up to men’s with predictable results. Virginia Slim, meet the 

Marlboro Man. During the 1980s and 1990s, the rates at which women 

contracted lung cancer rose sharply. With lung cancer accounting for 

nearly one in three cancer deaths, the cancer gender gap began to shrink.2 

One would think these unyielding statistics and the grim prognosis for 

nearly half the people diagnosed with cancer would dampen enthusiasm 

for cancer war stories in the popular press. But in their frequent updates 

from the frontlines of research, editors and reporters remained invariably 

upbeat, with their enthusiastic embrace of the latest laboratory discov-

eries often bordering on the deliberately misleading. A New York Times 
story splashed across the top of the paper’s Sunday front page in 1998 

was typical of the genre. Gina Kolata, an experienced medical writer, set 

off a media frenzy when she published an article proclaiming, “Hope in 

the Lab: A Cautious Awe Greets Drugs That Eradicate Tumors in Mice.” 

Judah Folkman, an NIH-funded researcher at Children’s Hospital in 

Boston, had come up with experimental drugs that cut off blood flow to 

rodent tumors. No less an authority than James Watson, codiscoverer of 

the DNA double helix, anointed Folkman the next Charles Darwin. 

Richard Klausner, the head of NCI, called his work “the single most 

exciting thing on the horizon” and the data “very compelling,” although 

he did mention “the big ifs” when talking about a drug that had never 

been tried in humans. The stock of EntreMed, the company Folkman 

worked with, soared. Book contracts got signed. (A few days after the 

story broke and controversy about its overhyped nature emerged, editors 

at the New York Times advised Kolata to reject her multimillion-dollar 

offer.) Over the next few years, the drugs quietly disappeared from view 

as the company began the long slog toward proving their usefulness 

against several rare forms of cancer. 3 
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Cancer therapy for most patients had changed over the decades be-

cause the government had poured enormous resources into under-

standing the basic biology of the disease and developing drugs for treat-

ing it. But most oncologists still prescribed some combination of 

surgery, radiation, and chemotherapy—“slash, burn, and poison,” in 

one deflating description.4 In recent years, the surgery had become less 

invasive, the radiation better targeted, and the newer chemotherapy 

agents slightly more effective. The new drugs also had fewer side ef-

fects, or other drugs were developed to offset their toxicities. But in the 

end, patients on chemotherapy were still left praying that the cancer 

hadn’t metastasized to some hidden corner of the body, which, alas, for 

many it had. The cure for nearly half of cancer patients turned out to 

be nothing more than a temporary respite from the ravages of the dis-

ease, therapy’s success measured by a few, often miserable, months or 

years of life. 

To the extent that drug treatment options have improved, the govern-

ment played the central role in bringing them about. The Food and Drug 

Administration (FDA) approved fifty-eight cancer drugs between 1955, 

when NCI launched its cancer drug development program, and 2001. 

NCI played the lead role in the development of fifty of those cases. It 

found the molecule, assisted in late-stage preclinical studies, or directly 

sponsored the clinical trials. In some cases, it did all three. Even in the 

post-1980 era, when the number of private firms involved in cancer ther-

apy research expanded rapidly, more than 70 percent of all new cancer 

drugs approved by the FDA had at least some government involvement.5 

Is it fair to say then, as many observers have, that the government’s 

war on cancer is a failure? Does its performance call into question all 

public sector attempts to solve pressing medical problems through tar-

geted programs of applied research? Jerome Groopman, the respected 

AIDS oncologist and medical journalist, concluded the government 

would have been better off focusing exclusively on basic research during 

its long war on cancer rather than supporting research into new drugs. 

In a provocative essay published in New Yorker magazine on the thirti-

eth anniversary of the Cancer Act, the Harvard Medical School profes-

sor noted the recent round of ebullient press accounts praising the latest 

targeted cancer drugs. Groopman allowed that “the current atmosphere 

of hope is not without foundation.” But he went on to say that “it is not 

without precedent, either. Ever since 1971, when President Nixon 

declared war on cancer, oncologists and cancer patients have been caught 

in a cycle of euphoria and despair as the prospect of new treatments has 
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given way to their sober realities. The war on cancer turned out to be 

profoundly misconceived—both in its rhetoric and in its execution.”6 

A closer examination of the history and accomplishments of the war 

on cancer would suggest that a blanket condemnation of the govern-

ment’s directed research program is far too harsh. The government never 

ignored basic scientific inquiry into the biochemical and biomolecular 

processes behind cancer. Far from it. From the cancer war’s outset (which 

actually dates back to the late 1930s), the leadership of academic medi-

cine and nonprofit research institutes insisted that autonomous, peer-

reviewed researchers and their proposals occupy a central role in the 

campaign. At the end of the century, basic research still consumed more 

than three-quarters of NCI’s resources. Indeed, as Groopman admitted, 

the most recent drugs emerging from industry’s labs owed their existence 

to the understanding of the basic biology of the disease derived from the 

previous thirty years of government-funded basic research. 

However, the public, speaking through its representatives in Congress, 

would have never supported that vast expansion of basic science unless 

it was coupled with the simultaneous search for cures. In the late 1960s 

Mary Lasker, a key member of the American Cancer Society’s board and 

a longtime booster of NIH, recruited elite financiers to her Citizens 

Committee for the Conquest of Cancer with the promise that increased 

science funding would be linked to a “moon shot” to cure cancer. Liberal 

Howard Metzenbaum, a retired parking-lot magnate from Cleveland 

who would soon become a senator, served as Lasker’s cochair. He got his 

start in politics by championing the targeted research approach. Senator 

Edward Kennedy, new to the Senate and heir to his family’s liberal 

legacy, introduced the bill in the upper chamber. 

The pharmaceutical industry also jumped on the applied research 

bandwagon in the person of Elmer H. Bobst, the retired president of U.S. 

operations for Hoffmann–La Roche. Bobst, a longtime member of the 

American Cancer Society board, used his close friendship with President 

Nixon to push for an autonomous NCI and “subject it to a carefully con-

sidered program of directed research in the most promising areas.”7 They 

got what they wanted, but not as a substitute for basic scientific inquiry 

into the biology of the disease. The war on cancer vastly expanded both 

realms. 

If there was any misconception at the outset of Nixon’s war on can-

cer, it was in the academic- and institute-based scientists’ narrow defini-

tion of basic research. They focused resources almost exclusively on 

microbiology, biochemistry, and genetics, the fields they knew best. 
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Great academic empires and eventually even large fortunes were built on 

the foundations laid by NCI-funded research. Unfortunately, these same 

scientists, whose administrators controlled the panels that oversaw 

grants, gave much shorter shrift to in-depth investigations into the envi-

ronmental and social roots of the disease. Nor did they emphasize pub-

lic health prevention strategies for curbing its incidence since to do so 

would have brought them into conflict with some of the same powerful 

economic interests whose representatives were championing a strictly 

clinical approach to combating the disease. 

The cancer crusade did not begin with President Nixon’s proclamation in 

1971. By the late 1920s, rising cancer rates had prompted Senator 

Matthew Neely of West Virginia to seek a special appropriation of one 

hundred thousand dollars to study the disease. Speaking on the floor of 

the Republican-controlled Senate, the Democrat Neely called cancer 

“humanity’s greatest scourge,” a “monster that is more insatiable than 

the guillotine,” and a force “more destructive to life and health than the 

mightiest army.” He warned his colleagues that “if the rapid increase in 

cancer fatalities should persist in the future, the cancer curse would in a 

few centuries depopulate the earth.”8 

Neely’s overwrought rhetoric set off a debate whose parameters echo 

to this day. One senator wondered if the increasing cancer rates had 

more to do with better diagnostics than a rising tide of tumors. Others 

spoke for a large portion of the public who preferred to put their faith in 

religion, quacks, and patent medicines, which, as cancer historian James 

Patterson has noted, were part of “a very diffuse but stubbornly persis-

tent cancer counterculture, one of the many constants in the modern 

social history of cancer in the United States.” Neely’s rhetorical flour-

ishes won support from his colleagues in the Senate, but the legislation 

died in the House.9 

By 1937, the nation’s mood had shifted. The Depression and Franklin 

Delano Roosevelt’s New Deal awakened Americans to the possibilities of 

government solving its most pressing economic and social problems, 

including the fight against disease. Surgeon General Thomas Parran, 

whose wife died of cancer in 1929, spearheaded a coalition that made 

curing cancer a central thrust of the U.S. Public Health Service’s new 

National Institute of Health. 

The coalition was a classic example of the divergent interests that 

sometimes come together to grow a new public policy in the Washington 

petri dish. It was led by the American Society for the Control of Cancer 
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(ASCC, later the American Cancer Society) and its Women’s Field Army, 

whose door-to-door fundraising and early detection public awareness 

campaigns had become a fixture in many middle-class communities. Sen-

ator Homer Bone, a Democrat from the state of Washington, champi-

oned their cause in the belief that cancer especially hurt the poor, who 

couldn’t afford the doctor visits that might enable them to catch cancer 

in its early stages, while it was still treatable. They were joined by a 

growing research community, led by a frustrated physician from San 

Antonio named Dudley Jackson. His anger grew out of the fact his 

cancer-related research proposals had been turned down by the fledgling 

NIH. 

This disparate coalition was joined by a new and rising cancer estab-

lishment in which the ASCC played a leading but far from exclusive 

role. Shortly after the turn of the century, John D. Rockefeller had 

endowed the Rockefeller Institute for Medical Research in New York 

City. By the mid-1930s, its prestigious faculty had turned to cancer re-

search as one of its major activities. In 1936, the oil tycoon gave another 

$4 million to build the world’s most modern facility dedicated to cancer 

treatment—Memorial Hospital. In the postwar years, the hospital would 

merge with the Sloan-Kettering Institute, which was endowed by General 

Motors industrialists Alfred P. Sloan and Charles F. Kettering. Also in 

1936, the wife of Starling Childs, who made his millions in New York 

utilities, died of cancer. Childs gave $10 million to the Yale University to 

study the disease—at the time the largest ever bequest for medical 

research. These endorsements of cancer research by leading philanthro-

pists and one of the nation’s top medical schools helped the field emerge 

from its quack-ridden roots and emboldened politicians to authorize the 

government to play a bigger role in combating the disease.10 

By the late 1930s, Congress was well along the path toward giving 

government a role in medical research. In 1930, responding to com-

plaints that the private sector’s investment in medical science was far 

from adequate, it created NIH from the Public Health Service’s Hygienic 

Laboratory, which had been founded in the 1880s to study infectious dis-

eases. But in expanding the agency, Congress limited it to basic research. 

The original authorizing legislation established its purpose as the “study, 

investigation, and research in the fundamental problems of the diseases 

of man.”11 

The new NIH was swamped with proposals from outside researchers. 

Dudley Jackson, who would play the key role in getting the NCI legisla-

tion passed in the House, was a surgeon who saw how the disease rav-
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aged his mostly poor clientele. Jackson asked NIH for money to study 

carbohydrate metabolism in dogs in order to gain insights into the fun-

damental causes of cancer. The agency repeatedly turned down his 

requests. If their goal was to drum up hinterland support for more fund-

ing for the agency, they picked the right man to ignore. Angered by what 

he saw as the tunnel vision of bureaucrats in Washington, Jackson con-

vinced his powerful cousin, Rep. Maury Maverick of Texas, to sponsor 

a bill creating a separate cancer institute. He then traveled to the Capitol 

to drum up support. 

Creation of the new agency was never in doubt. But the debate over 

the legislation sparked heated arguments about who should control the 

institute and what it should fund. Surgeon General Parran was convinced 

that a powerful central authority should play the lead role in tackling the 

disease. “Whatever path we take,” he said, “inevitably will conform to 

the governmental framework.” But Peyton Rous, the Rockefeller Insti-

tute researcher who had created a stir in 1911 when he discovered a 

virus that caused tumors in chickens (he would champion the mistaken 

viral transmission theory of the disease until his death in 1970), ex-

pressed the concerns of many scientists who feared government control 

of science. It would lead to “regimented direction,” he wrote to a friend. 

The American Medical Association also warned against government 

control of medical research but did not actively oppose the bill, prefer-

ring to save its political capital for what it considered to be a more 

important battle—the fight against national health insurance.12 

The 1937 law passed easily. It gave the new institute broad authority 

to fund “researches, investigations, experiments, and studies relating to 

the cause, prevention, and methods of diagnosis and treatment of can-

cer.”13 In short, its job was to cure cancer, not just study it. But in its 

early years, virtually all of its limited funding went to basic research. 

While the blue ribbon advisory panel set up under the law was domi-

nated by leading anticancer figures of the day, it included prominent aca-

demicians such as Harvard University president James Conant, for 

whom the autonomy of science was sacrosanct. 

The panel left treatment to the doctors and public education about 

early detection to the ASCC. It rejected an emphasis on prevention. 

Instead, the new NCI set up a small in-house research staff to focus on 

basic biology and established a peer-review system for screening and 

approving outside grant proposals. The system would become the model 

for all of NIH when dozens of new institutes were added to its roster in 

the two decades after World War II. 
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The advisory panel was far less democratic than Dudley Jackson 

would have liked. It concentrated the majority of its grants in the lead-

ing research institutions, whose heads took turns sitting on the board. 

Jackson dealt with his new problem by lobbying the Texas legislature to 

create what is now the M. D. Anderson Cancer Center at the University 

of Texas in Houston, today the second largest cancer research institution 

in the United States.14 “The scientists, taking firm command of the anti-

cancer alliance, then implemented the law in ways that advanced their 

own laboratory research and institutional interests and that mainly dis-

missed preventive approaches,” wrote Patterson. The cancer lobby was 

born. 

The battle over the program’s direction was renewed in the immediate 

postwar years. Despite fealty by men at the top of NCI to Vannevar 

Bush’s vision of concentrating on basic research, powerful forces gather-

ing outside the agency began demanding a more practical approach. 

Early detection and surgery had been the primary method of treating 

cancer since the late nineteenth century. Radiation took its place along-

side surgery in the early 1900s in Europe and won a wide following 

among American physicians after Nobel Prize winner Marie Curie 

toured the United States to tout the process in 1921. In those early years 

of cancer treatment, people who peddled medicinal cures were consid-

ered quacks.15 

The image began to change during World War II in the wake of a 

tragic wartime incident. In December 1943, German bombers launched 

a surprise attack on Allied shipping in Bari Harbor on the Italian coast. 

One vessel that sank, the USS John Harvey, was carrying mustard gas, a 

weapon banned after World War I. President Roosevelt had ordered it 

stockpiled just in case Hitler decided to use it. The contents leaked into 

the harbor, mixed with the burning oil, and vaporized. Hundreds of 

sailors, fishermen, and other local civilians died, their skin covered with 

welts and their lungs filled with blood. Autopsies later showed that the 

victims’ white blood cells had been wiped out by the gas. 

Several physicians in the army’s Chemical Warfare Division, headed 

by Memorial Hospital chief Cornelius “Dusty” Rhoads, speculated that 

minute amounts of mustard derivatives might prove useful in treating 

leukemia and other fast-growing cancers of the blood. The government’s 

Wartime Office of Medical Research began testing the proposition at 

Yale, the University of Chicago, and other top-secret labs around the 

country. Rhoads continued that research when he returned to his post at 

the merged Memorial Sloan-Kettering Hospital after the war. 16 
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Rhoads was driven by two central beliefs. First, he saw cancer as pri-

marily a disease of cells. Instead of surgery or radiation, which eliminated 

the tumor mass, he wanted to focus on finding chemotherapy agents that 

would stop cancer cells from dividing. His second basic principle was 

based on advice from the industrialists who sat on his board. They 

wanted to model Sloan-Kettering after the leading industrial labs of the 

day, like Bell Labs, which married efficiency and high throughput to sci-

entific inquiry. 17 Rhoads implemented their vision. Between 1946 and 

1950, scientists at Memorial Sloan-Kettering synthesized and tested fifteen 

hundred derivatives of nitrogen mustard gas for their cancer-fighting 

properties. In 1949, the FDA made mechlorethamine (Mustargen) the first 

government-approved cancer chemotherapy agent (in those days, one 

only had to prove it was safe, not effective, to get FDA approval). 

Though the treatment was hardly curative, Time hailed the discovery. 

The magazine featured a confident, crew-cut Rhoads on its cover clad in 

a white lab coat with the symbol of the American Cancer Society—a 

sword smashing through a crab—in the background. “Some authorities 

think that we cannot solve the cancer problem until we have made a 

great, basic, unexpected discovery, perhaps in some apparently unrelated 

field. I disagree,” Rhoads was quoted as saying. “I think we know enough 

to go ahead now and make a frontal attack with all our forces.”18 

He wasn’t the only clinician-scientist pushing NCI to pay closer atten-

tion to the treatment mandate in its authorizing legislation. Shortly after 

the war ended, Sidney Farber, the scientific director of the Children’s 

Cancer Research Foundation in Boston and a member of the faculty at 

Harvard Medical School, began experimenting with chemical blockers of 

folic acid, which is needed for DNA replication. His target was acute 

leukemia in children. A prodigious fundraiser with good connections to 

many leading politicians, Farber scored the first major success of the 

chemotherapy era when he came up with the antimetabolite compound 

methotrexate, which produced remissions in some leukemia patients. 

Farber began pushing for government funds to expand his experiments. 

Over the next two decades Farber would serve as the chief advocate for 

more money to develop new cancer chemotherapies. 

Responding to pressure from key opinion leaders like Rhoads and 

Farber, NCI in 1955 launched the Cancer Chemotherapy National 

Service Center, a formal effort to develop new drugs. Many top scientists 

at the agency, including its director Kenneth Endicott, were appalled. “I 

thought it was inopportune, that we really didn’t have the necessary 

information to engineer a program, that it was premature, and well, it 
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just had no intellectual appeal to me whatever,” he said a decade later. 19 

But researcher-activists like Farber ran roughshod over those objections. 

Within two years, nearly half the agency’s budget was going toward drug 

development. 

By 1970, the year before the government officially declared war on 

cancer, the NCI drug development program had already screened more 

than four hundred thousand chemicals for their cancer-fighting potential. 

Some were obtained from academic investigators, others from industry, 

and still others were manufactured in-house. NCI scoured the world for 

exotic microbes, plants, and marine organisms to test in its labs. Taxol, 

a derivative of the Pacific Yew tree, whose chemical equivalent remains 

one of the more successful chemotherapy agents on the market to this 

day, was a product of those efforts. 

The agency took on all the functions of a private drug company. It 

designed screening assays for testing compounds for their anticancer 

potential. It learned how to perform preclinical tests for determining 

toxicity and proper dosing. It recruited a nationwide network of aca-

demic oncologists capable of conducting clinical trials. It hired contrac-

tors that could mass produce the handful of drugs that slowed the pro-

gression of the disease in early clinical testing. “In many respects, the 

program operates in a fashion similar to that of a pharmaceutical com-

pany,” one NCI staffer noted in the mid-1980s, on the thirtieth anniver-

sary of the drug development program. There was one big difference, 

however. “There is no consideration of profit, although cost-benefit con-

siderations obviously play an important role in the choice of drugs to 

pursue or problems to investigate.”20 

The other half of the budget went to basic scientists, who grouped 

themselves around two competing theories of cancer causation, although 

there was no grand design fashioning their academic proposals. The 

minority school followed in the footsteps of Percivall Potts, the eigh-

teenth-century British physician and epidemiologist who had first noted 

the high incidence of testicular cancer among British chimney sweeps. 

The young Brits failed to bathe at the end of their daily labors and as a 

result developed cancer in the most sensitive area, where the soot and tar 

came to rest. Relying on similar epidemiological studies, the environ-

mental school of thought believed cancer was caused by exposure to 

toxic substances. Limit those exposures, it argued, and you limit cancer. 

Inside NCI, its cause was championed by Wilhelm C. Hueper, who ran 

the agency’s Environmental Cancer Section from its founding in 1948 to 

his retirement in 1964. Hueper, a German immigrant, was fired from his 
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job as an industrial hygienist by DuPont de Niemours and Company in 

1937 after concluding that the high incidence of bladder cancer among 

workers in its dye factories was caused by exposure to chemicals used in 

the manufacturing process. Over the next five years, while working for a 

small chemical company, he wrote an eight-hundred-page textbook enti-

tled Occupational Tumors and Allied Diseases. After being turned down 

by Yale University Press, he raised three thousand dollars to self-publish 

the tome. His persistence was rewarded in 1962 when Rachel Carson 

drew heavily from his obscure work to produce her classic Silent Spring. 
Carson’s book inspired the movements that led to passage of the Clean 

Air and Clean Water acts and the creation of the Environmental Protec-

tion Agency and the Occupational Safety and Health Administration.21 

The chemical carcinogenesis crowd’s cause was bolstered by the grow-

ing body of research connecting cigarette smoking to lung cancer. During 

the 1940s, lung cancer rates grew at five times the rate of other forms of 

cancer. To many hypothesizers, the obvious suspects behind the plague 

were cigarette smoke and the increasingly visible air pollution of major 

cities. The former was easier to document. On May 27, 1950, the Journal 
of the American Medical Association published the first articles tying 

tobacco to elevated incidence of the disease. 

One article was written by Ernst L. Wynder, a German Jew who had 

fled Nazi Germany with his parents. During the war years, he studied 

medicine at Washington University Medical School in St. Louis and did 

summer hospital internships at New York University, where he had stud-

ied as an undergraduate. One wartime summer, he began questioning the 

widows of lung cancer victims, virtually all of whom told him their hus-

bands had been heavy smokers. When he returned to St. Louis, he asked 

his anatomy professor, the well-regarded thoracic surgeon Evarts 

Graham, if he could systematically question lung cancer patients who 

entered his clinic for surgery. Graham was a heavy smoker and extremely 

skeptical about Wynder’s hypothesis. But his scientific curiosity prevailed 

and he gave Wynder permission to travel the country to scour medical 

records and conduct interviews with lung cancer patients or their sur-

vivors. The article that eventually appeared under both of their signa-

tures, “Tobacco Smoking as a Possible Etiologic Factor in Bronchiogenic 

Carcinoma: A Study of 684 Proved Cases,” was the first epidemiological 

evidence tying heavy smoking to lung cancer. Four months later, a simi-

lar article by Richard Doll, a leading British epidemiologist, and his 

colleague, A. Bradford Hill, appeared in the British Medical Journal. A 

follow-up study by Wynder in 1953 convinced the editors of the Journal 



176 DIRECTED RESEARCH 

of the American Medical Association to stop taking cigarette ads. The 

war on smoking had begun.22 

Over the next decade, the tobacco industry fought a dissembling cam-

paign against the mounting evidence. Its chief spokesman was renegade 

researcher Clarence Cook “Pete” Little, who had once headed the 

American Society for the Control of Cancer. A direct descendant of Paul 

Revere, Little was a Harvard-trained biologist who harbored huge ambi-

tions in both science and academic administration. In 1922, at age thirty-

four, he became the youngest president of the University of Maine and 

three years later repeated the trick at the University of Michigan. He was 

fired from that post, though, after being accused of conducting an adul-

terous affair. But by 1929 he had already raised enough money from a 

wealthy auto executive to open a genetics research institute in Bar 

Harbor, Maine, which he would run for the next twenty-five years. 

Shortly after moving back to his native state to run the new institute, 

he was asked by the physicians who ran the ASCC to head up its shoe-

string operation. He commuted two days a week to its New York offices 

to spread its main message that early detection was the best hope for 

beating cancer. (Celsus, Roman physician in the first century a.d., was 

the first to offer this enduring insight.) The organization stagnated under 

his command, and in 1944, Mary Lasker, whose husband Albert, an 

advertising man, had coined the slogan “Lucky Strikes Means Fine 

Tobacco,” engineered his ouster. A highly refined socialite whose close 

friends included many of the leading industrialists and financiers of New 

York City, she was upset, according to at least one account, by an atti-

tude that she felt was both patronizing and predatory toward women.23 

Little, a “self conscious big shot” without a wider stage, returned to 

Bar Harbor. In 1954, with retirement looming and his financial prospects 

dim, he accepted a position as scientific director of the newly established 

Tobacco Industry Research Committee, which had been set up by the 

tobacco industry to question reports linking smoking to cancer. For the 

next two decades he would be the industry’s main spokesman debunking 

the smoking-cancer connection. He consistently raised questions about 

the data behind the studies that showed they were linked. His efforts 

became the model for other industry trade groups that wanted to counter 

epidemiological studies showing the carcinogenic properties of their 

products.24 

The Surgeon General’s report of 1964, warning that cigarette smoking 

was hazardous to health, coupled with the growing movement against 

industrial pollution, seemed to vindicate the epidemiologists’ approach 
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to cancer. But to the growing ranks of geneticists, cell biologists, molec-

ular biologists, and virologists studying the disease, the epidemiologist 

road led nowhere. How did those chemicals turn the body’s cells into 

out-of-control mutants? How did one account for the majority of can-

cers that seemingly had no environmental cause? One could spend an 

entire career giving mice cancer by exposing them to carcinogens. How 

would this knowledge help cure someone who already had the disease? 

“By the 1960s, the wider scientific community . . . became dismissive, 

viewing the research on chemical carcinogenesis as an intellectually 

bankrupt enterprise—nothing more than a mountain of facts with few 

good ideas propelling it forward,” Robert A. Weinberg, one of the 

nation’s leading research scientists, wrote in his chronicle of the scientific 

history of the war on cancer. 25 

Virologists, cellular biologists, and geneticists rushed in to fill the 

void. The viral theory of cancer, first enunciated by Peyton Rous in 1911, 

had virtually disappeared from scientific discussion by the 1930s. But in 

the late 1950s, it was resuscitated by Sarah Stewart and Bernice Eddy, 

longtime researchers at the NIH labs in Bethesda. They discovered a 

virus that induced tumors when injected in mice. They dubbed it the 

polyoma because the cancers included solid tumors as well as tumors of 

the blood. The discovery created a stir among the growing number of 

geneticists interested in the cancer problem, including genomics pioneer 

James Watson, who referred to the NIH scientists as “two old ladies” in 

a talk he gave at his Long Island laboratories to spread the news to a 

wider audience. Viruses were the smallest known organisms and had 

very short genetic sequences, Watson noted. If they caused cancer, the 

number of genes in the host cell that were affected by the virus also must 

be quite small and were therefore identifiable.26 

Other scientists began replicating and expanding the Stewart-Eddy 

work. In 1962 virologists in Houston found that the human adenovirus, 

which causes common respiratory infections, induced tumors in ham-

sters. Two years later, British virologists discovered virus particles in cells 

of lymphoma patients in Africa. The cancer-virus connection also began 

gaining treatment adherents. In the late 1950s, scientists working in 

France had identified an antiviral protein given off by cells when they 

were attacked by viruses. They dubbed it interferon. It would be nearly 

two decades before interferon could be isolated and produced through 

biotechnology means. But in those early days, a number of researchers 

began to believe that if viruses caused cancer, then interferon might pre-

vent or cure it through its antiviral activity. 27 
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A 1964 New York Times Magazine article pulled together the straws in 

the wind. “A new stage in the struggle against cancer cannot be more 

than months or at most a year or two away,” it gushed. The attention 

prompted Congress to appropriate $10 million in 1965 for a Special Virus 

Cancer Program (SVCP). The government hunt for the viral causes of 

cancer was on. By the end of the decade, it had grown to a $30-million-
28a-year program.

But how did these cancer viruses do their dirty work? Conventional 

viruses like the polio virus killed cells by entering them and destroying 

their reproductive machinery. But cancer cells weren’t dying. They were 

living long, hostile lives and proliferating wildly. Howard Temin of the 

University of Wisconsin and David Baltimore at the Massachusetts 

Institute of Technology solved the mystery. Their intellectual spadework 

prepared the ground for a rapid expansion of the SVCP once the 1971 

National Cancer Act passed. 

The Watson-Crick DNA double-helix model, sometimes referred to as 

the central dogma of cell biology, postulated that cell reproduction 

always proceeded through DNA replication and division. Most viral 

researchers therefore assumed that viruses like polio and Rous sarcoma, 

which were made up of RNA, or messenger genetic material, operated in 

a similar fashion. The only difference was that their RNA reproduced. 

Working separately in labs hundreds of miles apart, Temin and Baltimore 

showed that the Rous sarcoma virus replicated by producing a DNA 

template of itself after it infected a host cell, which then became part of 

the cell’s normal DNA machinery. They were called retroviruses. Temin 

and Baltimore won the Nobel Prize in 1975 for discovering the enzyme 

that facilitated the process, which they called reverse transcriptase. Not 

only did scientists now have a theory for how cancer evolved inside the 

body, they had a plausible model for how it happened. 

Although these stirrings in the world of basic science encouraged 

advocates to push Congress for a broader war on cancer, they played a 

secondary role in the debate. When Lasker began lining up political sup-

port for bigger anticancer budgets, she turned primarily to the already 

well-established network active in the search for medicinal cures. She 

leaned heavily on Farber, the aging patriarch of cancer research. He told 

Congress that more money and a federally directed battle plan would get 

the job done. “Based on the new insights with which I am familiar there 

is no question in my mind that if we make this effort today, and if we 

plan it, organize it, and fund it correctly, we will in a relatively short 

period of time make vast inroads in the cancer problem,” Farber testified 
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in support of the legislation. “Everything that we have said finally must 

be directed and pointed to clearly for the benefit of the patient with can-

cer and all of the basic research and the great expansion of clinical inves-

tigation which we have recommended will be the surest way of bringing 

that about.” The rhetoric of the day called for curing cancer by the 

nation’s bicentennial, a scant six years off.29 

Champions of basic science fought back, led by Francis Moore, a pro-

fessor of surgery at Harvard Medical School and chief surgeon at Bos-

ton’s Peter Bent Brigham Hospital. Moore argued that a government-run 

institute would never have funded German scientist Paul Langerhans, 

who in 1889 discovered the cells in the pancreas that, when damaged, led 

to diabetes. Nor would it have funded Frederick Grant Banting and 

Charles Herbert Best, who discovered insulin in 1921 at the University of 

Toronto (they patented their method for purifying it from livestock 

headed for slaughter and licensed it for one dollar to any drug company 

that wanted to produce it). Moore argued that discoveries almost 

inevitably came from “young people, often unheard of people” housed in 

universities. His testimony bolstered those in the House who wanted to 

keep the beefed up NCI underneath the NIH umbrella and maintain its 

system of peer-reviewed science.30 

In the end, the heated arguments that pitted advocates of basic science 

against applied researchers didn’t matter much. NCI budgets quintupled 

over the next decade to nearly a billion dollars a year. It was enough 

money for the agency to support a massive expansion of every program 

in its purview. Basic research grants; a far-reaching hunt for new drugs; 

the nationwide network of academic clinicians willing to test them— 

everyone got a piece of the growing pie. 

On the basic science front, tens of millions of dollars poured into the 

SVCP. Far larger amounts went for related basic science research at the 

nation’s universities. It eventually bore fruit. In 1976, two virus hunters, 

Michael Bishop at the University of California at San Francisco and his 

ambitious young postdoc, Harold Varmus, who would go on to become 

head of NIH and Memorial Sloan-Kettering, discovered something that 

suggested a very different theory of cancer causation. They found a gene 

inside cells for regulating cell growth that, when mutated, made those 

cells cancerous. They called the healthy version a proto-oncogene, and its 

mutated version an oncogene. Their Nobel Prize–winning discovery 

opened the floodgates for other researchers, who within a few years iden-

tified a number of proto-oncogenes—given names like erb, ras, myb, and 

src—whose mutations led to cancer. 
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Ironically, the discovery of oncogenes provided a temporary opening 

for the chemical carcinogenesis theorists. If a virus could transform a tiny 

stretch of cellular DNA and make a cell cancerous, then it stood to rea-

son that a constant assault on cells by mutagenic external agents would 

do the same thing. Their cause got a major boost from Bruce Ames, chair-

man of the biochemistry department of the University of California at 

Berkeley. In the mid-1970s Ames developed a simple way to test the muta-

genic properties of chemicals. Previously, chemicals had to be tested on 

rats or mice to see if they caused cancer, an expensive, time-consuming 

process. By combining human liver extract with fast-growing bacteria, 

Ames created an assay that rapidly revealed the mutagenic properties of 

any given chemical. He gained national attention for his test in 1977 when 

he showed that a popular flame retardant used in children’s pajamas was 

a carcinogen. Overnight, regulators began using the Ames test on indus-

trially and commercially available chemicals to determine their carcino-

genic properties.31 

The following year, the anticarcinogen movement reached its apogee 

when NCI, the National Institute of Environmental Health Sciences, and 

the National Institute for Occupational Safety and Health published a 

paper that estimated that anywhere from 20 to 40 percent of all cancers 

were environmentally induced. The paper has been called the most rad-

ical environmental document ever produced by the U.S. government. 

Joseph Califano, secretary of Health, Education, and Welfare, gave a 

rousing speech to the nation’s labor leaders at an annual meeting of the 

AFL-CIO charging that as much as 40 percent of all cancers were caused 

by six commonly used industrial chemicals. 

The study closely paralleled the work of physician and epidemiologist 

Samuel S. Epstein, who in 1978 published his encyclopedic The Politics 
of Cancer. Epstein accused industry of hiding data that showed many of 

its products and chemical intermediates caused cancer. He attacked NCI 

for focusing almost exclusively on the mechanisms of cancer while ignor-

ing its causes. “Billions for cures, barely a cent to prevent,” Epstein 

summed up in an environmentalist newsletter. 32 

Rival epidemiologists immediately began poking holes in the Epstein 

thesis. In 1981, Oxford University’s Richard Doll, who had helped put 

cigarettes in the dock during the 1950s, and his protégé Richard Peto, 

conducted a study for the U.S. Office of Technology Assessment that 

suggested two-thirds of all cancers were caused either by smoking (30 

percent) or diet. Cancers caused by either occupational exposures or 

exposure by the general population to industrially generated chemicals 
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accounted for just 6 percent of cases, they said. Industrial trade groups 

began echoing those findings by funding a host of scientists willing to 

raise doubts about the chemical carcinogenesis thesis. 

The election of Ronald Reagan in 1980 signaled a shift in the nation’s 

mood, and the antienvironmentalist message began falling on receptive 

ears. Even Ames switched sides. He used his test to show that many 

common foods and plants were also mutagens, a natural defense against 

animal predators developed over many eons in the wilds. By the late 

1980s, the general consensus among scientists was that environmental 

exposures other than cigarette smoke were only minor contributors to 

the overall cancer burden, representing somewhere between 2 and 6 per-

cent of all cases. A 1988 broadcast of ABC-TV’s 20/20 featured Ames and 

declared that “for two decades now, we of the media have brought story 

after story where experts warn of links between all kinds of pollutants 

and cancer. But tonight a distinguished research scientist makes a case 

that many of the warnings we hear are unnecessary, that all the concern 

about this toxin, that pesticide, is ‘Much Ado about Nothing.’ Wouldn’t 

it be nice if he was right?”33 By the early 1990s, journalistic explorations 

of the link between environmental toxins and cancer had largely disap-

peared from the mainstream media. The ranks of academic scientists 

interested in the topic began to shrink. 

The backlash against the environmentalist lobby and the changing 

politics of the nation created an environment where NCI could largely 

ignore the links between toxics, the environment, diet, and cancer. 

Investigators who wanted to explore questions about the concentration 

of certain cancers among subgroups like blue-collar workers and minori-

ties, or clustered in certain parts of the country, were rarely funded. The 

results of the few studies that did get done were poorly disseminated. 

Few researchers focused on the social support needed to get people to 

stop smoking or the economic and advertising forces that encouraged 

people to eat unhealthy diets. The billions spent on cancer research 

largely excluded social scientists who might have provided both the pub-

lic and policy makers with road maps for reducing the incidence of can-

cer in American society. 

NCI’s basic science budget after 1980 concentrated on delineating the 

biological mechanisms of various cancers. By the early 1980s, the cancer 

virus hunt had been shelved. A decade had turned up only two or three 

minor cancers that were related to viruses, leading some cancer 

researchers to brand the SVCP “a profligate waste, a major boondog-
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gle.”34 But in fact, the SVCP had created a corps of scientists who thor-

oughly understood the anatomy of retroviruses. When HIV arrived on 

the U.S. scene in the early 1980s, those scientists were able to identify the 

retrovirus rapidly, understand its inner workings, and target its cellular 

weak spots (see chapter 4). 

The SVCP also prompted scientists to begin looking inside the living 

cancer cell, work that exploded in the early 1980s. By the end of that 

decade, nearly 80 percent of NCI’s budget was going for basic research 

and the agency was funding more than half of all microbiology work in 

the world.35 Working from insights gained from the discovery of onco-

genes, scientists began exploring the ways those genes worked. Edward 

Scolnick, who worked at NCI before going to Merck to run its research 

labs, conducted pioneering research into the on/off switch in cells that 

gets locked in the on position when oncogenes go bad. Other scientists 

focused on the signaling mechanisms on the surface and inside cells. 

These enzymes, called kinases, ran wild in cancer cells. There are hun-

dreds of them in the body. When a particular kinase associated with a 

particular cancer was identified, researchers began searching for a drug 

or a biotechnology-derived monoclonal antibody that might block its 

action and slow and possibly stop the cancer’s growth. 

In the late 1980s, scientists working under Bert Vogelstein at Johns 

Hopkins University identified the so-called tumor suppressor gene, the 

body’s natural mechanism for correcting the inevitable mistakes that 

occur during the ten thousand trillion (that’s ten with fifteen zeroes after 

it) cell divisions that take place during the average person’s lifetime. 

Using biotechnology techniques, which by the mid-1980s were readily 

available in both academic and industrial labs, scientists isolated these 

genes and their proteins and expressed them in bulk so they could be 

studied for potential clues as to how they might be manipulated to arrest 

cancer. “Most every significant basic research project we fund is seeking 

to characterize the genes that turn tumor growth on and off,” Richard 

Klausner, head of NCI from 1995 to 2001, said in the mid-1990s. “That 

represents a major shift in the direction of cancer research over the past 

few years. It’s becoming pretty clear that the 1990s will be seen as a time 

when scientists finally uncovered the strategies that will be the founda-

tion for every future research effort to eventually conquer cancer.”36 

Another strain of basic research projects focused on the genetic anom-

alies or family predispositions to developing cancer. Mary-Clair King 

began her work life as one of Ralph Nader’s raiders before gravitating to 



THE FAILED CRUSADE?   183 

genetic research as an outlet for her social activism. In October 1990 she 

shocked the annual meeting of the American Society of Human Genetics 

when she reported that her small lab at the University of California at 

Berkeley (she later moved to the University of Washington) had found a 

gene responsible for breast cancers that ran in families.37 The news elec-

trified the gene-hunting world, which was just beginning its geometric 

growth with the money pouring out of the federally funded Human 

Genome Project (see chapter 3). Within a few years, scientists had iden-

tified genes connected to heritable forms of colon cancer and prostate 

cancer and created tests that could screen people to see who carried the 

mutations. 

However, the hoopla surrounding the gene hunters (Wall Street Jour-
nal reporter Michael Waldholz called his 1997 book documenting their 

exploits Curing Cancer) overshadowed the fact that inheritance—like 

toxic exposures—plays only a minor role in cancer causation. Women 

who carry the breast cancer gene account for just one in twenty cases of 

the disease. Just one in ten men with prostate cancer carries a gene that 

predisposes him to developing the condition. From an epidemiological 

point of view, neither is any more significant than environmental toxins 

as a cause of cancer. Yet gene seekers fervently believe that identifying the 

genetic flaw associated with some cancer cases will one day help scien-

tists come up with drugs that will mitigate the effects of the flawed genes 

and perhaps shed light on other forms of the disease. “Do I think all this 

will some day lead to a cure?” King said. “You bet I do.”38 

The drug developers inside NCI plugged away amid this explosion 

of knowledge about the biochemistry of cancer. In 1979, Tadatsugu 

Taniguchi of the nonprofit Japanese Cancer Research Institute cloned an 

interferon gene. Within a few years, more than twenty interferon genes 

had been identified, mostly by university scientists who immediately 

transferred the results of their research to biotechnology start-ups. 

During the 1970s and early 1980s, interferon research was pushed by the 

American Cancer Society and Mathilde Krim, a geneticist at Memorial 

Sloan-Kettering who was married to Arthur Krim, former chairman of 

United Artists who contributed heavily to the Democratic Party. At their 

urging, the government invested heavily in dozens of new companies’ 

work on interferon therapies.39 Little came of it. In the middle of the 

1980s, similar attention was lavished on interleukin, an immune system 

booster. Again, this early fruit from the biotechnology revolution gener-

ated government grants, venture capital from Wall Street, hope for 
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patients, and intense media scrutiny. But in the end, it had little impact 

on improving cancer therapy. 

The success stories in NCI’s drug development program came from its 

massive screening efforts. Only after bicyclist Lance Armstrong won his 

first Tour de France in 1996 did the general public learn about the ex-

traordinary advances that had been made against testicular cancer, which 

strikes about eight thousand young men between the ages of fifteen and 

thirty-five every year. By the time the twenty-seven-year-old cyclist 

sought treatment for one testicle swollen to twice its normal size (“I’m an 

athlete, I always have little aches and pains,” he told one reporter), the 

cancer had spread to his lungs and brain. He eventually wound up in the 

hands of Lawrence Einhorn, a physician at the Indiana University Medi-

cal Center who more than any individual had been responsible for the 

advances in testicular cancer therapy over the previous quarter-century. 

Early chemotherapy regimens thrown against testicular cancer in the 

1950s had achieved anywhere from a 10- to 20-percent remission rate, 

with about half those patients ultimately cured. NCI-funded tests at the 

M. D. Anderson Cancer Center in the 1960s used newer chemotherapy 

agents, upping the disease-free survival rate to 25 percent. In the mid-

1970s, Einhorn, an inquisitive and innovative clinician, began adding 

cisplatin, a platinum-based compound, to the regimen. 

Cisplatin had been discovered in the mid-1960s by Barnett Rosenberg, 

a biophysicist at Michigan State University studying the effects of electric 

currents on E. coli bacteria growth. To Rosenberg’s surprise, the bacte-

ria stopped reproducing because of exposure to a compound generated 

on the platinum electrode. He published his findings in Nature in 1965.40 

Alerted to a potential anticancer agent, NCI researchers began testing it 

against various cancers. But the heavy metal’s severe side effects (it causes 

horrible nausea and damages the kidneys) led most oncologists to dis-

miss platinum’s potential in cancer chemotherapy. 

Those early experiments would bear fruit a few years later when 

Einhorn, a testicular cancer specialist, learned from the early literature on 

cisplatin that the drug had achieved remissions in a few patients with 

germ cell tumors. Since fast-growing germ cells are precursors to sperm 

cells, he decided to test it on his patients. He was amazed to see that their 

tumors “melted away.” Einhorn, thinking he had achieved the major 

breakthrough that the government’s cancer warriors so desperately 

desired in the bicentennial year, nervously reported his findings to the 

May 1976 meeting of the American Society of Clinical Oncology (ASCO). 
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For a brief moment, optimism that the war on cancer had found its magic 

bullet flourished. But those hopes quickly dissolved. No one knew how 

cisplatin worked, and it had only limited effects on other tumors. Germ 

cells, it turns out, are particularly susceptible to chemotherapy, and the 

human immune system is more resilient in the face of testicular cancer 

than most other cancers. 

Still, it was a near cure for one cancer and a major victory for the gov-

ernment program. Michigan State licensed its method-of-use patent on 

cisplatin (the molecule itself was a very old and well-known compound) 

to Bristol-Myers, which marketed the highly effective agent. By the time 

Armstrong had his bout with the disease, ongoing trials by Einhorn and 

others had raised the cure rate to 95 percent. Cisplatin was also found 

useful against several other cancers and for many years was the first line 

of defense against ovarian cancer until it was replaced by Taxol in 1998.41 

Taxol was the most significant victory for the government’s thirty-year 

screening program. The long and convoluted tale of its development is 

worth reviewing in depth since the resolution of the controversies sur-

rounding its eventual licensing to Bristol-Myers, its pricing, and its post-

approval marketing helps explain the private sector’s growing interest in 

the 1990s and early twenty-first century in pursuing cancer therapies. 

NCI began scouring the natural world for potential cancer drugs in 

the mid-1950s. The agency was inspired in part by Eli Lilly’s success in 

developing vinblastine and vincristine, alkaloid extracts of rosy periwin-

kle. The company’s botanists had been led to the low-growing tropical 

plant’s enticing pink blossoms by folk doctors in Madagascar. Every 

human society uses plants as medicine, and their use in cancer treatment 

is part of the folklore of virtually every culture. The Madagascar medi-

cine men were onto something. By extracting the active ingredients from 

the blossoms, Eli Lilly’s scientists were able to trigger remissions in some 

patients with Hodgkin’s lymphoma and childhood leukemia. 

Jonathan Hartwell, the overseer of the government’s new natural 

products drug screening program, would not have had much to do if he 

waited for leads provided by shamans and folklorists. So between 1958 

and 1982 (when the program was temporarily suspended), the agency 

collected and tested more than 180,000 microbe-derived, 16,000 marine 

organism-derived, and 114,000 plant-derived extracts to test for their 

anticancer potential. It was a mammoth government undertaking, one 

that would have made industrialists Sloan and Kettering proud. One 

botanist estimated nearly 6 percent of the world’s plant species passed 
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through NCI’s screens. But in the end, only 4 percent of those extracts 

displayed any activity against cancer in test tubes or mice, and only a half 

dozen would ever make it into advanced clinical trials. 

In 1962, U.S. Department of Agriculture botanists, working on a con-

tract from NCI, tested Taxus brevifolia, an extract from the bark of the 

Pacific Yew tree. It was one of those rare hits, active against the cancer 

cells in one of NCI’s early screens. It soon found its way to the laborato-

ries of Monroe Wall at the Research Triangle Institute in North Carolina. 

Wall, a former Agriculture Department biochemist who had honed his 

fractionating skills in the government’s hunt for natural sources of corti-

sone in the 1950s, initially ignored the Yew extract, focusing instead on 

a rare Chinese tree called Camptotheca acuminata (derivatives of its 

active ingredient, camptothecin, were later developed at Johns Hopkins 

and Smith Kline on NCI grants and eventually led to three drugs, includ-

ing Topotecan, which extends life briefly in lung cancer patients who 

have failed other therapies). A few years later, Wall finally turned his 

attention to the bark of Taxus brevifolia, and in June 1967 isolated its 

active ingredient, an alcohol he named Taxol. “It had a nice ring to it,” 

he later said. He spent the next four years elucidating its chemical struc-

ture and developing methods for its large-scale extraction.42 

For half a decade, Taxol languished in NCI’s labs. It was only mildly 

active against leukemia, a major focus of researchers in those years. It 

wasn’t until it got into the hands of Susan Horwitz, a molecular phar-

macologist at Albert Einstein College of Medicine in New York, that sci-

entists began to recognize its potential. She studied microtubules, a kind 

of scaffolding that cells temporarily erect when they divide. Peering 

through her electron microscope, Horwitz saw that Taxol froze the 

microtubules in place, thus preventing cell division. After publishing her 

findings in Nature in 1979, interest in Taxol took off.43 

Over the next few years, NCI scientists showed Taxol was active 

against colon and mammary cancers in mice (by the early 1980s, NCI’s 

skill at breeding mice with various cancers had become a high art and a 

subject of derision to outsiders who referred to the agency’s scientists as 

mouse doctors). It took several more years to figure out how to sus-

pend the toxic chemical in a solution so that humans could tolerate it. It 

wasn’t until April 1984 that the first cancer patients received intravenous 

infusions of Taxol. It took another year for physicians at seven oncology 

centers to figure out proper dosing, and even then there was strong 

opposition to continuing with the experiments since nearly a fifth of 

patients had strong allergic reactions to the drug. More important, there 
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was no evidence that it shrank tumors. But with NCI’s blessing, oncolo-

gists at Johns Hopkins, Albert Einstein, and teaching hospitals grouped 

into the Eastern Cooperative Oncology Group proceeded with a second 

round of clinical trials. 

By the end of 1986, only the Johns Hopkins group, led by William 

McGuire, had anything positive to report. Two of his seven patients with 

ovarian cancer who had failed other therapies showed a partial response, 

and one showed a marginal response. Word began getting out there was 

a new treatment for women dying of ovarian cancer, and they flocked to 

McGuire’s clinic. In May 1988, he reported to ASCO that 30 percent of 

his refractory ovarian cancer patients (refractory means their cancer had 

returned or had been unresponsive to earlier treatments) had responded 

to Taxol therapy. Their tumors had shrunk by at least half and in some 

cases had disappeared entirely. 44 

Before proceeding to the third and final stage of clinical trials needed 

to gain FDA approval, NCI had to confront the major issue that had 

dogged it throughout its initial decade of experimentation—the problem 

of Taxol supply. The Pacific Yew is a slow-growing evergreen found in 

the Pacific Coast range from Northern California to Alaska. Even after 

125 years, the tree grows to only thirty feet in height with a diameter of 

less than a foot. The bark from several trees that size produce enough 

Taxol to treat only a single patient. For decades, timber companies oper-

ating on public lands had treated the trees like trash, burning them after 

they had taken out the surrounding giants in clear cuts. Now they were 

a valuable resource. 

During the 1980s, NCI hired contractors to harvest the trees and a 

chemical company to extract the bark’s Taxol. As experimental demand 

for the drug expanded, so did the number of foresters making a living 

from harvesting Pacific Yew bark. Some timber companies, such as 

Weyerhaeuser, became interested in developing the technology after mak-

ing a strategic decision to add high-value products to their basic logging 

operations. In terms of value, nothing is higher on the industrial food 

chain than pharmaceuticals. 

But environmentalists soon jumped into the fray. Some saw mass 

Taxol extraction as a small price to pay for developing an alternative 

economic engine for a region that depended on clear-cutting the forests 

of the Pacific Northwest. Others hugged every tree. “This is the ultimate 

confrontation between medicine and the environment,” said Bruce 

Chabner, chief of the investigational drugs branch at NCI. “It’s the spot-

ted owl versus people. I love the spotted owl. But I love people more.”45 
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NCI officials had foreseen the problem. In mid-1988, as it was prepar-

ing to move Taxol into third-stage clinical trials, NCI began looking for 

industrial partners to take over the final stages of developing the drug. 

The 1986 Federal Technology Transfer Act, designed to expedite the 

movement of government-owned inventions to the private sector, had 

established a new mechanism, the Cooperative Research and Develop-

ment Agreement (CRADA), to facilitate the process. The new CRADA 

arrangement allowed NCI to spell out its goals when it advertised for a 

Taxol partner in early 1989. The industrial partner chosen to develop the 

drug would have to do more than just support the third-stage trials, the 

CRADA proposal said. It would be responsible for sharing the costs of 

collecting bark and purifying the drug. The agreement included the gov-

ernment rights clause, which bound the company to establish a “just and 

reasonable price” once it was on the market and to assure access for all 

patients who needed the drug, whatever their financial status. The orig-

inal draft of the CRADA even included a clause asserting the government 

“will receive a reasonable share of income once the drug is marketed for 

general use.” That clause was eliminated in the final draft. 

Only four companies responded to the request for proposals, which 

Bristol-Myers won over Rhône-Poulenc and two small companies.46 The 

lack of interest didn’t surprise officials at NCI. Previous drugs tested by 

the agency had either been licensed directly to private firms or developed 

in informal collaborations. No company benefited more from this 

arrangement than Bristol-Myers. It licensed its first NCI-developed drug 

in 1972 and by the late 1980s had more than a dozen oncology drugs in 

its portfolio. “They never invented anything themselves but they were 

great developers,” recalled Joseph Rubinfeld, who ran Bristol-Myers’s 

oncology division from 1968 to 1980. “They took the jobs that some-

body else had done, especially NCI, and commercialized them.”47 The 

company bolstered its cancer expertise via the revolving door at NCI. 

Top agency officials who went to work for the firm included Stephen 

Carter, who was at NCI until 1975; John Douros, who had been chief of 

the natural products branch in the mid-1980s; and Robert Wittes, a drug 

development program specialist who would return to NCI in 1990 as its 

chief clinician after two years at Bristol-Myers. 

Rep. Ron Wyden, a Democrat from Oregon, challenged the ethical 

implications of the government’s dealings with the firm during hearings in 

1991 and 1992, after public interest groups branded the Taxol CRADA a 

giveaway of taxpayer-funded research. By that time, the drug’s success in 

the clinic suggested it might become cancer’s first blockbuster. Before 
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Taxol, cancer was not a lucrative market, and few drug companies even 

bothered with the disease. At the time of the NCI and Bristol-Myers 

CRADA, anticancer drugs accounted for less than 3 percent of pharma-

ceutical sales. 

But Taxol was about to transform the commercial landscape. During 

the first two years of the CRADA, NCI and Bristol-Myers cosponsored 

the major third-stage trial on women with advanced ovarian cancer. 

They also conducted smaller, early-stage trials that tested the drug 

against breast, colon, gastric, head and neck, prostate, cervical, and lung 

cancers. The government agency organized and paid for the trials while 

the company provided the drug. In July 1992, the company submitted 

data supporting a new drug application to the FDA. Patients given Taxol 

who had failed previous therapies lived on average almost a year longer 

than patients without the drug. The FDA approved the drug after just 

five months of deliberations. In 1994, the agency gave the green light for 

relapsed breast cancer patients to take Taxol. In that trial, one in four 

patients saw their tumors shrink more than 50 percent. Their life 

expectancy increased by nearly a year. 

It had taken more than thirty years to bring Taxol from its initial dis-

covery to a government-approved drug. Like most chemotherapy agents, 

Taxol was no cure. It depleted white blood cells and left patients prone 

to infection. Their hair fell out and they lost feeling in their fingers and 

toes. But it extended life in some patients. And in the world of cancer 

therapy, that was progress. 

Bristol-Myers still had to deal with the long-term supply problem. In 

the late 1980s, NCI had recognized that bark processing would remain 

an expensive and controversial process. It began funneling millions of 

dollars to academic chemists to develop a synthetic method of producing 

Taxol. More than two dozen investigators eventually worked on the 

problem, including Robert Holton of Florida State University. In 1990 he 

patented a semisynthetic process that started with the renewable leaves 

and twigs of Yew trees. Bristol-Myers licensed his invention. 

The stage was now set for a company bombshell. In January 1993, 

with Bill Clinton newly arrived in the White House and rising health care 

costs high on the Democratic Party’s agenda, Wyden held a hearing of his 

small business subcommittee to question Taxol’s price and the cozy rela-

tionship between NCI and the one pharmaceutical firm that had consis-

tently shown interest in commercializing its products. Bristol-Myers had 

set its initial Taxol price eight times higher than the price NCI had paid 

to its contractors to produce the drug. A typical course of therapy would 



190 DIRECTED RESEARCH 

cost patients or their insurers more than ten thousand dollars. Ralph 

Nader and James Love of the Consumer Project on Technology de-

manded the government exercise its “march in” rights and establish a 

reasonable price for the drug. Wyden was listening. 

At the public hearing, the Oregon representative, whose constituents 

had jobs because of this new use of its forest products, read a letter from 

NCI director Sam Broder. It reviewed the history of Taxol, which showed 

NCI had not only been instrumental in its development but had been 

alone nearly every step of the way. “There are limits to what Americans 

ought to pay for drugs developed through billions of dollars of federal 

research and federal tax credits,” Wyden complained. “Americans should 

not be held hostage to drug companies who threaten to walk away from 

cures if the Congress requires reasonable price justification.”48 

Bruce Chabner, the director of NCI’s cancer treatment division, 

defended the company. The price was in the midrange of cancer drugs, he 

suggested, and the agency had ensured that poor and uninsured patients 

would get access to the drug. He then addressed the issue that was at the 

heart of NCI’s fear of getting involved in drug pricing. Alluding to his 

recent experiences with Abbott Laboratories (see chapter 5), he said sev-

eral companies had recently stopped participating in a government pro-

gram to develop a novel anti-AIDS drug because of the “reasonable pric-

ing” clause. Other potential collaborators had rejected the pricing clause 

outright. “There is no doubt that companies will not accept the risk of 

investing large sums in the development of a government product if their 

freedom to realize a profit is severely compromised,” he said.49 

Finally, Zola Horovitz, a vice president at Bristol-Myers, took the 

microphone. He ignored the price issue and made headlines by declaring 

the Taxol supply fears were over. The drug would be available to every 

woman in the United States who needed it. Moreover, the company 

would no longer harvest the Pacific Yew tree for its bark. By 1994, the 

company would rely exclusively on synthesized Taxol manufactured 

through the Holton process. He made only one oblique reference to the 

controversies swirling around the price of Taxol. “Substantial financial 

incentives are necessary to justify an enormous investment, sometimes 

measured in hundreds of millions of dollars, required for the rapid devel-

opment of new pharmaceutical products,” he said. “Any attempt to reg-

ulate prices will destroy the financial incentives necessary to attract pri-

vate companies to these important collaborative research projects.”50 

Bristol-Myers, the major beneficiary of more than three decades of 

government-funded cancer drug development, had invested nowhere near 
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“hundreds of millions of dollars” in bringing Taxol to market. Only after 

it received FDA approval did the company begin to invest substantial sums 

in Taxol—mostly on clinical trials aimed at expanding its use. In 2002, 

shortly after being sued by twenty-nine state attorneys general for delay-

ing access to generic versions of the drug, chief executive officer Peter R. 

Dolan wrote a public letter to his employees claiming that Bristol-Myers 

had invested more than $1 billion since beginning its work on the drug’s 

development eleven years before. Most of that money had been spent in 

six hundred postmarketing trials involving more than forty thousand 

patients, which were aimed at refining and expanding its potential uses.51 

None of that investment represented risk capital. It represented a 

small portion of the ongoing sales of the new product. In its first full year 

on the market, Taxol generated nearly $600 million in sales. By 2001, 

Bristol-Myers was selling more than $1 billion of Taxol a year and had 

reaped more than $8 billion in total sales since the drug’s approval. It 

was the first billion-dollar blockbuster in the history of cancer chemo-

therapy. Taxol had done more than extend lives. Bristol-Myers’s price on 

the government’s discovery turned cancer into a lucrative market. 

In the wake of the Taxol discovery, numerous new players jumped into 

the hunt for anticancer drugs. By the mid-1990s, years of basic biologi-

cal research into the molecular mechanics of cancer had turned up a 

range of potential therapeutic targets. The biotechnology revolution on 

Wall Street had simultaneously turned up hundreds of new companies, 

flush with venture capital funding, who were willing to explore the pos-

sibilities. Sometimes their lead compound—it could be a traditional 

small molecule drug, a monoclonal antibody that used the body’s im-

mune system to hit its target, or a recombinant protein—was developed 

in academic labs with government funding. Sometimes the targeted ther-

apy was rooted in a private firm’s own discoveries. But most often the 

potential therapy was the product of a collaboration between the two, 

facilitated by the technology transfer process established under the Bayh-

Dole Act. 

The shifting landscape forced NCI to reevaluate its own drug-hunting 

strategy. Richard Klausner, who became director of NCI in 1996, began 

placing bets on academic researchers who had developed potential tar-

geted therapies but had failed for one reason or another to hook up with 

a drug company. “We were looking for the strength of the science. It 

could be anything: a peptide, a small molecule, a biological entity, a vec-

tor. We wanted to evaluate it through peer review that said it made sense 
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as a cancer drug, based not on market consideration but only on the idea 

it was aimed at a target and there was data suggesting it might have an 

effect on cancer cells,” he said. Using its virtual drug company skills, the 

agency backed a drug candidate through the various development stages, 

knowing that some company would pick it up if it ever became viable. In 

the first five years of the new program, the agency backed over fifty 

compounds with several reaching clinical trials.52 

Despite those efforts, the Pharmaceutical Research and Manufacturers 

Association 2001 survey of cancer medicines in development revealed 

how much the landscape had been transformed over the previous decade. 

The trade group counted 402 cancer drugs and vaccines under develop-

ment at 170 pharmaceutical and biotechnology companies. NCI, either 

alone or in partnership with a private firm, accounted for just ninety-

three of those potential therapies. Most of the major pharmaceutical 

companies had a few entries on the roster. But the vast majority of can-

didates were being developed by companies with names like ImmunoGen, 

Intracel, SuperGen, and NeoPharm—small biotechnology firms whose 

financial prospects hinged on hitting a home run with the one or two 

drug candidates in their portfolios.53 

To some longtime participants in the cancer wars, the locus of inno-

vation had permanently shifted. “Initiative and creativity have moved to 

the private sector,” Sam Broder, the former head of NCI, said. “There is 

just no way of getting around it, and anyone who tells you otherwise is 

on a different planet. What was done in the early seventies was necessary, 

even in retrospect, but that doesn’t mean we should do it that way 

now.”54 After leaving NCI in 1995, Broder worked for a time with a 

company seeking to bring a generic version of Taxol to market before 

joining Celera Genomics’ drug discovery team as its chief medical officer. 

But Klausner, who left NCI in 2002 to lead the Bill and Melinda Gates 

Foundation’s program for developing drugs for the less developed world, 

believes the government still has a major role to play in the hunt for new 

drugs. “We could support the only laboratory big enough for the entire 

drug industry, which is everyone,” he said during 2001, the war on can-

cer’s thirtieth anniversary year. “That’s the right-size laboratory for dis-

covering pharmaceuticals. That doesn’t mean there isn’t a role for a drug 

discovery in a drug company. But there’s no way for one company to 

keep track of all the biology that’s out there.”55 

Recent experience suggests the financial incentives that drive private 

firms won’t be sufficient to overcome the hurdles that inevitably stand in 
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the way of researchers seeking to bring new cancer drugs to market. The 

first targeted molecules that made it through the regulatory process 

required something as old as science itself—the passion of dedicated 

researchers who wouldn’t take no for an answer. 

Dennis Slamon is one such researcher. Son of a disabled West Virginia 

truck driver, he attended the unheralded Washington and Jefferson 

College in Washington, Pennsylvania, before his good grades earned him 

a full scholarship to the University of Chicago Pritzker School of Medi-

cine, where he simultaneously earned a doctorate in cell biology. After 

completing his residency, he gravitated to a junior faculty position at the 

University of California at Los Angeles, at the time considered a back-

water in cancer research. Slamon, who preferred lab work to treating 

patients, began collecting tumor specimens and dreamed of finding onco-

genes, which by the time he arrived in the late 1970s had become the 

hottest topic in cancer research. 

In the mid-1980s, Slamon hooked up with Axel Ullrich of Genentech, 

an experienced gene cloner who had isolated several oncogenes believed 

to be associated with cancer. Ullrich visited UCLA to present his work in 

isolating and cloning epidermal growth factor (EGF), which regulates 

cell growth and overpopulates the surfaces of some cancers. The gene 

had been discovered by Massachusetts Institute of Technology scientists 

and cloned by three different labs. But Genentech, which in those days 

was not far removed from its entrepreneurial roots, gave Ullrich a free 

hand to pursue the target. He began sending his gene samples to Slamon 

to test against the DNA extracted from his collection of tumor cultures 

to see if they could find a match. 

In 1986, Slamon hit pay dirt. Actually, it was an undergraduate 

research assistant in his lab named Wendy Levin who made the discov-

ery since Slamon couldn’t afford his own graduate students or postdocs. 

Ullrich’s gene for the human-epidermal-growth-factor receptor-2 (Her-2) 

matched a protein on the surface of some breast and ovarian cancer 

cells. A normal breast cell has about sixty thousand Her-2 receptors on 

its surface. But on a cell with a Her-2 mutation, there were more than a 

million, each telling it to divide. The result was a particularly virulent 

form of the disease that hits about one in four breast cancer patients.56 

While other cancer researchers were dismissing his results as nonre-

producible, Slamon began a full-court press to develop monoclonal anti-

bodies aimed at the receptor that might jam up its machinery. The 

immune system produces antibodies when an invader like a virus or bac-

teria enters the body. They latch onto a receptor on the invader and stop 
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it from functioning. After isolating the antibody, scientists can use recom-

binant technology to manufacture it in bulk (the multiple expression of 

a single antibody is called a monoclonal antibody) so they can give it as 

a drug. Georges J. F. Köhler and César Milstein—joint winners of the 

Nobel Prize—developed that critical technology at Cambridge Univer-

sity in the mid-1970s with the support of the British government’s Med-

ical Research Council. Within a decade it found widespread use in uni-

versity and industry labs around the world. Slamon asked at least three 

different industrial labs and a similar number of academic labs to make 

a monoclonal antibody aimed at the Her-2 receptor. “We wouldn’t 

restrict ourselves to any one person or lab,” Slamon recalled in an inter-

view more than a decade later, “including ones we developed ourselves.” 

Ullrich’s Genentech lab won the race.57 

Slamon ran into his first roadblock. Genentech had been down the 

cancer road before. It had invested heavily in interferon in the early 1980s 

based on the media-inflated hype that it was the ultimate cure for cancer. 

But its alpha-interferon turned out to be effective only against hairy cell 

leukemia, an extremely rare form of the disease. It licensed the product 

to Roche, which soon showed it was effective against hepatitis B and 

Kaposi’s sarcoma (the skin lesions that were the first manifestations of 

full-blown AIDS) and reaped the rewards from the drug. Genentech’s 

other anticancer drugs—recombinant versions of gamma-interferon and 

tumor necrosis factor—failed to show results. 

By the late 1980s, Genentech was also a company rapidly shedding its 

feisty start-up status. Kirk Raab, a former Abbott marketing executive, 

had taken over the company’s reins in the mid-1980s. The company 

finally had two FDA-approved drugs in its portfolio—human growth 

hormone and an anticlotting medicine—and the science-driven agenda 

of its early years was giving way to the Wall Street imperative for sales 

and profits. It farmed out most of its clinical trials to contractors, leav-

ing it ill-suited to bringing a brand new drug to market. 

A few years later the government began investigating the company for 

the unethical and possibly illegal promotion of its two FDA-approved 

products. A congressional subcommittee investigation found the com-

pany had granted stock options to outside scientists testing its anti-

blood-clotting medicine. Genentech’s overly aggressive sales force used 

those tests to push sales of the wildly expensive biotech drug even though 

subsequent trials by nonaffiliated scientists showed it was no better than 

a much cheaper and older drug. To push human growth hormone, its 

other product, the company set up a program to measure millions of 
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school children, hoping to convince parents with short kids to put them 

on the drug.58 

It wasn’t until 1995, when Genentech’s board ousted Raab and 

installed Arthur Levinson, a first-rate scientist who had done his post-

doctoral work under oncogene pioneer Michael Bishop at UCSF, that the 

company put Herceptin on its front burner. Commenting on the scandals 

surrounding the firm at the time of his takeover, Levinson said, “We 

haven’t always been proud to work here.”59 

Slamon’s relationship with the company bridged that troubled history. 

Ullrich quit Genentech in 1988, in part because he was frustrated by the 

company’s refusal to dedicate resources to investigating the Her-2 cancer 

connection. Over the next several years, Slamon repeatedly traveled to 

the Bay Area to haunt the corridors of the biotechnology firm, looking 

for anyone interested in the drug. It limped along with support from 

Michael Shepard, who had joined Genentech right out of graduate 

school in 1980 and replaced Ullrich. Shepard complained bitterly about 

his lack of support inside the firm. “They were really very allergic to can-

cer,” he said.60 The program also had support from Levinson, who was 

moving up the ranks of Genentech’s research department, and a vice 

president of manufacturing, whose mother was dying of breast cancer. 

Frustrated by the company’s slow pace, Slamon looked to NCI for assis-

tance. Still skeptical about targeted therapies, the agency’s drug devel-

opment program said no. “Antibodies had been tried in the past and 

weren’t successful. They said [my proposal] was derivative, not very 

innovative, and not very new. It got the usual knocks,” he recalled.61 

Slamon would not have made it through those rocky years without 

support from Hollywood, a story that in itself speaks volumes about the 

serendipitous road to therapeutic innovation.62 In the early 1980s, 

Brandon Tartikoff, the creator of Cheers and Hill Street Blues and a can-

cer survivor, felt a swollen gland in his neck. Fearing a recurrence of 

Hodgkin’s disease, he went to a top physician at UCLA who told him 

everything was fine. Unconvinced, Tartikoff called his former roommate 

at Yale, a physician who had been Slamon’s roommate in medical school. 

The referral got made, and after Slamon reviewed the slides, he correctly 

diagnosed the cancer’s recurrence. He put Tartikoff on a drug regimen 

that kept the disease in remission for well over a decade. 

Over those years, the Tartikoff and Slamon families grew close. Their 

kids attended the same schools. Brandon’s wife, Lilly, an accomplished 

ballet dancer whose career was cut short by injury, decided to devote her 

life to raising money for Slamon’s lab. She worked her connections in 
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Hollywood and eventually convinced Revlon chairman Ronald 

Perelman, who made billions peddling cosmetics, to do more for women 

beyond donating money for a dermatology clinic. “You give millions for 

zits but nothing for breast cancer,” she told him.63 Perelman’s foundation 

held its first Fire and Ice Ball in 1990, a black-tie five-hundred-dollars-a-

plate affair that attracted more than a thousand of Hollywood’s glit-

terati. Between 1989 and the drug’s approval in 1998, Revlon would 

raise more than $13 million to support Slamon, who would later say that 

it would have taken another decade to bring the drug to market without 

the foundation’s help.64 

The clinical-trials collaboration between a reluctant Genentech and an 

eager Slamon that took place over the 1990s was a fitful one. The earli-

est trials for determining a safe dose of a drug now called trastuzumab 

(trade name Herceptin) justified one of the more important claims for the 

superiority of targeted therapies. Other than a mild allergic reaction 

treatable with antihistamines, the drug had almost no side effects. As 

soon as word of the nontoxic therapy got out, the company found itself 

besieged by volunteers for its clinical trials and in a nasty confrontation 

with breast cancer treatment activists. Modeling themselves after the 

AIDS activists, groups like the National Breast Cancer Coalition, led by 

breast cancer survivor Frances Visco, demanded that Genentech make 

the drug available to desperately ill women on a compassionate use basis. 

The company at first refused. Genentech also resisted Slamon’s recom-

mendations that they combine Herceptin with several different chemo-

therapy agents in critical third-stage trials in the hopes of finding the best 

regimen. 

The bitterness spilled out when the results of the third-stage trial were 

announced at the annual meeting of the American Society for Clinical 

Oncology in Los Angeles in May 1998. Four hundred sixty-nine women 

whose metastatic breast cancer tumors overexpressed the Her-2 gene had 

received either traditional chemotherapy or chemotherapy combined 

with Herceptin. The response rate (the tumors shrank by at least half) 

increased from 29 percent of patients on chemotherapy alone to 45 per-

cent in the Herceptin group. The disease did not resume progressing for 

7.2 months on average in the Herceptin group compared to 4.5 months

in the group on chemotherapy alone. The median survival time for 

patients in both groups was indistinguishable—about two years.65 

The drug wasn’t a slam dunk, but it was better than existing therapies 

and bound to gain FDA approval. Slamon made only a brief presentation 

at the press conference and refused to attend the party given that night 
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by Genentech to celebrate the trial’s results. “This drug could have come 

to market anywhere from four to six years earlier if people had believed 

in the data early on,” he said. “I thank my lucky stars for some people 

in Genentech like Shepard. But there were others who didn’t believe in 

it.”66 Subsequent trials using Herceptin alone showed the poisonous 

chemotherapy could be eliminated from the regimen entirely without 

increasing a patient’s risk. Moreover, using the drug in one of the regi-

mens that Slamon initially proposed (but was rejected by Genentech) 

decreased the death rate by 30 percent.67 

Herceptin, one of the first targeted therapies that had been derived 

from three decades of basic science, was no magic bullet. It was only use-

ful for a fourth of breast and ovarian cancer patients, with no clear indi-

cation of how long its benefits last. But it was an improvement over pre-

vious therapies, and for that, tens of thousands of women every year 

could be thankful. Genentech later claimed it spent from $150 million to 

$200 million on developing Herceptin. Within three years of its approval 

in September 1998, it was generating twice that in annual sales.68 

Dennis Slamon’s experience was far from unique. Many FDA-approved 

cancer therapies have had to overcome scientific skepticism and com-

mercial reluctance, and in nearly every case a dedicated academic 

researcher made it happen. Tamoxifen, the earliest approved targeted 

therapy and the most widely prescribed medicine for women with 

breast cancer, would not exist were it not for Northwestern University’s 

V. Craig Jordan, whose indefatigable work with the antiestrogenic com-

pound began in the mid-1960s. 

Jordan first encountered tamoxifen as a student intern for England’s 

ICI Pharmaceuticals (now part of AstraZeneca). It was the swinging 

1960s, and the estrogen blocker had been developed as a potential birth-

control pill. It flopped when ICI clinicians discovered to their chagrin 

that tamoxifen actually enhanced the chances of pregnancy among sub-

fertile women. However, one of its developers, Arthur Walpole, who was 

Jordan’s doctoral adviser, believed the drug might have anticancer prop-

erties. Cancer surgeons had discovered in the 1930s that removing the 

ovaries—the primary source of estrogen—induced tumor regression in 

about a third of advanced breast cancer patients. In the mid-1950s, 

Elwood V. Jensen of the University of Chicago helped identify the estro-

gen receptor on breast and uterine cells and subsequently theorized that 

breast cancer patients who responded to ovary removal had developed 

mutant cells with an overabundance of estrogen receptors. 
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Drawing on that theory a decade later, Walpole encouraged his prized 

pupil to pursue using estrogen-blocking tamoxifen as a cancer therapy. 

“Charged with producing birth-control agents, he could not pursue the 

notion himself,” Jordan recalled. “They weren’t a cancer company. They 

had no history in this area. It was not seen to be a big market, maybe a 

few hundred thousand dollars at the most.”69 

Early clinical trials showed tamoxifen reduced tumors temporarily in 

about a third of patients with late-stage breast cancer. Since the drug had 

very few side effects, the British government allowed its use in 1973, 

with the U.S. government following suit five years later. NCI funded the 

U.S. trials; ICI provided the drug. Lois Trench, an NCI researcher who 

later went to work for ICI, was the main advocate for the drug within the 

agency. 

Jordan, meanwhile, moved to the United States, first to the Worcester 

Foundation for Experimental Biology in Massachusetts and eventually to 

Northwestern University, where he continued working with the drug. 

Early on, he and his coworkers discovered that it was actually a by-

product of digested tamoxifen that blocked estrogen from latching onto 

the cancer cells (one variation of the metabolite would become ralox-

ifene, sold by Eli Lilly under the trade name Evista, for treatment of 

osteoporosis). 

Jordan next turned to using tamoxifen for adjuvant, or additional, 

therapy after breast cancer surgery. “The drug, we hoped, would destroy 

micrometastases—undetectable tumor cells that had already spread 

around a woman’s body and that, left unopposed, could evolve into fatal 

masses,” he said. But for how long? A year of adjuvant therapy wasn’t 

enough, he quickly discovered. It took years of clinical trials, many of 

them funded by NCI, to determine that five years of postoperative ther-

apy worked best, reducing the recurrence of cancer by nearly 50 percent. 

In 1993, NCI launched a massive Breast Cancer Prevention Trial 

among 13,388 postmenopausal women to assess tamoxifen’s impact 

among women who had never had breast cancer. Six years later, the FDA 

approved its prophylactic use based on the results of that trial, which 

showed tamoxifen cut the risk nearly in half.70 Once Eli Lilly’s raloxifene 

was approved for osteoporosis prevention, NCI launched a major com-

parison trial to see if it worked better than tamoxifen at breast cancer 

prevention, which as of this writing is still underway. “This is the 

strength of America,” said Jordan in a thick British accent that has sur-

vived his three decades in the United States. “It has made the commit-
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ment to find solutions to this problem. The government and taxpayers’ 

money has been well served in this case.”71 

The poster child for targeted therapies is Gleevec, a small-molecule drug 

that originated in the Swiss labs of Ciba-Geigy, which is now part of 

Novartis Pharma AG. When the drug was first approved for chronic 

myeloid leukemia (CML) in May 2001, the press proclaimed a new era 

in cancer therapy, “the first fruits of some three decades of investment in 

research into the basic biology of cancer.”72 Yet once again, after strip-

ping away the hyperbole, one finds that it took a dedicated independent 

researcher, aided by desperate patients, before a reluctant drug company 

delivered on the promise of its proprietary product. 

CML, marked by an explosion of white blood cells up to fifty times 

greater than normal, strikes about eight thousand people in the United 

States a year, most of them in their fifties and sixties. People live on aver-

age about six years after developing the disease. In the late 1960s and 

early 1970s, researchers at the University of Pennsylvania discovered that 

the white blood cells in CML patients were marked by a chromosomal 

mutation—named the Philadelphia chromosome after the place of its 

discovery—where a small fragment of one chromosome had shifted onto 

its neighbor. It took another decade before researchers identified the gene 

disrupted by the transfer. It turned out to be a gene that triggered cell 

division. The mutated gene produced a cell surface receptor, one of the 

hundreds of tyrosine kinase signaling proteins produced in the body, 

whose switch was permanently turned on or at least was hyperactive. 

“We knew then that we had our molecular target for CML,” said Owen 

Witte of UCLA, one of the researchers credited with the discovery. 73 

Witte spent most of the 1980s trying to interest drug companies in 

developing inhibitors without success. Most firms weren’t interested in 

diseases with small patient populations. Companies like Novartis that 

were developing tyrosine kinase inhibitors focused their attention on 

receptors implicated in many cancers or those involved in heart disease. 

But in 1993, Brian Druker, newly recruited to Oregon Health Sciences 

University in Portland from Harvard Medical School, where he had stud-

ied CML, heard that one of the Novartis inhibitors that had been devel-

oped to block another receptor was active against the mutant kinase. 

He called the company and convinced Nicholas Lyden, the drug’s syn-

thesizer, to send him samples of STI-571, which would become known as 

Gleevec. It proved extraordinarily potent in the test tube against CML 
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cultures. Over the next five years, Druker became a transcontinental lob-

byist demanding that Novartis conduct the preclinical work needed to 

get the drug ready for human testing. Lyden was on his side, but the 

small patient population meant he had little clout inside the firm. Testing 

the drug for animal toxicity; determining how fast it cleared the body; 

developing a soluble derivative—at every stage of its early development, 

Druker and Lydon had to push the company to move the drug along.74 

Four years into the process, Lydon left the company to start his own 

firm, leaving no one inside Novartis eager to champion STI-571’s cause. 

Though the drug was ready to test for safety and proper dosing in hu-

mans, Druker had to fight with Novartis to make enough drug to conduct 

the trial. Voices inside Novartis resisted, arguing the company would be 

better off focusing on diseases that affected larger patient populations. “I 

forced them to call the question,” Druker recalled. “I couched it in terms 

of ‘make a decision’: either get it into clinical trials or license it to me.” 

Druker, whose research throughout the 1990s was supported by NCI and 

the Leukemia and Lymphoma Society, convinced the company to produce 

enough drug to conduct at least one trial. “It was entirely my own lob-

bying that got the trial going,” he said.75 

In December 1999, he reported the startling preliminary results to the 

nearly ten thousand physicians attending the American Society of 

Hematology meeting in New Orleans. Every one of thirty-one patients 

given the drug had their blood counts return to normal, and nine of 

twenty patients treated for five months or longer had cleared the cancer-

ous white blood cells from their systems entirely. 

Even before that meeting, word of the experimental drug’s remarkable 

success had begun rocketing through the CML patient community, 

largely via the Internet. The patients mounted a massive letter-writing 

campaign to Novartis headquarters demanding the company begin pro-

ducing more drug. One patient submitted a petition to chief executive 

officer Daniel Vasella with more than four thousand signatures. NCI 

director Klausner, meanwhile, called Vasella to suggest Novartis collab-

orate with the government on trials testing STI-571 against gastrointesti-

nal stromal tumors (GIST), a rare stomach cancer, since it also overex-

pressed the rogue receptor targeted by the molecule. 

Stunned by the response, Vasella overrode his go-slow managers and 

ordered production of commercial quantities of the drug. It would be 

used for the next round of clinical trials and given free to desperately ill 

patients in a compassionate use program. “I told people not to worry 

about excess supplies of STI-571 that might never be sold,” Vasella told 
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the Wall Street Journal. “People had been trying to manage the testing 

program in a controlled way. We want to get this drug available to 

patients quickly, and to do that you simply can’t stick to bureaucratic 

rules.” He also approved clinical trials to test the drug against GIST, but 

rejected NCI’s offer of help in its initial trials.76 

A few months after the New Orleans meeting, STI-571, now known 

as Gleevec, became the best-known cancer drug in the world in the wake 

of publication of the completed studies in the New England Journal of 
Medicine. They showed fifty-three of fifty-four patients with CML 

responding to the drug. A companion study, had it received the same 

coverage in the press, might have dampened some of the enthusiasm. It 

showed that while the drug worked for about two-thirds of patients who 

had reached the crisis phase of the disease, virtually all of them within a 

year’s time saw their white blood cell counts begin to mount—a sure sign 

of resistance by cells with the Philadelphia chromosome. Still, the FDA 

granted its approval for the drug in near record time and a year later also 

approved it for GIST. 77 

The drug was clearly better than interferon, the previously approved 

first-line therapy against the disease. But would the fast-growing cancer 

cells figure out a way around it, even in the patients diagnosed early in 

the disease who responded well to the drug? “The relapse rate after ten 

years could be 25 percent or 85 percent. The problem is you can’t pre-

dict,” Druker said. “If you draw a straight line from our early experi-

ence, you’d get 15 to 25 percent after ten years. But the rate could accel-

erate.”78 He has turned his attention to understanding and characterizing 

the mutations that survive in those patients, so chemists can one day 

design a drug that when used in combination with Gleevec might halt the 

cancer entirely. 

The hope that numerous targeted cancer therapies would soon come 

cascading out of industry’s labs suffered a series of setbacks shortly after 

Gleevec’s approval. Two companies developing drugs aimed at EGF 

receptors, which proliferate in a number of major cancers, failed spectac-

ularly during 2002. The FDA rejected AstraZeneca’s Iressa, which had 

shown early promise in patients with lung cancer, when longer clinical tri-

als showed no effect on survival. An advisory committee would later rec-

ommend approval based on a single study that showed it shrank tumors 

in fourteen of 139 patients who had already failed two other therapies. 

One skeptic on the committee who voted against approval, Thomas 

Fleming, chairman of the biostatistics department at the University of 
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Washington, complained that the committee had been unduly influenced 

by a well-orchestrated parade of patient testimonials at the meeting. 

“When you have conducted an expanded access program involving more 

than twelve thousand patients, as the sponsor for Iressa had done, 

wouldn’t you expect you could run out such a show, even when an inter-

vention has at best very trivial effects?” he told The Cancer Letter, a 

newsletter that closely monitors developments in the cancer therapeutics 

industry. “I remember hearing many such testimonials for laetrile after 

tens of thousands of U.S. patients had traveled to Mexico to receive this 

agent in the late 1970s, until scientific trials were conducted that estab-

lished laetrile provided no benefit.”79 

The second fiasco involved ImClone System Inc.’s Erbitux, which also 

targeted EGF. The company became a household word when insiders 

dumped its stock after receiving an FDA letter warning that its new drug 

application was inadequate. ImClone chairman Samuel Waksal down-

played the agency’s concerns when he finally made the FDA letter pub-

lic. The previous fall, he had negotiated a $2-billion deal with Bristol-

Myers that made the medical entrepreneur and Manhattan socialite a 

millionaire many times over. 

For a few days after the FDA’s letter, Waksal’s public reassurances sta-

bilized the company’s stock. But after The Cancer Letter published the 

details of the FDA letter, which showed the company’s clinical trials 

would have to be repeated, the resulting publicity and stock price col-

lapse led both Congress and federal prosecutors to launch investigations. 

Waksal eventually resigned from ImClone and pleaded guilty to securi-

ties fraud and bank fraud, while Bristol-Myers took control of its trou-

bled Erbitux project.80 

The inventor of Erbitux was John Mendelsohn, director of the M. D. 

Anderson Cancer Center. His story paralleled the remarkable tales of 

Slamon, Jordan, and Druker—but only up to a point. It began in the 

1970s at the University of California at San Diego, where he went to 

teach and conduct research after earning his undergraduate and medical 

degrees from Harvard. The oncogene revolution set off by the Bishop-

Varmus discovery put him on the path of searching for uncontrolled 

growth signals in cancer cells. He focused on EGF since it proliferated 

wildly in many cancers. He eventually developed a monoclonal antibody 

that could latch onto the EGF receptor and stop it from functioning. 

Though he started the NCI-funded cancer center at San Diego and did 

his most creative work there, the agency turned down his requests for 

further funding. Targeted therapies simply weren’t on the agency’s radar 
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screen in those days. So, like Slamon, he turned to private foundations, 

and by the mid-1980s had used their money to develop a potential drug 

that worked well in cancerous mice. Once he published his mouse stud-

ies, NCI began supporting his work. By the late 1980s Mendelsohn had 

a version of the large protein molecule that wouldn’t provoke severe 

immune reactions when injected into humans.81 

UCSD, which owned the patent, initially licensed the drug to a small 

biotechnology start-up called Hybritech. Eli Lilly bought the company in 

1992, but rejected working on the promising drug. The license reverted 

to UCSD. Mendelsohn, meanwhile, moved on to become the chairman 

of the department of medicine at Memorial Sloan-Kettering in New 

York. In an effort to rejuvenate work in his potential therapy, he hooked 

up with Samuel and Harlan Waksal, ambitious brothers who had started 

ImClone Systems Inc. in 1985 with a goal, as Harlan later told Business 
Week, to “focus on infectious diseases, cancer, and diagnostics, make 

some products, get rich, and retire early.”82 

Samuel Waksal had worked at NCI and held research posts at Stan-

ford, Tufts, and Mt. Sinai Medical Center before starting ImClone. But 

he was, according to some of his contemporaries, nothing more than a 

slick scientific salesman, a fast talker who could dazzle his colleagues 

with his knowledge of the latest advances without actually conducting 

his own research. Mendelsohn didn’t learn until later that his partner 

was forced from each of those positions after being accused of falsifying 

data, and that his brother Harlan in the early 1980s was convicted of 

possessing cocaine with intent to distribute, although the conviction was 

overturned on appeal.83 

What was apparent from the beginning was that the Waksal brothers 

had virtually no experience developing drugs.84 Yet just when the exper-

imental cancer therapy was about to go into clinical trials, Mendelsohn 

essentially withdrew from day-to-day involvement. While he wanted to 

push his experimental cancer therapy, he also wanted to pursue his career 

within the cancer establishment. In 1996, he accepted the top job at 

M. D. Anderson Cancer Center in Houston. Erbitux became a drug 

whose scientific champion couldn’t play a hands-on role in its develop-

ment. Physicians at the institution would eventually take part in the clin-

ical trials of Erbitux. But as a member of ImClone’s board of directors, 

with a financial stake in the firm and a potential recipient of royalties, 

Mendelsohn could play no role in either designing or implementing the 

studies. To do so would have violated conflict-of-interest guidelines he 

put in place shortly after joining the world famous center. 85 
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The Waksals announced the findings of their original studies at the 

annual meeting of ASCO, which met in San Francisco in June 2001. 

Nearly a quarter of patients with colon cancer who had failed chemo-

therapy saw their tumors shrink by at least half when treated with 

Erbitux and chemotherapy, the company’s clinicians reported. The ebul-

lient sponsors hired the Doobie Brothers to entertain the more than fifteen 

thousand practicing oncologists at the meeting. The buzz generated a 

cover story in Business Week and a glowing profile on CBS’s 60 Minutes. 
Six months later, the FDA weighed in with its evaluation. The data 

was inadequate and uncontrolled. The evaluators couldn’t tell if the ben-

efits came from the traditional chemotherapy agent used in the trial or 

Erbitux. Even the choice of patients was suspect. Not only did the 

agency refuse to consider the new drug application, they noted in their 

nine-page letter that the company had been repeatedly told in the 

months leading up to the application that the trials would probably have 

to be repeated.86 

“We screwed up,” Waksal told an investors’ conference a few days 

later. Within a few months, Bristol-Myers would bounce him from the 

floundering firm. Mendelsohn, who gave a keynote lecture to the ASCO 

meeting in Orlando a few months later and was called before Congress 

several times to explain his actions during the drug’s development, was 

more upbeat. Erbitux was still a good drug, he insisted. At ASCO, he 

cited one study showing that all six patients with head and neck cancer 

responded to a combination of Erbitux and cisplatin. Yet when the full 

study was released a few days later, it showed just one patient out of 

forty-four achieving a complete response and just five (11.4 percent of 

patients) had a partial response that lasted long enough to reach clinical 

significance.87 In the fall of 2002, Mendelsohn defended the Waksals and 

ImClone’s actions before an oversight subcommittee of the House Energy 

and Commerce Committee. “The protocol was developed with the 

advice of medical oncologists from some of the world’s greatest institu-

tions, twenty-seven of which participated in carrying it out,” he testified. 

Praising ImClone and Bristol-Myers for launching a new round of trials, 

he said his greatest regret was that “Erbitux will not be available for 

patients who need it as soon as we had originally hoped.”88 

Are targeted therapies just one more failure on the cancer crusade’s long 

and winding road? Or are they another incremental step toward more 

beneficial and more benign treatments that might one day turn many 

cancers into manageable chronic illnesses? And why is Gleevec so suc-
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cessful, while Erbitux or Iressa seem to have so little impact? To Brian 

Druker, Gleevec’s champion, the answers can be found in the science that 

preceded the drugs. More than thirty years of research went into under-

standing the Philadelphia chromosome and its impact on CML. “Just 

because you know what targets your drug hits, doesn’t mean you’ve got 

a good drug,” he said. “You’ve got to have a good target and I don’t 

think we have that many good targets. We have a huge amount of work 

to do to validate good targets. I think there will be good targets in each 

cancer. But the current list is extremely short in my book.” 

Druker questions weather the EGF receptor will turn out to be a good 

target for cancer drugs. It may take years, perhaps decades of additional 

investigation before the process of angiogenesis in tumors is well under-

stood. “We have pseudo-empiricism in most cancers,” he said. “It’s like 

taking your car to a mechanic. He looks under the hood and says, ‘I see 

you have this part here. If I replace it, your car will run better.’ You say, 

‘Is that part broken?’ The mechanic says, ‘I don’t know, but it might 

be.’” Many of the new cancer drugs are targeting things in cancer cells 

that may or may not be driving that cancer. “I think the paradigm will 

work,” he said, “but we’re not ready in most cancers with the right 

targets.”89 

Jordan, whose career is synonymous with tamoxifen, believes a suc-

cessful recipe for developing drugs must include investigator passion. 

During our long discussion, I asked him how he has stayed motivated to 

work on the same drug for more than thirty years. “If you had five hun-

dred people with this kind of passion, this is how you make progress. 

Just by throwing money at various things and buying mercenaries to 

work on that problem doesn’t solve the problem. The following week, 

they’ll work on something else if there is more money over there,” he 

said. “You have to want to do it without the money.”90 

Ellen Vitetta has brought that kind of passion to her study of non-

Hodgkin’s lymphoma, which strikes about forty thousand Americans 

annually. Over the past two decades, she has studied the cancer, worked 

on developing a monoclonal antibody that would seek it out, and devel-

oped a poison derived from castor beans to attach to the antibody that, 

hopefully, will kill the cancer. She calls it immunotoxin therapy. A grad-

uate of the New York University School of Medicine, she worked briefly 

with Kohler and Milstein at Cambridge before moving on to the 

University of Texas Southwestern Medical Center in Dallas. 

What sets her lab apart is that it does all the work of translating her 

basic science into potential therapies in-house. “We develop the anti-
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bodies, we test them, we take them in preclinical trials in primates, we 

manufacture them in the academic institutions, we do all the FDA test-

ing in-house. We are an entire drug company within an academic insti-

tution, and we do it all on federal grants [of about $2 million a year],” 

she said. Her lab has about a half dozen drugs in its pipeline. “When they 

begin to emerge, the drug companies begin sniffing around. Some of 

them want a license; some want to share in the trials; some want to 

sponsor the research and let us do the work; some want the rights if it 

ever reaches the finish line. My own view is I don’t want them telling me 

what to do. I want to do this in a scientifically driven way.”91 

The story thus far has focused on documenting the government’s role in 

fostering basic science and the early steps of the drug innovation process. 

It has shown how taxpayer-funded directed research played the leading 

role in the battle against some of the nation’s most pressing health care 

problems like AIDS and cancer. In almost every case, pharmaceutical and 

biotechnology companies also played critical roles in bringing new drugs 

to market. Sometimes the role began early in the process, in chemically 

synthesizing a new drug. Sometimes it began late in the process, when the 

new drug was well along in clinical trials. Sometimes the private firms 

invested large sums in the process. Sometimes participation cost the drug 

company next to nothing. 

So a central question remains: Do the steps drug companies play in 

bringing an innovative drug to market demand the extraordinary sums 

industry pours (over $30 billion in 2001) into research and development? 

Does the cost of these steps justify the high cost the industry charges the 

public for drugs? 

The next two chapters seek to answer those questions. But first we 

must go back to the earliest days of the modern pharmaceutical industry 

to trace the history of an industry practice that has nothing to do with 

bringing innovative medicines to market, a practice that at the dawn of 

the new century accounted for more than half of all industry research 

and development. 
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Me Too!


President Franklin Delano Roosevelt had every reason for optimism 

in the winter of 1936. He had just won reelection in a landslide, and 

the prospects for the more far-reaching of his New Deal reforms 

never looked brighter. But just before Christmas, close aides brought 

word that his only son, Franklin Delano Jr., had a bad case of tonsillitis. 

With her son’s fever soaring, Eleanor Roosevelt called in White House 

physician George Tobey Jr. He feared the worst. The infection had seeped 

into the blood, which in those days was a potentially fatal condition. 

More out of desperation than any sense that it might help the young 

man, Tobey gave the president’s son a new German drug called Prontosil. 

When news of the drug first appeared in the medical literature a year 

earlier, most American doctors scoffed. How could a derivative of a 

chemical dye cure a bacterial infection? But to Tobey’s surprise, young 

Roosevelt’s fever quickly subsided. A few days later the press heralded 

both the medicine and the miraculous recovery in the first family. “New 

control for infections,” the New York Times headlined its front-page 

story. The era of wonder drugs was underway. 

Prontosil not only heralded the modern era of drug therapy, it ushered 

in the modern era of drug marketing. It helped transform the Depression-

era pharmaceutical industry from a sprinkling of small firms peddling a 
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handful of cures (an early 1930s symposium listed only seven diseases 

amenable to drug treatment) to the modern corporations that we know 

today: vertically integrated giants that can develop, produce, and, most 

important to their bottom lines, market drugs. 

Prontosil was discovered by Gerhard Domagk, a young physician on 

the staff of Bayer Laboratories in Elberfeld, Germany. Inspired by the 

pioneering work of fellow countryman Paul Ehrlich, who had discovered 

the first drug treatment for syphilis, Domagk spent five years screening 

hundreds of Bayer’s industrial dyes and their derivatives for their anti-

bacterial properties. Five days before Christmas 1932, he discovered that 

one of his red dyes cured a handful of mice that he had infected with 

deadly streptococcus. Over the next two years, while ignoring the social 

upheavals around him that brought Adolf Hitler to power, Domagk and 

physicians on the staff of the local hospital injected dozens of patients 

with the new drug. It not only killed streptococci but had powerful 

effects on patients suffering from a host of life-threatening infections like 

rheumatic and scarlet fever, which had been the scourge of children for 

centuries. 

Domagk published the first report about his miraculous cures in Feb-

ruary 1935 in an obscure academic journal. Researchers around the 

world immediately began trying to replicate his results. A husband-and-

wife team in France soon discovered that it wasn’t the dye that killed the 

streptococci, but one of its constituent chemicals, which only became 

active after the patient metabolized the original drug. The active ingre-

dient in Prontosil, they discovered, was sulphanilamide, a common 

industrial chemical that was no longer patented and that no one had ever 

thought to test against bacteria. 

Within months, every drug company in the world began synthesizing 

their own versions of sulfanilamide. Bayer was left without any financial 

remuneration for the pioneering research of Domagk and his colleagues. 

German dictator Adolf Hitler’s health ministers, meanwhile, heaped 

scorn on his extraordinary achievement. They called the medicine quack-

ery and in late 1939 forced Domagk to write a letter to the Caroline 

Institute in Stockholm turning down his Nobel Prize.1 

As war clouds gathered over Europe, dozens of companies in England, 

France, Germany, and the United States began peddling their own ver-

sions of the miracle sulfa drugs. These first copycat drugs, usually called 

me-too drugs by industry insiders, created a problem that has bedeviled 

the industry thereafter—the propensity for some of the newer versions of 

the drug to be less safe than the ones that already existed. In 1937, a 
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small Tennessee firm named Massengill and Company started making a 

liquid form of the medicine because it believed southerners and children 

preferred it that way. Since sulfanilamide did not dissolve in water or 

alcohol, company chemists opted to suspend the drug in diethylene gly-

col, an industrial solvent used to make antifreeze. No one at the com-

pany thought to test the product for safety before it began selling the 

concoction. Later testimony showed that no one at the company even 

bothered to look up diethylene glycol in a textbook. Within weeks of the 

medicine’s initial marketing, more than one hundred people were dead, 

most of them children. When questioned by the dozens of reporters who 

poured into Tennessee to cover the tragedy, the company’s president 

refused to take responsibility. His chief chemist committed suicide.2 

The incident led an outraged Congress to alter the 1906 Pure Food 

and Drug Act. The original Progressive Era legislation, which had been 

created in response to public outrage over contaminated food, had drugs 

in its title but did little to regulate the industry. The Massengill tragedy 

put an end to that. For the first time, companies were required to prove 

to an expanded Food and Drug Administration (FDA) that their drugs 

were safe for human consumption before they could put them on the 

market. 

The advent of FDA drug regulation radically transformed the phar-

maceutical marketplace. Companies began marketing their wares 

directly to doctors—either through advertising in medical journals or 

through office visits (called detailing in the trade because the salesmen 

provided physicians with the latest details on new medicines) instead of 

through the traditional channels, which to that point had been largely 

newspaper and magazine advertising. 

The result was intense competition among many companies in the still 

limited marketplace for scientifically proven medicines. Detailers would 

crowd physicians’ offices, leaving behind free samples and various trin-

kets. But it was very difficult to differentiate their products. Every ver-

sion of the new sulfa drugs, for instance, had basically the same medical 

outcome. Textbook economics took over. The price of the new sulfa 

drugs plunged. 

The pattern was repeated when the first miracle antibiotics came 

along in the years immediately after World War II. The government, 

which had developed the mass production techniques for penicillin as a 

wartime measure, licensed the drug to five firms. Those firms engaged in 

a fierce competition for sales. Between 1945 and 1950, the price of peni-

cillin plunged from $3,955 to $282 a pound. 
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The pattern happened yet again with the next generation of antibi-

otics. In the late 1940s Selman Waksman and his colleagues at Rutgers 

University in New Brunswick, New Jersey, developed streptomycin, a 

derivative of bacteria-killing microbes that he had found in soil. 

Waksman, a soil botanist, made his discovery by pursuing the reasonable 

assumption that soil must contain something that killed bacteria since 

they didn’t survive burial. His drug proved to be the first effective treat-

ment for tuberculosis, earning Waksman the Nobel Prize and making 

him America’s most celebrated research scientist until Jonas Salk and the 

first polio vaccine came along in the mid-1950s. But unlike Salk, who 

would refuse to patent the polio vaccine (“Could you patent the sun?” 

Salk answered Edward R. Murrow when he was asked who owned the 

vaccine on See It Now), Waksman patented streptomycin and licensed it 

to Merck Research Laboratories in nearby Rahway, whose engineers and 

scientists had done much of the production work. 

Waksman’s decision to seek a patent on his discovery represented a 

second watershed event in the evolution of the modern drug industry. For 

the first time, the Patent and Trademark Office (PTO) gave seventeen-

year exclusivity to the chemical modifications and the processes that 

created a product—streptomycin—that in its raw state had been part of 

nature. Merck wouldn’t benefit from that decision, however. Worried 

about a public backlash against a private company generating massive 

profits from scientific research conducted at a public university, Waksman 

convinced Merck to return the license for streptomycin to the nonprofit 

Rutgers Research Foundation. The drug was then licensed broadly and 

sold generically. The price of the miracle drug soon fell to rock-bottom 

levels, a repeat of the penicillin story. 3 

The industry recognized it had to deal with its disastrous experience 

with the first three antibiotics. A number of firms had already deployed 

chemists to develop new microbe killers using Waksman’s techniques. 

Three firms quickly came up with new medicines comparable to strepto-

mycin. They patented the results despite the fact the uses of the new 

drugs were virtually indistinguishable from their predecessors. However, 

without the government or Waksman to prod them, they refused to 

license the new medicines to other firms. Given the similarity in medical 

outcomes from the various antibiotics now on the market, an intense 

competition for market share should have broken out. But this time, just 

the opposite occurred. The price of the new drugs, marketed as improved 

versions of the generic antibiotics penicillin and streptomycin, soared. 

A decade later, the Federal Trade Commission launched a massive 
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investigation into the antibiotic cartel. It turned up overwhelming evi-

dence showing the industry refused to compete against one another on 

price even though every company was charging far more than the cost of 

production and a reasonable return on its investment. Yet the agency 

refused to crack down. In essence, it accepted industry’s argument that it 

was sufficient that competition took place in arenas other than price, 

such as the frequency of dosage or the method of getting the drug into 

the body. “The producers regained this market power by differentiating 

their products along the lines that any other consumer good is differen-

tiated,” economic historian Peter Temin wrote. “Since the therapeutic 

effects of the drugs appeared to be identical, other—more familiar— 

quality dimensions had to be employed. So the firms intensified their 

advertising, their detailing, and their reliance on company identities. The 

postwar pattern of integrated drug companies competing by introducing 

and marketing new drugs was beginning to take shape.”4 

Throughout the 1950s, drug companies, often drawing on the latest 

research emerging from academic labs but sometimes relying on their 

own resources, discovered class after class of new medicines. Antidepres-

sants, antacids, anti-inflammatory medicines, antihistamines, and new 

chemicals for controlling blood pressure became mainstays of the mod-

ern medicine chest. Whenever one company broke new ground, other 

firms in the industry would introduce copycat versions of the original 

molecule within a very short time. The me-too drugs almost always 

entered the market at the same or within a few percentage points of the 

innovator’s price. 

By the early 1960s, popular anger over the high price of drugs led 

Senator Estes Kefauver of Tennessee to hold a series of hearings on the 

drug industry’s behavior. A Yale-trained lawyer who had arrived in 

Washington in the late 1930s as an idealistic New Dealer, Kefauver by the 

early 1950s had became one of Washington’s most powerful and closely 

watched senators, largely because of his well-publicized attacks on 

organized crime. But after his support for civil rights and principled 

opposition to the demagogy of Senator Joseph R. McCarthy cost him a 

shot at the presidency, he turned his attention to abusive corporate prac-

tices, using his chairmanship of the Senate Subcommittee on Antitrust as 

a platform. “I keep feeling that mergers, consolidations, and cooperation 

between large blocs of economic power are on the increase, and that this 

is bound to lead to total abuse of our free-enterprise system, and 

inevitably, to total state control—in short, statism,” he told New Yorker 
writer Richard Harris in 1961. “That is something none of us want.”5 
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In a series of hearings between 1960 and 1962, Kefauver focused pub-

lic attention on the drug industry’s penchant for spending much of its 

time and resources developing copycat drugs, which, in defiance of every 

economics textbook, rarely resulted in competition on price. He called 

numerous medical professionals and former industry executives to tes-

tify. At one point, Kefauver pressed the former head of research at E. J. 

Squibb to estimate how much corporate drug research was driven by the 

desire to come up with me-too drugs. The retired executive replied that 

“more than half is in that category. And I should point out that with 

many of these products it is clear while they are on the drawing board 

that they promise no utility. They promise sales.”6 

Ironically, the 1962 amendments to the Food and Drug Act that 

resulted from the hearings did little to curb the industry’s penchant for 

pursuing me-too drugs. They required drug companies for the first time 

to prove their drugs were not only safe but effective. That change was 

put into effect largely because of the thalidomide tragedy, which came to 

light as the hearings were drawing to a close and was only prevented in 

the United States by the stalling tactics of an eagle-eyed FDA physician. 

The first great era of drug discovery, then, which stretched roughly 

from 1935 to the mid-1960s, could also be called the era of molecular 

modification. Once a researcher—often in the public sector—identified 

a new chemical class that was effective against a disease state, every 

major drug company put chemists to work coming up with their own 

versions that could do roughly the same thing. “The great drug therapy 

era was marked not only by the introduction of new drugs in great pro-

fusion and by the launching of large promotional campaigns but also by 

the introduction of what are known as ‘duplicative’ or ‘me-too’ prod-

ucts,” noted pharmacologist Milton Silverman and physician Philip R. 

Lee of the University of California at San Francisco. Surveying the drug 

scene in the early 1970s, they counted more than 200 sulfa drugs, more 

than 270 antibiotics, 130 antihistamines, and nearly 100 major and 

minor tranquilizers. Most of the new drugs “offer the physician and his 

patient no significant clinical advantages but are different enough to win 

a patent and then be marketed, usually at the identical price of the par-

ent product, or even at a higher price.”7 

The biotechnology revolution of the late 1970s and 1980s and the 

NIH-funded explosion of knowledge about cellular interactions set off a 

second wave of drug innovation. Drawing from the government’s vast 

investment in biomedical research since the end of World War II, medical 

researchers promised unique cures for the chronic diseases that had 
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become the leading causes of death: heart disease, cancer, diabetes, and 

dementia. Cover stories in the nation’s popular magazines and newspa-

pers heralded the exploits of scientific medicine, often focusing on the 

drug companies that were bringing the new products to market. No 

longer would the drug industry focus on developing and marketing me-

too drugs that did little more than cloud physicians’ judgments and 

crowd pharmacists’ shelves. A new era of miracle drugs was at hand, the 

companies’ press releases suggested. 

Progress on delivering on those promises was slow, however. A hand-

ful of the new biotechnology products, such as erythropoietin, human 

growth, and blood clotting factors, which hit the market in the first 

decade after biotechnology’s emergence, certainly were unique. Physicians 

for the first time were able to replace or enhance patients’ supplies of nat-

urally occurring proteins by injecting artificial versions. 

The handful of genetically engineered medicines that emerged in the 

first two decades of the biotechnology revolution were also unique in an 

economic sense. In 1980 the Supreme Court in Diamond v. Chakrabarty 
liberalized the nation’s intellectual property laws by allowing the patent-

ing of living things. (The case involved a patent on an oil-eating bacte-

ria.) The young start-up companies that manufactured the proteins were 

now able to protect themselves against me-too competition by sur-

rounding their inventions with gene and gene-process patents. For this 

new class of medicines, companies no longer had to rely on marketing 

and cartel-like behavior to ensure against a sharp decline in prices due to 

competition from me-too drugs. They could rely on the exclusivity 

granted by patent law. There would be only one genetically engineered 

version of a therapeutic protein. 

By the mid-1970s, traditional pharmaceutical companies were also 

beginning to take advantage of the burst of knowledge generated by the 

government’s generous funding of academic research during the postwar 

years. Firms introduced a number of new drugs and new classes of drugs, 

which they advertised as clearly superior to the older drugs on pharma-

cists’ shelves. A 2001 survey of 225 physicians ranked the top innova-

tions in medicine over the previous thirty years, putting several new med-

icines near the top of the list. A majority of doctors ranked angiotensin 

converting enzyme (ACE) inhibitors for controlling blood pressure and 

statins for lowering arterial plaque-forming cholesterol levels among the 

top six medical inventions. About 40 percent of the doctors thought the 

new antidepressants and new antacids were clearly superior to older 

medications aimed at the same symptoms. However, the physicians 
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weren’t convinced that every new class of medicine represented a signif-

icant medical advance. The same survey showed fewer than 2 percent of 

doctors considered nonsedating antihistamines, calcium channel block-

ers, and erectile dysfunction drugs as major innovations.8 

As each new class hit the market, however, whether or not it repre-

sented a therapeutic improvement over older medicines, the leading phar-

maceutical companies reverted to their now familiar pattern of introduc-

ing roughly comparable products. Their sometimes vicious marketing 

competition resulted in a divvying up of the market but rarely competi-

tion on price. By the early 1990s, drug prices, like health care costs gen-

erally, were soaring at double-digit rates. When the Clinton administra-

tion put health care reform at the top of its political agenda, drug prices 

came under increasing public scrutiny. For the first time since Kefauver, 

the industry’s me-too research practices were being called into question. 

But this time industry officials used a new set of arguments in their 

response to the charge that they wasted research dollars on copycat 

drugs. Many of the new me-too drugs had fewer side effects than their 

predecessors, industry officials claimed. They also suggested that indi-

vidual patients responded differently to drugs, so me-too drugs offered 

an alternative for people who did not respond to other drugs in that 

class. “There’s no such thing as a ‘one-size-fits-all’ drug,” a typical 

handout from the Pharmaceutical Research and Manufacturers of 

America (PhRMA), the industry’s main trade association, said. “Each 

patient is unique and may respond to the same drug differently. What 

works for one person does not necessarily work for another. Physicians 

and patients benefit from a variety of medicines available to treat each 

ailment.” 

The Clinton administration’s top drug officials were unimpressed by 

those arguments. Amid the 1993–94 health care debate, David Kessler, the 

activist head of the FDA, and a team of FDA drug reviewers published a 

scathing response to the industry’s claims for the latest generation of me-

too drugs. “In today’s prescription-drug marketplace a host of similar 

products compete for essentially the same population of patients,” they 

wrote in the New England Journal of Medicine. Reviewing the 127 new 

drugs approved between 1989 and 1993, Kessler and his team found that 

“only a minority offered a clear clinical advantage over existing therapies. 

Many of the others are considered me-too drugs because they are so sim-

ilar to brand-name drugs already on the market.” 

“Pharmaceutical companies are waging aggressive campaigns to 
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change prescribers’ habits and to distinguish their products from com-

peting ones, even when the products are virtually indistinguishable,” 

the article continued. “This is occurring in many therapeutic classes— 

antiulcer products, angiotensin-converting-enzyme inhibitors, calcium-

channel blockers, selective serotonin-reuptake-inhibitor antidepressants, 

and nonsteroidal anti-inflammatory drugs, to name a few. Victory in 

these therapeutic-class wars can mean millions of dollars for a drug com-

pany. But for patients and providers it can mean misleading promotions, 

conflicts of interest, increased costs for health care, and ultimately, inap-

propriate prescribing.”9 

No drug class illustrated Kessler’s concerns better than the great stomach 

acid wars of the 1990s. The problems of heartburn, sour stomach, and 

acid indigestion are as all-American as ordering takeout pizza and beer 

after a long day at an aggravating job. The usual cure is a nonprescrip-

tion acid neutralizer that can be purchased anywhere and in almost every 

form imaginable, from crunchy tablets to chalky liquids. But for some 

patients, the condition is chronic, often leading to stomach ulcers, gas-

troesophageal reflux disease (the backflow of stomach acid into the 

esophagus), and eventually erosive esophagitis. In those cases, doctors 

often prescribe one of the more powerful new medicines that arrived on 

the scene in the late 1970s through early 1990s, which attack the prob-

lem at its source—the production of acid—rather than relying on a neu-

tralizer once it is already in the stomach. In recent decades, these pre-

scription antacids have been among the pharmaceutical industry’s most 

broadly prescribed and lucrative medicines. 

The first class of prescription antacids to come along targeted hista-

mines, whose production in the stomach is triggered by the presence of 

food. European scientists discovered histamines in the 1930s, and over 

the next several decades academic scientists on both sides of the Atlantic 

linked various histamines with complex body processes including the 

regulation of blood pressure, bronchial reactions, and the production of 

stomach acid. In 1937, a French academic discovered the first inhibitor 

of histamine, and over the next decade scientists came up with a number 

of comparable drugs. The most famous member of the class was diphen-

hydramine, sold over the counter today as Benadryl. It was developed by 

a U.S. academic scientist and later provided the chemical basis for the 

wildly popular antidepressant fluoxetine, more commonly known by its 

trade name, Prozac. 
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The first industry scientist to conduct systematic studies on histamine 

blockers was James Black, who worked at Smith, Kline, and French in 

the 1960s and 1970s. Black began his career as an academic pharmacol-

ogist in Glasgow, but during the 1950s he moved to Great Britain’s ICI 

Pharmaceuticals (the drug wing of the mammoth Imperial Chemical 

Industries), where he helped develop the first drugs that could block 

adrenaline’s effect on the heart. While still an academic, he had shown 

that there were at least two cell receptors that bound to adrenaline, but 

only one—the beta-receptor—was present on the heart muscle. His ICI 

team developed the first beta-blocker, propranolol. When it was intro-

duced in 1962, it was considered a major breakthrough in the treatment 

of high blood pressure and heart disease. 

After moving on to Smith, Kline, and French, Black applied the same 

dual-receptor concept to the histamines that were unleashed by the pres-

ence of food and sent signals for the production of stomach acid. 

European academic researchers had shown that the first generation of 

antihistamines, while useful for allergic reactions, did not block the 

secretion of stomach acid. Positing there must be at least two receptors, 

Black began synthesizing analogues of a histamine blocker that might 

block only the histamine receptor that triggered action in the stomach. 

Eight years and seven hundred chemicals later, Black came up with his 

first drug for blocking the stomach histamine (H2) receptor. He spent 

several more years of fiddling before coming up with one that was use-

ful as a drug. He called it cimetidine, which is sold under the trade name 

Tagamet. Other companies soon jumped on the bandwagon. In 1984, sci-

entists at Glaxo won FDA approval for ranitidine (Zantac), which was 

similar chemically to cimetidine but had fewer side effects. It soon 

became the best-selling drug in the world, surpassing SmithKline’s 

Tagamet and generating billions of dollars in sales for Glaxo.10 

While Black and his imitators were pursuing H2 antagonists, aca-

demic scientists began looking for the engines in the stomach cells that 

actually produced the acid. In 1977, George Sachs, a Scottish physician 

who taught at the University of Alabama at Birmingham, attended a 

symposium in Sweden, where he presented his work on the ion-exchange 

mechanism in stomach cells that produced acid. He called it the proton 

pump. After his talk, a young scientist from Astra Pharmaceuticals 

approached the podium. “This Swedish person asked me a question that 

was intriguing,” Sachs recalled. “He had found a compound that inhib-

ited the gastric pump in rats. They sent me a couple of compounds. My 

lab discovered the acid pump was the target. We also discovered that the 
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drugs were converted into active form by the acid. In 1978, we went 

there, told them the mechanism, and started a tight collaboration that 

resulted in the synthesis of omeprazole (trade name Prilosec) as a candi-

date drug.”11 

The drug’s development was delayed when some early safety experi-

ments with omeprazole generated tumors in mice. Company officials 

feared the new drug might be a carcinogen. But low-dose experiments in 

monkeys and later humans dispelled those fears, and widespread clinical 

trials resumed. The FDA approved it for sale in 1989, with Merck acting 

as Astra’s marketing agent in the United States. 

By the early 1990s, the companies that made competing versions of 

the new antacids were battling over a $7-billion-a-year market. The lead-

ing firms began pouring hundreds of millions of research dollars into 

clinical trials in an effort to prove that their product was better than the 

competition. There is little interest among elite scientists in conducting 

these types of studies, although many medical professionals at the 

nation’s academic medical centers take part in order to raise money for 

their labs. Many times the results aren’t even published in the literature, 

or when they are, they appear in second-tier journals that receive little 

notice from the mainstream of the profession.12 

By the end of 1994, Astra, Glaxo, and SmithKline had sponsored hun-

dreds of studies on the relative merits of Prilosec, Zantac, and Tagamet. 

One reviewer counted 293 clinical trials comparing the drugs. He con-

cluded that proton-pump inhibitors were marginally more effective at 

healing ulcers, with cure rates at 94 percent after four weeks for Prilosec 

compared to 70 to 80 percent for the H2 antagonists. The cure rate for 

Prilosec fell to 84 percent after eight weeks, and for some types of ulcers 

and conditions, the cure rates were statistically indistinguishable.13 

Despite the similarities between the drugs, Astra and Merck used the 

results to launch a massive marketing push for its proton-pump inhibitor, 

which soon turned Prilosec into the best-selling medicine in the world. By 

2000, it was racking up nearly $5 billion a year in sales in the United 

States alone. TAP Pharmaceuticals’ me-too proton-pump inhibitor 

Prevacid, launched in 1995, was the third-best-selling medicine in the 

United States with more than $3 billion in sales.14 

Astra’s research team wasn’t through with heartburn yet. With the 

company’s patent on Prilosec set to expire in 2001, company officials 

knew that generic manufacturers would line up to manufacture the 

lucrative pill. As early as 1995, Astra officials launched a massive 

research project to come up with a successor to their wildly popular pur-
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ple pill (the color became a mainstay of its advertising campaigns). It 

would be best if they came up with a better drug, company scientists 

knew. But with an 80-percent cure rate for the existing antacids, a better 

mousetrap would be hard to find. 

The company never considered one possible approach, which had 

been percolating in the world of academic medicine for more than a 

decade. In the years since the discovery of H2 antagonists and proton-

pump inhibitors, scientifically inclined academics had moved away from 

interfering with the mechanisms for generating stomach acid. In 1983, 

Barry Marshall, then working at the Royal Perth Hospital in Australia, 

had isolated the Helicobacter pylori bacteria that flourished in the excess 

stomach acids of gastritis and ulcer patients. He believed it was the root 

cause of ulcers. After returning to the United States to a post at the Uni-

versity of Virginia, he used NIH funding to establish the Center for the 

Study of Diseases Caused by Helicobacter pylori. Over the course of 

the next decade, Marshall and other scientists showed that the bacteria, 

which infects about half the world’s population, was the leading cause of 

stomach and intestinal ulcers, gastritis, and stomach cancer. The center 

even developed regimens of common antibiotics that could eliminate the 

minor infection. 

Unfortunately, no pharmaceutical company championed the cure. 

They had no interest in eliminating the cause of ulcers with a short, 

cheap course of generic antibiotics when they could make billions of 

dollars treating their chronic recurrence with expensive prescription 

antacids. As one NIH analyst put it: “A one-time antibiotic treatment 

regimen to eliminate H. pylori, as opposed to long-term maintenance 

with H2-antagonist drugs, recurrence, and sometimes surgery as a last 

resort, is an obvious benefit both to the patient and to the health care 

insurers. However, [promoting this approach would lead to] the possible 

decline in sales.”15 

Instead of pursuing this potential cure for ulcers, Astra scientists 

launched Operation Shark Fin, an effort to find a drug to replace Prilosec 

after it came off patent and became generically available. At first they 

tried drug combinations and oral suspensions, but they didn’t work any 

better and were less convenient. Finally, Astra scientists created a mole-

cule that was, in essence, half of Prilosec. They dubbed it Nexium. In 

doing so, they used a process that by the late 1990s had become one of 

the drug industry’s chief strategies for extending patents, a strategy that 

was garnering an increasing share of industry research-and-development 

budgets. 
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The process is based on a quirk in the chemistry of organic molecules. 

Scientists have long known that most organic molecules come in two 

shapes because their carbon atoms arrange themselves in six-sided rings. 

The side chains of atoms that make the molecule unique can attach 

themselves to either side of the symmetrical rings. The result is a mixture 

of two versions of the molecule, each with the same chemical formula, 

but different in that they are mirror images of each other, much like a 

person’s left and right hands. Each version is called an enantiomer (sci-

ence literature occasionally refers to them as isomers). Sometimes only 

one enantiomer is active against the disease. The other causes unwanted 

side effects or is inactive. Drug companies could not do much about it 

until the early 1990s when chemists developed a way of separating the 

two sides. That deft piece of chemistry was pioneered by K. Barry 

Sharpless of the Scripps Research Institute in La Jolla, California, Ryoji 

Noyori of Nagoya University, and William S. Knowles of Monsanto 

Company, who jointly shared the 2001 Nobel Prize for chemistry. 

The new process succeeded in rescuing some drugs that had been side-

lined for their unwanted side effects. In 1992, for instance, the FDA 

ordered Merrell Dow, which later became part of Aventis, to put a warn-

ing label on its allergy drug terfenadine (Seldane) after adverse reaction 

reports began pouring into the agency. Doctors who prescribed the non-

sedating antihistamine for their allergy patients reported many terfen-

adine users had suffered severe heart palpitations after taking the drug. 

Six years and at least eight deaths later, it was withdrawn from the mar-

ket. But the drug was resuscitated when a specialty chemical company 

called Sepracor separated the two enantiomers of terfenadine for Aventis, 

which was then able to continue marketing the safe but active half. They 

called it Allegra. Sepracor later performed the same trick for Johnson 

and Johnson after its allergy drug astimezole (Hismanal) suffered a sim-

ilar fate. 

Operation Shark Fin’s Nexium, marketed as the new purple pill, was 

nothing more than one of Prilosec’s enantiomers. But unlike the antihis-

tamines that had to be withdrawn from the market, Prilosec had no 

major side effects. It was even possible that both of Prilosec’s enan-

tiomers became active in the stomach. Getting rid of half of the drug 

would provide no significant clinical benefits for patients. All it provided 

was a new chemical entity—in reality half the old entity—that could be 

patented separately and submitted to the FDA for approval. 

Recognizing the inadequacy of their solution, Astra scientists 

launched a desperate search for some way to differentiate the Nexium 



222 BIG PHARMA 

and Prilosec. They authorized four wildly expensive studies comparing 

the two drugs against erosive esophagitis. If Nexium proved to be a bet-

ter drug for that one indication, they would at least earn a unique label 

from the FDA and give company detailers some talking points when 

they were out visiting physicians. It wasn’t a foolproof strategy, however, 

since a worse outcome would have to be reported on the label. “You 

spend $120 million studying the thing, and it could have come out 

worse,” one Astra official told the Wall Street Journal. “You’re scared as 

hell.” The company won its bet, but by the thinnest of margins. By com-

paring the two drugs at equal doses, Astra discovered the more slowly 

metabolizing Nexium healed 90 percent of patients after eight weeks 

compared to 87 percent for Prilosec. Two of the studies did not show 

Nexium to be a better drug and were never released to the public.16 

Sachs, the codiscoverer of the proton-pump mechanism, who had 

worked closely with Astra to develop Prilosec, provided a final epitaph 

for the hundreds of millions of dollars that the company, now called 

AstraZeneca, had poured into Nexium research. “Both enantiomers in 

the end would appear to be equally active at the pump,” he told me in an 

interview. “Once they are activated, they are no longer enantiomers any-

way. They are the identical molecule.”17 Though medically irrelevant, the 

costly research paid off for AstraZeneca. While the company deployed 

its patent attorneys to delay generic firms from selling Prilosec, it sought 

FDA approval for Nexium, which arrived in 2001. Once on the market, 

the company’s detailers, backed by a massive television advertising blitz, 

convinced thousands of physicians to switch their patients to the new 

purple pill, which like Prilosec, sold for about four dollars a dose.18 The 

company then convinced the FDA to allow Prilosec onto the over-the-

counter market, thus frustrating the generic manufacturers and giving 

Nexium free rein as the prescription—and presumed stronger—antacid. 

The Prilosec-to-Nexium transition exemplified a common industry prac-

tice. Throughout the 1990s, the drug industry poured billions of research 

dollars into developing alternatives to drugs that were approaching the 

end of their patent terms. In most cases, the alternatives were little 

changed from the originals. The better the original sold, the more likely 

it was that the company would devote considerable research resources to 

generating a copycat version with renewed patent life. 

Another example that garnered considerable public attention was 

Schering-Plough’s Claritin, one of the antiallergy medicines developed in 

the early 1980s as a nonsedating alternative to an earlier generation of 
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antihistamines. By the late 1990s, the drug was generating over $2 billion 

a year in sales for Schering-Plough, a figure that was growing rapidly 

because of the 1997 legalization of direct-to-consumer advertising. To 

reach the estimated thirty-five million allergy sufferers in the United 

States, Schering-Plough poured hundreds of millions of dollars a year 

into ads for the drug. Consumers were encouraged to ask their doctors 

for a pricey prescription—it cost eighty dollars for a month’s supply— 

that, according to the original studies submitted to the FDA, worked 

only marginally better than a placebo. 

Though you would never know it from the television advertisements 

featuring handsome women frolicking through flowering fields oblivious 

to the pollen-laden air, the FDA’s reviewer was openly skeptical about the 

drug’s efficacy at the low dose offered by Schering-Plough. The company, 

which tested the drug on thousands of patients, needed a low dose to 

ensure that it would be nonsedating, which was the only way the new 

drug would be able to gain a toehold in the already crowded antihista-

mine market. But at the low, nonsedating dose, clinical trials showed that 

only 43 to 46 percent of Claritin users gained relief of allergy symptoms 

compared to a third of patients on a sugar pill. A separate study that 

asked doctors to assess the patients on the placebo found that 37 to 47 

percent of them had a “good to excellent response to treatment,” which 

as a practical matter was no different than those who took the real pill.19 

In addition to questioning its marginal medical significance, other 

reviewers at that late 1980s FDA hearing worried that Claritin, whose 

generic name is loratadine, might be a carcinogen. It took the company 

several more years of studies before it could dispel those fears. Finally, in 

1993, the drug was approved. The delays actually proved to be an auspi-

cious event for Schering-Plough. In the early 1990s, patients on Seldane 

and Hismanal, the first nonsedating antihistamines to hit the market, 

began turning up in hospital emergency rooms because of the drugs’ vio-

lent interactions with other drugs and the development of life-threatening 

heart irregularities. By the time Claritin hit pharmacists’ shelves, there 

was pent-up demand for a safe alternative, and the new drug immediately 

jumped to number one in sales in its class. 

Yet in the late 1990s, as Claritin neared the end of its patent term, 

Schering-Plough launched a massive lobbying campaign in Washington 

to get an extension on its patent. The company claimed the long delays 

at the FDA had robbed it of years of market exclusivity. Aware of the his-

tory, Congress rebuffed Schering-Plough’s frequent requests. 

Forced to fall back on research and development, Schering-Plough 
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scientists took apart loratadine to see what made it tick. They discovered 

the active part of the drug was actually a metabolite of the whole mole-

cule, which became active in the stomach after patients began digesting 

the pill. They patented this metabolite, called it desloratadine, and filed 

a new drug application with the FDA. It was approved in late 2001, just 

months before the expiration of loratadine’s patent. The company 

launched a massive advertising campaign that convinced millions of their 

customers to switch to the new, equally expensive but no more effective 

drug. Then, to frustrate the generic companies getting ready to sell 

loratadine, Schering-Plough announced it would begin selling Claritin as 

an over-the-counter allergy remedy. 20 

Public-sector science has sometimes pushed industry researchers down 

the road to better medicine, only to discover as they neared the end of 

their labors that they developed yet another me-too drug. During the late 

1990s, few drug classes received more media attention than a new pain 

reliever known within the medical community as Cox-2 inhibitors. The 

original members of this new drug class were Celebrex, made by G. D. 

Searle (later bought by Pharmacia), and Vioxx, made by Merck. In 2001, 

Pharmacia came out with a follow-up drug to Celebrex called Bextra. 

One of the discovers of the mechanism behind the new drugs was 

Philip Needleman, a professor of pharmacology at the Washington 

University School of Medicine in St. Louis who went on to become chief 

science officer of Pharmacia. While still an academic, Needleman, whose 

NIH support began in 1977 and lasted for nearly twenty years, surmised 

there must be a specific enzyme that caused inflammation and pain 

around arthritic joints and traumatic injuries. Scientists had already dis-

covered an enzyme called cyclo-oxygenase—or Cox for short—that trig-

gered the production of prostaglandins, which in turn caused swelling. 

Existing painkillers like aspirin and ibuprofen (known in the medical lit-

erature as non-steroidal anti-inflammatory drugs, or NSAIDs) reduced 

the pain by blocking the action of Cox and limiting the production of 

prostaglandins. But scientists like Needleman hypothesized there had to 

be at least two versions of Cox, including one that produced enzymes for 

protecting the digestive tract from stomach acid. A tiny proportion of 

patients who took NSAIDs, which blocked the Coxes indiscriminately, 

suffered from gastrointestinal bleeding and, in the worst cases, ulcers. 

By the late 1980s, scientists working in industry and government labs 

around the United States had identified the Cox specific to swelling, 

which they dubbed Cox-2. They then turned to finding the gene that 
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expressed Cox-2. If they could produce the protein through genetic engi-

neering, they would be able to give medicinal chemists at pharmaceuti-

cal houses a powerful tool for producing large volumes of a juicy drug 

target. In 1992, three teams of NIH-funded scientists at the University of 

Rochester, Brigham Young University, and the University of California at 

Los Angeles, each working independently, discovered the gene. But only 

Donald Young at the University of Rochester thought to file for a patent 

on it, which was granted by the PTO in April 2000.21 

Needleman, meanwhile, had moved across town to Monsanto 

(though he continued receiving NIH grants until 1995 as an adjunct pro-

fessor at Washington University, according to NIH records). He eventu-

ally became president of G. D. Searle after it was acquired by the bigger 

chemical company. His main focus at Searle became developing a Cox-2 

inhibitor, which later became Celebrex. 

Merck’s road to a Cox-2 inhibitor also began in 1992 when Peppi 

Prasit, a Thai-born medicinal chemist who was working in the com-

pany’s Montreal office, saw a scientific poster at a small medical confer-

ence. The poster reported the latest research from a Japanese company 

that was trying to come up with a painkiller that targeted the newly dis-

covered Cox-2 enzyme. That summer, Prasit replicated its work in his 

own lab. His work excited Edward Scolnick, the director of Merck’s 

research division, who authorized a major search for its own version of 

the molecule. By 1994, it had discovered Vioxx. A dosing glitch in clini-

cal trials slowed its race to market, which it lost to Searle by a few 

months.22 

Though billed as super-aspirins, the Cox-2 inhibitors provided no 

more pain relief than over-the-counter aspirin, ibuprofen, or prescription 

naproxen, which were the most popular NSAIDs on the market. This 

inconvenient fact was overlooked by the new drugs’ marketers. In the 

spring of 2002, Pfizer Inc. chief executive Henry McKinnell, whose com-

pany comarketed Celebrex, awarded PhRMA’s highest research award to 

the four scientists who developed the drug. “Thanks to their pioneering 

work, millions of people throughout the world who were once crippled 

with arthritis can now work, walk, garden, and do all the little things 

that make life worthwhile,” he said, even though they were no more able 

to perform those tasks than if they had popped a couple of over-the-

counter ibuprofen.23 

The only medically legitimate selling point for the Cox-2 inhibitors 

was the premise that the newer drugs would eliminate the ulcers and 

even deaths that on rare occasions resulted from the prolonged use of 
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generic painkillers. Yet the FDA didn’t allow them to claim that in their 

advertising or literature since the clinical trials failed to turn up evidence 

that the new drugs were safer than NSAIDs. The package insert, which 

goes out with every prescription, contained the same warning label as all 

the other NSAIDs. 

Yet FDA oversight didn’t stop the companies from launching a sur-

reptitious marketing campaign claiming otherwise. Articles, often writ-

ten by scientists who had conducted the companies’ clinical trials, 

flooded the medical literature about the major public health hazard 

posed by the traditional NSAIDs.24 Relying on extrapolations from small 

group studies, one physician claimed that NSAID use resulted in forty-

one thousand hospitalizations and thirty-three hundred deaths a year 

among the elderly. Another put the death rate at five times that level. 

Meanwhile, other articles reported the results from small clinical trials 

for Cox-2 inhibitors that hinted the new drugs might prevent the side 

effects. 

The higher number of deaths from NSAIDs rapidly found its way 

into the popular press as the drugs neared FDA approval and the com-

panies began gearing up their marketing campaigns for their “super-

aspirins.” Reporters, anxious to jump on the bandwagon of the next 

medical miracle, never read the fine print. “Pain-Killers Promise to Be 

Tummy-Friendly,” read the headline on a typical story heralding a med-

icine that promised “new arthritis relief.”25 A more circumspect Business 
Week article pointed out that “Celebrex is no more effective at relieving 

pain that the commonly prescribed NSAIDs” but went on to state that 

“it’s less likely to cause the stomach bleeding and ulcers experienced by 

about 30 percent of patients on the older treatments.”26 By the time 

Vioxx got its FDA approval, the Washington Post was reporting that 

NSAIDs were responsible “for 107,000 hospitalizations and the death of 

16,500 people every year.”27 

Sales exploded the instant the FDA gave the okay for the drugs’ mak-

ers to rev up their marketing machines. Commercials featuring frisky 

seniors flooded the airwaves. Detailers inundated doctors with free sam-

ples. Millions of people pestered their physicians to give them prescrip-

tions for the new drugs, requests that fell on receptive ears. Wall Street’s 

stock analysts considered the rollouts of Celebrex and Vioxx the most 

successful drug launches in pharmaceutical industry history. Within a 

year of its launch, Celebrex was generating more than $2 billion a year 

in sales for Pharmacia and its comarketer Pfizer. Merck’s Vioxx was right 

behind with about $1.5 billion. Arthritis pain relief medicine that had 
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once cost pennies a day was now costing millions of patients and their 

insurers nearly three dollars a pill. 

Amid all the hype, two questions remained unexplored: Were the tra-

ditional NSAIDs really as dangerous as a growing volume of medical 

reports claimed? And did the Cox-2 inhibitors solve the problem? 

Reviewers of medical studies for peer-reviewed journals sometimes 

apply what is called a face test to check the validity of extrapolation 

studies that draw broad conclusions based on the sampling of small 

groups. Are there any statistics out there that call into question the valid-

ity of the extrapolation study? In 1999—the year the two Cox-2 

inhibitors were approved for sale to the general public—the Centers for 

Disease Control reported in its annual survey that fewer than six thou-

sand Americans died the previous year from all forms of gastrointestinal 

bleeding disorders, including ulcers. That’s ten thousand fewer than the 

claims in some of the NSAID studies. It is possible that at least a few of 

those six thousand bleeding-ulcer deaths were from something other 

than NSAID use. After all, contemporary accounts of Alexander the 

Great’s untimely passing—he died at age thirty-two from acute abdom-

inal pain—suggest he suffered a perforated peptic ulcer after several days 

of binge drinking. 

Moreover, the assertion that many NSAID users suffer gastrointestinal 

distress from the painkillers was never proven to the FDA’s satisfaction. 

The government-mandated package insert for one popular prescription 

NSAID warns users that 1 percent of users will experience some gas-

trointestinal problems anywhere from mild to severe within three to six 

months, and 2 to 4 percent will have such problems after one year. But 

even that may overstate the case. A recent study in Scotland that fol-

lowed more than fifty thousand people over fifty years of age for three 

years found that 2 percent of NSAID users were hospitalized for gas-

trointestinal problems after using the drugs for a prolonged period of 

time, compared to 1.4 percent of people who took no drugs at all.28 

In a final attempt to manufacture proof that Cox-2 inhibitors were 

safer than traditional NSAIDS, Pharmacia and Merck launched postap-

proval clinical trials that compared Celebrex and Vioxx against several 

older prescription and over-the-counter NSAIDS. Since so few NSAID 

users suffered from gastrointestinal tract problems, the trials had to be 

enormous—more than eight thousand patients each—in order to get 

statistically valid results. The first published accounts of the trials seemed 

to justify their enormous cost. The Vioxx trial, which compared the new 

drug to naproxen over a period of about nine months, cut the incidence 
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of gastrointestinal bleeding and ulcers from 4.5 incidents per 100 patient 

years (100 patients taking the drugs for a year) to 2.1 incidents. The 

Celebrex trial, which allowed patients to continue taking aspirin, pub-

lished only six months of data (although the trial lasted for thirteen 

months) and found the incidence rate fell from 1.5 to 0.9 incidents per 

100 patient years. When the latter study appeared in the Journal of the 
American Medical Association in September 2000, an accompanying edi-

torial called the new Cox-2 inhibitors “a welcome addition to the thera-

peutic armamentarium” that might benefit an “enormous number of 

individuals . . . who do not take aspirin.”29 

Reviewers soon began poking holes in the industry-funded studies. 

Many of the patients enrolled in the trials had other risk factors for 

developing ulcers. They, like Alexander the Great, were drinkers, for 

instance. Patients without those risk factors had less than a half of 1 per-

cent chance of developing gastrointestinal tract problems on NSAIDS. 

Even in the higher-risk group, the Vioxx study suggested “that forty-one 

patients needed to be treated for one year to prevent one such event.” 

The Celebrex study, meanwhile, because of its short duration, had “no 

statistically significant difference between the groups.”30 

When the regulators got their hands on the data in the studies, things 

took a turn for the worse from the drugmakers’ perspective. It turned 

out the patients on Vioxx developed serious heart problems at three 

times the rate of those on naproxen, the traditional NSAID that it had 

been compared to in the study. Merck quickly pointed out that the over-

all rate of heart problems remained small and probably meant that the 

new “super-aspirins” did not provide the same cardiovascular benefits 

as taking older NSAIDs like naproxen, aspirin, and ibuprofen, which 

reduce the blood-clotting factor in the blood while fighting pain and 

inflammation.31 

The FDA was not impressed by that logic. To the regulators, the new 

data suggested that for every patient saved from gastrointestinal compli-

cations by taking Vioxx, two patients would develop a potentially life-

threatening heart condition. In April 2002, the FDA ordered Merck to 

revise its Vioxx label to contain the new warning. The FDA also said the 

new study didn’t warrant removing the gastrointestinal complications 

warning that had been slapped on Vioxx’s label when it was initially 

approved—and whose removal was the whole purpose of the giant 

study. 32 

The Celebrex study, meanwhile, received the most damning evalua-

tion possible. Its organizers were accused of junk science in the influen-
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tial British Medical Journal. A year after the study appeared, it reported 

that Celebrex’s allegedly superior safety profile over the two NSAIDs in 

the company-funded study had been based on just six months of data, 

even though many patients had remained in the study for more than a 

year. If the entire data set was evaluated, the Celebrex patients developed 

just as many ulcers as the generic and over-the-counter competition. “I 

am furious. . . . I looked like a fool,” M. Michael Wolfe, a noted gas-

troenterologist at Boston University, told the Washington Post. Wolfe 

had written the glowing editorial in the Journal of the American Medical 
Association that accompanied the report on the original study. 33 

After a Swiss scientific team reviewed the entire study, it concluded in 

the British Medical Journal that the original protocols of the study 

“showed similar numbers of ulcer-related complications in the compari-

son groups and that almost all the ulcer complications that occurred in 

the second half of the trials were in users of celecoxib (Celebrex).” 

Pointing out that all the authors of the original study were industry-

funded and more than thirty thousand copies of the erroneous study had 

been distributed to physicians around the world, the editorial charged 

that “publishing and distributing overoptimistic short-term data using 

post hoc changes to the protocol . . . is misleading. The wide dissemina-

tion of the misleading results of the trial has to be counterbalanced by the 

equally wide dissemination of the findings of the reanalysis according to 

the original protocol. If this is not done, the pharmaceutical industry will 

feel no need to put the record straight in this or any future instances.”34 

As the twenty-first century dawned, the drug industry’s search for new 

drugs to replace old ones coming off patent became frenzied. There were 

fifty-two drugs with more than $1 billion in sales in 2000, but forty-two 

were slated to lose their patent protection by 2007. The drugs that 

account for fully half the industry’s sales were on the cusp of low-cost, 

generic competition. But instead of looking for truly innovative medi-

cines, which are dependent on the maturation of biological understand-

ing and even then are difficult to find, an increasing share of the indus-

try’s research and development budgets turned to the search for 

replacement drugs—drugs that would provide fairly similar medical ben-

efits to patients as the drugs losing their patent protection, drugs that 

could be positioned in the marketplace as “new and improved” medi-

cines. This chapter anecdotally documented some of the more broadly 

prescribed and financially significant examples. But as we’ll see in the 

next chapter, the effort was pervasive. 
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Before turning to the economics of me-too research and the extent to 

which it dominated industry’s budgets for research and development, it is 

worth noting that the aggressive search for me-too medicines also drove 

the rapid rise in marketing expenses at drug companies. If one only looks 

at what the industry refers to as marketing expenses—the free samples, 

detailing, direct-to-consumer and professional journal advertising—totals 

rose 71.4 percent to $15.7 billion between 1996 and 2000, with direct-to-

consumer ads representing the fastest growing expense. If one expands 

the definition of marketing to include continuing medical education, 

physician support meetings, and the postmarketing research (sometimes 

called fourth-phase clinical trials), which are aimed almost exclusively at 

expanding sales of the drugs by getting them into the hands of more doc-

tors, then the total marketing budgets among drug industry firms may 

have exceeded $40 billion. Meanwhile, research-and-development budg-

ets rose at a slower pace—52.7 percent—to $25.7 billion.35 

By decade’s end, with drug costs soaring at double-digit rates, these 

skewed priorities—which were a major component in the rising cost of 

drugs— were again drawing fire from the guardians of scientific integrity. 

“The industry depicts these huge expenditures as serving an educational 

function,” the New England Journal of Medicine editorialized. 

It contends that doctors and the public learn about new and useful drugs in 

this way. Unfortunately, many doctors do indeed rely on drug-company rep-

resentatives and promotional materials to learn about new drugs, and much 

of the public learns from direct-to-consumer advertising. But to rely on the 

drug companies for unbiased evaluations of their products makes about as 

much sense as relying on beer companies to teach us about alcoholism. The 

conflict of interest is obvious. The fact is that marketing is meant to sell 

drugs, and the less important the drug, the more marketing it takes to sell 

it. Important new drugs do not need much promotion. Me-too drugs do.36 
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The $800 Million Pill


By the late 1990s, the pharmaceutical industry’s penchant for pur-

suing drugs of limited incremental value had reached a tipping 

point. 

The Food and Drug Administration (FDA) approved anywhere from 

twenty-five to fifty new drugs (new molecular entities in FDA parlance) 

per year throughout the 1990s. In 2001 and 2002 the pace fell off sharply 

to fewer than twenty new drugs a year. While there was a handful of 

legitimate medical advances in any given year, the FDA designated the 

majority of new drugs as having “limited or no clinical improvement” 

over existing drugs. In 2002, for instance, just seven of seventeen new 

drugs were rated a priority by the FDA, which indicated they represented 

a legitimate medical advance. To a growing number of critics, me-too 

drug development had become what the drug industry was all about. 

According to textbook economics, the new competition from me-too 

drugs should have triggered intense price competition. But that is not 

how it worked most of the time. The companies offering the me-too 

drugs usually priced their products relatively close to the price of exist-

ing drugs and relied on the power of their marketing departments to 

determine how they would fare, especially if they were the second or 

third entry in a relatively new market. Indeed, not much had changed 

231 
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from the days when the Federal Trade Commission investigated the 

antibiotic cartel. While one survey of twenty me-too drugs introduced 

between 1995 and 1999 argued their arrival did in fact herald price com-

petition, a close examination of the data revealed that prices on a dozen 

of the latest entrants were within 10 percent of the median price of exist-

ing drugs in the class, and in eight cases there was no price break at all.1 

As drug sales soared, criticism of me-too drug development mounted. 

The critics fell into two camps that had one thing in common: They both 

had to pick up the tab for the rising cost of pharmaceuticals. The noisiest 

protests came from angry senior citizens. Stoked by consumer groups 

and an issue-hungry Democratic Party, elderly Americans staged well-

publicized buying trips to Canada and Mexico, where they could pur-

chase cheaper medicine from price-controlled systems. But as drug expen-

ditures rose, they were joined by a quieter but potentially more effective 

group: the nation’s employers, medical insurance companies, and phar-

macy benefit managers. They were seeing their own bottom lines, which 

had been eroded by the skyrocketing price of drugs for their workers, 

retirees, and enrollees, and they wanted something done about it. 

How bad was it? Retail spending on prescription drugs doubled in just 

five years, reaching $154.5 billion in 2001. At the beginning of the new 

century, pharmaceuticals accounted for nearly one in every ten dollars 

spent on health care, nearly twice what it had been two decades earlier. 

The government agency that pays the nation’s Medicare and Medicaid 

bills projected drug spending would soar to 14 percent of all health care 

costs by 2010 unless something was done to check the upward spiral. 

What was behind runaway drug spending? Prices rose only modestly, 

so that wasn’t the major problem. Utilization soared. Physicians pre-

scribed medicines at a breakneck pace to an aging, overweight, and out-

of-shape American people suffering (to judge from prescription patterns) 

in near epidemic proportions from high cholesterol, high blood pres-

sure, allergies, depression, arthritis, and diabetes. 

Neither party to the transaction—the doctors nor the patients—had 

the time, knowledge, or inclination to pay close attention to the scientific 

sophistry behind many of the new drugs coming on the market to treat 

these conditions, which were often little different from the drugs they 

were replacing or may not have been needed at all. They just wanted the 

best. “The industry introduces improved versions of existing drugs, and 

new often means more expensive,” Newsweek opined in a cover story 

that sought to explain the rising cost of medicine to its readers. “When 

it comes to their own health, people want Starbucks, not Maxwell 
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House, and medical decisions aren’t like other economic choices: 

Americans like to have the best, and will pay for it if they possibly can.”2 

An unprecedented rise in drug industry promotional spending stoked 

the grassroots demand for the pricier drugs. The legalization of direct-to-

consumer advertising in 1997 allowed firms to peddle their wares on tel-

evision, radio, and in newspapers and magazines. Ad spending tripled 

from $788 million in 1996 to $2.5 billion in 2000.3 

As drug entrepreneurs have known since the days when traveling 

salesmen pushed unregulated patent medicines at circus sideshows, 

advertising works. Consumption of the latest antacids, anticholesterol 

agents, antidepressants, antihistamines, and painkillers reached unprece-

dented levels. The average American consumed eleven prescriptions in 

2000, up from seven just a decade earlier. And for every one hundred 

office visits, doctors prescribed 146 drugs in 1999, up from 109 prescrip-

tions in 1985. The fifty most heavily advertised drugs accounted for 

nearly half the increase in spending in the final year of the decade.4 

A few doctors rebelled against the trend, especially those worried 

about the frail elderly who consumed the most drugs. Study after study 

appeared in the medical literature documenting widespread misuse of 

medicine by seniors, whether they got their drugs in hospitals, nursing 

homes, or physician offices. Anywhere from 12 to 40 percent of pre-

scriptions were deemed “inappropriate,” according to the studies. 

Physicians either prescribed the drugs incorrectly (sometimes the wrong 

drug, sometimes the wrong dose, sometimes no prescription was needed 

at all) or the drugs caused violent side effects because of their interaction 

with other drugs the seniors were already taking. One survey of eleven 

drugs whose labels specifically cautioned against their use in seniors 

found that more than one million elderly individuals took at least one of 

those inappropriate medicines.5 

But the industry’s marketing blitz drowned out the skeptics. Sales 

soared, and as they did, the industry’s profits surged to unprecedented 

levels. Indeed, year after year Fortune magazine ranked the pharmaceu-

tical industry number one in its annual survey as the most profitable 

businesses in the nation (belying the notion that there was inordinate risk 

in investing in pharmaceuticals). Like clockwork, the industry returned 

somewhere between 23 and 25 percent of its total revenue in profits.6 

As a first step in trying to halt the cost spiral, insurance companies 

and employers began raising copayments and forced tiered payment 

plans onto their beneficiaries. In a tiered payment plan, consumers pay a 

low copayment if they purchase off-patent generic drugs, a moderate 
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copayment if they purchase brand-name drugs included on the insurance 

company’s formulary (a list of approved drugs), and the highest copay-

ment if their doctors prescribe one of the high-priced, heavily advertised 

drugs that the insurance company has determined isn’t worth the money. 

The strategy borrowed a page from the managed care revolution of the 

early and mid-1990s, which had succeeded in holding down overall 

health care costs for a few years. 

But like the managed care industry’s ability to hold down costs— 

which collapsed after an angry backlash from consumers in the form of 

a Patient Bill of Rights movement—the tiered-payment plans were 

doomed to failure. The theory behind such tiered payment plans is that 

they will reduce consumption by making average citizens feel the pain of 

rising costs. If consumers knew the real price of the prescriptions, they 

would begin demanding lower-cost alternatives or eliminating purchases 

of medicines of borderline necessity, so the theory went. While incentive 

schemes work in some marketplaces, they have little to no effect on drug 

consumption patterns. The schemes’ fatal flaw lies in the fact that 

patients don’t make the ultimate buying decision in the medical market-

place (although they can influence it by demanding their doctors pre-

scribe the drug they heard about last night on television). Kefauver rec-

ognized the problem as early as 1959 during his first hearings on 

monopolistic drug prices. “The drug industry is unusual in that he who 

buys does not order, and he who orders does not buy,” he had com-

plained.7 The ultimate choice of drugs was made by doctors, and they 

were increasingly being influenced by the industry’s army of seventy 

thousand detailers who plied them with free samples, free dinners, and 

education seminars in exotic locales.8 

The industry, meanwhile, didn’t turn the other cheek to the insurance 

companies’ assault on its profitability. To defend the massive cash flow 

generated by the new and largely redundant drugs, it replied to its critics 

in the same way that it had for decades. “If one were to awaken any one 

of a thousand drug executives in the dead of night and ask him where all 

those profits went, the answer would undoubtedly be ‘Research,’” 

Richard Harris wrote in his 1964 account of the Kefauver drug company 

investigations. “For most of the witnesses at the hearings who used it 

tirelessly—and, as far as that goes, for many who heard it—the word 

seemed to have the force of an incantation.”9 

Alan F. Holmer, president of the Pharmaceutical Research and 

Manufacturers Association (PhRMA), trumpeted the modern variant of 

the incantation in congressional testimony and in numerous interviews 
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with the press as the new battle over drug pricing heated up. “The indus-

try is spending more than $30 billion annually on research and develop-

ment [the 2002 projection], with about 80 percent of this investment 

dedicated to the advancement of scientific knowledge and the develop-

ment of products, compared to about 20 percent that is devoted to 

improving and/or modifying existing products,” he asserted in a USA 
Today article. “This research and development builds on the steady 

introduction over the years of innovative medicines that have enabled 

patients all over the world to lead longer, healthier, and more productive 

lives. Life expectancy is increasing; infant mortality is decreasing; dis-

ability rates among the elderly are falling; and progress is continuing 

against many diseases. A leading reason: major pharmaceutical break-

throughs in the 1990s.”10 

Most public health experts, whose voices were rarely heard in the 

debate, dismiss those claims as a gross exaggeration. Life expectancy 

rose more slowly in the 1990s than in any other decade of the twentieth 

century, and no studies have concluded recent gains were the result of 

better drugs. The average person at birth could expect to live just 49.2 

years in 1900. That rose ten years to 59.3 by 1930, largely due to 

improvements in living conditions, especially improved sanitation. It rose 

another ten to 69.9 by 1960, and while antibiotics played a role in 

improving health in the middle years of the century, many of the major 

victories over infectious disease were recorded before the first wonder 

drugs came along, again as a result of improved living conditions. 

Between 1960 and 1990—an era bracketed by the end of the first 

great era of drug discovery and the arrival of the biotechnology and 

molecular biology revolutions—the rate of increase in life expectancy 

gradually tapered off. Life expectancy stood at 75.4 in 1990, which 

meant that in the thirty years leading up to that point the average life-

span had increased at half the rate of earlier epochs. And between 1990 

and 2000, the average person’s lifespan rose only to 76.9 years, making 

the last decade—a time when American spending on pharmaceuticals 

rose at its fastest pace ever—the slowest in terms of improving life ex-

pectancy. Indeed, at the current rate of increase, the average American 

won’t live to be eighty until 2020, which will undoubtedly leave the 

world’s richest country significantly behind a number of European and 

Asian nations. “The rise in life expectancy over the last quarter-century 

is associated with declining death rates at middle and older ages—a 

product of improved lifestyles and better treatments for major fatal dis-

eases,” said Jay Olshansky, a professor of public health at the University 
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of Illinois at Chicago and coauthor of The Quest for Immortality. 

“Some pharmaceuticals contributed to this, such as treatments for can-

cer and stroke, but evidence for [drugs’] impact on the life expectancy in 

the United States is lacking.” A far more compelling argument to ex-

plain recent gains can be made for the public health campaign against 

smoking.11 

However, the American public has not exhibited much interest in pur-

suing public health methods of disease control in recent years. Public 

health officials have long recognized that obesity is a major contributor 

to heart disease (the nation’s number-one killer) and diabetes (number 

six). But the government has done little to promote a national campaign 

to combat the dietary and sedentary habits behind the epidemics. While 

President George W. Bush appeared on the cover of Runner’s World 
magazine to promote fitness, a survey of educators showed mandatory 

physical education continues its downward descent in the nation’s 

schools. A majority of students take physical education for just one year 

during their high school years. In half the states, children can substitute 

electives like bowling and band.12 

The crusade to cut back on carcinogens in the environment, which 

had begun in earnest in 1962 with publication of Rachel Carson’s Silent 
Spring, by the early twenty-first century had become a rear-guard action 

by a government unwilling or uninterested in confronting powerful cor-

porate interests. Government regulators, caught between corporate lob-

byists, who claimed only 2 percent of cancers came from man-made 

chemicals dumped into the environment, and environmentalists, who 

insisted it was at least half, all but halted their efforts to root out poten-

tial carcinogens from the environment.13 

Meanwhile, the identification of therapeutically valid targets for com-

bating cancer, Alzheimer’s, and arthritis—the major scourges of old age— 

continued to baffle scientists. Most Americans, fed a steady diet of news 

extolling the latest advances in the nation’s medical laboratories, took it 

on faith that treatments for the diseases that threatened the well-being of 

their golden years would ultimately be found in a bottle. The drug indus-

try appealed directly to those hopes when it argued that its prices and 

profit margins had to be maintained if promising therapies for those con-

ditions were ever going to be brought to market. In defending their huge 

research-and-development budgets, the industry trade group’s officials 

pointed out its member firms in 2001 had more than a thousand drugs 

and vaccines in development, including 780 for senior citizens, 400 for 

cancer, and 120 for heart disease and stroke.14 Bringing any one of those 
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projects to a successful conclusion would require vast expenditures of 

funds—by the latest count, more than $800 million per successful therapy. 

This breathtaking statistic, invoked by industry officials—as in 

Kefauver’s day—with the force of an incantation, rested on studies of the 

cost of new drug development that had been conducted over two decades 

by the Tufts University Center for the Study of Drug Development. The 

center was started in the mid-1980s by a group of economists who were 

largely funded by the drug industry. They surveyed industry research-

and-development officials to come up with their estimate for drug devel-

opment costs. In the initial study, released in 1991, they randomly picked 

ninety-three new chemical entities under development at a dozen big drug 

companies and asked the firms to report their research-and-development 

expenditures on each stage of development for each molecule. They then 

divided the total expenditures by the number of drugs in the group that 

eventually gained approval from the FDA—thus factoring in the price of 

failure—to come up with an average cost per new drug. Their first study 

pegged the total cost per new drug at $114 million (measured in 1987 

dollars). 

They then adjusted that cost for the time needed to secure approval. 

Economists call this adjustment the opportunity cost of capital. It 

assumes that the money invested in research and development today, 

which won’t have a payoff for many years down the road, could have 

been spent on other things or turned back to shareholders as additional 

profit. The opportunity cost of research-and-development spending 

increased the final estimate to $231 million per new drug (or $318 mil-

lion in 2000 after adjusting the price for inflation).15 

Tufts’s most recent estimate was released in November 2001. The 

average new drug now cost $802 million. The clinical-trial phase of drug 

development was largely responsible for the rapid increase, the study’s 

authors asserted. The cost of testing drugs in humans rose at an annual 

rate of nearly 12 percent in the 1990s, five times faster than the preclini-

cal stages where companies identified drug targets and tested them for 

toxicity and bioavailability in animals. “The increased focus on devel-

oping drugs to treat chronic and degenerative diseases has added signif-

icantly to clinical costs,” said Joseph E. DiMasi, the Tufts economist 

who was the lead author of the study. 16 

The rapid increase in the drug industry’s clinical trials expenditures mer-

its a closer look, especially since publicly funded clinical trials had a very 

different experience. The Division of AIDS within the National Institute 
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for Allergies and Infectious Diseases ran more than seventeen hundred 

clinical trials between 1992 and 2001, spending nearly $1.5 billion on 

the treatment, care, and testing of nearly one hundred thousand AIDS 

patients in the trials. Yet the average cost per enrollee did not keep pace 

with the rate of inflation, rising just 11 percent over the entire decade.17 

The National Cancer Institute (NCI) also proved to be a more effi-

cient provider of clinical trials services than the private sector. Through-

out the 1990s, clinicians working with NCI frequently complained about 

insurers’ unwillingness to pay for the additional cost of treating termi-

nally ill cancer patients willing to take experimental medicines. Senator 

James Jeffords, chairman of the Committee on Health, Education, Labor, 

and Pensions, demanded the Government Accounting Office look into 

how much it really cost. The government watchdog agency surveyed the 

medical directors at eleven of NCI’s forty-eight designated comprehen-

sive cancer centers and concluded “the additional costs of clinical trial 

protocols may not be great.” Average costs per patient were $24,645 for 

the first year for trial enrollees, compared to $23,964 for patients receiv-

ing standard care. The report went on to cite a 1999 survey by the 

American Society of Clinical Oncology that showed the additional costs 

per patient in an NCI-backed trial was just $750 compared to $2,500 for 

standard care costs for a patient who enrolled in a cancer trial sponsored 

by private industry. 18 

Why were expenses for industry-run clinical trials rising at such a rapid 

rate? One reason was an explosion in the number of trials whose sole pur-

pose was to help companies market their drugs. CenterWatch, a newslet-

ter that monitors clinical trials, estimated drug manufacturers spent $1.5 

billion in 2000 to test medicines already approved by the FDA—the 

fastest growing component of clinical trials spending. Some trials were 

undertaken to provide company salespersons the veneer of science when 

countering rival claims in the marketplace. Bristol-Myers Squibb, for 

instance, spent tens of millions of dollars to prove its cholesterol-lowering 

statin was no different than Merck’s statin in protecting against heart dis-

ease even though it didn’t lower cholesterol quite as much. Other trials— 

dubbed seeding trials—were designed to get more physicians using an 

approved drug or to encourage them to use it for other indications.19 

Most of these postmarketing trials were never submitted to the FDA 

because they did not have placebo controls or were not rigorously 

designed. But in conducting the trials the companies did get to ply par-

ticipating physicians with the drug, share the results with other physi-
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cians through detailing, and employ public relations and advertising 

firms to herald the results at major conferences. The trend drew a sharp 

rebuke from the editors of thirteen of the nation’s leading medical jour-

nals. “Patients participate in clinical trials largely for altruistic reasons— 

that is, to advance the standard of care,” the joint editorial said. “In the 

light of that truth, the use of clinical trials primarily for marketing, in our 

view, makes a mockery of clinical investigation and is a misuse of a pow-

erful tool.”20 

As the debate heated up in Congress over a prescription drug benefit for 

Medicare, Public Citizen/Congress Watch, which was started by Ralph 

Nader, published a detailed critique of the Tufts assumptions. Complain-

ing that the drug industry had never opened its books to congressional or 

outside investigators, the Public Citizen researchers argued that research 

and development ought to be considered an expense, not an investment, 

as per accounting purposes (accountants deduct expenses as they occur; 

investments are depreciated over time since it is assumed their useful life 

extends beyond the year of purchase). The Naderites suggested an alter-

native method for calculating the cost of drug development. They divided 

the total number of new drugs approved between 1994 and 2000 into 

total industry spending on research and development. They came up 

with pretax research expenses of $108 million per new drug. Adjusting 

for the tax deductibility of research-and-development expenses, they 

pegged the actual cost per new drug at $71 million. The industry’s oft-

repeated claim that lower prices would slow new drug development was 

nothing more than “a misleading campaign to scare policy makers and 

the public,” the report said.21 

Though the industry’s main trade group wasn’t the author of the orig-

inal Tufts study, it rose to the Tufts researchers’ defense. PhRMA hired 

the accounting firm of Ernst and Young to debunk Public Citizen’s meth-

odology. Citing an introductory textbook on corporate finance, the 

accountant-consultants at Ernst and Young pronounced “the cost of cap-

ital a valid cost that must be accounted for when evaluating any invest-

ment. . . . When a pharmaceutical firm’s management decides on behalf of 

its investors whether to pursue a research-and-development project, it 

evaluates whether the project is a better use of capital than alternative 

investments. The justification for the Public Citizen’s omission of this cost 

is not clear,” their report concluded. They also rejected the tax argument 

since “the value of the associated tax deduction will vary depending on 
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the particular financial profile of the business incurring the expense, 

which may be limited in its ability to take deductions.”22 

Should companies evaluate research-and-development investment the 

same way they do capital projects like new factories, office buildings, 

and computers? The arguments are not as clear-cut as the Ernst and 

Young consultants would suggest. According to generally accepted 

accounting principles (which are used for filings to the Securities and 

Exchange Commission and Internal Revenue Service), research costs 

must be deducted from income in the year in which they are incurred. 

For income tax purposes, therefore, they are a deduction, not an invest-

ment. “These companies don’t want to capitalize it because there is a 

huge subsidy when the government allows developers to write off imme-

diately all their research and development expenses,” said Baruch Lev, a 

professor of finance at the Stern School of Business at New York 

University and a leading expert on accounting for intangible property 

like patents and research and development. “If you spend more, you get 

to write it off immediately. No one questions it because people regard 

greater research-and-development costs as a good thing.”23 

Unfortunately, the evidence suggested the drug industry was not doing 

better with the additional sums being poured into research and develop-

ment. In the late 1990s, the health insurance industry, which was paying 

much of the tab for the rising cost of drugs, formed a new research cen-

ter to evaluate the new products rolling off the pharmaceutical industry’s 

production lines. In May 2002, the National Institute for Health Care 

Management issued a report called “The Changing Patterns of Pharma-

ceutical Innovation.” It was the first time that any outside group had sys-

tematically evaluated the usefulness of the drug industry’s latest “new 

and improved” offerings. 

The group’s consultants used the FDA’s classification system for rank-

ing new drugs to sort out the usefulness of the latest medicines. Under 

the 1992 Prescription Drug User Fee Act (PDUFA), the government had 

imposed fees on drug makers when they submitted their new drug appli-

cations. Industry had pushed the plan as a way to speed up the review 

process at the chronically underfunded agency. Before PDUFA, the 

agency had a three-tier system for allocating its reviewers. They classified 

new drugs as a significant medical advance, a modest medical advance, 

or no medical advance at all. Under the new system, the FDA divided the 

new drug applications in two classes—priority and normal—and gave 

the applications of higher-rated drugs a faster review. 

While the new ratings could be subjective, the agency appears to have 
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bent over backwards to grant priority status to new drugs in order to 

please industry lobbyists. Company press releases routinely stated they 

were pursuing priority designation for a new drug and trumpeted the 

success when they gained it. For instance, Celebrex and Vioxx, which 

provided a potentially minor improvement in side effects but no 

painkilling benefits over previous drugs in their class, received priority 

status, as did the erectile dysfunction drug Viagra. The diabetes drug 

Rezulin gained fast-track approval status in 1997 even though an FDA 

examiner warned that it might cause heart and liver damage. A Pulitzer 

Prize–winning series in the Los Angeles Times later revealed that Rezulin 

caused at least thirty-three deaths and was kept on the market by 

Warner-Lambert despite there being at least nine other drugs for the con-

dition.24 (The Rezulin case highlighted one of the enduring truths about 

me-too drugs: Users of the new molecule were exposed to greater safety 

risks than consumers using tried-and-true drugs already on the market. 

Every one of the thirteen drugs withdrawn from the market for safety 

reasons during the 1990s failed to meet a medical need that wasn’t 

already served by a number of drugs already on the market. In some 

cases, there were already more than a dozen drugs in the class.)25 

But even with a number of companies lobbying their me-too drugs 

into fast-track designations, the study from the National Institute for 

Health Care Management found that just 24 percent of the 1,035 drug 

applications approved by the FDA between 1989 and 2000 earned prior-

ity review. If one looked at just the new chemical entities in the group— 

new drugs that had the greatest likelihood of providing physicians with 

a meaningful alternative—the industry’s overall output still couldn’t be 

deemed innovative. The FDA gave priority status to just 42 percent of the 

361 new chemical entities introduced over the twelve-year period. 

Moreover, the pattern of FDA designations over the course of the de-

cade suggested the industry’s vast increase in research-and-development 

expenditures in the late 1990s had increasingly gone to pursuing me-too 

drugs. While seventy-three of the 149 (or nearly half) new drugs intro-

duced by the industry between 1989 and 1994 were considered high pri-

orities for agency reviewers, only eighty, or just 38 percent, of the 212 

new molecular entities put in the nation’s medicine chest over the next 

six years received the priority designation. The pace of new drug intro-

duction had picked up, but the pace of innovation was slowing down. 

There was indeed something coming out of all that new money being 

poured into research and development. But from a medical point of view, 

the output was no more significant than when research-and-development 
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budgets had been half of their fin de siècle level. “The plain fact is that 

many new drugs are altered or slightly changed versions of existing 

drugs, and they may or may not be all that much better than what’s 

already available,” Nancy Chockley, president of the National Institute 

for Health Care Management, told the press conference where she 

released the report. “Consumers should be more aware of that.”26 

The industry’s main trade group immediately attacked the study as 

nothing more than an effort by the insurance industry to deny people 

new and innovative medicine, claiming the priority ranking system was 

only a management tool for the FDA to allocate its scarce resources. “If 

priority were routinely granted, the concept would lose its meaning,” the 

PhRMA report said. “Just because an application is subjected to a stan-

dard review does not mean it is not an important innovation or valuable 

addition to physician’s treatment options.”27 Having multiple drugs in a 

therapeutic class offers choice, the group said. Patients respond differ-

ently to similar drugs, which may have different side effects. And with 

response rates to drugs below 50 percent in many categories (painkillers, 

antidepressants, and antiallergy drugs are especially notable in this 

regard), patient trial and error can provide important clinical benefits. 

Finally, PhRMA accused the insurance industry–funded group of de-

liberately skewing its results by failing to include the 130 vaccines and 

biotechnology-derived drugs approved by the FDA over the twelve years 

in the study. Since they were reviewed by a separate division of the fed-

eral agency, biotech drugs were not part of the priority review system. By 

failing to count them, “the study incompletely and inaccurately portrays 

pharmaceutical innovation.”28 

It was a curious assertion. Only a few of the larger and more success-

ful biotechnology companies belonged to PhRMA, and the trade group’s 

annual compilation of industry research-and-development efforts did not 

include biotech. The surveys from the Biotechnology Industry Organiza-

tion, on the other hand, counted nearly fifteen hundred firms in the sec-

tor, most of them quite small and unprofitable. Yet the entire biotech 

industry generated just $20.7 billion in sales in 2001, less than one-

seventh the sales of brand name and generic drugs combined. Funded 

largely by venture capital and initial public stock offerings, biotech firms 

spent an estimated $15.7 billion on research and development—nearly 

60 percent of the total spent by big drug companies.29 Furthermore, an 

increasing share of the research budgets at big pharmaceutical firms— 

some observers estimate the total may be as high as 30 percent—was 

being invested in collaborations with biotechnology companies. Even in-
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house research efforts at traditional drug companies were increasingly 

concentrated on using genomics to identify new targets for traditional 

medicinal chemistry. 30 Clearly, biotechnology will play a much bigger 

role in pharmaceutical innovation in the years to come. 

But as documented in chapter 1, successful biotechnology companies 

like Amgen, which alone accounted for a quarter of biotechnology drug 

sales, were just as prone to developing marginally significant drugs 

(longer-lasting versions of its two big sellers, Epogen to stimulate for red 

blood cell production and Neupogen to stimulate white blood cell pro-

duction, for instance) as their big pharmaceutical cousins. Even unsuc-

cessful biotech companies have begun looking to develop me-too drugs 

to generate sales when their primary research efforts fail to pay off. 

Human Genome Sciences, the high-profile biotechnology firm run by 

former NIH-funded AIDS researcher William Haseltine, failed in its first 

four efforts at turning its portfolio of gene patents into marketable pro-

teins because it poorly understood how those proteins impacted the 

underlying diseases. The company then turned to developing longer-

lasting versions of biotech products already on the market, such as 

human growth hormone and interferon alpha for hepatitis C. Dismissing 

concerns that the strategy might embroil the company in endless patent 

litigation, Haseltine said in 2002 that “the way we look at it, we are a 

protein and antibody company, and we pick the best drug. If the best 

drug is an improved version of an existing drug, that’s O.K.”31 

Human Genome Sciences’ experience with its gene patent portfolio 

was hardly unique. As the giddiness over the Human Genome Project’s 

successful completion began to wear off, medical researchers in both the 

public and private sectors confronted a sobering reality. Medical progress 

from biotechnology, genomics, and ongoing research into cellular 

processes would be slow in arriving and incremental in nature. “We’re 

well past the low-hanging fruit,” lamented Fred Hassan, chairman of 

Pharmacia Corporation, just one month after the genome announce-

ment. “It’s getting very difficult to get easy wins.” Two years later, his 

tune was even sadder. “People got way too excited about the genome 

being unlocked. Five to ten years from now, it might help our product 

flow. In the meantime, the industry is going to go through rough 

times.”32 

The bottom line was that despite record levels of research-and-

development spending, the industry’s vaunted pipelines were running 

dry. The industry received just seventeen new drugs approvals in 2002. 

And, increasingly, the new drugs were not much changed from their 
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blockbusters, the drugs that earned more than $1 billion a year and were 

on the verge of losing their patent protection.33 

The insurance companies and Naderites weren’t the only ones question-

ing the pharmaceutical industry’s assertion that it cost $800 million to 

develop a new drug. Public health activists concerned about developing 

new drugs for the most prevalent infectious diseases in poor countries 

also wanted a true picture of the cost of pharmaceutical innovation. 

In the years immediately after the development of the AIDS cocktail, 

health advocates around the world turned their attention to gaining 

access to these expensive drugs for the more than forty million people in 

developing countries who have the disease. Since they have no money 

and their governments cannot afford developed world prices, organiza-

tions like UNAIDS, the World Health Organization, and some govern-

ments turned to generic manufacturers and drug company philanthropy 

for their antiretrovirals. 

But HIV/AIDS represented only one of the major infectious disease 

killers ravaging the less developed countries of Africa, Asia, and Latin 

America. Almost as many people have died each year from tuberculosis 

and malaria—diseases that have been largely eliminated in advanced 

industrial countries. Yet unlike AIDS, which represents a large market in 

the developed world, these diseases were largely ignored by the global 

pharmaceutical industry—not because there were no patients, but 

because the millions of sick people had no money. Where there’s no 

money, there’s no market, and where there’s no market, there’s no private 

investment in drug development. 

Yet the need for new drugs to combat the world’s most deadly infec-

tious diseases is acute. Tuberculosis today infects eight million people a 

year, 77 percent of whom do not have access to medicine. The result is 

two million deaths a year, many of which could be avoided with antibi-

otics that cost less than one hundred dollars per course of treatment. 

However, the course of treatment is long, and resistance to the drugs is 

growing. Despite the pressing need, there have been no new medicines to 

address this age-old scourge in decades. 

Malaria, the third-leading cause of death in developing countries, 

infects more than three hundred million people every year and kills an 

estimated one million to two million people. Chloroquine, the standard 

treatment since the 1940s, is increasingly ineffective because of resistance. 

Again, no new drugs for malaria are in the private sector’s pipeline. 

Leishmaniasis, an immune-system disease that is transmitted by sand 
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flies, has infected more than twelve million people in eighty-eight devel-

oping countries. Leishmaniasis-related conditions, including diarrhea 

and pneumonia, kill more than five hundred thousand people a year. The 

standard course of treatment—a derivative of the heavy metal anti-

mony—costs $150 and has brutal side effects. As with malaria, no new 

drugs have been developed to combat this disease since the 1930s. 

Unlike AIDS, which knows no borders, these killers have largely been 

confined to the developing world (although the occasional immigrant 

shows up on U.S. shores carrying the bugs, which invariably sends gov-

ernment health officials into a deep panic). As a result, major pharma-

ceutical companies have largely ignored them. The international human-

itarian group Doctors without Borders surveyed the world’s eleven 

largest pharmaceutical firms and found that of the 1,393 new drugs 

introduced in the last quarter-century, only thirteen treated tropical dis-

eases that are the biggest killers in the developing world. The humani-

tarians had found a way to shame drug companies into providing HIV 

drugs at cost to the developing world. But how could they get them to 

invest $800 million to develop drugs that didn’t already exist for people 

who didn’t have much money? 

The Global Alliance for TB Drug Development, launched at a meeting of 

global tuberculosis (TB) activists in Cape Town in February 2000, 

decided to make its own estimate of the cost of drug development. The 

group brought together academic researchers, government agencies, non-

governmental organizations, well-heeled philanthropists (the Bill and 

Melinda Gates and Rockefeller Foundations are championing alternative 

approaches to finding drugs to solve developing world health problems) 

and a handful of industry representatives. The nonprofit’s goal was the 

development of new and more effective TB regimens by 2010. 

The Global Alliance’s strategy called for scouring the world’s aca-

demic and industry labs for promising TB drug candidates and bringing 

the most promising ones through the drug development process. The TB 

bacteria’s genome has been sequenced. Researchers (primarily academics 

funded by NIH) have identified targets. The group’s managers figured 

they could contract with research organizations in both the public and 

private sectors to do the rest of the work. Finding them wouldn’t be 

hard. In recent years, big pharmaceutical companies had increasingly 

farmed out their research to smaller players. They looked to biotechnol-

ogy start-ups to find their drug targets. They contracted with firms like 

Quintiles International and Parexel to conduct clinical trials. 
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The Global Alliance proposed to do the same thing with one major dif-

ference. They would control the intellectual property to ensure that the 

new TB drugs could be made broadly available at low prices to those who 

needed them most. “The Alliance’s goal is to come up with a new, faster-

acting anti-TB medicine by the year 2010 that is affordable to people in 

endemic countries,” said Maria Freire, the former head of NIH technol-

ogy transfer who was hired to run the group. “We are a not-for-profit, 

international public-private partnership utilizing the best practices of in-

dustry to develop the drugs, but with a different ultimate bottom line.”34 

But would Bill Gates’s foundation have to invest $800 million to 

develop a new TB drug? The Global Alliance commissioned a team of for-

mer drug company executives to build their own model of what it costs 

to develop new drugs. Their October 2001 report, “The Economics of TB 

Drug Development,” directly challenged the Tufts studies, which had 

dominated the field of pharmaceutical economics in the prior decade. 

They surveyed contract research organizations that specialize in microbi-

ology, toxicology, and drug metabolism. They used the Tufts estimate for 

drug discovery and extrapolations from the cost of government-run clin-

ical trials. They allowed for failures at every stage of development and 

inflated the final figure to account for the time value of money. 

Though Global Alliance’s methodology was very similar to the Tufts 

study, their bottom line was very different. “The total costs to discover 

and develop a new anti-TB drug is roughly estimated to range from $115 

million to $240 million. However, it is generally accepted that discovery 

and development of a new drug to treat TB will require an international, 

collaborative effort that allows costs to be shared by multiple organiza-

tions, lowering ultimately the investment burden borne by a single 

agency or company,” the report said.35 

On closer inspection, the Global Alliance’s numbers actually jibed 

with the Tufts studies. The industry-funded academics never factored 

out research on me-too drugs. They didn’t take into account the cost of 

developing the enantiomer version of raceimate drugs whose only pur-

pose is to extend the patent life of a medicine. They never considered the 

waste of resources when an industry research budget pays for clinical tri-

als whose only purpose is to get doctors to prescribe their medicine 

instead of someone else’s. In short, if the industry-funded academic econ-

omists at Tufts had factored out the half of industry research that is 

more properly categorized as corporate waste, their number would have 

been similar to that of the Global Alliance. 



10

The Future of Drug Innovation


On December 17, 2002, some of the nation’s leading heart physicians 

gathered at the National Press Club in downtown Washington, 

D.C., to unveil the latest news from the frontlines of antihyperten-

sive research. Heading the panel of thought leaders were physicians from 

the federal government’s National Heart, Lung, and Blood Institute, 

which had just completed an eight-year-long test of four different blood-

pressure control medications. Each drug in the trial represented a major 

class of antihypertensives. The trial enrolled more than forty thousand 

older Americans, making it by far the largest and best-controlled study 

of antihypertensive drugs in medical history. 

The results made all the evening newscasts and the next day’s front 

pages. Generic diuretics (so-called water pills), which had been intro-

duced in the 1950s and cost less than ten cents a day, had proved slightly 

superior to still-on-patent calcium channel blockers and angiotensin con-

verting enzyme (ACE) inhibitors, which cost consumers anywhere from 

75 cents to $1.75 per day. The fourth drug, a patented andrenergic 

blocker, was dropped from the trial when it became clear that patients on 

the drug fared substantially worse than people on the other drugs. The 

elderly and near-elderly people who took diuretics suffered slightly fewer 

heart attacks and strokes than comparable groups on the costlier medi-

247 
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cines. While a majority of elderly Americans needing blood control med-

ication eventually take two or more drugs, the doctors on the dais 

reported that the test results indicated people with high blood pressure 

should start off with the tried and true—and cheaper—diuretics. If 

physicians followed that advice, drug consumers across the United States 

would save billions of dollars annually since most doctors started 

patients on the patented drugs hawked by drug companies. 

Despite the widespread media coverage, medical practice did not 

change dramatically over the ensuing months. With a $10-billion market 

at stake, the drug industry’s sales force fanned out across the country to 

continue pushing the pricier pills (there are more than one hundred 

blood-pressure control medicines on the market). The government had 

spent $80 million on the study (dubbed ALLHAT for the Antihyper-

tensive and Lipid-Lowering Treatment to Prevent Heart Attack Trial), 

but it had no detailers ready to hand out copies of the report, not to men-

tion the coffee mugs, pens, and mouse pads that pharmaceutical mar-

keters routinely leave behind in physicians’ offices. “It will take quite a 

while for dissemination of the results to take place,” said Curt Furberg, 

a professor of public health at Wake Forest University and chairman of 

the ALLHAT panel. “But we’re going to go full press with what we call 

academic detailing and, hopefully, we’ll have a major impact.”1 

With so much money at stake, it was inevitable that the ALLHAT 

study would not be the last word on antihypertensive medicines. Two 

months later, physicians in Australia released the results of a smaller 

comparative study, which was also government funded. Their results 

showed ACE inhibitors were slightly better than diuretics. The 6,083 

Australian patients were almost all white (the U.S. study mirrored the 

U.S. population that takes blood control medicines—35 percent were 

black) and contained fewer smokers or patients with diabetes or coro-

nary heart disease, conditions that made it more likely high blood pres-

sure would lead to heart attacks and strokes. Still, the study’s results gave 

the industry’s detailers the ammunition they needed. An editorial written 

by Edward D. Frohlich, a leading hypertension specialist, who was also 

an industry consultant, appeared in the prestigious New England Journal 
of Medicine. It cautioned against “allowing newscasts to declare imme-

diately which class of drugs is best. . . .  Physicians must focus on the 

individual patient’s clinical responses.”2 

For the vast majority of people needing blood pressure control, how-

ever, the most important lesson offered by the dueling studies was not 

whether one drug was marginally better than the other. The medical bot-
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tom line was that several classes of medicines worked just about the 

same. The major difference was that using the generic drug as initial ther-

apy for high blood pressure could save the American health care system 

and patients billions of dollars a year without a reduction in the quality 

of health care. 

For the new Medicare prescription drug benefit to become both finan-

cially meaningful and affordable to taxpayers, the government must hold 

down the spiraling cost of drugs by reforming the pharmaceutical inno-

vation system. One way to do that is for the government to conduct 

more trials like ALLHAT. If the industry knew that its “new and 

improved” medicines might one day face exposure as no better or not 

much different than cheap generics, its research managers might be less 

inclined to spend billions of dollars every year pursuing me-too drugs. 

Instead of wasting time, money, and scientific talent on such fruitless 

pursuits, the industry could focus on real innovation. 

For decades leaders of the industry have argued that the high cost of 

medicine reflects the huge risks it takes to innovate. But as I have sought 

to demonstrate in the previous chapters of this book, much of the risk in 

drug innovation has been borne by the public and nonprofit sectors, 

which conduct virtually all the long-term basic research and much of the 

applied research that generate the scientific insights needed to create gen-

uinely innovative therapies. 

The risk of failure in those arenas is extremely high. Significant break-

throughs, uncommon in any field, are especially rare in medicine. They 

depend on insights gained from the long, convoluted, and serendipitous 

process known as scientific discovery. Sometimes these insights can be 

hastened along by targeted programs of applied research, as happened 

with the successful campaign against AIDS. But as the war on cancer 

shows, even the weight of massive government spending and the mobi-

lization of thousands of scientists and clinicians in the public and private 

sectors cannot will a pharmaceutical breakthrough into existence. The 

humbling results of decades of cancer research reveal the absurdity of the 

drug industry’s claim that new drug therapies for the diseases of great 

concern to the American public—heart disease, cancer, Alzheimer’s, dia-

betes—inevitably depend on the public’s willingness to continue pouring 

huge sums into industry’s coffers. 

The stories recounted in this book further suggest the most signifi-

cant breakthroughs of recent times have another common element that 

can never be purchased. Look behind any major medical advance and 

you will almost always find a committed scientist or group of scientists, 
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people who have dedicated their careers to understanding a disease or 

biochemical pathway. It is lonely work, and the bench scientists and cli-

nicians who do it successfully often find themselves swimming against 

the tide of conventional wisdom. It is that kind of intellectual bravery 

that ultimately provides the insights needed to create a new drug or 

therapy. 

Eugene Goldwasser was haunted by doubts over the many years he 

spent nights and weekends sifting through sheep’s blood in his search for 

erythropoietin. But at the end of his career, he had the satisfaction of 

knowing his work had led to one of the best-selling drugs in the world. 

But for every Goldwasser, there are a dozens of researchers like cancer 

specialist Ellen Vitetta, who after twenty years still doesn’t know when 

she might find success for her antibody-based drug delivery system. 

It is scientists like her who will eventually unlock the mysteries of 

America’s most pressing medical problems. What are the biochemical 

processes that trigger most of the more than one hundred forms of can-

cer, and which ones can be interrupted without causing unacceptable 

harm to the patient? Nearly thirty years after discovery of the first onco-

gene, basic scientists are still searching for answers to those questions. 

They must be answered before drug developers can come up with highly 

effective therapeutic agents. The same is true for dementia, the slow dete-

rioration of mind that has robbed more than four million seniors of their 

dignity and placed tragic burdens on their families and caregivers. New 

drugs based on only a partial understanding of the natural history of the 

disease have been approved by the Food and Drug Administration (FDA) 

despite offering only the most marginal improvements in the underlying 

condition of patients.3 It may take decades of basic research to truly 

understand the mysteries of the brain. The same can be said for dozens 

of rare medical conditions, many of them with genetic origins. Scientists 

are no closer to a treatment for cystic fibrosis today than they were in 

1991, when the gene responsible for the condition was first identified. 

The stories recounted here also show that the fifty thousand scientists 

and support staff in the research-and-development laboratories of the 

pharmaceutical and biotechnology industries play a crucial role in the 

development of new drugs. Once the public sector has identified and val-

idated a cellular target suitable for pharmaceutical intervention, indus-

try’s skilled biochemists and protein synthesizers often develop the com-

plex molecules that go into clinical trials. Its physicians often shepherd 

the drug candidates through the difficult process of proving efficacy to 

regulators’ satisfaction. But even in these applied research arenas, as the 
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stories in this survey have shown again and again, public and nonprofit-

funded bench scientists and clinicians wind up playing critical roles. 

Would Genentech or Novartis have pursued their latest cancer drugs in 

the absence of the dogged determination of Dennis Slamon or Brian 

Druker? It is doubtful. 

Getting the drug industry to focus more of its resources on significant 

research will require major changes in the current system for funding 

clinical trials and approving new drugs. The existing incentives encour-

age companies to pursue alternative versions of existing drugs without 

regard to how the new drugs compare to those already on the market. 

The result is an overcrowded medicine chest, where the primary source 

of information for physicians comes from studies commissioned by the 

companies peddling the drugs. Oftentimes the studies are published in 

obscure journals with scant or poor peer review, leading at least one 

longtime observer of industry-supported academic clinical trials to con-

clude many are “secondary science.”4 

Doctors need good science driving their medical decisions, not sec-

ondary science. Congress should create an independent institute on clin-

ical practice within the National Institutes of Health (NIH) whose major 

purpose is to conduct clinical trials that compare existing medicines. The 

new institute’s major goal would be to generate best-practice guidelines 

for physicians. When in the course of disease progression should drug 

therapy begin? What drugs among the many out there work best? Which 

ones should be tried when frontline therapies fail? What are the most 

successful combinations of drugs? ALLHAT was just the tip of the ice-

berg. These questions arise in virtually every area of medicine, from can-

cer chemotherapy to arthritis pain relief. With NIH budgets above $27 

billion a year, the agency can afford to redirect a modest 5 percent of 

those funds (more than $1 billion a year) to the vital task of generating 

and disseminating information about the best clinical use of modern 

medicines. An alternative funding mechanism would be to levy a 1 per-

cent surtax on prescriptions, which would generate a similar amount but 

provide a return in cost savings many times over. 

The new institute would also become the primary sponsor of clinical 

trials designed to look for new uses for old drugs. Hundreds of drugs 

that are now off patent and manufactured by generic pharmaceutical 

companies are sold at prices only slightly higher than their manufactur-

ing cost, leaving the generic manufacturers with no incentive (and no 

money) to conduct trials that might validate new uses of the medicines. 

Yet physician-researchers who routinely use generics in their practices 



252 BIG PHARMA 

often see potential new uses, some of which are revolutionary in their 

implications. Unfortunately, they have few places to turn for funding to 

test the validity of their observations. 

A case in point is the potential use of steroids for septic shock or sep-

sis, the systemic blood infection that kills more than two hundred thou-

sand patients in hospitals every year. In 1987, G. Umberto Meduri, a 

physician on the staff of the University of Tennessee hospital in 

Memphis, discovered one of his patients with sepsis responded to an 

accidental dose of a generic steroid. For the next fifteen years, he fruit-

lessly sought funds from drug companies and NIH to conduct a major 

study. The small studies he was able to cobble together were snidely 

attacked by physicians associated with Eli Lilly and Company, which had 

spent years developing a biotechnology product to fight the disease. Eli 

Lilly’s drug Xigris, which costs nearly seven thousand dollars per patient, 

was eventually approved in 2001 after tests showed it reduced mortality 

by about 20 percent. Only after a small French test indicated steroids 

were just as effective did NIH finally show interest in sponsoring 

Meduri’s trial.5 An institute whose mission included sponsorship of such 

trials would not be so reluctant. 

The new institute would also apply one of the main lessons learned 

from decades of clinical trials for cancer and AIDS drugs. Diseases of 

complex origin often require combinations of drugs to produce im-

proved patient outcomes. The rapidly advancing fields of genomics and 

proteomics have enabled scientists to begin identifying the multiple inter-

and intracellular pathways that constitute the cascade of events in many 

diseases. A targeted drug or antibody that intervenes at just one link in 

that chain may not be sufficient to have an impact. Yet drug companies, 

whose research departments have their eyes firmly fixed on the regula-

tory goal line of drug approval, have little incentive to test their new drug 

in combination with other firms’ products. The dream of a magic 

bullet—and the financial rewards its discovery might bring—lives on. 

The new government institute would be the perfect vehicle for overcom-

ing these institutional barriers to testing combinations of drugs produced 

in different laboratories. 

Finally, the new institute could become an objective source of infor-

mation about the true economic value of new medicines. If taxpayers are 

to provide a universal yet affordable Medicare drug benefit, managers of 

the system—whether it is the government, pharmacy benefit managers, 

or the insurance industry—will need some way of saying no to drugs 

that deliver too few benefits at too high a price or saying no to high-
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priced drugs whose benefits can be obtained elsewhere at lower cost. 

That will entail establishing a formulary, a list of preferred drugs that 

limits physicians’ prescription choices. One stream of science to inform 

decisions about what drugs go onto a formulary can come from com-

parative clinical trials like ALLHAT. 

But independent medical economists should also begin asking 

whether the high prices of some of the latest medicines are worth the 

benefits. Studies have shown that ubiquitous drug advertising and hyper-

active industry marketing practices have led physicians to overprescribe 

many medicines, especially to senior citizens. The emerging field of 

pharmacoeconomics, which evaluates the worth of new medicines by 

comparing their cost to a dollar figure placed on their health and social 

benefits, has so far been dominated by economists who either work for 

or are funded by the drug industry. Studies funded by a neutral source 

may come up with different answers. “It is important for physicians to 

have better information about the relative cost effectiveness of prescrip-

tion drugs, especially those that are new to the market,” wrote Stuart 

Altman, a professor at Brandeis University and a member of the National 

Bipartisan Commission on the Future of Medicare. “This requires sus-

tained government funding of appropriate research and successful meth-

ods of communicating the findings to physicians.”6 

The FDA is another important arena for reform of the drug innova-

tion process. Its guidelines should be amended so that the regulatory 

approval process contributes to physicians’ understanding of the best 

way to use new drugs. 

The basic guidelines for drug approval have not changed much since 

1962, when proof of efficacy was added to the 1937 stricture that drugs 

must be proven safe before they can be prescribed. Subsequent changes 

have shortened the time it takes to get new drugs to market. User fees 

have allowed the FDA to increase the number of examiners on the job 

and substantially reduced the amount of time between the filing of a new 

drug application and the agency’s eventual decision. Responding to the 

demands of AIDS activists, the FDA now approves many drugs based on 

surrogate markers of clinical improvement. But the government has not 

expanded the basic requirements of safety and efficacy. 

The government should add a third component to the testing regime 

for experimental medicines. The current gold standard of double-blind, 

placebo-controlled trials should be amended to require that new drugs be 

measured against other therapies where they exist, which is in most drug 

classes. For most life-threatening conditions like cancer, something simi-
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lar is already in place for ethical reasons. No researcher can deny a dying 

patient an existing drug or combination of drugs that is known to extend 

life, even if only for a few months, in the name of testing a new drug 

whose efficacy is still unknown. But drug companies routinely test new 

drugs for chronic conditions without giving the patients existing thera-

pies. Adding an extra cohort of patients to those trials—one that com-

pares the new drug to the best drug on the market—will provide regula-

tors and physicians with crucial information about the best uses for the 

new drug. 

These reforms of the government-driven research agenda would help 

focus the drug industry’s research and development budget—which grew 

to more than $30 billion in 2002—on truly innovative medicines. 

Providing physicians, consumers, and payers with better information 

will force drug companies to pare back meaningless and therefore waste-

ful projects. Consumers could ultimately save billions of dollars through 

lower drug costs. 

Some industry critics have concluded that the only way to hold down 

the rising cost of drugs is to impose price controls on the industry. 7 Such 

proposals are not likely to find a receptive audience on Capitol Hill and 

in any case would provoke the industry to mobilize its massive public 

relations and lobbying army in opposition. Better information is one 

way to avoid the contentious debate that would inevitably accompany 

and probably doom any price control proposals. 

Many of these reforms will sound punitive to an industry that has 

become accustomed to the current regulations governing the drug 

approval process. The existing regime gives drug and biotechnology 

companies maximum flexibility in the marketplace while—outside an 

adverse events-reporting system—paying almost no attention to how 

drugs actually get used by physicians and patients. As the government 

intervenes to create better-informed consumers, it will inevitably reduce 

spending on drugs (or at least hold down the rate of increase in spend-

ing). One can only hope the industry will offset those lost revenues by 

reducing wasteful marketing and advertising expenses and paring back 

research projects designed with markets and not medicine in mind. The 

goal is to get industry focused on real innovation. Improved regulations 

are one way to do that. 

At the same time, the government can take steps to lower industry’s 

cost of developing new medicines. One way to do that is through reform 

of the nation’s patent laws. Since the Supreme Court legalized life-form 

patents in 1980, the Patent and Trademark Office (PTO) and the courts 
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have liberalized life-science patent claims to the point where they may 

now be hindering innovation and frustrating competition. A case in 

point is the widespread patenting of single nucleotide polymophisms 

(SNPs), the minor variations in genes that account for hair or eye color 

but may also prove useful in diagnosing some genetic diseases or in pre-

dicting individual responses to drugs. Drug companies have recognized 

the costs these patent holders may one day impose on real innovators 

should their SNPs get incorporated into the application of a successful 

therapy. The SNP patent holders are nothing more than toll collectors on 

the highway to innovation. 

To avoid such costly roadblocks, the biggest players in the drug indus-

try have set up the nonprofit SNP Consortium. Its goal is to catalogue all 

known SNPs and put them in the public domain “without intellectual 

property restrictions.” By the end of 2001, it had found more than 1.5 

million, five times more than initially anticipated.8 

What is true for SNPs is equally true for genes. The standard argu-

ment in favor of broad patenting of genes is that they give small biotech-

nology firms the intellectual property portfolios needed to attract invest-

ment for research. However, more than two decades after the start of the 

biotechnology revolution, the low-hanging fruit of one gene/one protein/ 

one recombinant drug are long gone. Identifying the gene behind a pro-

tein that is involved in a disease’s progression is only one step in the long-

term basic research that may ultimately reveal how to intervene with a 

chemical, protein, or gene therapy. Allowing one firm (whether it makes 

the discovery itself or licenses it from NIH or a university on an exclu-

sive basis) to lock up one step in the process could preclude other 

researchers from pursuing research in that field. It certainly will deter 

other companies, thereby delaying innovation by limiting scientific com-

petition. At the very least, it will set up gene patent holders as parasitic 

rent collectors on the products of any subsequent developments that 

make use of the patented genetic information, needlessly increasing the 

future cost of drugs.9 

Things have gotten so far out of hand at the PTO that it is now issu-

ing patents on metabolic processes. In 2000, University of Rochester sci-

entists won a patent for research conducted years earlier on the receptor 

that is blocked by Cox-2 inhibitors, the heavily advertised painkillers 

sold by Pfizer Inc. and Merck. The university then sued the drug giants, 

hoping to skim some of the enormous profits generated by the drugs, 

which are no better than off-patent ibuprofen in relieving pain. Two 

years later, Pfizer won a patent on the enzyme inhibited by its erectile 
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dysfunction drug, which would effectively preclude other companies 

from developing similar drugs for decades. Pfizer immediately sued the 

two companies developing alternatives to Viagra for patent infringement. 

These claims may not stand up in court. A federal judge in Rochester in 

March 2003 dismissed the university’s patent claim. The patent “identi-

fies some compounds that might [emphasis in the original]) work,” but 

it “amounted to little more than a starting point, a direction for further 

research,” wrote U.S. District Judge David Larimer. How many such 

patents are out there? It is hard to know. But it is clear that rather than 

tightening patent requirements as it promised around the time the 

Human Genome Project’s completion was announced, the PTO has con-

tinued widening the scope of life-science claims.10 

It is simple common sense to state categorically that genes, proteins, 

and metabolic pathways are products of nature, just like the law of grav-

ity. Understanding their role in the biochemical events behind human 

functions and malfunctions (disease) is the stuff of basic science, no more 

patentable than Isaac Newton’s observations about why the apple fell 

from the tree. Yet by using the latest technologies like advanced gene 

sequencing machines, companies or university-based scientists have filed 

patent claims on thousands of genes with only the vaguest knowledge of 

their roles in a particular disease. Basic research scientists are claiming 

ownership of the biological processes that make up life itself, pushing 

back the frontiers of patentability to the point where it can only impede 

research and increase its cost. 

Congress should redress these loopholes in the patent laws by re-

invigorating the requirement that the hand of man and usefulness be 

present in any invention. If a research entity (public or private) comes up 

with a drug, a monoclonal antibody, or an artificial protein that can 

affect a disease, it should be patentable. But in an era when there are 

multiple methods of making the same protein, and multiple methods, 

both through recombinant proteins and traditional drugs, of affecting a 

metabolic pathway, allowing patents on either the genes or the pathways 

will only serve to impede competition and further research. 

Industry officials will allege that these reforms will dry up pharmaceuti-

cal innovation. For more than half a century, the drug industry has suc-

cessfully argued that the high cost of medicine is a price the public must 

pay if it wants to see the next generation of wonder drugs emerge from its 

labs. But in recent years, scientists have emerged to challenge that notion 

in the only places where it matters—in the laboratory and in the clinic. 
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The problem they are seeking to solve is the dearth of new drugs 

aimed at diseases of the developing world. Few drug companies are inter-

ested in coming up with new drugs for tuberculosis. Nor is there signifi-

cant private sector research into malaria or leishmaniasis, sometimes 

known as black fever. No new drugs have been developed for these and 

a number of other diseases in decades, even though they are the world’s 

most prevalent maladies. Why? The people who contract them have 

almost no money. And without the financial incentive of a potentially 

lucrative market, the private sector has not invested in research.11 

Yet there are plenty of potential new drugs. Some are sitting in aca-

demic labs awaiting a commercial developer. Some are gathering cob-

webs on industry shelves. Paromomycin, for instance, was the first new 

antibiotic effective against black fever to come along in years. The dis-

ease strikes millions of people in the developing world every year, with a 

particularly virulent strain called kala azar endemic in parts of India. An 

Italian firm had invented the drug in the 1980s but never developed it. 

Pharmacia Corp. also rejected further research after it gained rights to 

the drug through a merger. Eventually Pharmacia gave the rights to paro-

momycin to the World Health Organization, which conducted a few 

early-stage clinical trials. But the United Nations agency ran out of 

money, and once again a promising cure got shelved.12 

But in 2001, the Institute for OneWorld Health picked up where pri-

vate companies and government agencies had left off. The nonprofit 

drug development company was launched in 2000 by Victoria Hale, then 

a forty-year-old pharmacologist and former FDA official who had gone 

to work for Genentech after her stint in government. Her personal and 

professional experiences drove her to the nonprofit world. A friend’s 

thirteen-year-old daughter had died of a rare cancer when experimental 

therapies went unexplored because no company was interested. She 

knew there are drugs, including some in her own firm, with the potential 

to affect millions of people around the world. But they couldn’t draw a 

nickel in private investment. “I was increasingly frustrated by the fact I 

had enormous success in drug development, but companies were decid-

ing to walk away from drugs that could save lives. It was time to give it 

a shot. There was so much to be gained and so many opportunities that 

existed,” she told me. “It was time for me to try.”13 

Paromomycin became her institute’s first major drug development 

program. Promising to turn over manufacturing rights to a generic man-

ufacturer in the developing world should it gain regulatory approval, the 

institute raised more than $6 million from the Bill and Melinda Gates 
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Foundation and the federal government to pursue a third-stage clinical 

trial. The institute, whose staff has expertise in the full range of drug 

development tasks, has since licensed other drugs that were languishing 

in private-sector labs. 

One such drug is a protease inhibitor aimed at Chagas disease, a 

blood-borne parasite that infects more than sixteen million Latin 

Americans a year and can lead to fatal heart problems. The drug had 

initially been developed as a potential anti-HIV drug by Axys Pharma-

ceuticals, a small biotech firm. After scientists at the University of 

California at San Francisco discovered its potential by screening it 

against the Chagas organism, they began searching for someone to 

develop it. The rights to the drug eventually landed in the hands of 

Celera Genomics, which bought Axys. But that firm, rich with cash from 

its human genome–based stock offering, had no interest in pursuing it. 

Hale negotiated a nonexclusive license on behalf of OneWorld Health, 

which will turn over manufacturing rights to generic firms in the devel-

oping world if the drug makes it through clinical trials. “We’re a team of 

pharmaceutical scientists who’ve come together to move drugs forward 

that would never otherwise reach the market,” Hale said. “And we have 

no stockholders.”14 

Hale and her colleagues at the Institute for OneWorld Health are not 

alone. The Global Alliance for TB Drug Development, which commis-

sioned the drug development cost study outlined in the previous chapter, 

is pursuing similar strategies to develop new drugs for that age-old killer. 

The Sequella Foundation was founded in 1997 by Carol Nacy to develop 

new vaccines against tuberculosis. Nacy, who honed her immunology 

skills at Walter Reed Army Institute of Research before becoming chief 

scientific officer at Entremed, echoed Hale’s belief in the ability of non-

profits to carry the ball through the entire drug and vaccine development 

process. “If I don’t look and smell like the Amgen of the future, I can’t 

get the venture capitalists to even look at me,” she said.15 John Erickson, 

who developed one of the first protease inhibitors against HIV for 

Abbott Laboratories on an NIH grant, recently set up the Institute for 

Global Therapeutics. He wants to use his skills in structure-based drug 

design to develop drugs for resistant strains of HIV, which have emerged 

as a major problem wherever large-scale use of the AIDS triple cocktail 

has been deployed. 

Can these nonprofit drug developers, funded by governments and 

wealthy foundations, get the job done? In recent years, the pharmaceu-

tical industry has begun farming out the many tasks of drug develop-
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ment. An entire industry of contract research organizations has sprung 

up to cater to the various steps of the drug development process. There 

are companies that specialize in drug design and medicinal chemistry, 

genomics and proteomics, animal toxicity testing, and human clinical tri-

als. These firms can just as easily be employed by nonprofit drug devel-

opers as by big pharmaceutical firms. And if the Global Alliance’s esti-

mates for the cost of drug development are accurate—and the anecdotal 

evidence in this book suggests they are—then it can be done at a far 

lower cost than the public has been led to believe. 

Unless the government helps the pharmaceutical industry by reform-

ing its drug approval process in a manner that fosters innovation, the 

prognosis for the industry is grim. The pace of new drug development 

slowed appreciably in the early years of the twenty-first century, and 

many knowledgeable observers were pessimistic about the industry’s 

ability to turn the situation around. For the foreseeable future, pharma-

ceutical innovation will reside in universities, independent research insti-

tutes, and some biotechnology companies, according to Jürgen Drews, 

the former president of global research at Hoffmann–La Roche. In his 

recent book, he pointed out that almost all the large pharmaceutical 

firms were going through mergers and buying small firms for their 

expertise and were using both processes as a way of centralizing their 

research staffs. “Such a path represents the subordination of research to 

particular strategies determined by market forces and the enterprise as a 

whole,” he warned. 

What, then, will it mean to subordinate research to the requirements of 

the market? It means that long-range problems have been subordinated to 

short-term needs, that the innovative must take a back seat to the tried and 

true; but above all, this subordination of research signals a reversal of the 

classical roles played by research and marketing. The contributor of ideas— 

research—will become a receiver of instructions, while the implementer of 

new concepts in the marketplace—marketing—will become the contributor 

of ideas. But these ideas won’t go very far, since they reflect the market-

place, which is to say that they reflect today, if not yesterday, and never 

the truly novel.16 

The nonprofit drug developers searching for cures for the diseases of 

the developing world understand that dynamic well. At her blackboard 

in Rockville, Maryland, just a few miles up the road from NIH, Carol 

Nacy of the Sequella Foundation drew a time line on which she placed 

the various stages of drug research. She then drew a circle around the 

earliest and longest part of her time line. “The technologies that have fif-
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teen to twenty years of basic science behind them are the ones that end 

up making a product,” she said. “Our success rate in moving ideas for-

ward depends on those fifteen to twenty years of biology.”17 

What is true for diseases of the developing world is equally true for 

the diseases that plague the industrialized world. If the pharmaceutical 

industry continues to insist on double-digit revenue and profit growth 

year after year in the name of going after the 150th blood pressure con-

trol drug or the twentieth pain medication, then the public can assert 

with some confidence through the legislative process that that kind of 

innovation is not worth the cost. 

There are other paths to new drugs. The AIDS cocktail, the few suc-

cesses of the war on cancer, the enzyme replacement therapies developed 

at NIH, and the burgeoning movement to develop low-cost drugs for the 

developing world are the proof. When the scientific knowledge about a 

cancer or Alzheimer’s disease or a rare genetic disorder matures to the 

point where a therapeutic intervention becomes possible, there will 

always be somebody ready and willing to develop it. 
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