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Globalization and Poverty
An Introduction

Ann Harrison

1 Overview

More than one billion people live in extreme poverty, which is defined by
the World Bank as subsisting on less than one dollar a day.! In 2001, fully half
of the developing world lived on less than two dollars a day. Yet poverty rates
are much lower today than twenty years ago. In the last two decades, the per-
centage of the developing world living in extreme poverty has been cut in half.
While poverty rates were falling, developing countries became increasingly in-
tegrated into the world trading system. Poor countries have slashed protective
tariffs and increased their participation in world trade. If we use the share of
exports in gross domestic product (GDP) as a measure of globalization, then
developing countries are now more globalized than high-income countries.”

Does globalization reduce poverty? Will ongoing efforts to eliminate
protection and increase world trade improve the lives of the world’s poor?
There is surprisingly little evidence on this question.? The comprehensive

Ann Harrison is a professor of agricultural and resource economics at the University of
California, Berkeley, and a research associate of the National Bureau of Economic Research.

I would like to thank Pranab Bardhan, Ethan Ligon, Margaret McMillan, Branko Mi-
lanovic, Guido Porto, Emma Aisbett, Don Davis, Alix Zwane, and two anonymous review-
ers for helpful comments and suggestions.

1. The poverty estimates in this paragraph are taken from the World Bank’s official poverty
web site, at http://iresearch.worldbank.org/PovcalNet/jsp/index.jsp. The $1-a-day poverty
line is actually $1.08 in 1993 purchasing power parity dollars.

2. See Harrison and Tang (2005).

3. Although there have been a number of recent studies on globalization and inequality,
these volumes focus primarily on distributional consequences of globalization, rather than
poverty. There are exceptions, of course; see, for example, Bhagwati (2004). Bardhan’s publi-
cations on this topic include his Nobel Peace Prize Lecture, published as Social Justice in a
Global Economy (Bardhan 2000), as well as Bardhan (2003, 2004). See also Hertel and Win-
ters (2005), forthcoming.
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studies by Winters, McCulloch, and McKay (2004), Goldberg and Pavenik
(2004), and Ravallion (2004a) all acknowledge that they can review only
the indirect evidence regarding the linkages between globalization and
poverty. There have been almost no studies that test for the direct linkages
between the two.*

Yet one of the biggest concerns of globalization’s critics is its impact on
the poor. This introduction and the following chapters provide an econ-
omist’s perspective on how globalization affects poverty in developing
countries.” By bringing together experts on both international trade
and poverty, we hope to bridge the intellectual divide that separates the
individuals who study each of these phenomena. The fifteen studies and
accompanying discussions that are part of this project ask the following
questions: How has global economic integration affected the poor in de-
veloping countries? Do trade reforms that cut import protection improve
the lives of the poor? Has increasing financial integration led to more or
less poverty? How have the poor fared during currency crises? Do agricul-
tural support programs in rich countries hurt the poor in developing coun-
tries? Or do such programs in fact provide assistance by reducing the cost
of food imports? Finally, does food aid hurt the poor by lowering the price
of the goods they sell on local markets?

Although the concept of globalization is quite broad, we focus on two
aspects: (1) international trade in goods and (2) international movements
of capital—including foreign investment, portfolio flows, and aid. Conse-
quently, most of the chapters measure the impact of increased exposure to
trade and international capital flows on poverty. We do not address other
aspects of globalization, such as information flows, migration, or trade in
services. A number of chapters also address the linkages between our pre-
ferred measures of globalization and inequality.

Why is it important to also think about globalization’s impact on in-
equality in a volume devoted to poverty? Most economists expect openness
to trade to be associated with higher growth, and growth is good for the
poor. Consequently, we would expect that increasing trade should lead to
less poverty. Yet if openness to trade is associated with increasing inequal-

4. Winters, McCulloch, and McKay (2004) write in their insightful and comprehensive
survey that “there are no direct studies of the poverty effects of trade and trade liberalization.”
Goldberg and Pavenik’s (2004) excellent review points out that “while the literature on trade
and inequality is voluminous, there is virtually no work to date on the relationship between
trade liberalization and poverty.” The few studies that do examine the links between global-
ization and poverty typically use computable general equilibrium models to disentangle the
linkages between trade reform and poverty. While such research provides an important con-
tribution to our understanding of the channels through which globalization could affect
poverty, it is extremely important to be able to look at actual ex post evidence of the impact
of trade and investment reforms on the poor. See the studies cited in Winters, McCulloch,
and McKay (2004), Ravallion (2004a), Chen and Ravallion (2000), and Hertel and Winters
(2005).

5. More information can be found online at http://www.nber.org/books.html.
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ity, then the growth gains from trade could be wiped out for those at the
bottom of the income distribution. In other words, if the gains from trade
are highly unequal, then the poor may not share the benefits. Many of the
studies in this volume suggest that globalization has been associated with
rising inequality, and that the poor do not always share in the gains from
trade.

The new research presented in this volume takes two different ap-
proaches: cross-country studies and individual country studies. The cross-
country studies use aggregate data to examine the impact of globalization
on the number of poor, aggregate growth rates, and inequality. The coun-
try case studies typically use microdata for a single country to examine the
impact of globalization on the incomes of the poor. Cross-country studies
are appealing because they allow authors to generalize beyond one specific
case study. Yet many countries have information on aggregate poverty for
only two or three points in time, which means that statistical tests using
cross-country data may not yield conclusive results. Consequently, most of
the studies in this volume rely on the use of microdata. These data sets typ-
ically span a number of years, including periods before, during, and after a
trade reform.

What are the lessons that emerge from the various chapters? Although
the issues are complex, some broad themes emerge.

The poor in countries with an abundance of unskilled labor do not always
gain from trade reform. Many economists have used the Heckscher-Ohlin
(HO) framework in international trade to argue that trade liberalization
should raise the incomes of the unskilled in labor-abundant countries.
Most researchers who use this framework to argue that globalization is
good for the world’s poor make a number of heroic assumptions. These as-
sumptions—such as the necessity that all countries produce all goods—
are challenged in this volume. In addition, the country studies show that
labor is not nearly as mobile as the HO trade model assumes; for compara-
tive advantage to increase the incomes of the unskilled, they need to be able
to move out of contracting sectors and into expanding ones. Another rea-
son why the poor may not gain from trade reforms is that developing coun-
tries have historically protected sectors that use unskilled labor, such as tex-
tiles and apparel. This pattern of protection, while at odds with simple
interpretations of HO models, makes sense if standard assumptions (such
as factor price equalization) are relaxed. Trade reforms may result in less
protection for unskilled workers, who are most likely to be poor. Finally,
penetrating global markets even in sectors that traditionally use unskilled
labor requires more skills than the poor in developing countries typically
possess.

The poor are more likely to share in the gains from globalization when there
are complementary policies in place. The studies on India and Colombia
suggest that globalization is more likely to benefit the poor if trade reforms
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are implemented in conjunction with reducing impediments to labor mo-
bility. In Zambia, poor farmers are only expected to benefit from greater
access to export markets if they also have access to credit, technical know-
how, and other complementary inputs. The studies also point to the im-
portance of social safety nets. In Mexico, if poor corn farmers had not re-
ceived income support from the government, their real incomes would
have been halved during the 1990s. In Ethiopia, if food aid had not been
well targeted, globalization would have had little impact on the poor. The
fact that other policies are needed to ensure that the benefits of trade are
shared across the population suggests that relying on trade reforms alone
to reduce poverty is likely to be disappointing.

Export growth and incoming foreign investment have reduced poverty.
Poverty has fallen in regions where exports or foreign investment is grow-
ing. In Mexico, the poor in the most globalized regions have weathered
macroeconomic crises better than their more isolated neighbors. In India,
opening up to foreign investment has been associated with a decline in
poverty. The study on Zambia suggests that poor consumers gain from fall-
ing prices for the goods they buy, while poor producers in exporting sec-
tors benefit from trade reform through higher prices for their goods. In
Colombia, increasing export activity has been associated with an increase
in compliance with labor legislation and a fall in poverty. In Poland, un-
skilled workers—who are the most likely to be poor—have gained from
Poland’s accession to the European Union.

Financial crises are costly to the poor. In Indonesia, poverty rates in-
creased by at least 50 percent after the currency crisis in 1997. While re-
covery in Indonesia has been rapid, the Mexican economy has yet to fully
recover from its 1995 peso crisis. Poverty rates in Mexico in the year 2000
were higher than they had been ten years earlier. Cross-country evidence
also suggests that financial globalization leads to higher consumption and
output volatility in low-income countries. One implication is that low-
income countries are more likely to benefit from financial integration if
they also create reliable institutions and pursue macroeconomic stabiliza-
tion policies (including the use of flexible exchange rate regimes). However,
foreign investment flows have very different effects from other types of cap-
ital flows. While unrestricted capital flows are associated with a higher like-
lihood of poverty, foreign direct investment inflows are associated with a
reduction in poverty. The poverty-reducing effects of foreign direct invest-
ment are clearly documented in the chapters on India and Mexico.

Globalization produces both winners and losers among the poor. It should
not be surprising that the results defy easy generalization. Even within a
single region, two sets of farmers may be affected in opposite ways. In Mex-
ico, while some small and most medium corn farmers saw their incomes fall
by half in the 1990s, large corn farmers gained. Across different countries,
poor wage earners in exporting sectors or in sectors with incoming foreign
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investment gained from trade and investment reforms; conversely, poverty
rates increased in previously protected sectors that were exposed to import
competition. Within the same country or even the same region, a trade re-
form may lead to income losses for rural agricultural producers and in-
come gains for rural or urban consumers of those same goods.

The rest of this chapter is organized as follows. Section 2 discusses some
issues associated with measuring both poverty and globalization. Section
3 discusses theoretical links between trade and poverty outcomes. Section
4 summarizes the results from the cross-country studies, while section 5 de-
scribes the results of the country case studies. The studies that address the
impact of capital flows on the poor are summarized in section 6. Although
the focus of this volume is on the relationship between poverty and differ-
ent measures of globalization, a number of authors also address other pos-
sible outcomes associated with globalization; these are described in section
7 of this chapter. Since the evidence suggests that globalization creates
winners as well as losers among the poor, this chapter moves in section § to
a discussion of why globalization’s critics seem all too aware of the costs of
globalization and generally fail to see the benefits. A number of research
questions remain unanswered; these are also discussed in section 8. Section
9 concludes.

2 Measuring Globalization and Poverty

There is an enormous literature devoted to trade and poverty measure-
ment. For openness to trade, the authors in this volume use both trade vol-
umes and measures of trade policy. Most contributors favor the use of di-
rect policy measures, such as tariffs or quotas, over trade volumes. Trade
volumes are typically measured as shares, such as exports plus imports di-
vided by GDP. Although widely available, trade shares are not ideal be-
cause they are determined by trade policies, geography, country size, and
macroeconomic policies. Globalization of financial flows is measured ei-
ther by creating indexes of policy or by using measures of actual flows.
Capital controls, which are collected by the International Monetary Fund
(IMF), are examples of policy measures; again, actual capital flows are less
desirable measures of policy than capital controls since flows are outcomes
of many factors.

One important observation that emerges from the various chapters is
that different measures of globalization are associated with different pov-
erty outcomes. How globalization is measured determines whether global-
ization is good for the poor. Measures of export activity and foreign invest-
ment are generally associated with poverty reduction, while removal of
protection (an ex ante measure of globalization) or import shares (an ex
post measure) are frequently associated with rising poverty. These different
effects are consistent with short-run models of international trade (such as
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the specific-sector model) where factors of production cannot easily move
from contracting or import-competing sectors to expanding or export-
oriented ones.

Poverty is typically measured by choosing a poverty line, which reflects
the minimum income or consumption necessary to meet basic needs. For
low-income countries, the World Bank has calculated poverty lines at $1
and $2 a day.® Although these minimum requirements vary across coun-
tries and over time, the $1- and $2-a-day measures allow policymakers to
compare poverty across countries using the same reference point. The
head count measure of poverty identifies the percentage of the population
living in households with consumption or income per person below the
poverty line. The head count is reported either as a percentage (the inci-
dence of poverty) or as the number of individuals who are poor. Another
popular measure is the poverty gap, which measures the mean distance
below the poverty line as a proportion of the poverty line.

One area of disagreement in poverty measurement is whether poverty
should be measured as the percentage of individuals who are poor (the in-
cidence) or the absolute number of people who are poor. While the inci-
dence of poverty has been falling over the last twenty years, the change in
the absolute numbers of poor individuals depends on the poverty line cho-
sen. The number of individuals living on less than one dollar a day declined
in the 1980s and 1990s, while the number of individuals living on between
one and two dollars a day did not.” Critics of globalization frequently use
the absolute number of people who are poor as their preferred measure,
while globalization’s supporters (see the comment by Xavier Sala-i-Martin
for chap. 1 in this volume) prefer to use the incidence of poverty. Chapter 1,
by Emma Aisbett, shows that this diversity of opinion is one of the reasons
that there is so much disagreement about whether world poverty has been
falling during the period of globalization.

It is important to emphasize that the poverty line itself is not fixed over
time. Eswar S. Prasad, Kenneth Rogoff, Shang-Jin Wei, and M. Ayhan
Kose conclude chapter 11 with the following observation:

One has to acknowledge that poverty is fundamentally a relative mea-
sure, which will probably gain an entirely different meaning as the world
economy becomes more integrated. . . . For example, if global growth
continues at a rapid pace during the next century, it is possible that by
the end of the century emerging-market economies, including China and
India, could attain income levels exceeding those of Americans today.
This implies that Malthusian notions of poverty are likely to become a

6. Actually $1.08 and $2.15 in 1993 purchasing power parity dollars.

7. One possible explanation is that the poor in the world are becoming better off, moving
from incomes of less than $1 to less than $2 per day. Yet this possibility has not been ade-
quately explored, in large part because this necessitates being able to follow the same poor
household or individual over time.
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distant memory in most parts of the world as global income inexorably
expands over the next century, and issues of inequality, rather than sub-
sistence, will increasingly take center stage in the poverty debate.

The country case studies show that acceptable poverty lines vary across
countries and through time. As discussed by Pinelopi Koujianou Goldberg
and Nina Pavcnik in chapter 6, the $1-a-day line is indicative of poverty
lines used in very poor countries, but not in middle-income countries such
as Colombia. The official poverty line in Colombia is closer to three (pur-
chasing power parity) dollars a day. In the United States, the poverty line
in 2004 was closer to thirty dollars a day. As acceptable definitions of pov-
erty shift over time, research on inequality and the overall distribution of
income becomes increasingly important. This is one reason why Gordon H.
Hanson, Ethan Ligon, and Duncan Thomas and Elizabeth Frankenberg,
in their chapters, report the impact of globalization on the entire distribu-
tion of income, using nonparametric techniques.

3 Theoretical Linkages between Globalization and Poverty

One of the most famous theorems in international trade is the Stolper-
Samuelson theorem, which in its simplest form suggests that the abundant
factor should see an increase in its real income when a country opens up to
trade. If the abundant factor in developing countries is unskilled labor,
then this framework suggests that the poor (unskilled) in developing coun-
tries have the most to gain from trade. Anne Krueger (1983) and Jagdish
Bhagwati and T. N. Srinivasan (2002) have all used this insight to argue
that trade reforms in developing countries should be pro-poor, since these
countries are most likely to have a comparative advantage in producing
goods made with unskilled labor. From this perspective, expanding trade
opportunities should cut poverty and reduce inequality within poor coun-
tries.

In chapter 2, which examines the theoretical linkages between trade
and poverty, Donald R. Davis and Prachi Mishra argue that “Stolper-
Samuelson is dead.” They write eloquently that applying trade theory to sug-
gest that liberalization will raise the wages of the unskilled in unskilled-
abundant countries is “worse than wrong—it is dangerous.” Davis and
Mishra show that such arguments are based on a very narrow interpreta-
tion of the Stolper-Samuelson (SS) theorem. In particular, SS holds only if
all countries produce all goods, if the goods imported from abroad and
produced domestically are close substitutes, or if comparative advantage
can be fixed vis-a-vis all trading partners. As an illustration, a poor coun-
try in a world with many factors and many goods may no longer have a
comparative advantage in producing unskilled-intensive goods. This idea
is easy to understand in the context of three countries—for example, the
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United States, Mexico, and China. Although Mexico might have a com-
parative advantage in producing low-skill goods in trade with the United
States, its comparative advantage switches vis-a-vis trade with China.

Trade reform also affects the poor by changing the prices they face as
consumers and producers. Davis and Mishra develop a simple model to
show that if imports and domestic goods (produced by the poor) are non-
competing, then the first-order effect of a trade reform would be to raise
real incomes of the poor. Clearly, the poor gain from tariff reductions on
goods that they buy. If globalization raises the prices of goods produced by
the poor—such as agricultural products marketed by farmers—then pov-
erty is also likely to decline.

Many of the authors in this volume do not use the HO model as their
framework but adopt a specific-sector framework. In the specific-sector
framework, workers or machines may be attached to a specific sector or in-
dustry and unable to relocate easily. Consequently, any reduction in pro-
tection to sector X will lead to a fall in the incomes of workers who previ-
ously produced goods for that sector and are unable to relocate elsewhere.
The mechanism is the following: a fall in protection is assumed to put
downward pressure on the price of the previously protected good, which in
turn shifts labor demand downward. It is important to remember, however,
that the reverse is also true: any increase in export activity in sector Y
would then be beneficial to workers attached to that sector. The specific-
sector model suggests that workers may gain from globalization depending
on which sectors (import-competing or exporting) they are attached to;
this is very different from the HO framework, which suggests that winners
and losers from globalization can be identified by their skill levels, regard-
less of where they work. If the HO assumption of perfect labor mobility
across sectors is violated, then the specific-sector model may be the more
appropriate framework, at least in the short run.

In chapter 3, William Easterly also explores the theoretical linkages be-
tween globalization and poverty, but in the context of a neoclassical growth
model. Easterly shows that globalization could affect the incomes of the
poor in two opposite ways. If productivity levels are similar but endowments
are different, globalization should raise the incomes of the poor. Globaliza-
tion, by relaxing constraints on the movement of goods and factors, will al-
low factor returns to equalize across countries. This is the factor endowment
view. If poor countries are more endowed with (unskilled) labor, then relax-
ing constraints on global trade or factor flows will lead capital to flow to
poor countries, and per capita incomes there should rise. A second possibil-
ity is the productivity view. Differences in per capita incomes may stem from
exogenous productivity differences across countries rather than differences
in endowments. This second possibility implies that globalization either will
have no impact on poverty or could exacerbate poverty, as capital is drawn
away from low-productivity toward high-productivity regions.
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Aart Kraay (in the chap. 3 comment), Sala-i-Martin, and Prasad and his
coauthors emphasize that globalization could raise the incomes of the
poor through a third channel: by increasing long-run growth. To reconcile
their perspective with Easterly’s framework, this means that increases in
trade or capital flows could increase incomes of the poor by raising pro-
ductivity or through the accumulation of capital. Imports of new goods
embody new technology, which in turn raises productivity, while incoming
foreign investment provides the possibility for technology transfer. If the
income effects are fairly uniform, then the increase in aggregate income re-
sulting from globalization-induced productivity gains should improve the
incomes of the poor.

4 Cross-Country Evidence

The cross-country studies present evidence on the relationship between
poverty, inequality, and globalization. Easterly finds that increasing trade
integration is associated with falling inequality within developed countries
and greater inequality within developing countries. His results are consis-
tent with the evidence presented in chapter 4 by Branko Milanovic and Lyn
Squire, who construct their own measures of both interindustry and inte-
roccupation wage inequality using detailed information on wages across
occupations and industries. Milanovic and Squire find that globalization,
measured using average tariffs, leads to rising inequality in poor countries
and falling inequality in rich countries.

Both Easterly’s and Milanovic and Squire’s chapters find that increasing
openness to trade is associated with rising inequality in poor countries.
Easterly argues that the evidence is consistent with his productivity view,
whereby exogenous differences in productivity lead capital to flow from
poor to rich countries and exacerbate inequality in poor countries. Milano-
vic and Squire emphasize the lack of labor mobility and the weak power
of unions to explain why increasing openness to trade is associated with
rising inequality in poor countries.

In his comment on Easterly’s chapter, Kraay reviews the evidence on (1)
the linkages between trade and growth, and (2) the relationship between
growth and poverty. Although some previous studies on the relationship
between trade and growth have been discredited (see Rodriguez and Ro-
drik 2000 and Harrison and Hanson 1999), Kraay cites several new stud-
ies that find that increasing openness to trade is associated with higher
growth. Kraay also points to his own work showing that growth is good for
the poor, and concludes that since trade enhances growth, which in turn
reduces poverty, then globalization is good for the poor.

In chapter 5, Margaret McMillan, Alix Peterson Zwane, and Nava
Ashraf use cross-country data to measure the impact of Organization for
Economic Cooperation and Development (OECD) support policies for
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agriculture on poverty. The vast majority of least developed countries have
historically been net importers of food, particularly cereals, which are
among the crops most subsidized by the OECD. As net food importers,
poor countries may gain from rich-country subsidies (see also Panagariya
2002, 2004; Valdes and McCalla 1999). Even within food-exporting coun-
tries, the poorest members of society may be net purchasers of food. How-
ever, McMillan and coauthors find no support in the cross-country analysis
for the claim that OECD policies worsen poverty in developing countries.

None of these studies directly examine the aggregate relationship be-
tween different poverty measures and globalization. Previous research on
this topic, including Dollar and Kraay (2001, 2002), combines measures of
income distribution derived from household surveys with aggregate na-
tional income data to measure the income of the poor. Deaton (2001, 2003)
suggests that using aggregate national income data to interpret cross-
country correlations between aggregate growth and poverty reduction is
likely to be misleading. This is because the observed correlation could be
attributable to measurement error as well as biases in national income sta-
tistics, which generally suggest a much higher rate of poverty reduction rel-
ative to trends in aggregate poverty implied by household surveys.

One solution to this problem is to use measures of poverty based exclu-
sively on household surveys. Yet the limited time series for poverty data from
these surveys makes it almost impossible to conclude anything on the aggre-
gate relationship between openness and poverty. I show this in tables 1 and
2, which report regression results on the linkages between openness, GDP
growth, and different measures of poverty. I begin by revisiting the evidence
on the linkages between trade and growth; these results are presented in table
1. Openness to trade is measured in two different ways, as either (1) the ratio
of trade (X + M) to GDP or (2) average tariffs, defined as tariff revenues di-
vided by imports. The results suggest that an increase in openness—using
these two measures—is associated with an increase in aggregate income.®

The problems of small sample size are illustrated in columns (5) and (10)
of table 1. I redo the basic specifications but restrict the sample to the ob-
servations for the country-years where poverty rates could be calculated
based on household surveys. In the restricted sample the link between

8. To address concerns regarding endogeneity, openness is measured using either its three-
year lag or the contemporaneous value instrumented using lagged values. These results are
robust to the inclusion of other controls, such as country fixed effects or policy variables likely
to be correlated with trade policies. Other extensions, using growth of GDP per capita as the
dependent variable instead of income per capita, yield similar results. Although some speci-
fications—notably those that include country fixed effects and instrument for openness using
lagged values—are not always significant at the 5 percent level, the evidence is generally con-
sistent with a positive relationship between openness and income or growth. The evidence is
also consistent with recent work by Lee, Ricci, and Rigobon (2004), who apply more innova-
tive ways to address the endogeneity of openness and continue to find a positive relationship
between openness (measured using trade shares) and growth.
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openness to trade and GDP per capita weakens significantly. The weak-
ness of the association between openness and growth in this small sample
suggests that efforts to find any direct relationship between openness and
poverty reduction using cross-country data sets are likely to be plagued by
limited data availability.

The association between measures of openness, GDP growth, and pov-
erty is presented in table 2. Measures of poverty are derived from house-
hold sample surveys made available by the World Bank. While the results
are robust to the poverty measure chosen, in table 2 we define poverty as
the percentage of households living on less than $1 a day in purchasing
power parity (PPP) terms. The evidence in table 2, confirming evidence
presented by Besley and Burgess (2003) as well as other researchers, sug-
gests that growth is indeed good for the poor. We use several different mea-
sures of income: contemporaneous income, income lagged three periods,
and contemporaneous income instrumented using annual average levels of
precipitation and temperature. Across all specifications, aggregate income
or aggregate income growth (not shown here) is associated with a reduc-
tion in the percentage of the population that is poor.’

Although the results presented in tables 1 and 2 suggest a strong link
from trade integration to aggregate income, and from income growth to
poverty reduction, the evidence on direct linkages between trade shares or
tariffs and poverty outcomes is quite weak. While the first three columns of
table 2 suggest that openness to trade (measured using either trade shares
or tariffs) is associated with less poverty, this result disappears when we in-
troduce country fixed effects. I show this graphically in figures 1 and 2. In
figure 1, there is a positive relationship between globalization and poverty
reduction, but this association disappears in figure 2 with the addition of
country effects.!®

To summarize, there is no evidence in the aggregate data that trade re-
forms are good or bad for the poor.!" Yet even if we could identify a robust

9. The coefficients on real GDP per capita reported in tables 3 and 4 are much larger than
those reported by Besley and Burgess (2003). The poverty-reducing effects of growth are
larger here because any one of the following changes alone leads to big changes in the coeffi-
cient on GDP per capita: the inclusion of time effects, a larger sample with more years of data
and more countries, the inclusion of other policy determinants of poverty, or a PPP real GDP
per capita measure. The fact that any of these modifications leads to such large changes in the
coefficient on GDP per capita suggests that—despite a strong poverty-reducing effect of
growth—the exact magnitude of the effect cannot be precisely estimated.

10. Similar results were found when using different poverty measures—such as the per-
centage of the poor living on less than PPP$2 per day, or the incomes of the poorest quintile
or decile.

11. In a comparable exercise using country-level poverty head counts and trade shares,
Ravallion (2004b) reaches a similar conclusion; he argues that there is no robust relationship
between poverty and globalization in the aggregate data. Possibly the only exception to these
general conclusions is Agénor (2004), who finds that there is a nonlinear relationship between
measures of poverty and globalization. Agénor finds that at low levels, globalization appears
to hurt the poor, but beyond a certain threshold, it seems to reduce poverty. For earlier related
studies, see Dollar (2001) and Dollar and Kraay (2001, 2002).
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relationship between trade reform and poverty reduction in the aggregate
data, cross-country work remains problematic for several reasons. First, it
is difficult to find appropriate instruments for trade policy at the country
level, or to adequately control for other changes that are occurring at the
same time. Second, even if cross-country studies point to a positive rela-
tionship between globalization and overall growth, such growth may lead
to unequal gains across different levels of income. If the growth effects on
average are small and there are large distributional consequences, trade-
induced growth could be accompanied by a decline in incomes of the poor.
The cross-country evidence presented by Easterly and by Milanovic and
Squire is consistent with this view: their chapters suggest that globalization
has been accompanied by increasing inequality in poor countries. Finally,
even if the cross-country evidence presented in tables 1 and 2 overcomes
this problem by directly testing for the relationship between poverty and
trade reform, there may be significant underlying heterogeneity across
different segments of the population (see also Ravallion 2004a). Aggregate
poverty could move in one direction or remain unchanged while poverty
increases in some parts of a country and declines in others.

For all these reasons, most of the studies in this volume focus on changes
in trade policy within a particular country. These studies typically use
highly disaggregated data—at the level of the household or the enter-
prise—to identify the impact of trade policy. Since these studies exploit dif-
ferences in globalization across sectors or regions within the same coun-
try, they are able to overcome the problem that trade reforms are usually
introduced concurrently with other countrywide reforms such as exchange
rate stabilization or privatization. Due to the availability of detailed house-
hold surveys documenting the existence of the poor, these surveys are also
able to successfully address the problem of lack of comparable time series
data. Finally, the authors of these studies are generally aware of the prob-
lem of the endogeneity of trade reform and are usually able to use the panel
nature of these data sets to address this issue.'?

5 Country Case Studies

This section reviews the ten country case studies for the volume. These
country studies use household- or firm-level data to measure (1) the impact
of globalization on employment and labor incomes of the poor and (2) the

12. Even preferred measures of globalization, such as tariffs or capital controls, are likely
to be endogenously determined. The possible endogeneity of tariffs, as well as solutions to this
problem, is explored in a number of the individual chapters. Since uniformity in tariffs is fre-
quently a goal of trade reform, tariff reductions are often inversely linked to initial tariff lev-
els. To achieve uniformity, policymakers must apply the largest tariff reductions to those sec-
tors with the highest initial protection levels. Consequently, some chapter authors use initial
levels of protection as an instrument for changes in tariffs.
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impact of globalization on poverty through changes in the prices of goods
produced and consumed by the poor.

The Impact of Globalization on Employment
and Labor Incomes of the Poor

Country studies on Colombia, India, Mexico, and Poland examine the
relationship between trade reform and labor market outcomes. In chapter
6 Goldberg and Pavcnik investigate the impact of a large reduction in av-
erage tariffs in Colombia between 1984 and 1998 on a variety of urban la-
bor market outcomes: the probability of becoming unemployed, minimum
wage compliance, informal-sector employment, and the incidence of pov-
erty. Analyzing the relationship between globalization and these different
labor market outcomes is useful since poverty is highly correlated with un-
employment, informal-sector employment, and noncompliance with the
minimum wage.

The Colombian experience suggests that individuals in sectors with in-
creasing import competition are likely to become poorer, while those in
sectors where exports are growing are less likely to be poor. Import com-
petition increases the likelihood of unemployment and informality, and is
associated with a higher incidence of poverty. Export growth is associated
with the opposite: falling informal-sector employment, rising minimum
wage compliance, and falling poverty. Goldberg and Pavcnik present evi-
dence suggesting that workers cannot easily relocate away from contract-
ing toward expanding sectors in the context of trade reforms, contradict-
ing the assumption of perfect labor mobility in the HO framework.
Consistent with other studies in the volume, this analysis of the Colombian
trade reforms suggests the importance of complementary policies for min-
imizing the adverse effects of trade reform on the poor. When trade reform
is accompanied by labor market reforms that make it easier for firms to hire
or fire and ease relocation for workers, the adverse impact of tariff reduc-
tions on poverty disappears.

This is exactly the conclusion reached in chapter 7 by Petia Topalova,
who estimates the impact of trade reform in India on poverty. In the 1990s,
India embarked on a remarkable trade reform, reversing decades of pro-
tectionist policies that had led to average tariffs in excess of 90 percent. Us-
ing household data that span the period before and after the reform period,
Topalova relates changes in tariffs to changes in the incidence of poverty.
In particular, she uses the interaction between the share of a district’s pop-
ulation employed by an industry on the eve of the economic reforms and
the reduction in trade barriers in that industry as a measure of a district’s
exposure to foreign trade. Because industrial composition is predeter-
mined and trade liberalization was unanticipated, she argues that it is ap-
propriate to causally interpret the correlation between the changes in the
levels of poverty and trade exposure.
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Topalova’s chapter on India suggests that the rural poor gained less from
the trade reforms than other income groups or the urban poor. A rural dis-
trict experiencing the mean level of tariff reductions saw a 2 percent in-
crease in poverty, accounting for a setback of about 15 percent of India’s
progress in poverty reduction over the 1990s. In other words, the progress
in poverty reduction experienced in rural India was lower in trade-affected
areas, where (rural) poverty may have fallen by an average of 11 instead of
13 percentage points between 1987 and 1999.'3 To identify the net contribu-
tion of globalization to poverty reduction in India would require identify-
ing first the contribution of globalization to the overall poverty reduction
across all of India during the 1990s, and then netting out the adverse im-
pact on districts with increasing import competition. Topalova also dis-
cusses why the rural poor gained less than other groups from liberalization:
restrictions on labor mobility in rural areas have impeded adjustment. She
finds that the negative impact of trade policy on poverty is reduced or elim-
inated in regions with flexible labor laws.

While the studies on Colombia and India suggest that the gains from
trade reforms were less likely to benefit the poor, the evidence for Mexico
and Poland suggests the opposite. In chapter 10 Hanson explores the dif-
ferent outcomes for individuals born in states with high exposure to globali-
zation versus individuals born in states with low exposure to globaliza-
tion between 1990 and 2000. He finds that the income of individuals in
high-exposure states increased relative to the income of individuals in low-
exposure states. While labor incomes in the 1990s deteriorated in both re-
gions, due in part to Mexico’s peso crisis in 1995, the deterioration was much
less severe in states with high exposure to globalization.

While poverty was falling dramatically in India during this period, be-
tween 1990 and 2000 poverty in Mexico increased. In the states with low
exposure to globalization, poverty increased from 32 to 40 percent; in the
states with high exposure, poverty increased only slightly, from 21 to 22
percent. If we take the difference in the increase in poverty within each re-
gion over the 1990s, we find that poverty increased by 8 percent in low-
exposure states and by only 1 percent in high-exposure states. The differ-
ence-in-difference estimator is the differential in these two changes—that
is, 8 — 1 equals 7 percentage points—and is the basis for Hanson’s conclu-
sions that the incidence of wage poverty in low-exposure states increased
relative to poverty in high-exposure states by approximately 7 percent.

How can we reconcile the findings on Mexico and India? As pointed out
by Hanson, the peso crisis in Mexico in 1995 is one major reason for the ag-
gregate increase in poverty, in contrast to India, which experienced no ma-

13. These mean poverty rates are taken from the mean poverty rates for the rural areas in
the national sample surveys for 1987 and 1999. See appendix tables in Topalova (chap. 7 in the
volume). Mean poverty in the urban areas is reported separately. Topalova also reports trends
in alternative measures of poverty, including the poverty gap and changes in consumption.
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jor adverse macroeconomic shock during this period. In addition, Hanson
defines high-globalization states to include those with a high proportion of
maquiladoras—production activities designated for exports—and foreign
direct investment. Topalova also finds, consistent with Hanson’s chapter,
that poverty fell more in regions that exported more or received more for-
eign direct investment. Consequently, both studies suggest that export ac-
tivity and foreign direct investment are correlated with beneficial outcomes
for the poor.

In chapter 8, Chor-ching Goh and Beata S. Javorcik examine the rela-
tionship between tariff changes and wages of workers in Poland. Poland
embarked on significant trade reforms during the 1990s, when the country
moved from a closed to a very open economy, particularly vis-a-vis the Eu-
ropean Union. Poland makes an excellent case study in part because
changes in its tariffs can be treated as exogenous, as they were stipulated by
the Association Agreement between the European community and Poland
signed in 1991.

Goh and Javorcik demonstrate that labor mobility is fairly restricted in
Poland, placing their analysis also in the context of a specific-sector frame-
work. Their results suggest that workers in sectors that experienced the
largest tariff declines experienced the highest increases in wages. They
present evidence showing that tariff declines led to wage increases because
firms were forced to increase productivity, and productivity increases re-
sulted in higher wages. These micro-level results showing a positive rela-
tionship between tariff reductions and productivity increases are consis-
tent with the more aggregate evidence on the positive relationship between
openness to trade and aggregate growth. Their results are significantly dif-
ferent, however, from some of the other studies, since they find that work-
ers in sectors with the biggest tariff reductions gained the most.

Impact of Globalization on Poverty via Prices
of Production and Consumption Goods

In many developing countries, wages are not the primary source of in-
come for the rural poor. In chapter 9, Jorge F. Balat and Guido G. Porto
calculate that in Zambia wages accounted for only 6 percent of income for
the rural poor in 1998. Consequently, globalization could affect poverty by
affecting the prices of goods consumed by the poor (the consumption
channel) and goods produced by the poor (the production channel).

In many cases, the urban poor are net consumers of agricultural prod-
ucts, and the rural poor are net producers of those same products; in this
case, an increase in agricultural prices caused (for example) by a removal of
export taxes could lead to an increase in urban poverty but a decline in ru-
ral poverty. These linkages are explored to various degrees in the studies
on Ethiopia, Mexico, and Zambia. In chapter 5, McMillan, Zwane, and
Ashraf explore the impact of liberalizing Mexico’s corn market on the in-
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comes of the poor rural farmers. The evidence suggests that during the
1990s, imports of both white and yellow corn increased, and prices of Mex-
ican corn fell. However, they also find that the majority of the poorest corn
farmers are net consumers of corn and hence benefited from the drop in
corn prices. The income from corn production among middle-income farm-
ers who are mostly net sellers fell, both as a share of total income and in ab-
solute terms. The decline in income from corn production among those
farmers who are net sellers would have translated into an equivalent decline
in real income if farmer incomes had not been supplemented with transfers
through government programs such as PROCAMPO and PROGRESA.

In their study of Ethiopian rural grain producers in chapter 13, James
Levinsohn and Margaret McMillan explore the impact of food aid on both
consumption and production of the rural poor. This chapter addresses the
concern that food aid further exacerbates poverty by depressing incomes
of rural producers. While Levinsohn and McMillan confirm that a more
optimal arrangement would be to buy food from local producers and dis-
tribute it to poor consumers,'* they also show that the net impact of food
aid on the poor in Ethiopia has been positive. This is because the poor in
Ethiopia are primarily net consumers, rather than net producers of food,
and consequently food aid has alleviated poverty. As pointed out by Rohini
Pande in her excellent discussion of this chapter, these results are contin-
gent on food aid actually reaching the poor. Levinsohn and McMillan ar-
gue that this is often the case.

For Zambia, Balat and Porto calculate the impact of liberalizing the mar-
ket for maize, which was heavily subsidized for both consumers and pro-
ducers. They find that the resulting price increase led to consumption losses,
which were offset by domestic market liberalization. They also measure the
potential increase in income due to switching from production for home
consumption to production and wage activities associated with production
of cash crops. Balat and Porto estimate that rural Zambians would gain sub-
stantially from expanding into the production of cash crops, particularly in
the production of cotton, tobacco, and maize. However, Balat and Porto
also caution that such gains can only be achieved if other complementary
policies are in place. These would include extension services, infrastructure,
irrigation, access to credit and finance, and education and health services.
Balat and Porto also point to the fact that Zambia needs to have access to
international agricultural markets in order to realize potential gains.

6 Capital Flows and Poverty

Another avenue through which globalization could affect the welfare of
the poor is through financial liberalization, which has increased the scope

14. This assumes that local purchase does not drive prices up for some poor people.
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for capital to flow to developing countries. For this volume, Prasad and
coauthors document in chapter 11 that both developed and developing
countries have become increasingly open to capital flows, measured using
either policy instruments such as capital controls or ex post capital flows.

In theory, openness to capital flows could alleviate poverty through sev-
eral channels. If greater financial integration contributes to higher growth
by expanding access to capital, expanding access to new technology, stim-
ulating domestic financial-sector development, reducing the cost of capi-
tal, and alleviating domestic credit constraints, then such growth should
reduce poverty. Access to international capital markets should also allow
countries to smooth consumption shocks, reducing output or consump-
tion volatility. Prasad and coauthors begin by examining the relationship
between financial integration and growth. Reviewing over a dozen studies
and examining the data themselves, they find that there is no clear rela-
tionship between the two. This suggests that the impact of financial inte-
gration on poverty—via possible growth effects—is likely to be small.
They argue that since there are no clear linkages between financial inte-
gration and growth in the aggregate cross-country evidence, direct linkages
between financial integration and poverty are also likely to be difficult to
find.

They also explore another link: whether financial integration has
smoothed or exacerbated output and consumption volatility. They point
out that greater macroeconomic volatility probably increases both ab-
solute and relative measures of poverty, particularly when there are finan-
cial crises. Since the poor are likely to be hurt in periods of consumption
volatility, income smoothing made possible by global financial integration
could be beneficial to the poor. However, the authors find that the opposite
is true: financial globalization in developing countries is associated with
higher consumption volatility. They posit the existence of a threshold ef-
fect: beyond a certain level of financial integration (50 percent of GDP), fi-
nancial integration significantly reduces volatility. However, most devel-
oping countries are well below this threshold.

Prasad and coauthors point out that despite the lack of evidence of any
association between financial globalization and growth, protectionism is
not the answer. They suggest that if financial globalization is approached
with the right set of complementary policies, then it is likely to be growth
promoting and also less likely to lead to higher consumption volatility.
These policies include the use of flexible exchange rates, macroeconomic
stabilization policies, and the development of strong institutions. The au-
thors’ definition of institutional development and good governance in-
cludes transparency in business and government transactions, control of
corruption, rule of law, and financial supervisory capacity.

Much of the increases in consumption volatility identified by Prasad and
coauthors for less financially integrated countries occurred in the context
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of currency crises. How have the poor weathered these currency crises? The
justification for addressing the links between currency crises and poverty
outcomes in this study is simple: for many developing countries, financial
globalization has been accompanied by more frequent currency crises,
which in turn have implications for poverty. One study in the volume—
chapter 12, by Duncan Thomas and Elizabeth Frankenberg—examines
the impact of such a crisis on the poor. Using longitudinal household sur-
vey data from the Indonesia Family Life Survey (IFLS), Thomas and
Frankenberg examine the immediate and medium-term effects of the East
Asian crisis on multiple dimensions of well-being. In IFLS, the same
households were interviewed a few months before the onset of the crisis, a
year later, and again two years after that, which provides unique oppor-
tunities for measuring the magnitude and distribution of the effects of the
crisis on the population.

Thomas and Frankenberg demonstrate that in the first year of the
crisis, poverty rose by between 50 and 100 percent, real wages declined
by around 40 percent, and household per capita consumption fell by
around 15 percent. However, focusing exclusively on changes in real re-
sources is complicated by the fact that measurement of prices in an en-
vironment of extremely volatile prices is not straightforward. Moreover,
it misses important dimensions of response by households. These in-
clude changes in leisure (labor supply), changes in living arrangements
(household size and thus per capita household resources), changes in as-
sets, and changes in investments in human capital. These responses not
only are quantitatively important but also highlight the resilience of
families and households in the face of large unanticipated shocks as they
draw on a wide array of mechanisms to respond to the changes in op-
portunities they face.

While the volatility of bank borrowing and portfolio flows may be costly
to the poor, many of the authors in this volume emphasize the benefits from
another type of inflow: foreign direct investment. Prasad and his coauthors
emphasize that the composition of capital flows can have a significant im-
pact on a country’s vulnerability to financial crises. They also document
that foreign direct investment flows are significantly less volatile than other
types of flows. The studies on Mexico, India, Poland, and Colombia all
demonstrate that incoming foreign investment is associated with a signifi-
cant reduction in poverty.

7 Measuring Other Effects of Globalization

While the primary focus of the studies in this volume is on poverty alle-
viation, several of the studies also examine other outcomes associated with
globalization. Three of the country case studies test for the relationship
between globalization and inequality, complementing the cross-country
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studies by Easterly and by Milanovic and Squire.'® Past studies that use mi-
crodata sets have found that trade and capital flows are frequently associ-
ated with an increase in the relative demand for skilled labor.' The coun-
try case studies on India, Poland, China, and Colombia prepared for this
volume, however, suggest that the evidence is mixed. Evidence presented
by Topalova on India suggests that despite the increase in inequality in the
1990s, there is no relationship between trade reform and inequality, using
the standard deviation of log consumption and the mean logarithmic devi-
ation of consumption as measures of inequality. For Colombia, Goldberg
and Pavcnik show that trade reform was associated with increasing in-
equality, in part because the most protected sectors prior to reform were
sectors with a high share of unskilled workers. For Poland, Goh and Ja-
vorcik suggest the reverse: trade reforms increased the returns to unskilled
workers relative to skilled workers, contributing to a decline in inequality.

A different approach to measuring the impact of globalization on in-
comes is taken by James Levinsohn in chapter 15. Levinsohn points out
that one of the challenges to analyzing the impact of globalization is that
increasing openness to trade and investment are typically accompanied by
many other changes. In South Africa, the ratio of trade to GDP increased
from 44 percent to 70 percent between 1991 and 2002, and there was a 200-
fold increase in foreign investment. These changes were accompanied by
many other developments, including the end of apartheid, the introduction
of democracy, and the HIV/AIDS epidemic. To separate the impact of
globalization, he reasons, one approach would be to analyze whether the
returns to speaking English increased. The evidence suggests that, con-
trolling for other factors, the returns to speaking English did in fact in-
crease, but only for whites. The fact that the returns to speaking English in-
creased only for whites and not for other races suggests that the impact of
globalization has been uneven in South Africa. This pattern of uneven
gains is consistent with the other evidence presented in the cross-country
studies and several of the individual case studies.

Another consequence of globalization, which is explored by Ligon in his
study on China (chap. 14), is its possible impact on household welfare by
affecting household risk. Prasad and his coauthors point out in chapter 11

15. Aspointed out by Aisbett, Sala-i-Martin, and Milanovic and Squire in their respective
chapters, debate continues on the nature and direction of trends in inequality. Within coun-
tries, inequality is generally rising. Across countries, inequality is stable or falling if we weight
by country size, in large part because of the recent successes of China and India in reducing
poverty. As Sala-i-Martin and others have emphasized, the correct measure of global social
welfare is to use such country weights when the outcome of interest is the welfare of individ-
uals. This is of course still a very rough proxy, since it disregards income inequality between
individuals within countries. Thus, access to most countries’ income or expenditure surveys
is needed for an accurate picture of individual-level welfare.

16. See chapter 10 for Hanson’s review of this literature, which covers microevidence on the
relationship between different measures of globalization and inequality for Chile, Mexico,
Colombia, and Hong Kong.
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that the increase in consumption volatility possibly engendered by finan-
cial liberalization among the less developed countries could be harmful to
the poor, but they do not explicitly model the impact of increasing risk on
household welfare. In China, recent increases in urban income inequality
are mirrored in increases in inequality in consumption expenditures. This
connection between changes in the distribution of income and consump-
tion expenditures could be entirely attributable to differences in prefer-
ences or could be caused by imperfections in the markets for credit and
insurance, which ordinarily would serve to equate these intertemporal
marginal rates of substitution. Ligon presumes that market imperfections
drive changes in the distribution of expenditures, and he uses data on ex-
penditures from repeated cross sections of urban households in China to
estimate a Markov transition function for shares of expenditures over the
period 1985-2001. He then uses this estimated function to compute the
welfare losses attributable to risk over this period and to predict the future
trajectory of inequality from 2001 through 2025. Ligon’s contribution em-
phasizes that the amount of risk a household faces depends much more on
its position in the consumption distribution than it does on aggregate
shocks, whatever their source.!’

8 Globalization’s Critics and Some Remaining Questions

Why does there continue to be so much criticism of globalization? This
is the central question of Aisbett’s chapter (chap. 1). Aisbett argues that
this continued criticism is due to several factors: the use of different
methodologies in estimating poverty and inequality, the concerns of glob-
alization’s critics about the short-term costs versus the longer-term gains
from trade reform, their rejection of a perfectly competitive framework,
and different interpretations regarding the evidence. Aisbett argues that
people have a natural tendency to weight the information they receive ac-
cording to their prior beliefs and values. Thus, evidence that is objectively
“mixed” is quite likely to be interpreted by one type of person as very pos-
itive and by another as very negative. The mere fact that there are some los-

17. The contribution of globalization to the decline in poverty within China is clearly a
topic that deserves further research. Ravallion (2004a) suggests somewhat provocatively that
the significant reduction in poverty in China over the last twenty years is probably not related
to its phenomenal increase as a global exporter. He uses as evidence aggregate time series
data, in contrast to Shang-Jin Wei (chap. 14 comment), who has access to more disaggregate
information. Nevertheless, Ravallion makes the important point that average tariffs and non-
tariff barriers barely fell during the period of most rapid poverty reduction in China. It should
be evident from this discussion that the choice of aggregation and the measure of globaliza-
tion are likely to be key in resolving this debate. In addition, Wei in his comment in this vol-
ume and in other research employs measures of export activity or foreign investment to show
that both are associated with desirable outcomes, while Ravallion looks at overall trade
shares.
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ers among the poor from globalization will lead people with negative pri-
ors to believe globalization is negative.

The second part of Aisbett’s answer is to examine what types of beliefs
and values lead people to a more negative interpretation of the evidence on
globalization and poverty. The values which she identifies include concern
over inequality, independent of poverty. In particular, globalization’s crit-
ics feel differently about the polarization of the income distribution and in-
equality in the gains that different groups receive from globalization.

As first pointed out by Kanbur (2001), critics of globalization also tend
to focus on shorter-term impacts, while globalization’s proponents are
more concerned about the longer term. Critics of globalization also focus
on the losses experienced by subgroups of the poor, even when poverty has
declined on aggregate. Aisbett suggests a number of explanations for this
value preference, including recent evidence from behavioral experiments.

Aisbett also argues that many people believe that the current form of
globalization is based on processes that distill both political and market
power upward and away from the poor. In particular, critics of globaliza-
tion believe that corporate and commercial lobbies have disproportionate
access to the international organizations such as the World Trade Organi-
zation (WTO) and IMF, and that rich countries exploit their power within
these international organizations. This belief about the processes through
which globalization occurs is partly what predisposes them to interpret the
available evidence negatively.

This volume seeks to address these misunderstandings and also presents
comprehensive new evidence on the possible linkages between globaliza-
tion and poverty amelioration. Nevertheless, a number of research ques-
tions remain unanswered, as described below.

1. What is the relationship between globalization and poverty in the ag-
gregate cross-country data? Although there are many pitfalls associated
with using cross-country data sets, it would nevertheless be useful to have
more information on the association between globalization—measured
using information on barriers to trade or capital flows—and measures of
poverty. Evidence to date suggests that there is generally a positive associ-
ation between openness and growth, and between growth and poverty re-
duction. We would have expected that there should consequently be a pos-
itive association between openness and poverty reduction; yet the evidence
presented in this volume is quite fragile. The question remains: is the evi-
dence fragile because the cross-country data on poverty are too poor to
yield meaningful results, or because the costs of trade reforms have fallen
disproportionately on the poor? In light of our knowledge that openness to
trade is generally associated with growth, and that sectors hit by import
competition in regions like India and Colombia have gained less from
trade reforms, the possibility exists that the gains from trade in the aggre-
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gate have not been big enough to offset some of the adverse distributional
consequences for the poor.

2. Who among the poor are the winners from globalization? A number of
the case studies point to winners among the poor from globalization. These
include the poor wage earners in export-competing sectors and in sectors
or regions that are recipients of foreign direct investment. Particularly in
light of the vocal criticism leveled at globalization, these beneficiaries
should be identified and emphasized in any future research agenda on the
relationship between globalization and poverty. Of particular interest
would be research that could further identify the impact of foreign invest-
ment inflows and export growth on poverty in India and China.

3. How do we integrate the poorest of the poor into the world trading sys-
tem? The very poorest individuals are often untouched by globalization.
This is evident among the poorest Mexican corn farmers who report that
they never sell corn and among the poorest Ethiopian farmers who are net
buyers of food. Africa as a continent has seen very little foreign investment
and still exports primarily unprocessed agricultural products. More re-
search is needed on how to better integrate the really poor into the global
trading system. We need to identify the critical factors, whether these are
credit, illness, lack of infrastructure, or land.

4. Can we identify the dynamic effects of industrial-country trade and aid
policies? Several issues explored in this volume include the role of indus-
trial-country policies in affecting the incidence of poverty in developing
countries. Those studies suggest that, at least in the short run, OECD sub-
sidies and food aid have probably helped the poor in other countries. How-
ever, further research is needed to identify whether there are longer-term,
dynamic effects. For example, even if the poor in Ethiopia are currently net
beneficiaries from food aid, there exists the possibility that over the long
run food aid has discouraged poor farmers from planting or investing,
transforming them from net producers into net consumers.

5. Canwe better identify the complementarities between measures of glob-
alization and other policies? Many of the country studies identify the im-
portance of complementary policies in determining the benefits or costs
of trade reforms for the poor. However, much more work is needed to iden-
tify which types of policies should accompany trade reforms. There has
been little analysis to show, for example, that financial globalization would
be beneficial to developing countries if it was accompanied by flexible ex-
change rate regimes or better institutions. Additional work is needed to
identify whether trade reforms introduced in conjunction with labor mar-
ket reforms are more likely to reduce poverty, and how to properly design
social safety nets to accompany trade reforms. While Mexico has been suc-
cessful in targeting some of the poorest who were hurt by reforms, these
programs are expensive, and additional research could identify whether
this approach is realistic for the very poorest countries.
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Further research is needed to identify the source of the immobility of
labor. While Topalova and Goldberg and Pavcnik show that some of these
sources are artificial—stemming from labor market legislation that in-
hibits hiring and firing—Goh and Javorcik argue that much of the immo-
bility of labor in Poland is due to societal factors that discourage workers
from relocating. Further evidence identifying the relationship between
gross labor inflows and outflows and trade reforms would be useful in this
regard.

The fact that the gains or losses from trade reforms to the poor may
hinge on the mobility (or immobility) of labor needs to be more explicitly ad-
dressed in existing models of international trade. Some models (e.g., HO)
adopt assumptions of perfect factor mobility, while others (e.g., specific-
sector) assume no factor mobility. Neither assumption is consistent with
reality. In addition, many of globalization’s critics perceive the world through
the lens of imperfect competition. Yet most trade economists assume per-
fect competition or zero excess profits, which is not consistent with reality
in at least some sectors of developing economies.

9 Conclusion

Many countries have made tremendous strides in reducing not only the
percentage of the population living in poverty but also the absolute num-
ber of individuals living on less than $1 a day. During the last twenty years,
developing countries increased their trade shares and slashed their tariffs. If
export shares are one measure of globalization, then developing countries
are now more globalized than high-income countries. To what extent is in-
creasing globalization responsible for the fall in the incidence of poverty?

The first theme that emerges across the chapters in this volume is that the
relationship between globalization and poverty is complex; in many cases,
the outcome depends not just on trade or financial globalization but on the
interaction of globalization with the rest of the environment. Key comple-
mentary policies include investments in human capital and infrastructure,
as well as macroeconomic stability and policies to promote credit and tech-
nical assistance to farmers. Financial globalization is more likely to pro-
mote growth and poverty reduction if it is accompanied or preceded by
the development of good institutions and governance, as well as macro-
economic stability (including the use of flexible exchange rates). The role of
complementary policies in ensuring that globalization yields benefits for
the poor is emerging as a critical theme for multilateral institutions (see
World Bank, forthcoming).

One related issue is that poor workers need to be able to move out of con-
tracting sectors and into expanding ones. The country studies on India and
Colombia suggest that trade reforms have been associated with an increase
in poverty only in regions with inflexible labor laws. Consequently, any
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conclusions that do not take into account the labor market institutions
that could undermine labor mobility may be misleading. More research is
needed to identify whether labor legislation protects only the rights of the
small fraction of workers who typically account for the formal sector in de-
veloping economies, or whether such legislation softens short-term adjust-
ment costs and helps the labor force share in the gains from globalization.
The role of antisweatshop activists in promoting the right to organize, im-
proving working conditions, and raising wages suggests that selective in-
terventions may be successful (see Harrison and Scorse 2004).

Second, the evidence suggests that globalization leads to clearly identifi-
able winners. Across several different continents, export expansion has been
accompanied by a reduction in poverty. The evidence also points to the
beneficial effects of foreign direct investment. While the macroeconomic
evidence suggests that foreign direct investment is a less volatile source
of capital than other types of inflows, the microeconomic evidence for In-
dia, Mexico, Poland, and Colombia indicates that higher inflows of foreign
investment are associated with a reduction in poverty.

Third, it is also possible to identify the losers from globalization among
the poor. Poor workers in import-competing sectors—who cannot relo-
cate, possibly due to the existence of inflexible labor laws—are likely to be
hurt by globalization. Financial crises also affect the poor disproportion-
ately, as indicated by the cross-country evidence and the erosion of real
wages following currency crises in Indonesia and Mexico. In Mexico, some
poor and most medium-income corn farmers have been negatively affected
by increasing import competition.

Fourth, simple interpretations of general equilibrium trade models such
as the HO framework are likely to be incorrect. Many economists pre-
dicted that developing countries with a comparative advantage in unskilled
labor would benefit from globalization through increased demand for their
unskilled-intensive goods, which in turn would reduce inequality and
poverty. The theoretical and empirical contributions to this volume sug-
gest that this interpretation of trade theory is too simple and frequently not
consistent with reality. The cross-country studies document that global-
ization has been accompanied by increasing inequality within developing
countries. One implication is that rising inequality induced by globaliza-
tion offsets some of the gains in poverty reduction achieved via trade-
induced growth.

The conclusions highlighted in these studies have several key implica-
tions for the globalization debate. First, impediments to exports from de-
veloping countries exacerbate poverty in those countries. Developing
countries need access to developed-country markets. The evidence shows
a clear link between export activity and poverty reduction in Colombia,
Mexico, India, and Poland. This research suggests that efforts to disman-
tle barriers to developing-country exports through international agree-
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ments are likely to lead to further poverty reduction. The evidence for In-
dia, Mexico, and Poland also points to a strong link between foreign in-
vestment inflows and poverty reduction.

Second, there are losers among the poor from trade reform. In particu-
lar, this volume identifies as losers the poor in import-competing sectors
following the liberalization of trade. The heterogeneity in outcomes sug-
gests that careful targeting is necessary to help the poor who are likely to
be hurt by globalization. This includes the poor in countries hit by finan-
cial crises, as well as the smallest farmers who cannot compete with the
more efficient larger farmers or with expanding import competition. Mex-
ico’s transfer programs played a major role in preventing the smallest corn
farmers from experiencing a large decline in income following reforms. In
Indonesia, subsidized food was distributed to many communities. Schol-
arships and free public schooling introduced a year after the Indonesian
crisis led to subsequent increases in school enrollments, particularly
among the poorest. Extending such subsidies to health care visits and ba-
sic drugs might have arrested the decline in the use of health care that oc-
curred after the 1997 crisis.

Finally, the evidence suggests that relying on trade or foreign investment
alone is not enough. A critical role for complementary policies is high-
lighted in the country studies on Zambia, India, Colombia, Indonesia, and
Poland. The poor need better education, access to infrastructure, access to
credit for investing in technology improvements, and the ability to relocate
out of contracting sectors into expanding ones in order to take advantage
of trade reforms. Clearly, the concerns of globalization’s critics have been
heard, but much remains to be done.
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Why Are the Critics So Convinced
That Globalization Is Bad for
the Poor?

Emma Aisbett

1.1 Introduction

Economic globalization is a surprisingly controversial process. Surpris-
ing, that is, to the many economists and policymakers who believe it is the
best means of bringing prosperity to the largest number of people all
around the world. Proponents of economic globalization have had a ten-
dency to conclude that dissent and criticism are the result of ignorance or
vested interest (Bardhan 2003). They have argued that antisweatshop cam-
paigners do not understand that conditions in the factories owned by
multinationals tend to be better than those in comparable domestic firms;
that environmentalists are denying the world’s poor the right to develop
freely; and that unionists in developed countries are protecting their inter-
ests at the expense of the workers in poorer parts of the world. Bhagwati
(2000) provides a good example of the way that some proponents of glob-
alization have reacted to critics:

No one can escape the antiglobalists today. . . . This motley crew comes
almost entirely from the rich countries and is overwhelmingly white,
largely middle class, occasionally misinformed, often wittingly dishon-
est, and so diverse in its professed concerns that it makes the output from
a monkey’s romp on a keyboard look more coherent. (p. 134)

More recently, however, leading economists and policymakers, includ-
ing Bhagwati (2004), have been advocating for “reasoned engagement”
and “careful response” to some of the more mainstream critics of globaliza-
tion (p. 4). There is a growing sense of the value of doing more than knock-
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ing down the straw men put forward by the extreme or the misinformed.
As Stanley Fischer (2003) says:

The debate [over globalization] is untidy and ill-defined, and one could
react by saying that it has no place in a professional setting like this one.
But we cannot afford to ignore it, for the views and attitudes expressed
in it will inevitably affect public policy—and the issues are critically im-
portant for the future economic growth and well-being of all the people
of the globe. (p. 2)

The aim of this paper is to help explain both the “what” and the “why”
of common criticisms of globalization’s record on poverty and inequality.
In particular, it addresses the question of why many people in rich coun-
tries believe that globalization has been bad for the poor in developing
countries and has worsened inequality.'

The answer to this question consists essentially of two parts: first, that
neither the theory nor the empirical evidence on globalization and poverty
is unarguably positive; second, and more important, that people’s inter-
pretation of the available evidence is strongly influenced by their values
and by their beliefs about the process of globalization.

Evidence for the first part of my argument is presented in sections 1.2
and 1.3. Section 1.2 discusses the large amount of empirical work that has
tried to identify causal links between globalization and poverty and in-
equality. I argue here that the linkages between globalization policies and
poverty outcomes remain theoretically unclear and difficult to test empir-
ically, and that more nuanced empirical research is required to address the
remaining concerns with regard to globalization. Section 1.3 discusses
some key trends in poverty and inequality numbers over the current period
of globalization. Here I argue that the wide range of poverty and inequal-
ity estimates, which arises from apparently minor methodological differ-
ences, leaves ample room for a difference in opinion about the achieve-
ments of the last twenty-five years.

Sections 1.4 and 1.5 comprise the second part of my answer. Section 1.4
shows that critics of globalization often have different conceptions of poverty
and inequality than those preferred by economists. Section 1.5 argues that
people are predisposed to thinking that globalization is bad for the poor be-
cause they view the power structures of globalization as being biased toward
the already rich and powerful. Section 1.6 summarizes and concludes.

Before attempting to explain antiglobalization sentiment, it is worth-
while to clarify what is meant by “globalization” and “antiglobalization”
in the context of this paper. That is the subject of the remainder of this sec-
tion.

1. A recent survey conducted by the World Economic Forum (WEF; 2002) found that
people in richer countries were more likely than people in poorer countries to believe that
globalization benefited the poor less than the rich.
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1.1.1 Globalization

Despite the fact that a definition of globalization has been attempted by
hundreds of authors and distinguished speakers on the topic, the word
continues to mean very different things to different people. In light of this,
I do not attempt to provide any general definition of globalization; rather,
I will merely explain what is meant by globalization in the context of this
paper.

In this paper, globalization refers to global economic integration, or
economic globalization. Economic globalization, including increases in
trade, foreign investment, and migration, is widely agreed to be occurring
through a combination of improvements in technology and decreased
transportation costs, as well as deliberate policy choices on behalf of many
national governments to liberalize their economies and participate in the
development of global institutions. Thus, the policy aspect of economic
globalization is a cumulative outcome that results from the choices of
many individual countries to increase their integration with the global
economy.’

Given that globalization may be viewed as the cumulative result of in-
creased integration on behalf of many individual countries, we need to con-
sider how individual countries become integrated into the global economy.
There are two broad approaches to measuring the extent to which a coun-
try is integrated with the global economy. The first approach is to deter-
mine the level of restrictions placed on the movement of goods, services,
and factors into and out of the country. Thus, liberalized capital markets,
free movement of labor, and an absence of trade restrictions could all be
considered indicators of an integrated economy. The second measure of a
country’s integration is the relative size of the flows of goods, services, fac-
tors, and profits into and out of the country. Although these two measures
are often used interchangeably, they are not identical concepts and are not
even highly correlated empirically (Harrison 1996). Consider export subsi-

2. Thisidea that globalization is the aggregate result of individual country liberalization is
made by Prasad et al. (2003). Although it will not be a major issue in this paper, it is worth
noting that the impact on a country of its own integration may be different from the impact
of exogenous increases in globalization. Consider the case of Mexico. The impact of its own
efforts at liberalization and integration may be to increase foreign trade and investment. At
the same time, however, many other low- and middle-income countries have been integrating,
which leads to more competition for foreign capital and export markets. Thus, exogenous in-
creases in the level of global economic integration (i.e., economic globalization), and in-
creases in Mexico’s own level of integration, may have exactly opposite effects on the level of
trade and investment in that country. Indeed, this example is not far from reality. One of the
conclusions of the 2002 United Nations Conference on Trade and Development (UNCTAD)
report (UNCTAD 2002, p. IX) is that middle-income countries such as those in Latin Amer-
ica and Southeast Asia will need to rapidly upgrade their skill-intensive manufactures if they
are to stay ahead of competition from low-income countries that are becoming increasingly
export oriented.
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dies. Viewed from the first perspective, these programs are akin to tariffs
and are decidedly contrary to the principle of economic globalization. Yet,
viewed from the second perspective, these programs can be seen to greatly
increase the level of integration achieved. Indeed, having read many argu-
ments from both sides, it seems to me that this ambiguity is a major reason
that some people claim that the East Asian tigers’ success was based on
pro-integration policies, while others claim the exact opposite.

The distinction between policies and outcomes is important to the glob-
alization debate. Analysis of popular writings and opinion surveys sug-
gests that most people are happy with increases in trade in principle, yet
they view policies of unregulated free markets and minimal government in-
volvement much less favorably.®

Another linguistic issue of relevance to understanding the globalization
debate is that criticisms of globalization are often actually criticisms of a
broader neoliberal policy agenda that globalization is believed to imply.
Burtless (2004) makes this point when he describes the difference between
what economists (typically proponents of globalization) and public health
advocates (often critics) mean when they refer to globalization or liberal-
ization:

Whereas trade economists interpret liberalization to mean policies that
eliminate trade and capital barriers at international borders, public
health advocates consider the domestic policy changes that third world
governments are obliged to accept in order to become full-fledged mem-
bers of the IMF-World Bank—Davos club of nations. (p. 1)

1.1.2  Antiglobalization

Despite the popularity and convenience of the term, in the remainder of
this paper I avoid referring to the “antiglobalization movement.” There are
two reasons for this. First, many of the concerns and positions that I dis-
cuss may be attributed to a far broader segment of the population than that
which is actively involved in any movement. The use of such a label, and its
application to street protesters, has a divisive effect between groups who in
reality share many of the same concerns. In particular, it forces a wedge be-
tween academic economists and the concerned public.

Second, as has been noted by many leading authors, the so-called anti-
globalization movement is not uniformly opposed to globalization as it is

3. For example, based on surveys of 18,797 people in nineteen countries, Globescan re-
ports that majorities in all countries except the United States support opening up markets to
poor countries. In the United States support for opening up to poor countries was premised
on the supply of increased government support for those who lose their jobs as a result of in-
creased imports. Similarly, in a report that brings together all the available evidence on public
opinion in the United States, the Program on International Policy Attitudes (PIPA; 2002)
finds that most Americans do agree with free trade in principle; however, their support is con-
tingent on complementary policies to address social and environmental concerns as well as
American job losses.
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broadly defined.* It is a fact that the movement itself is global, and all the
leading writers of the movement reject the antiglobalization label.’ Naomi
Klein, unofficial spokesperson of the movement, has this to say about the
term: “The irony of the media-imposed label, ‘anti-globalization,’ is that we
in this movement have been turning globalization into a lived reality, per-
haps more so than even the most multinational of corporate executives”
(quoted in Chihara 2002, p. 1).

But what about globalization as defined here? People may enjoy the
World Wide Web and easy international travel, but what about the eco-
nomic aspects of globalization? As will be argued in the following para-
graphs, for the most part people are not opposed to the principle of global
economic integration. They are, however, critical of the way in which it is
currently progressing, and they do believe that the optimal level of inte-
gration will allow space for national sovereignty, democracy, and some
government intervention to advance social and environmental agendas.
We refer to these individuals as “critics of globalization” and reserve the
label “antiglobalization” for people who would genuinely like to stop glob-
alization dead in its tracks. Globalization’s critics will be the focus of this

paper.

1.2 Questionable Causation

Asnoted by Bardhan (2003), both sides of the globalization debate have
had a tendency to claim an unreasonable degree of causation between lib-
eralizing policies and observed trends in poverty and inequality. The claims
of causation are so confounded that both sides claim the success of the
Asian tigers as the result of their own policies, and the failure of many of
the African states as the result of the opposite policies. Thus, globaliza-
tion’s proponents claim China’s and Taiwan’s growth in recent decades as
the result of liberalization of their economies, while globalization’s critics
claim that these same countries have been able to capitalize on the oppor-
tunities afforded by globalization because of extensive government inter-
vention both in the past and in the present.

Similarly, globalization’s proponents claim that many of Africa’s eco-
nomic problems are due to lack of openness and excessive, inappropriate
government intervention. Globalization’s critics claim that Africa’s woes
come from other sources (including corrupt or incompetent governments),
but the forced liberalization imposed by structural adjustment programs
and other lending conditions has not delivered the promised growth. In-
stead globalization has only made living conditions worse for the poor as
government services are cut back and instability is increased.

4. See, for example, Sen (2002), Kanbur (2001), Ravallion (2003), and Bhagwati (2004).
5. See, for example, Korten (2001).
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An enormous research effort has been expended by economists in an at-
tempt resolve these contradictory claims. This section will summarize the
types of empirical research that have been conducted, and identify a set of
stylized facts that have emerged from it. It then discusses why the empiri-
cal literature has not been as successful as many practitioners would hope
in convincing skeptics of the benefits of globalization.

Before proceeding, it is important to make clear what the current section
and the following section on measurement of poverty and inequality do
and, more important, do not try to achieve. Neither section is in any way a
comprehensive assessment of the literature that they are discussing. They
do not aim to produce a statement of the type “overall, the empirical evi-
dence supports the conclusion that globalization is good/bad for the
poor.”’® Quite the contrary: their aim is to show how the empirical evidence
to date leaves ample room for debate about the impact of globalization on
the poor. Accordingly, the approach taken in the following sections is to
highlight only a few key statistics and empirical methods, as well as their
limitations and biases.

Reimer (2002) provides an excellent overview of the different empirical
methods that have been employed in research on globalization and their
findings. He categorizes the research methods under the following head-
ings:

e Cross-country regression analyses, which test for correlations among
trade, growth, income, poverty, and inequality measured at the na-
tional level

e Partial equilibrium/cost-of-living analyses, which are typically based
on household expenditure data and emphasize commodity markets
and their role in determining poverty impacts

e General equilibrium studies, which are generally based on disaggre-
gated economy-wide social accounting matrices and account for com-
modity, terms-of-trade, and factor market effects

e The newest approach, micro-macro syntheses, which involve general
equilibrium analysis coupled with some form of postsimulation anal-
ysis based on household survey data

One important method for analyzing the impacts of globalization is left
off Reimer’s list. I describe this category as microeconomic studies that test
specific mechanisms (other than prices) through which globalization is be-

6. Readers who are interested in more comprehensive assessments of the empirical litera-
ture may consider one of the several high-quality survey papers, reports, and opinion pieces
that have already been devoted to these questions. See, for example, International Monetary
Fund (IMF; 1997, chap. 4); United Nations Development Programme (UNDP; 1999); Mc-
Kay, Winters, and Kedir (2000); Reimer (2002); Bigman (2002); Berg and Krueger (2003);
Bhagwati and Srinivasan (2002); Bourguignon et al. (2002); Prasad et al. (2003); Baldwin
(2003); Goldberg and Pavcnik (2004); and Winters, McCulloch, and McKay (2004).
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lieved to impact the poor. The findings of this literature have been summa-
rized in a recent paper by two of the leading authors in this field, Goldberg
and Pavcnik (2004).

While each empirical approach suffers from its own set of limitations, in
combination, the above types of empirical research have been successful in
providing several points on which a relatively broad consensus has been
reached:’

1. Trade is correlated with, and often a source of, growth.

2. Growth is on average good for the poor.

3. U.S. and European Union (EU) agriculture and textile protectionism
harms developing countries.

4. Foreign direct investment (FDI) is correlated with, and often a source
of, growth.

5. Liberalization of markets for short-term capital can be detrimental
and should be approached with caution.

6. Governments’ safety nets can help to reduce negative impacts on the
poor who lose as a result of liberalization and to increase acceptance of lib-
eralization.

7. The Trade-Related Aspects of Intellectual Property Rights (TRIPs)
agreement should be modified to limit negative impacts on provision of
drugs to the poor.

8. Access to education, health, and credit are important factors in en-
suring that the poor benefit from globalization. These factors also increase
the growth potential from openness.

9. Poverty should be measured using education and health as well as in-
come.

10. Excessive corporate power (market and political) is a concern.

11. Capture of market or political power by elites has negative implica-
tions for growth and welfare.

12. Political reform is needed in many developing countries.

It is particularly reassuring to observe that these points of consensus in
the academic literature have supported the furtive emergence of a middle
ground in the public debate over globalization. In reading publications
from both sides, we observe an increasing number of participants who wish
to move beyond competing and contradictory monologues and are willing
to acknowledge some aspects of the argument presented by the other side.
For example, Oxfam International is one of the leading nongovernmental
organizations campaigning on free trade issues. Their briefing prepared for

7. See, for example, Harrison’s introduction to this volume; IMF (1997, chap. 4); UNDP
(1999); McKay, Winters, and Kedir (2000); Reimer (2002); Bigman (2002); Berg and Krueger
(2003); Bhagwati and Srinivasan (2002); Bourguignon et al. (2002); Prasad et al. (chap. 11 in
this volume); Baldwin (2003); Goldberg and Pavcnik (2004); Bolaky and Freund (2004); and
Winters, McCulloch, and McKay (2004).
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the Doha round of trade talks begins thus: “International trade can be a
force for poverty reduction by reducing scarcity, and by creating liveli-
hoods and employment opportunities, but this is not an automatic process.
Liberalization is not a panacea for poverty any more than protectionism”
(Oxfam 2001, p. 3).

From the other side, we have the Economist magazine, a publication es-
tablished specifically to promote the free market. Their seventy-fifth birth-
day special issue on capitalism and democracy identified personal greed
on behalf of company executives, a vacuum of ownership in publicly traded
firms, and an unsavory degree of mutual vested interest between govern-
ment and businesses as the major threats to capitalism and democracy
(Emmott 2003).

Heartening as such progress is, there are a large number of unresolved is-
sues that make it impossible to feel that the globalization debate is close to
consensus. A summary of remaining disagreements over globalization, pov-
erty, and inequality in developing countries is tabulated in the appendix. In
the remainder of the current section, I consider some of the reasons why such
disagreements persist despite the prodigious research effort that has been ex-
erted by economists to resolve them. In essence I see three reasons for the
limited success. First, these are very complex and difficult questions to an-
swer. Second, the link between the empirical findings and the policy conclu-
sions has until recently been given insufficient attention. And third, much of
the empirical research has not understood the underlying concerns of the
critics, and has therefore failed to address the more nuanced but no less piv-
otal parts of the debate, such as the issues presented in the appendix.

The literature on the impacts of globalization faces the same obstacles
that the broader literature on growth faces. The trouble begins with the fact
that there is no unambiguous theoretical outcome, and thus everything
must be tested empirically (Winters 2000; Agénor 2002). The trouble con-
tinues because the observable outcomes—growth, inequality, and poverty—
are functions of a very large number of both past and present variables,
and they influence these other variables in return. In short, endogeneity
plagues empirical research efforts on globalization.

The result is that it is very difficult to prove in the case of an individual
country exactly which factor or combination of factors was responsible for
its success or lack thereof. For this reason, it is important to consider the
experience of a number of countries. In order to do that, comparable indi-
vidual country case studies must be conducted, or some form of cross-
country comparison made.® The latter method usually involves statistical
analysis based on a cross-country regression model.

8. The former method was developed and applied very successfully in two projects, one by
Little, Scitovsky, and Scott (1970) at the Organization for Economic Cooperation and Devel-
opment (OECD) and one led by Bhagwati and Krueger for the National Bureau of Economic
Research (NBER; Bhagwati and Srinivasan 2002).
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Cross-country regression studies have proved extremely useful for iden-
tifying correlations between relevant variables; however, they suffer some
important methodological limitations when used for policy analysis
(Deaton 1995; Ravallion 2003). Primary among these limitations are a lack
of exogenous measures of openness, an inability to convincingly establish
direction and strength of causality, and the economic simplifications re-
quired to use a linear regression framework. These limitations have led sev-
eral leading economists to conclude that cross-country regressions should
not be used as a basis for causal conclusions regarding the impacts of glob-
alization (Bhagwati 2000; Bhagwati and Srinivasan 2002; Bardhan 2003;
Ravallion 2003). These well-known limitations are also one of the reasons
that critics of economic globalization remain unconvinced by the generally
positive findings of such studies.

It is heartening to see that there is a growing acknowledgement of the
limitations of a black-box approach to globalization and poverty, and in-
creasing recognition among researchers of the importance of identifying
the causal mechanisms through which globalization affects the poor. This
approach is increasingly being represented by the contributions of this vol-
ume, as well as by Winters (2000, 2002; Winters, McCulloch, and McKay
2004) and the current United Nations University World Institute for De-
velopment Economics Research (UNU-WIDER) project on the Impact of
Globalization on the World’s Poor (UNU-WIDER 2004).

There is, however, a second reason that the empirical evidence to date
has failed to convert critics of economic globalization into proponents.
The reason is that the literature has not been well targeted toward address-
ing the remaining reservations that many people have about globalization.
The mismatch between the questions currently being asked and the an-
swers people want may be observed with reference to the list of outstand-
ing disagreements in the appendix.

In my opinion, people do not need to be convinced that growth is gener-
ally good for the poor or that increased trade is generally good for growth.
As will be shown in later sections of this paper, the evidence from reading
criticisms of globalization is that people are more interested in the optimal
policy mix to maximize the benefits to the poor while minimizing the neg-
ative impacts on any subgroup of the poor that is made worse off by such
policies. They are also interested in ensuring that growth is economically,
socially, and environmentally sustainable. Social sustainability, it is as-
sumed, requires that inequality be kept under a certain limit.

Consider the case of the debate over free trade. Only a very small pro-
portion of critics consider autarky to be an optimal trade policy. The vast
majority agrees, like Oxfam, that trade can be beneficial. They disagree,
however, with the conclusion that they perceive economists to have
reached: that the optimal policy for a developing country is to unilaterally
free trade without bargaining for any concessions from rich countries in
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return. They are understandably skeptical that such a policy is preferable to
the alternative position of a trade policy that includes some trade restric-
tions, some export support mechanisms, and some environmental, health,
or labor regulations that may restrict trade.

Thus, the question in most critics’ minds is not “to globalize or not to
globalize?” but “what, and how much, to globalize?” This way of thinking
may be viewed within the context of the broader debate over pro-poor
growth. Both Kanbur (2001) and Ravallion (2003) mention this debate in
their papers on globalization and poverty. As Ravallion (2003) says:

According to some observers “such actions are not needed . . . Growth
is sufficient. Period.”. .. The basis of this claim is the evidence that
poverty reduction has generally come with economic growth. But that
misses the point. Those who are saying that growth is not enough are
not typically saying that growth does not reduce absolute income
poverty. . .. They are saying that combining growth-promoting eco-
nomic reforms with the right [other] policies . . . will achieve more rapid
poverty reduction than would be possible otherwise. (pp. 18-19)

1.3 Measurement of Poverty and Inequality

The purpose of this section, and section 1.4 after it, is to provide a taste
of both the technical (this section) and philosophical (next section) issues
in the measurement of poverty and inequality that are pertinent to the
globalization debate. It is important to understand these issues for two rea-
sons. First, trends in various measures of poverty and inequality are the
bread and butter of participants on both sides of the globalization debate.
Thus, if we wish to understand why the two sides disagree, it is important
to understand these trends. That being said, the reader is reminded that,
despite the claims of both sides, trends in either direction over the modern
period of globalization (usually defined as the time since 1980) do not im-
ply causation. This brings us to the second reason that it is important to
understand the debate over poverty and inequality measurement. These
measures are necessary inputs to any econometric study that does actually
attempt to identify causal links between globalization and poverty or in-
equality. No matter how sophisticated the theoretical model or economet-
ric method is, the fact remains: garbage in—garbage out.

The importance of improving measurement methodology beyond the
current industry standard is argued by Deaton (2004), who says:

There is no credibility to the claim that globalization has been good for
the poor based on a calculation that applies badly measured distribu-
tional shares to (upwardly biased) measures of growth from the national
accounts. The globalization debate is serious enough that we must gen-
uinely measure the living standards of the poor, not simply assume them.
We cannot prove that growth trickles down by assuming that growth
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trickles down, nor argue that globalization has reduced poverty without
measuring the living standards of the poor. (p. 40)

1.3.1 Poverty

Despite the existence of a multitude of different poverty measures, many
of which may be technically superior, the discussion in this section is lim-
ited to the world poverty head count. This particular measure was chosen
both because it is the simplest one and because it is arguably the most of-
ten quoted in the globalization debate. As will be obvious from the discus-
sion that follows, the calculation of even this most simple of measures in-
volves enough technical detail to confuse the inexpert and to promote a
vigorous scholarly debate.

Table 1.1 provides a comparison of the most widely cited current esti-
mates of the world poverty head count. It can be seen that even very rigor-
ous authors have produced different estimates of the same statistic. The
reasons for these very different results may be largely explained by a few
key differences in method. We discuss these differences below. Also in-
cluded in the discussion are the claims by some authors that all of the esti-
mates in table 1.1 significantly underestimate the level of poverty.

Choosing a Poverty Line

The first step in generating a poverty head count is to choose a poverty
line. Since 1991, the standard poverty line has been approximately US$1
per day, in purchasing power parity (PPP) terms. This line was originally
chosen as being representative of the poverty lines in low-income countries
(Chen and Ravallion 2000). It is also common to report poverty figures for
a line set at twice this value, US$2 per day.

The World Bank’s $1-per-day and $2-per-day poverty lines have been
criticized for being arbitrary, and arbitrarily too low, which means that
they underestimate the number of people living in poverty (Wade 2002;
Reddy and Pogge 2003). The importance of the choice of poverty line to
the estimated head count can be observed in table 1.1. It can be seen that the
head count for the current $2-per-day line is more than twice that for the
$1-per-day line. More important, the upward trend in the head count is
more than ten times as high using the $2-per-day line. The significance of
the choice of poverty line is also highlighted by the latest poverty estimates
from the World Bank (Chen and Ravallion 2004). They find that the num-
ber of people living below $1.08 per day fell dramatically from 1981 to
2001, by just under 400 million (representing approximately a halving in
the incidence of poverty as a fraction of world population). However, the
number of people living between the $1.08 and $2.15 lines increased even
more, by around 680 million. As a result, the estimated number living un-
der the $2.15 poverty line actually increased by 285 million between 1981
and 2001.
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While acknowledging that there was an element of arbitrariness to the
original choice of $1 and $2 per day, Deaton (2001) argues that the data
consistency losses from defining a new poverty line would outweigh any
benefits obtained.

Estimating the Incomes of Different Groups within One Country

There are two main methods of estimating the economic well-being of
the population of a country. The first is to use national accounts data to es-
timate the mean income, and household-level survey data to estimate the
income distribution. The second is to use household survey data to directly
calculate the incomes of each decile in the income distribution.

Deaton (2003) explains that the main difference between these two
methods arises from the fact that the household surveys (HHSs) lead to a
lower estimate of average income than the national accounts and that the
difference between the two increases as incomes increase. This is true when
comparing richer and poorer countries at the same time period, and when
comparing the same countries over time. There are three main causes of
this discrepancy. First, richer people tend to understate the income by
more than poorer people. Second, richer people tend to respond less often
to household income or expenditure surveys. Third, according to Deaton
(2003), national accounts data tend to overestimate the growth rate of per
capita income. On the other hand, Bhalla (2003) has argued vigorously
that the national accounts estimates are far more accurate, and accuses the
World Bank of biasing its estimates in order to obtain more funding.

The impact of the difference between these two methods is illustrated in
table 1.1. It is clear that HHS-based estimates produce significantly more
pessimistic estimates of both the total number of poor and the reductions
in the number of poor.

Maintaining Consistency across Countries

The third contentious issue in the calculation of world poverty figures is
the way in which incomes are compared across countries. The main criti-
cism is that the consumption basket used to estimate PPPs does not reflect
the consumption patterns of the poor (Wade 2002; Reddy and Pogge 2003;
Deaton 2001). The baskets of goods and services used in all the World
Bank’s PPP calculations are based on a representative national consump-
tion bundle, not the bundle of goods typically consumed by the poor. This
means that because basic needs are relatively more expensive in poor coun-
tries the use of such broad-gauge PPP measures overestimates the pur-
chasing power of the incomes of the poor in developing countries. Wade
(2002) and Reddy and Pogge (2003) estimate this effect to be on the order
of 30 to 40 percent.

A related issue in the comparison of incomes across countries is the way
in which the prices are combined to produce PPP exchange rates. The
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World Bank uses the Elteto, Koves, and Szulc (EKS) method, while the
Penn World Tables are based on the Geary-Khamis (GK) method. Ac-
cording to Dowrick (2001) the GK method tends to overestimate the in-
comes of the poor, while the EKS method leads to a very slight underesti-
mation. This issue is discussed further in the section on the calculation of
inequality measures.

Maintaining Consistency across Time

The method used by the World Bank and the other authors in table 1.1
involves comparison between countries on PPP terms in some specified
year, followed by country-by-country, year-to-year adjustments in real in-
come based on national consumer price indexes (CPIs). The problem with
this methodology, as noted by Deaton (2001), is that the use of a different
base year causes changes in poverty estimates that overshadow the mag-
nitude of any real trend. Among other things, this means that poverty head
counts using different base years cannot be compared. As noted by Wade
(2002), it was the comparison of head counts based on two different PPP
base years that generated the much-cited claim by the World Bank that the
poverty head count had decreased by 200 million over the period 1980-98.

In addition to the arbitrary changes in poverty head count that are
brought on by updating the PPP base year, there may also be systematic bi-
ases. Reddy and Pogge (2003) argue that ongoing updating of the PPP base
year will cause the overestimation of the incomes of the poor to get pro-
gressively worse as average incomes rise. This means that over time, as the
base year is updated, the poverty head count will fall, irrespective of what
is actually happening to the poor.

The preceding discussion has illustrated that the official World Bank
poverty figures are simultaneously attacked from the left on the grounds
that they outrageously underestimate the extent of poverty and overesti-
mate the gains made in recent years, and attacked from the right on the
grounds that they do exactly the opposite. Both the right and the left claim
that the bank is manipulating its chosen methodology for political reasons.
This is an unfortunate state of affairs, which makes it very difficult for dis-
interested participants in the globalization debate to form an objective
opinion.

There are undoubtedly weaknesses in the current poverty accounting
practices of the World Bank that leave it vulnerable to such criticisms.
Some of these weaknesses are implicit in the attempt to summarize all the
deprivation in the entire world into a single number, and will never be re-
solved. However, some of the weaknesses can be reduced as methodology
continues to evolve and improve. A good first step would be to follow
Deaton’s (2001) recommendation that a locally validated set of PPP pov-
erty lines be developed and then held fixed, thus eliminating the large varia-
tions brought on by changes in PPP base year.
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1.3.2 Inequality

The numbers debate over global inequality has every bit of the complex-
ity of that over poverty, plus one additional layer. That additional layer is
the question of what sample best represents world inequality. Should we
consider every citizen as a member of a single global income distribution?
Or should we recognize the existence of national borders and talk about
within-country and between-country components of inequality? The an-
swer, of course, is that each measure has its different merits, and each will
be preferable in different contexts.

This section will focus on world inequality calculated assuming that
there are no borders, referred to from here on as “world inequality.”® This
measure has been chosen on the basis of two major merits. First, it is the
concept most analogous to the world poverty head count, which was dis-
cussed under the previous heading. Second, it is the concept that most rep-
resents what globalization is all about. Indeed, one of the reasons that
globalization has been associated with a rise in concern over global in-
equality could be that people are beginning to think more as global citi-
zens. Consumers in rich countries see that the global economy connects
them to the very poorest farmers in developing countries, and that makes
them feel that they have the power, indeed the responsibility, to make the
world a fairer place.

The one major disadvantage of the no-borders approach to calculating
inequality is that it is possibly the least relevant to policy analysis. Thus, it
is worth spending a paragraph to summarize a few broadly accepted facts
about the other measures and their trends in recent decades.!” To begin
with, everyone agrees that the lion’s share, of the order of two-thirds or
more, of inequality in the world is due to between-country inequality, and
that this share has changed little since 1980. Most experts would agree that
since 1980 within-country inequality has increased in more countries than
it has decreased. Most would also agree that between-country inequality
has increased if all countries are given equal weight. On the other hand,
many would also agree that between-country inequality has decreased if
countries are weighted by population.'! Finally, almost all would agree that

9. Recently two excellent papers (Sutcliffe 2004; Svedberg 2004) have been published that
provide a more comprehensive picture of the debate over inequality in the age of globaliza-
tion. These papers cover, among other points, the debate over population weighting in inter-
country inequality estimates.

10. This paragraph is based on the reading of the following papers: Dowrick and Akmal
(2005), Milanovic (2002), Sala-i-Martin (2002a, 2002b), Wade (2002), Ravallion (2003),
Crook (2003), Galbraith (2003), Fischer (2003), and Loungani (2003).

11. This latter finding, however, is dependent on whether incomes are compared on ex-
change rate or PPP terms, with PPP the more widely accepted basis and the one that more of-
ten leads to the conclusion that inequality has fallen. Dowrick and Akmal (2005) argue that
both exchange rate and PPP are biased and that, when the bias is removed from PPP, very little
change is found in population-weighted between-country inequality over the period 1980-97.
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the driving force underlying any inequality calculations over the period has
been the fact that major economies, especially at the very poor end (China
and India), but also at the very rich end (the United States and United
Kingdom), experienced a combination of growth and increased within-
country inequality.

World inequality, the measure that we are mostly concerned with in this
chapter, is essentially the sum of between-country and within-country in-
equality. This means that the fact that India and China both grew and ex-
perienced increased internal inequality causes estimates of changes in
world inequality to consistently lie between the estimates of changes in
between-country inequality calculated using alternatively unit weights or
population weights for each country.'? It is, therefore, not surprising that
some authors find that world inequality is increasing, while others find it is
decreasing.

Although there are many variations in methodology for calculating
world inequality, most of the variation in results arises from two sources,
both of which were also important to the debate over poverty head count.
The first is the use of national accounts data versus HHS data to calculate
mean national income. The second is the use of the PPP versus exchange
rate to convert between incomes in different countries.'*> The impact of
these methodological differences on the results obtained can be seen in
table 1.2, and in graphical form in figure 1.1. Note that although the results
presented in table 1.2 and figure 1.1 are based only on the Gini coefficient,
the qualitative conclusions of each of the methodologies are robust to the
use of several common measures of inequality.

As was the case with the poverty estimates, the use of household survey
data gives a significantly more pessimistic view of recent decades. Using
HHS data only, Milanovic (2002, 2005) finds that world inequality in-
creased at a rate of around 0.2 Gini points per year. Using national ac-
counts data to find average incomes, Sala-i-Martin (2002a) finds that world
inequality decreased at the rate of about 0.2 Gini points per year over the
same period.'* This is despite the fact that the two had very similar esti-
mates for the initial inequality in 1988.

The work of Dowrick and Akmal (2005) and Dowrick (2001) illustrates

12. Estimates of a potential upward trend in world inequality are lower than those of be-
tween-country inequality because “world inequality” implicitly weights countries by popula-
tion. On the other hand, because world inequality accounts for the rise in within-country
inequality, the trend is generally higher than that suggested by population-weighted
between-country inequality alone.

13. There are several methods for calculating PPP; however, most studies use the Penn
World Tables PPP figures. These are based on the GK method. See Summers and Heston
(1991) for details.

14. Note that the two authors also differ in the PPP conversion method. Sala-i-Martin uses
the Penn World Tables data based on the GK method. Milanovic uses the EKS method. Asis
explained below, this difference also works to exaggerate the difference between the inequal-
ity trends identified by the two authors.
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Table 1.2 Comparison of some recent world inequality estimates

Gini Gini Rateof No.of  Source Income

(start year) (end year) change countries of mean conversion Source

78.2 80.5 0.46 91 HHS XR Milanovic (2002), table 16

(1988) (1993)

62.8 66.0 0.64 91 HHS EKSPPP  Milanovic (2002), table 16

(1988) (1993)

62.8 64.5 0.19 91 HHS EKSPPP  Milanovic (2005)

(1988) (1998)

62.7 61.5 -0.24 125 NAcc GKPPP  Sala-i-Martin (2002a), table 1
(1988) (1993)

62.7 60.9 -0.18 125 NAcc GKPPP  Sala-i-Martin (2002a), table 1
(1988) (1998)

64.2 60.9 -0.17 125 NAcc GKPPP  Sala-i-Martin (2002a), table 1
(1978) (1998)

63.8 61.5 —-0.18 125 NAcc GKPPP  Sala-i-Martin (2002a), table 1
(1980) (1993)

65.9 63.6 -0.18 46 NAcc GKPPP  Dowrick and Akmal (2005), table 5
(1980) (1993)

77.9 82.4 0.37 46 NAcc XR Dowrick and Akmal (2005), table 5
(1980) (1993)

69.8 71.1 0.15 46 NAcc Afriat Dowrick and Akmal (2005), table 5
(1980) (1993)

Notes: Rate of change = total change in the Gini from start year to end year divided by number of years
between. HHS = household survey data. NAcc = national accounts data. XR = exchange rate.
EKSPPP = purchasing power parity calculated with the Elteto, Koves, and Szulc method. GKPPP =
purchasing power parity using Penn World Tables data, based on the Geary-Khamis method. Afriat =
an alternative PPP conversion designed to eliminate the biases typically present in GKPPP. See Dowrick

and Akmal (2001) for details.

the sensitivity of inequality calculations to the choice of currency conver-
sion when national accounts data are used to find average incomes.
Dowrick and Akmal (2005) argue that both exchange rates and PPPs based
on the GK method are biased means of conversion.'> To correct for these
biases, they recommend and apply a PPP measure based on an Afriat in-
dex which they argue is a true money-metric measure of relative utility. Not
surprisingly, both the level and the trend in inequality based on Dowrick
and Akmal’s Afriat index lie between the corresponding values based on
GK PPP and exchange rate. On balance, the Afriat index shows a very
slight increase in inequality over the period 1980-93.

According to Sala-i-Martin (2002a), the major difference between his

15. Dowrick (2001) discusses the EKS method of calculating PPP in addition to the GK
method. He finds that EKS measures of relative incomes are much closer to the “true” Afriat
measures than GK measures. He also finds that whereas the GK measure leads to a down-
ward bias in estimates of inequality between countries, the EKS measure leads to a slight up-
ward bias.
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Fig. 1.1 Comparison of some estimates of world inequality
Note: See table 1.2 notes for explanation of abbreviations.

methodology and that of Dowrick and Akmal is that he includes a larger
number of countries in his sample. Sala-i-Martin notes that the bias in
the countries that are excluded from Dowrick and Akmal’s sample leads
to an underestimate of the increases in inequality over their chosen time
period. This would suggest that if the larger sample of Sala-i-Martin
were combined with the unbiased PPP conversion of Dowrick and Ak-
mal, we would find that world inequality rose slightly over the period
1980-93.

1.4 Concepts of Poverty and Inequality

The central question in this paper is why some people believe that glob-
alization is bad for the poor while others believe quite the opposite. The
previous two sections have argued that part of the answer to this question
is that the technical literature on globalization and poverty faces method-
ological issues, some of which simply may not be resolvable to the satisfac-
tion of all sides. However, if technical issues were the only cause, then we
would expect to see a world populated by people sitting on the globaliza-
tion fence, who are awaiting further evidence before coming down on ei-
ther. This is clearly not the world in which we live.

The following two sections propose two explanations for why the critics
have been able to come to such strong conclusions based on the existing ev-
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idence.'¢ First, in the current section, I argue that there are subtle differ-
ences in values held by critics and proponents, which lead them to interpret
the evidence differently. Specifically, these differences lead them to have
different interpretations of value-laden phrases such as “worsening pov-
erty” and “growing inequality” Then in section 1.5 I argue that critics and
proponents interpret the technical evidence differently because they have
different opinions on the “deep facts,” that is, the fundamental processes
underlying globalization.!”

In arguing the importance of values as filters through which people pro-
cess facts that are presented to them, I follow the tradition of economists
and social thinkers such as Robbins (1932), Samuelson (1947), Graaff
(1962), and Robinson (1964). More recently, Dasgupta (2005) says, “facts
can be as subject to dispute as are values, in part because facts and values
are often entangled” (p. 3).

The implication of people’s inherently filtered interpretation of evidence
is that, although economists should continue to make every effort to im-
prove the quality of the facts on globalization and poverty, we should not
expect that this strategy alone will ever end the debate. As Putnam (1993)
writes, “It is all well and good to describe hypothetical cases in which two
people ‘agree on the facts and disagree about values,” but . . . when and
where did a Nazi and an anti-Nazi, a communist and a social democrat, a
fundamentalist and a liberal . . . agree on the facts?” (p. 146).

1.4.1 Poverty

This section seeks to identify and explain the concepts of poverty that
are most often employed by critics of economic globalization. It will show
that the concepts employed by critics tend to be ones that lead to a more
pessimistic conclusion about the impact of globalization on poverty. This
choice of concepts by critics could be viewed as simply a cynical means of
supporting their prior position. However, this section will argue that their
choice of definition of poverty is equally well explained by values and so-
cial preferences that many critics hold.

This section builds on the work of Ravi Kanbur (2001), who identified
several dimensions along which conceptions of poverty tend to vary:

 Total number of poor versus poverty incidence
e Monetary versus multidimensional measures

e Level of aggregation

 Time horizon

16. Although the discussion in this paper focuses on why the critics have formed strong
conclusions against globalization, the principles here could equally be used to explain to an
audience of critics or skeptics why the proponents of globalization have been able to form
such strong convictions on the topic.

17. Dasgupta (2005) describes “deep facts” as “the pathways that characterise social, po-
litical, and ecological systems” (p. 3).
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Numbers versus Incidence

Both Ravallion (2003) and Kanbur (2001) observe that the relative im-
portance of the total number of poor and the incidence of poverty is one of
the major points of difference in the globalization debate. Academic econ-
omists and international development agencies such as the World Bank
and UNDP rely almost entirely on incidence as the appropriate measure,
while critics of economic globalization refer almost without exception to
the total number of people living in poverty. The following “globalization
facts and figures” reported by the International Forum on Globalization
(IFG; 2001) illustrate this focus.

Excluding China, there are 100 million more poor people in developing
countries than a decade ago.—The World Bank, Annual Review of De-
velopment Effectiveness, 1999

Since 1980, economic decline or stagnation has affected 100 countries,
reducing the incomes of 1.6 billion people. For 70 of these countries, av-
erage incomes are less in the mid-1990s than in 1980, and in 43, less than
in 1970.—United Nations Human Development Report, 1999

We can understand the different focus of the two groups very easily if we
consider the advantages and disadvantages of the two concepts. If, for ex-
ample, we want to make intercountry comparisons, then poverty incidence
makes much more sense as a measure.'® Poverty incidence also allows the
poverty outcomes of a policy to be evaluated independent of the impact of
population growth. These are all things that economists and development
specialists wish to do. These poverty professionals also tend to believe that
poverty incidence is a better indicator of the ease with which poverty could
be eliminated in the next period.!® Thus, a decrease in the poverty incidence
is considered to be progress against poverty, even if the total number of
poor has not changed or has risen slightly, because the country is now in a
better position to fight poverty in the next period. It has also been argued
by Sala-i-Martin (2002b) that a veil-of-ignorance argument suggests that
poverty incidence is a more appropriate welfare measure than poverty
head count. He asks where we would prefer our children to be born: “in a
country of a million people with half a million poor (poverty rate of 50%)
or in a country of two million people and 600,000 poor (a poverty rate of
33%).”

For people outside the economics profession, the utility of a poverty

18. Itis possible, however, to conceive of alternative measures that could be used for inter-
country comparisons. For example, one could compare “poverty reduction rates” in much the
same way that GDP growth is used as the primary measure of overall economic performance.

19. Consider, for example, two countries that both have one million poor people. One
country has only one thousand rich people, and the other has ten million rich people. It is ob-
vious that the latter country is in a much better position financially to eradicate poverty.
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measure as an analytical tool is less important. Their focus tends to be di-
rectly on the goal, and that goal is to minimize the number of people who
are deprived of basic needs. Further, many would argue that there are ways
in which the total number of people remaining poor is a better measure of
how easy it will be to eradicate poverty in the future. This view is based on
an environmental-limits or neo-Malthusian perspective.?

As it turns out, whether one uses total number of poor or poverty inci-
dence does make a difference to the conclusions that one draws from an as-
sessment of world poverty trends. Although there is significant variation in
the estimates obtained using different methods or different time periods,
all of the estimates show a decrease in the incidence of poverty since the
1980s.2! The total number of extreme poor, however, has been variously
found to increase (World Bank 2000-2001), stay the same (World Bank
2001), slightly decrease (Chen and Ravallion 2004), or significantly de-
crease (World Bank 2002).22 Excluding China, or using a higher poverty
line, produces evidence of a significant increase in the total number of poor
(Chen and Ravallion 2004).2

Monetary versus Multidimensional Measures

Kanbur (2001) argues that critics of globalization tend to think of
poverty as a multidimensional concept rather than something that can be
fully captured by measures of average income or expenditure. In this re-
gard, critics are now on the same side as the majority of development econ-
omists (Thorbecke 2003; Kanji and Barrientos 2002; Kanbur 2001). Kan-
bur (2001) notes that health and education outcomes are now agreed to be
“on a par with income in assessing poverty and the consequences of eco-
nomic policy” (p. 1085). Evidence of the importance now placed on health
and education outcomes is provided by the UNDP’s Human Development
Report 2003, the World Bank’s World Development Report 2000, and the
World Bank and UNDP’s joint efforts on the “Millennium Goals.”

Though harder to quantify, empowerment, participation, and vulnerabil-
ity to shocks are also gaining acceptance as important dimensions of pov-
erty (Kanbur 2001; World Bank 2000-2001). The inclusion of these addi-
tional dimensions seems justified by the priorities of the poor themselves.

20. The argument is that if the creation of goods ultimately depends on environmental re-
sources, and those resources are limited, then an increase in the number of poor people in the
world is always a bad sign. Thus, this group tends to see poverty more as the result of lack of
access to resources than as a lack of economic activity.

21. For discussions of the issues involved in calculating poverty estimates, and the differ-
ent results obtained, see Wade (2002), Ravallion (2003), and Deaton (2001, 2002) as well as
the original source articles cited.

22. Note that the World Bank (2002) estimate of a 200 million reduction in the number of
poor is based on comparison of numbers generated by two incompatible methodologies
(Wade 2002).

23. In this paragraph references to the number of extreme poor are based on a poverty line
set at approximately $1 per day, while the higher poverty line referred to is $2.15 per day.
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A major study, Voices of the Poor: Can Anyone Hear Us? was published by
the World Bank in 2000 (Narayan et al. 2000). The authors found that pov-
erty was indeed multidimensional and that illiteracy, illness, humiliation,
absence of basic infrastructure, and lack of material well-being and physi-
cal assets (as opposed to income) formed the major issues.

The opinions of the poor also seem to suggest that the impact of global-
ization on their lives is less positive than measures of changes in their aver-
age income would suggest. Graham (2001) reports that the perceptions of
the poor and middle-class of their welfare change from national integra-
tion and liberalization are systematically below what is suggested by their
measured income change. Similarly, as Short and Wolfenson say in the
foreword to Voices of the Poor, “What poor people share with us is sober-
ing. The majority of them feel they are worse off and more insecure than in
the past” (Narayan et al. 2000).

People’s self-perceptions, of course, are always prone to subjectivity and
bias. So what do external measures of poverty’s other dimensions suggest
about the impact of globalization? As proponents of globalization like to
note, there have been significant improvements in literacy rates, life ex-
pectancy, and infant mortality over the last twenty-five years (e.g., Fischer
2003; Loungani 2003). As with the monetary measures, however, the use of
numbers rather than incidence tells a somewhat less laudable story. For ex-
ample, while the world rate of illiteracy fell by a third between 1980 and
2002, the total number of illiterate adults in the world decreased by a mere
1.4 percent over the same period.>* Similar patterns hold for other mea-
sures, such as infant mortality and access to clean water and sanitation.

Moving beyond an analysis of trends, Wei and Wu (2002) find evidence
from an econometric study using data from seventy-nine countries that a
faster increase in trade openness is associated with a faster increase in life
expectancy and a faster reduction in infant mortality. However, they find
no corresponding evidence for financial integration. Also on the issue of
health, Deaton (2004) argues that one’s perception of the impact of glob-
alization is also dependent on what one means by globalization. He sug-
gests that the things economists tend to think of in regard to globalization,
such as increased incomes and faster diffusion of health-related knowledge
and technologies, are beneficial to the health of the poor. On the other
hand, some of the institutional aspects of globalization, which are the fo-
cus of many critics’ concerns, may not be so beneficial. In particular, he

24. These data are from the World Resources Institute’s EarthTrends database. The world
literacy rate rose from 69.3 percent in 1980 to 80.2 percent in 2002. The total number of illit-
erate in the world rose from 883 million in 1980 to a peak of 890 million in 1988 and has been
falling steadily since then to around 871 million in 2002. This was helped in large part by
China, in which the number of illiterate has been falling steadily from 222 million in 1980 to
145 million in 2002, and hampered by India, where the number has been rising steadily from
250 million in 1980 to 291 million in 2002.



Why Are the Critics So Convinced Globalization Is Bad for the Poor? 55

suggests that the General Agreement on Trade in Services (GATS) may re-
strict the freedom of governments to shape their health delivery systems,
and that the TRIPs agreement may make provision of drugs in poor coun-
tries, particularly for HIV and AIDS, more expensive than necessary.

With regard to voice and empowerment, proponents of globalization
point out that the period of globalization has been accompanied by the
spread of democracy (e.g., Fischer 2003; Micklethwait and Wooldridge
2000). In contrast, as will be explained in section 1.5, many critics believe
that voice and empowerment are among the first casualties of globaliza-
tion. They believe that globalization shifts decision making to higher and
higher levels of government, well beyond the potential for meaningful
democratic participation from the poor.?> These two opinions are not,
however, as incompatible as they at first appear. Proponents of globaliza-
tion seem to be talking about whether the system in each country is funda-
mentally democratic, while critics of globalization are talking about the re-
alities of voice and participation within those countries that are already
ostensibly democratic.

Aside from the impact on democratic participation, there are two other
major claims made against globalization on the basis of nonmonetary di-
mensions of poverty. The first is that it increases vulnerability to shocks,
and the second is that reduced tariff revenues and neoliberal policies asso-
ciated with globalization lead to cutbacks in government services impor-
tant to the poor.

Kanbur (2001) provides a list of the type of services that people envisage
as being harmed by globalization but that are not recorded in monetary
measures of poverty:

If the bus service that takes a woman from her village to her sister’s vil-
lage is canceled, it will not show up in these [monetary] measures. If the
health post in the urban slum runs out of drugs, it will not show up. If
the primary school text books disappear, or if the teacher does not show
up to teach, it will not show up. (p. 1087)

Thankfully, there has been a large amount of research effort directed at
evaluating the concerns over both vulnerability and government service
provision. To attempt to summarize the conclusions of this research is to
do a grave injustice to this extensive literature. However, for our purposes,
with the help of Winters, McCulloch, and McKay (2004), we offer the fol-
lowing. First, there is agreement that capital account liberalization can
lead to increased macroeconomic volatility in developing countries (Bhag-
wati 1998; Fischer 2003; Prasad et al. 2003). Similarly, there is evidence that
the removal of government price support mechanisms can increase volatil-
ity of income for those dependent on the sale of agricultural commodities.

25. See IFG (2002). See also Bardhan and Mookherjee (2000), who claim that political
centralization may exacerbate problems of capture in the presence of inequality.
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However, the impact of other aspects of liberalization, such as trade liber-
alization, has been found to be sometimes stabilizing and sometimes desta-
bilizing. Finally, there is little evidence to support the claim that trade lib-
eralization and structural adjustment packages in developing countries
lead to cutbacks in the provision of public goods for the poor (Winters,
McCulloch, and McKay 2004).

Level of Aggregation and Time Horizon

It is often perplexing to economists to hear people refer to globalization
‘worsening poverty’ even in situations in which it is clear that the total
number of people in poverty has fallen. Part of the explanation for this puz-
zling view is that many people consider the phrase “worsening poverty” to
be apposite in any situation in which a significant number of already poor
people are made poorer. Kanbur (2001) attributes the greater concern that
critics of globalization have for those who lose from the process to a
smaller geographical perspective, or lower level of aggregation, and differ-
ent time horizon. He explains the smaller geographic perspective as fol-
lows: “For an NGO working with street children in Accra, or for a local
official coping with increased poverty among indigenous peoples in Chia-
pas, it is cold comfort to be told, ‘but national poverty has gone down’” (p.
1087).

With regard to time horizon, Kanbur suggests that critics of globaliza-
tion have at once a shorter-term and a longer-term worldview than many
of its proponents. The shorter-term view is the one that leads critics to feel
particularly concerned about the loss of income by certain subgroups as a
result of globalization-induced changes in the economy. This short-term
view is contrasted with the medium-term perspective of economists. In the
medium term it is argued that globalization will promote new industries,
and better jobs will become available to replace those that had been lost.

According to critics of globalization, the pertinent question is whether
the people who lost their livelihoods in the short term are likely to be the
same ones who gain a new and better source of income in the medium term.
In the case of middle-aged or older people, or where lack of education and
poor geographical mobility limit access to new opportunities, it may be the
case that the losers remain losers, for the rest of their lives.?¢

The problem with Kanbur’s explanation based on geographical scope
and time horizon is that it does not fully complete the picture. His examples
of nongovernmental organization (NGO) workers and local officials work-
ing with the poor do not explain why large numbers of people who work in

26. Ravallion (2003) provides some empirical evidence in support of this concern. He
claims that, when analyzing the poverty impact of economic integration, “it is quite common
to find considerable churning under the surface. Some people have escaped poverty while oth-
ers have fallen into poverty, even though the overall poverty rate has moved rather little”
(p. 16).
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office jobs in rich countries also appear to use the losses of certain sub-
groups as their criterion for claiming that globalization has worsened
poverty.

I propose a more basic explanation: that people simply do not like to see
poor people being made worse off. This could be interpreted as an indica-
tion that critics of globalization support a Rawlsian notion of social wel-
fare, as opposed to the utilitarian notion that is popular among econo-
mists. Another explanation is that although the rational side of most
personalities will tend toward a utilitarian perspective, the social side of
those same personalities will find personal tragedies such as the suicide of
South Korean farmer Lee Kyung Hae at the World Trade Organization
meeting in Cancun highly compelling. As behavioral economists are find-
ing more and more, we are often not consistent in our framing of such com-
plex values. More recent evidence from behavioral experiments suggests
yet another potential explanation: the critics are simply displaying a very
common human characteristic. After conducting experiments based on
hypothetical allocation decisions (unrelated to globalization), Baron
(1995) finds that

People are reluctant to harm some people in order to help others, even
when the harm is less than the forgone help (the harm resulting from not
acting). The present studies use hypothetical scenarios to argue that
these judgments go against what the subjects themselves would take to
be the best overall outcome. (p. 1)

It seems fair to conclude, then, that the balance between greater good
and personal losses is a dilemma to which there is no easy solution. Bal-
ancing stakeholder and national interests is the perennial challenge for
policymakers. Part of the reason that globalization is so unpopular may be
that, in order to get past the powerful stakeholders such as the owners of
capital in protected industries, policymakers have had to shift the balance
far toward being concerned with the greater national good. In such an en-
vironment, the voices of already marginalized groups such as peasants and
indigenous peoples have almost no chance of being heard.

Seen in the worst light, those middle-class white kids protesting in the
street in their wealthy countries are trying to stop something that has made
many of the world’s poor better off. Seen in the best light, they are trying
to give a voice to those who otherwise have none, and pushing policymak-
ers to think harder about how to soften those sharp edges of globalization.

1.4.2 Inequality

Critics of corporate globalization tend to consider the level of inequal-
ity to be an important component of social welfare, independent of its im-
pact on poverty. If there is a trade-off between fairness and efficiency, they
will lean toward fairness. Interestingly, the mounting evidence from be-
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havioral economics research is that they are not alone. As Fehr and
Schmidt (2000) find, “many people are strongly motivated by concerns for
fairness and reciprocity” (p. 1). And as Rogoff (2004) says, “In the long
run, global social welfare depends fundamentally on fairness and happi-
ness” (p. 4).

While the deep psychological reasons that people are concerned with
fairness are still being unraveled, some argue that there is a practical basis
for concern with inequality. Wade (2002) provides an example of the prac-
tical justification in his argument for why we should be concerned about ex-
change rate—based inequality between countries:

It may, for example, predispose the elites to be more corrupt as they com-
pare themselves to elites in remains why some people think that global-
ization leads to rich countries and squeeze their own populations in or-
der to maintain a comparable standard of living. It may encourage the
educated people of poor countries to migrate to rich countries, and en-
courage unskilled people to seek illegal entry.”® It may generate conflict
between states, and—because the market-exchange-rate income gap is
so big—make it cheap for rich states to intervene to support one side or
another in civil conflict. (p. 21)

In its Global Trends 2015 report (IFG 2002, p. 30), the U.S. Central In-
telligence Agency (CIA) also seemed to think inequality was worth worry-
ing about. According to them, globalization would create

an even wider gap between regional winners and losers than exists today.
[Globalization’s] evolution will be rocky, marked by chronic volatility
and a widening economic divide . . . deepening economic stagnation,
political instability and cultural alienation. [It] will foster political, eth-
nic, ideological and religious extremism, along with the violence that of-
ten accompanies it.

Given, then, that inequality is a common concern, the question still re-
mains why some people think that globalization leads to more inequality
and others think it leads to less. As with poverty, the explanation lies
largely in differences in what people really mean by inequality and wors-
ening inequality. Indeed, the debate over what type of inequality we should
worry about is even more intense than that over poverty. The intensity of
the debate seems to be fueled by the fact that inequality is a genuinely com-
plex concept. Concepts of inequality vary significantly depending on the

27. In this instance Rogoff is referring to the “long run” as the time after which absolute
poverty will have been eliminated. As he says in the same paper, “we can expect that as global
income inexorably expands over the next century, issues of inequality, rather than subsistence,
will increasingly take center stage in the poverty debate” (p. 1).

28. Straubhaar (quoted in IMF 1997, chap. 4) finds that net emigration from a poor coun-
try to a rich one tends to diminish when the wage differential between the two countries falls
below 1:4.
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person and on the framing of the issue presented to each person (Devooght
2003; Litchfield 1999).

In order to keep this paper a manageable length, I must once again apol-
ogize to an extensive literature (this time on the philosophical, axiomatic,
and social bases for selecting inequality measures), and move on to the ev-
idence that directly relates to globalization. In short, I will argue that crit-
ics of globalization tend to think in either absolute dollar terms or in terms
of polarization between the top and bottom of the income distribution.
They are also particularly concerned with the distribution of the gains
from globalization. In contrast, proponents of globalization, and most
academic economists, tend to use distributional measures of relative in-
equality, of which the Gini coefficient is the most popular.?

Inequality in the Absolute Gains from Globalization

According to both Kanbur (2002) and Ravallion (2003), emphasis on
absolute as opposed to relative inequality is the source of much of the per-
ception that globalization is increasing inequality.®® In support of this,
Ravallion quotes experimental evidence in which 40 percent of partici-
pants were found to think about inequality in absolute terms. To explain
what he means by absolute inequality, he provides the following example.
Consider an economy that has only two households, one with an income
of $1,000 and the other with an income of $10,000. Distribution-neutral
growth in the economy of 100 percent would double both incomes and
leave the Gini coefficient unchanged. However, the poorer household now
has $2,000 and the richer $20,000. This means that the richer household
gained ten times as much as the poor household. Many people would not
consider this a fair outcome and would probably describe it as an example
of increased inequality, despite the fact that relative inequality is un-
changed.

The example above is also relevant to the sweatshop debate. Consider the
case of a multinational corporation that opens a factory in a developing
country. The multinational provides better pay and conditions than simi-
lar local enterprises: say, a wage of $2.20 per day rather than $1.80 per day.
For the poor and unskilled in the local community, taking a job in the new
factory represents an improvement over their previous standard of living.
Meanwhile, as a result of transferring to the new, cheaper location, the
multinational makes cost savings of $18 per worker per day. Six dollars of
this saving is spent on paying off the investment in the new factory, six dol-

29. Different statistics regarding the population over which inequality is being measured
have also been used to advantage by both sides of the debate. This issue was discussed in sub-
section 3.2.

30. A pleasing development, perhaps in response to this observation, is that two recent
surveys of the debate on inequality and globalization (Sutcliffe 2004; Svedberg 2004) include
figures on and discussion of trends in absolute inequality.
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lars is passed on to consumers, primarily in rich countries, and corporate
executives collect six dollars as a bonus.

Despite the fact that the above situation clearly describes a Pareto im-
provement, many critics of globalization would consider it a bad outcome
on the basis that it was unfair. They would rather see a greater share of the
gains going to the poor workers. This issue is closely related to what Bird-
sall (2003) claims is the major reason for the popular perception that glob-
alization is good for the rich and bad for the poor. According to her,

We economists (and I put myself in that group) are missing the point.
True, world poverty may be declining and global inequality no longer
rising. But that does not mean that the global economy is fair or just. . . .
Even relatively benign outcomes may belie fundamentally unequal op-
portunities in an unfair global game. (p. 3)

Combining the insights of Ravallion and Birdsall, we may conclude that
many critics are concerned about inequality in absolute gains and in op-
portunities for gain from globalization.

Polarization and Top-Driven Inequality

Changes in inequality in absolute terms are no doubt important in the
minds of many critics. However, a perusal of the internet suggests that
there is a second concept of inequality that is also popular among critics of
globalization. The statistics most often quoted in support of the negative
impact of globalization on inequality are, in fact, measures of the /evel of
relative inequality (compare changes in absolute inequality as discussed
above). However, unlike economists’ measures, which are based on the en-
tire income distribution, the figures reported by critics of economic glob-
alization usually refer simply to the polarization of the distribution.* That
is, they focus only on the two ends of the distribution, which suggests a par-
ticular concern with top-driven inequality. Wade (2001) provides an excel-
lent example of the figures quoted on polarization:

Global inequality is worsening rapidly. . . . Technological change and fi-
nancial liberalization result in a disproportionately fast increase in the
number of households at the extreme rich end, without shrinking the dis-
tribution at the poor end. . . . From 1988 to 1993, the share of the world
income going to the poorest 10 percent of the world’s population fell by
over a quarter, whereas the share of the richest 10 percent rose by 8 per-
cent. (p. 72)

Statements such as this, which refer to changes in the relative incomes of
the top and bottom deciles, are typical of the criticisms of economic glob-

31. The same two recent surveys of inequality and globalization (Sutcliffe 2004; Svedberg
2004) that gave attention to absolute inequality also include significant discussion of polar-
ization measures. This shift toward more broadly appealing inequality concepts is to be ap-
plauded.
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alization that originate in relatively rich countries. However, according to
Graham (2001), top-driven inequality may also be important to the nega-
tive perceptions of globalization among the poor and middle class in
poorer countries. Graham’s argument is that by providing an ever-higher
benchmark for comparison, top-driven inequality leads people to under-
estimate their own income gains.

Knowing that many people think of inequality in terms of absolute gains
and polarization, rather than in terms of Gini coeflicients, goes some way
to explaining the confidence with which critics of economic globalization
assert that it causes increased inequality. The empirical evidence does sug-
gest that people do tend to gain from globalization in proportion to the
amount of wealth they already had.’> Moreover, as Sutcliffe (2004) points
out, polarization measures have tended to increase in recent times even
when the Gini coefficient is falling.?*

1.5 Dissatisfaction with the Process of Globalization

Capitalism is the astounding belief that the most wickedest of men will
do the most wickedest of things for the greatest good of everyone.
—John Maynard Keynes

This powerful network, which may aptly, if loosely, be called the Wall
Street—Treasury complex, is unable to look much beyond the interest of
Wall Street, which it equates with the good of the world.

—Jagdish Bhagwati (1998)

According to Bayesian learning theories, the conclusion that a person
draws from a given set of information is highly dependent on the prior
opinion of that person. Similarly, when faced with a number of conflicting
information sources of unknown quality, a person will place the most
weight on those sources that agree with their priors (Tenenbaum 2003).
These theories provide a very substantial explanation for why, despite the
vast research effort directed at proving whether globalization is good or
bad for the poor, large differences in opinion remain. The purpose of this
section is to explain why so many people form negative priors about the im-
pact of globalization on the poor.

32. This, as Ravallion (2003) points out, is the correct way to interpret Dollar and Kraay
(2001) and (2002).

33. This is particularly true for intercountry rather than true world inequality measures.
This effect also increases as the polarization measure becomes more narrow, thereby reflect-
ing a smaller proportion of the total income distribution. For example, according to Sutcliffe’s
(2004, p. 28) calculations, the ratio of the top to bottom 1 percent, 5 percent, and 10 percent
of the world’s population has at times risen even when the ratio of the top to bottom 20 per-
cent was falling. This provides yet another opportunity for critics and proponents of global-
ization to disagree on trends.
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The answer to our question begins with the observation that many crit-
ics view globalization as a process through which power is distilled upward
and away from the poor, toward a global elite. As Kevin Danaher, author
and public education director of the large nonprofit organization Global
Exchange, writes:

Within the global movement for changing how capital gets invested,
there are two key questions being raised. First, who is sitting at the table
when the investment decisions get made? Second, what are the values
guiding the process?

If the people sitting at the table are a mono-crop (wealthy, white
males), then the policies coming from that decision-making process
cannot reflect the needs and desires of the rest of us. . . . A mono-crop
of pro-corporate voices at the decision-making table will shut out other
sectors of society, such as workers, environmentalists, churches, com-
munity groups, and others. Thus “democracy” becomes an empty
phrase because the diversity of voices that is essential for real democracy
is blocked by those with power not wanting to share it. (Danaher 2001)

Although corporate executives are the most often envisaged members of
the global elite, critics also see it as including technocrats, bureaucrats, and
politicians.** McMurtry (2002) provides a lucid and impassioned example
of concern over the concentration of power associated with globalization
in his article “Why the Protesters Are Against Corporate Globalization™:

The ultimate subject and sovereign ruler of the world is the transnational
corporation, operating by collective prescription and enforcement
through the World Trade Organization in concert with its prototype the
NAFTA [North American Free Trade Agreement], its European collab-
orator, the EU, and such derivative regional instruments as the APEC
[Asia-Pacific Economic Cooperation], the MAI [Multilateral Agreement
on Investment], the FTAA [Free Trade Area of the Americas], and so on.

Together these constitute the hierarchical formation of the planet’s
new rule by extra-parliamentary and transnational fiat. (p. 202)

The second half of the answer to our question “Why do people form
negative priors about the impact of globalization on the poor?” is that few
noneconomists believe that this powerful, self-interested global elite will
make decisions that maximize long-run benefits to the poor. Indeed, the
assumption is more commonly that the elite will make decisions that are
good for the elite, and that what is good for the elite is almost invariably
bad for the poor.* Consider the following quotation from the World

34. For example, this is an ongoing theme in Korten’s (2001) hugely successful book When
Corporations Rule the World, an entire chapter of which is titled “Building Elite Consensus.”
35. Itis worth noting here that this is an area of important difference between critics of the
current form of globalization and those who may be truly described as opposed to globaliza-
tion. The first group includes organizations such as Oxfam International and Greenpeace.
These groups are global themselves, and thus their position is that global governance can
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Trade Organization (WTO) overview on the web site of Global Trade
Watch.

The WTO and GATT Uruguay Round Agreements have functioned
principally to pry open markets for the benefit of transnational corpora-
tions at the expense of national and local economies; workers, farmers,
indigenous peoples, women and other social groups; health and safety;
the environment; and animal welfare. In addition, the WTO system’s
rules and procedures are undemocratic, un-transparent and nonaccount-

able and have operated to marginalize the majority of the world’s people.
(emphasis added)

While these statements are somewhat lacking in balance, they do hint at
a number of important policy questions that have attracted some academic
interest but are deserving of much more. Of all these questions, the one on
which the gap between public concern and academic interest has been the
greatest is the role of big business. A reading of the many web sites set up
to criticize globalization reveals that this issue is the most widely held con-
cern of the general public with regard to globalization. However, if you
don’t have time to surf the Web, evidence of this may easily be found in the
titles of the two best-selling antiglobalization books: David Korten’s When
Corporations Rule the World and Naomi Klein’s No Logo. However, the
role of imperfect competition in the context of international trade and the-
ories of multinational firms is emphasized less today than it was twenty
years ago. Although the importance of departures from perfect competi-
tion was emphasized in models of strategic trade and infant industries in
the 1980s, in the 1990s economists generally emphasized the importance of
global competition in removing instead of enhancing market power.

As the two book titles above suggest, people are concerned about both
the political and the market power of transnational corporations. Concern
about the political power of big business exists independently of concern
over globalization.’” However, critics believe globalization exacerbates the
problem of corporate power in three ways. First, it facilitates the expansion
of the richest and most powerful corporations into countries whose gov-
ernments are more susceptible to capture and whose populations are far

work but that the influential global elite needs to be expanded to include civil society in a role
as strong as that of big business. In contrast, the latter group, which includes most notably the
IFG, tends to believe that democracy will deliver better policies than a combination of tech-
nocracy and lobby groups, even if the lobby groups are broadly balanced. They argue further
that democracy cannot function when the representative group exceeds a certain maximum
size, which is far smaller than the world population. Thus, they argue that global governance
is inherently flawed and local, democratic self-determination is to be preferred.

36. http://www.citizen.org/trade/wto/index.cfm

37. A Business Week/Harris Poll published in the September 2000 edition of Business Week
showed that 72-82 percent of respondents agree that business has gained too much power
over too many aspects of American life, while 74-82 percent agreed that big companies have
too much influence over government policy, politicians, and policymakers in Washington.
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less empowered than those in their home countries. The most commonly
cited examples of the problem are the labor conditions of footwear and
clothing manufacturers, and damage to health and livelihoods of local
populations in the vicinity of oil and mining operations. It is further
claimed that protest and unrest by indigenous or labor groups is violently
repressed by the national government directly or paramilitaries, and that
the foreign corporation either actively supports the repression or complic-
ity ignores it. Some of the most commonly cited cases involve Nike and the
Gap in Indonesia, Coca-Cola in Colombia, Rio Tinto and Freeport Mc-
Moran’s joint venture in Irian Jaya (a reluctant part of Indonesia), and
Shell in the Niger Delta.3

The second way in which globalization is believed to exacerbate prob-
lems of corporate power is that it involves the strengthening of suprana-
tional institutions, to which critics believe large corporations have dispro-
portionate access. The WTO is the most often criticized international
institution in this regard, and the TRIPs agreement is the most often criti-
cized outcome of this perceived influence.?* Third, globalization is believed
to exacerbate the problem of excessive corporate political power because it
is believed to make big business even bigger, and power is believed to be
proportional to size.*

Proponents of globalization often hold a much more optimistic view of
the impact of globalization on corporate political power. They argue that
corporate input to policymaking can be constructive and that globaliza-
tion actually decreases the likelihood of policy capture by industry. The lat-
ter point is supported by the observation that globalization is often associ-
ated with increased accountability and openness of national governments,
and increased competition for national monopolies. In addition, it is ar-
gued that the costs of corruption and excessive regulation are higher in an
open economy, leading to increased pressure for institutional reform (Bo-
laky and Freund 2004). There is also empirical evidence to support these
proposed linkages (Ades and Di Tella 1999; Berg and Krueger 2003). Bard-
han (2003, 2004) suggests that the forces identified by both sides of the
debate are likely to be at work.*! Consequently, he says, the effect of glob-
alization on the political equilibrium will vary on a country-by-country
basis, and he calls for more systematic empirical studies on the topic.

We turn now to the second major source of concern with corporate glob-
alization, that is, increased market concentration. This issue, according to
Kanbur (2001) is “undoubtedly the most potent difference in framework

38. To learn more about these claims, simply enter the company name and location in your
favorite search engine. Alternatively, visit the high-quality site of the Global Policy Forum,
http://www.globalpolicy.org/, where you can enter the key words in their Google-driven
search facility or browse by category. The web site contains thousands of news articles as well
as reports by both NGOs and UN committees.

39. See, for example, Bardhan (2003) and Deardorff (2003).

40. See, for example, Renner (2000).

41. See also Bardhan and Mookherjee (2000).
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and perspective” in the globalization debate (p. 1089). Bardhan (2003) and
Bhagwati (2002) also note that one of the fundamental differences between
globalization’s proponents and critics is that the former consider the im-
pacts of market liberalization within a framework of perfect competition,
while the latter consider it in the context of highly imperfect competition.
Thus, while much economic research has considered the ability of global-
ization to reduce the market power held by previously monopolistic do-
mestic firms, many critics see globalization as a mechanism by which the
oligopolistic reach of the transnational corporations spreads to the far-
thest corners of the globe.

The important implication of the assumption of a world of imperfect
competition is that it makes distortions in both factor and goods markets
feasible.*> Hence it is possible to believe that the poor are being exploited
both in their role as suppliers of inputs, particularly labor, and in their role
as consumers of finished products. A classic example of this belief was the
debate in India in the mid-1990s. Many small farmers were suffering at the
same time that many poor consumers were facing rapidly increasing food
prices. The culprits, some claimed, were the rapidly expanding foreign
agribusinesses that were acting as middle men in the food supply chain.*?

Although it is unlikely that foreign agribusinesses were the primary
cause of the consumer price hikes in the Indian example, there is some ev-
idence that some large transnational corporations do have market power.
Some major world markets are highly concentrated, and business execu-
tives continue to strive for greater market share under the belief that this is
necessary in a globalized economy (Ghemawat and Ghadar 2000).* Ac-

42. For example, Sethi (2003) claims that “most modern economies operate under condi-
tions of imperfect competition where corporations gain above-normal profits, i.e., market
rent, from market imperfections. Therefore, corporations should be held accountable for a
more equitable distribution of these above-normal profits with other groups, e.g., customers,
employees, etc., who were deprived of their market-based gains because of market imperfec-
tions and corporate power” (p. 1). Deardorff (2003) attempts to provide an economic model
describing the exploitative power that corporations are accused of exercising over labor.

43. For example, in a speech in late 1998, then Prime Minister Shri Atal Bihari Vajpayee
said that

A major area of concern for all of us in the supply and distribution of essential commodi-
ties is the exploitative role of middlemen. This was evident even in the recent spurt in
prices—the difference between wholesale and retail prices of onion, potatoes, pulses and
edible oils was sometimes in the 200 per cent to 300 per cent band.

The worst irony is that increased purchase price for the consumer does not mean better
sale price for the farmer. Prices of agriculture produce often fluctuate so wildly from year
to year due to market manipulations by middlemen, that sustainable crop planning be-
comes a near impossibility. (quoted in India News Online 1998)

See also Shiva (2002) and Aragrande and Argenti (2001).

44. An example of such concentration can be seen in autos, where the top five firms ac-
count for almost 60 percent of global sales. In electronics, the top five firms have over half of
global sales. And the top five firms have over 30 percent of global sales in airlines, acrospace,
steel, oil, personal computers, chemicals, and the media. These figures are from Morgan Stan-
ley Capital International and the International Data Corporation, quoted in the Economist
(“A Game of Global Monopoly,” March 27, 1993, Survey 17).
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cording to a recent report from the FAO Committee on Commodity Prob-
lems (FAO 2003) market concentration and vertical integration are “grow-
ing realities” in grain and cereal markets, which can be traced in part to
trade liberalization, aggressive export promotion policies, and privatiza-
tion of government trading entities. Ghemawat and Ghadar (2000), how-
ever, argue that hard empirical evidence that globalization of an industry
drives increased concentration of that industry is lacking. Bardhan (2003)
suggests that the impact of globalization on market concentration is in
need of more empirical investigation. However, he adds that even if the is-
sue is validated empirically, protesters should be lobbying for better anti-
trust laws, not more trade restrictions.

1.6 Conclusion

This paper has attempted to explain why criticisms of globalization’s
impact on the poor continue to abound despite the general consensus that
liberalization promotes growth and growth is good for the poor. The expla-
nation consisted of four parts. First, many people view the empirical
evidence in favor of globalization skeptically because they see globaliza-
tion as a process through which power is concentrated upward and away
from the poor. In particular, they see transnational corporations as gaining
a disproportionate amount of both political and market power. Critics of
globalization are also firmly of the opinion that corporations will use their
increased power in ways that benefit themselves and harm the poor.

Although these concerns are not without basis, there are mediating
factors that make it difficult to conclude that globalization is increasing
corporate power or that increased corporate power is necessarily bad for
the poor. On the first point it is important to remember that globaliza-
tion exposes many previously powerful national corporations to outside
competition, and requires greater transparency in government policy-
making. On the second point, it may be that the efficiency benefits of
large corporations outweigh any losses from increased market power.
Thus, it would seem that there is room for more empirical research to de-
termine whether the corporate globalization does indeed give the poor
cause for concern.

The next part of the explanation focused on the multiplicity of meanings
of the phrases “worsening poverty” and “increasing inequality.” The dis-
cussion in regard to poverty followed on from Kanbur’s (2001) work, which
identified four major differences between the concepts of poverty em-
ployed by globalization’s critics and proponents. These four dimensions
are the total number of poor versus poverty incidence, monetary versus
multidimensional measures, level of aggregation, and time horizon. I ar-
gued that although level of aggregation and time horizon do appear to be
important distinctions, they are both emblematic of a more general con-
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cern that the poor should not be the ones to bear the adjustment costs of
globalization.

I then examined the implications of each of these different concepts for
the assessment of the progress of the last twenty years. It was argued that
invariably some groups of poor are adversely affected by globalization,
even when a much larger number of poor are made better off. Thus, con-
cern for negatively affected subgroups will always lead to a less favorable
assessment of the impact of globalization. In the presence of strong popu-
lation growth, looking at total number of poor rather than poverty inci-
dence also leads to a predictably more pessimistic assessment. However,
the implications of including nonmonetary dimensions of poverty are less
clear. Many people clearly believe that liberalization will lead to negative
impacts on nonmonetary dimensions of poverty, but the empirical evi-
dence on this is mixed.

In regard to inequality [ argued that economic research generally applies
measures of the shape of the income distribution, while many of the criti-
cisms of globalization are based on polarization and on changes in ab-
solute inequality. The latter concept is related to the observation that the
poor often do not have equal access to the opportunities presented by glob-
alization (Birdsall 2003; Winters, McCulloch, and McKay 2004). Both
polarization and absolute changes in inequality tend to indicate rising
inequality more often than the measures of inequality preferred by
economists.

The next section showed that there remain important unresolved
methodological issues in the calculation of even the most fundamental
poverty and inequality measures. Foremost among these issues are the use
of household survey data versus national accounts data to estimate aver-
age national incomes, and the method of comparing incomes across coun-
tries and over time. Both of these issues have major implications for our as-
sessment of the last twenty years. Until we reach a consensus on them,
there will be empirical support for both optimistic and pessimistic views of
the period of globalization.

Global trends over the last twenty years, however, are not the best facts
on which to base claims about the benefits or otherwise of globalization.
Thorough empirical work, which links specific policy measures to poverty
outcomes, provides a far better basis. The empirical work to date has con-
tributed to a broad acceptance that trade and FDI are growth promoting.
Yet much work remains to show which policies can reduce the adjustment
costs borne by the poor and maximize the share of the benefits they obtain
from globalization.

Overall it seems that the difference of opinion between globalization’s
supporters and critics can be largely explained by differences in prior views
and priorities, as well as current ambiguities in the empirical evidence.
Rather than viewing criticism as a burden to be thrown off as quickly as
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possible, policymakers and researchers alike could do well to heed its mes-
sage: “good” isn’t good enough. We owe it to the world’s poor to do better.

Appendix

Summary of Remaining Disagreements

Strong Globalizers
Globalization is good for the poor.

Inequality should not be a concern
as long as poverty is decreasing.
Relative inequality is the appro-
priate measure of inequality.

The proportion of the population
living in poverty is the appropriate
measure of poverty outcomes.

Current income-based measures
are sufficient for answering most
questions regarding the benefits of
globalization.

More liberal trade is always better.

It is optimal for developing coun-
tries to unilaterally liberalize their
economies.

The way in which growth is
achieved makes little difference to
distributional outcomes; therefore
governments should employ pol-
icies that focus on maximizing
growth.

Cautious Globalizers
Globalization is bad for the poor.

Absolute inequality should be a
concern in its own right, regardless
of poverty outcomes.

The absolute number of people liv-
ing in poverty matters more than
the proportion.

Poverty measures should include
empowerment and vulnerability.

Total trade liberalization may not
be the best means of promoting
trade in the longer term, and even
if it is, it may come at too great a
cost in terms of social and environ-
mental policies. Totally free trade
is unlikely to be the optimal policy,
and the optimal policy mix will be
case specific.

Developing countries should refuse
to further liberalize their econ-
omies until the major economic
powers genuinely improve access
for developing-country exports.

Maximizing short-term growth is
not necessarily the way to produce
sustainable reductions in poverty.
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Governments should place minimal
controls on FDI in order to attract
as much as possible.

Policies that improve the profitabil-
ity of large foreign corporations
should be undertaken, because
these corporations provide jobs for
unskilled workers and bring in new
technology.

Although the provision of safety
nets is important, lack of safety
nets should not be used as a reason
for delaying liberalization.

Government provision of essential
services such as health, education,
water, and power is inefficient and/
or corrupt; therefore these activities
should be privatized. This can be
done without negative effects on the
poor by provision of subsidies or
vouchers.

Opening economies to foreign trade
and investment improves competi-
tiveness and eliminates inefficien-
cies caused by national monopoly
power.

Large reductions in wages in previ-
ously protected sectors are merely
evidence that these sectors were
earning monopoly rents that they
were sharing with their workers.

Opening reduces the potential for
capture of economic and political
power by local elites.

Governments should place controls
on FDI in order to maximize the
welfare gain to the host country.

Policies that improve the profitabil-
ity of large foreign corporations
should not be undertaken, because
the poor and the environment in-
evitably pay for the extra profits
gained.

Liberalization should not proceed
until adequate safety nets are in
place.

Government provision of essential
services is the only means of ensur-
ing that all the poor have access to
them at a reasonable standard. Pri-
vatization will have severe negative
consequences for the poor.

Opening economies to foreign
trade and investment eliminates
smaller local firms and further ex-
tends the oligopolistic power of the
transnational corporations.

Large reductions in wages in previ-
ously protected sectors send many
previously middle-class people to-
ward poverty. It is evidence of the
shift toward corporations in rela-
tive bargaining power that accom-
panies opening.

The evidence is that integration
with world markets is associated
with relative increases in the in-
comes of the very rich. This makes
it difficult to believe that their eco-
nomic and political power has
shifted toward the lower income
brackets. If anything, local elites
must now share their power with
international elites.
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Political reform is necessary in
many developing countries; liberal-
ization will provide a catalyst for
reform.

It is appropriate to have enforceable
supernational trade and investment
agreements. They will ultimately
lead to an optimal outcome.

The effect on the political equilib-
rium will be case specific, and it is
highly possible that liberalization
will have detrimental effects.

Nation states should not relinquish
power to international bodies,
since democracy does not function
at such a high level. Or Economi-

cally oriented international bodies
such as the WTO need to be bal-
anced by equally powerful interna-
tional organizations whose pri-
mary concerns are social and
environmental.
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Comment Xavier Sala-i-Martin

Emma Aisbett has written an interesting paper about why mainstream
economists and the so-called critics of globalization seem to disagree
about the economic impact of globalization. The central point of the paper
is that the critics have some negative priors about globalization and aca-
demic research does not provide clear evidence that they are wrong. By not
providing unequivocal results about aspects such as the evolution of
poverty or inequality in the purported era of globalization, the critics can
always point to some piece of empirical evidence that supports their pre-
conceptions. Economists’ lack of clarity, the author argues, is evident, for
example, in the way poverty or inequality is defined or in the lack of ro-
bustness of econometric studies.

The first question one should ask is whether academic economists
should engage in these debates. When I first asked myself this question, the
book Conversations with Economists (Klamer 1984) came to my mind. In
that book Robert Solow was asked about what was then the new classical
macroeconomics based on general equilibrium models and rational expec-
tations. His answer was “Suppose someone sits down where you are sitting
right now and announces to me that he is Napoleon Bonaparte. The last
thing I want to do with him is to get involved in a technical discussion of
cavalry tactics at the Battle of Austerlitz. If I do that, I'm getting tacitly
drawn into the game that he is Napoleon Bonaparte.”

Of course, the classical economists Solow was referring to back in 1984
were making very valid points. So valid that general equilibrium models
became standard practice in macroeconomic research over the following
two decades . .. and three of their intellectual leaders—Robert Lucas,
Finn Kydland, and Edward Prescott—ended up winning the Nobel Prize.
But the fact that classical economists had valid points does not mean that
everyone who criticizes standard economics has valid points also. The
thrust of Solow’s argument is still valid: economists should not engage in
serious debates with every critic, every social and political movement. In
this particular case, it is not clear whether academic research should

Xavier Sala-i-Martin is a professor of economics at Columbia University and a research as-
sociate of the National Bureau of Economic Research.
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change its normal course simply because a number of protesters fail to un-
derstand international trade or cross-country econometrics.

What seems clear, however, is that should academic economists choose
to engage in such debates, they should not lower their standards. Just be-
cause the critics have strange priors, we should not accept claims based on
substandard methodological practices. The debate with the critics must be
based on sensible theories and on accepted econometric methods. The rea-
son I mention this is that the methodology used by the critics (as it is de-
scribed in the paper) seems to be the following:

1. Define the globalization period.

2. Check whether poverty and inequality have increased or decreased
during this period.

3. Conclude that globalization is good or bad, depending on whether
poverty and inequality have decreased or increased.

This methodology has a number of serious problems. First, globaliza-
tion is not a well-defined phenomenon and, as a result, the globalization
period cannot be properly defined. The critics seem to suggest that the
globalization period is the decades that follow 1980, but it is not clear why.
What exactly happened to any measure of openness that warrants taking
1980 as the first year of the globalization period? The lack of a clear and
unambiguous definition leads us to the absurd situation (which is patent in
table 1.2 of the paper) where it seems that if one can show that inequality
has increased in any five-year period after 1980, then one has shown that
globalization is bad.!

The second problem with this methodology is that it fails to prove that
the supposed increases (or declines) in inequality are due to globalization
as opposed to the thousands of other things that occurred during the same
period. Imagine that a bunch of protesters decide to form a movement
called “critics of MTV.” The movement has credible priors that MTV is bad
for the economy (because it takes young citizens’ time away from study and
productive work, which significantly affects human capital, and it changes
their attitudes toward sacrifice, competition, and risk taking, which im-
pacts their productivity and their incentives to invest and become entre-
preneurs). To prove the validity of their conjectures, the group defines the
“MTYV period” as the post-1980 period (MTV was created in 1981). They
then go to the economics literature and find out that some measures of
poverty and inequality have exploded during this period, and they con-
clude that their priors were correct: MTV is bad for the economy!

Would anyone take the “critics of MTV” seriously if they simply show

1. Table 1.2 reports a very influential paper by Milanovic (2001), in which worldwide in-
equality is estimated for 1988 and 1993. The increase in the value of the Gini coefficient dur-
ing this five-year period has been widely quoted by the critics as evidence that globalization
has adverse effects on the evolution of world income inequality.
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this kind of empirical evidence to support their priors? I would think the
answer is no. And if it were to be taken seriously, the group would actually
have to fight the critics of globalization because they would both have pre-
sented exactly the same empirical evidence. And I suppose they would have
to fight with the “critics of the personal computer,” the “anti-Walkman”
crowd, and the “opponents of the disposable camera” (all of which prod-
ucts were introduced in the early 1980s). The fact that these things have
happened after 1980 is no evidence that MTV, Walkmans, disposable cam-
eras, or globalization is bad (or good). I would assume that, at the very
least, these groups should show whether the citizens of the countries that
have experienced increases in poverty rates have access to MTV, whether
they use Walkmans or disposable cameras, or, yes, whether the countries in
which they lived have indeed globalized. Notice that this is very hard to do
without an empirically useful definition of globalization, and it certainly
cannot be done by simply (loosely) defining a “globalization period” and
observing what happened during it.

Having said that, I will abstract from this problem for the rest of the pa-
per, and pretend that we can actually talk about and measure the “global-
ization period” and analyze the evidence on poverty and inequality over
the last couple of decades.

Aisbett is correct in pointing out that the definition of poverty is not
clear: it is a multidimensional concept that goes beyond income; there are
debates on how to adjust for purchasing power parity (PPP); and it is not
clear whether one should measure income poverty or consumption
poverty. Moreover, even if all these issues were to be resolved (that is, even
if we agreed that we can use a monetary measure and that this measure
should be adjusted by a particular system of PPP prices), it is still unclear
what is the line that defines poverty. The two most widely used lines are
what the World Bank calls “extreme poverty line” (which corresponds to
$1 a day) and the “poverty line” ($2 a day). Of course, these lines are arbi-
trary . . . but any other lines would be also.

The fact that all these methodological questions exist does not mean,
however, that anything goes in the debate on poverty. Yes, poverty is a
multidimensional concept, but in order to show that “real” poverty has
increased while “monetary” poverty has declined, one has to show a deteri-
oration of these additional measures. And most of them show an overall
improvement over the last two decades: life expectancy is up, education has
increased, literacy rates have improved, starvation has gone down, access
to water and sanitation has increased, and so on.

In terms of monetary poverty, the claim made by Aisbett is that it is not
clear whether poverty has increased or declined because poverty rates (or
incidence) seem to have declined clearly whereas the total number of citi-
zens living below the poverty line may have increased. The problem, ac-
cording to her, is that since the critics can pick and choose their favorite
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measure, they can always argue that poverty has increased. There are two
problems with this argument. First, people are not allowed to pick and
choose a measure ex post, based on their prejudices. It might make little
sense to use certain indexes to deal with particular questions. If, on the
other hand, one asks whether we should be more concerned about poverty
rates or head counts, a veil-of-ignorance argument used in Aisbett’s paper
suggests that rates are probably more important.

What is the evidence on the evolution of poverty rates? Let me show you
the results that I got in some of my own research (I apologize for the self-
cite). Figure 1C.1 shows the evolution of income poverty using $1-per-day
and $2-per-day lines. The rates were cut by between one-half and two-
thirds between 1970 and 1998: the $2-per-day declines from 0.4 to 0.18 and
the $1-per-day falls from 0.17 to 0.06 over the same period. If we look at
this more important measure of poverty, the world is certainly improving.

The problem, as suggested by Aisbett, is that in a world with rising pop-
ulation, poverty rates may fall at the same time that poverty numbers in-
crease! And if one is allowed to pick and choose whether to look at rates or
counts, one is essentially allowed to choose whether poverty increases or
decreases. The problem with this line of reasoning is that poverty counts
have also declined during the last two decades! Figure 1C.2 shows that the
$1-per-day count fell from 600 million in 1976 to 350 million in 1998. The
$2-per-day figures also show a reduction from 1.4 billion to about 1.0 bil-
lion during the same period.

Are these numbers crazy? Some people (from the World Bank) criticize
them because I used income per capita from the national accounts to pin
down the mean of the distribution as opposed to using the survey means (a
method used by the World Bank). The reason is that the means of the sur-
veys do not grow as fast as the income per capita as computed by the na-
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tional accounts. It is not entirely clear why these discrepancies exist. How-
ever, in a recent article published in the Economist, Martin Ravallion (re-
search manager of the Development Research Group of the World Bank)
argues that the World Bank $1-per-day numbers are comparable to my $2-
per-day figures (Ravallion 2004). According to Ravallion, “The [World]
Bank currently estimates that the world poverty rate fell from 33% in 1981
(about 1.5 billion people) to 18% in 2001 (1.1 billion), when judged by the
frugal $1-a-day standard.”?> My conclusion is, therefore, that the most em-
pirical evidence from academic researchers as well as the World Bank sug-
gests that both poverty rates and counts have been declining dramatically
over the last two decades, the two decades that the critics called the glob-
alization period.

An interesting question is whether the poverty lines used make sense.
The $1-a-day line is clearly arbitrary . . . but so would be any other line!
The problem for the critics is that poverty rates fall for all conceivable
poverty lines! To demonstrate this, figure 1C.3 shows cumulative distribu-
tion functions (CDFs) for 1970, 1980, 1990, and 1998. We see that the 1980
CDF curve stochastically dominates that of 1970, that the 1990 CDF curve
stochastically dominates that of 1980, and that the 1998 CDF curve sto-
chastically dominates that of 1990. In other words, poverty rates declined
between 1970 and 1998 for every conceivable poverty line. Thus, engaging
in debates about what exact poverty lines we should be considering when
making statements about how poverty has evolved during the “globaliza-
tion period” is not likely to change the conclusion that poverty rates have
declined and that globalization is (I suppose) good for the poor.

2. Compare with my figures of 38 percent (1.4 billion) in 1981 and 18.5 percent (1.0 billion)
in 1978 (Sala-i-Martin 2002).
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Fig. 1C.4 Poverty rates for world regions: $1 per day

A common practice among critics consists in suggesting that poverty ac-
tually increases if we exclude China (or China and India) from the analysis
(Aisbett cites a report by the World Bank that does exactly that in section
1.4.1). This is true, but perhaps irrelevant: of course when we exclude those
countries where poverty declines, poverty in the remaining countries in-
creases. Which is not to say that we should ignore the regions of the world
that witness deterioration of poverty rates and counts. The really important
questions are (1) what regions of the world are witnessing a deterioration of
poverty rates, (2) whether poverty is falling in China only, and (3) whether
the cause of increasing poverty, wherever that happens, is globalization.

Figure 1C.4 displays poverty rates for Asia, China, Asia minus China,
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Fig. 1C.5 Poverty head counts for world regions: $1 per day

Latin America, and Africa. We see that poverty rates have declined sub-
stantially in China, but also in the rest of Asia (thus, it is not true that
poverty declines only in China). We notice that, after falling during the
1970s, poverty rates stagnated in Latin America. The real problem occurs
in Africa, where $1/day rates have almost doubled from a bit over 20 per-
cent to just above 40 percent. Figure 1C.5 shows that poverty counts also
declined in China, the rest of Asia, and Latin America, but have increased
in Africa.

Of course, if one wants to use these data and argue that globalization
causes poverty, one should show that East Asia, South Asia, and Latin
America have experienced more globalization than Africa. One way to an-
swer this question is to follow Dollar and Kraay (2000), who divide coun-
tries into those that globalized after 1980 and those that reduced their ex-
posure to globalization and estimate the evolution of poverty in each of the
two groups.® If we use a $1-per-day line, poverty counts fell by 309 million
people within post-1980 globalizers and increased by 79 million in coun-
tries that failed to globalize (see table 1C.1). If we use the $2-per-day line,
the numbers are —478 million and +80 million, respectively. Of course,
which country should be assigned to which group remains a controversial
issue, in part because we do not have an empirically useful definition of
globalization, which is precisely why I mentioned earlier that this should
be a priority of researchers of this field. If we had a good and empirically
useful definition of globalization (and I have argued repeatedly that we do
not) we could estimate a cross-country regression where the change of

3. See Dollar and Kraay (2000) for definitions. Of course, if we had a good and empirically
useful definition of globalization (and I have argued repeatedly that we do not) we could es-
timate a cross-country regression where the change of poverty rates are the dependent vari-
able and globalization is the explanatory variable.
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Table 1C.1 Evolution of poverty rates and head counts

Poverty rates

Poverty head counts

Population $1/day $2/day $1/day $2/day
A. Globalizers
1970 1,615,775 0.251 0.608 405,323 981,661
1980 1,986,033 0.193 0.506 382,841 1,005,457
1990 2,373,008 0.094 0.334 223,615 792,142
1999 2,655,988 0.036 0.190 95,660 503,506
Change since 1970 -0.215 -0.418 -309,663 —-478,155
Change during 1970s -0.058 -0.101 22,482 23,796
Change during 1980s -0.099 -0.172 -159,226 -213,315
Change during 1990s -0.058 -0.144 -127,955 -288,635
Change during 1980s + 1990s -0.157 -0.317 —287,181 501,950
B. Nonglobalizers
1970 454,464 0.180 0.420 81,888 190,870
1980 589,005 0.106 0.324 62,395 191,053
1990 758,979 0.122 0.296 92,872 224,941
1999 906,102 0.178 0.299 161,087 271,272
Change since 1970 -0.002 -0.121 79,199 80,402
Change during 1970s -0.074 -0.096 -19,493 183
Change during 1980s 0.016 -0.028 30,477 33,888
Change during 1990s 0.055 0.003 68,215 46,332
Change during 1980s + 1990s 0.072 -0.025 98,692 80,220

poverty rates is the dependent variable and globalization is the explanatory

variable.

My next few points relate to the debate on the evolution of world income

inequality. This debate resembles that of poverty: there is controversy on
whether one should use national accounts data or survey data to pin down
the means of the distributions; there are arguments on what index of in-
equality one should use; and there are debates on how or whether to adjust
for PPP. This last debate is a bit bogus: the Robert Wade quotation in sec-
tion 1.4.2 of the paper (“exchange rate inequality may predispose the elites
to be more corrupt, as they compare themselves to the elites in rich coun-
tries”) is an interesting example of creative ex post rationalization that
seeks to justify one measure of inequality that increases (and therefore jus-
tifies one’s prejudices). It should be clear that, in order for us to be able to
measure inequality across objects, objects must be comparable. And, since
PPP-unadjusted income data across countries are not comparable, in-
equality measures that use these data should not be considered.*

4. Besides, Wade’s ingenious justification leaves unclear why the elites want to compare the
amount of dollars they have rather than the size of their villas, the eccentricity of their parties,
or the length of their boats. If the critics have to rely on this kind of creative and noncredible
theorizing to argue that the world is deteriorating, they are in deep intellectual trouble.
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If one uses PPP-adjusted income and anchors the mean of the distribu-
tion to GDP per capita, measured global inequality among individual in-
comes is clearly not “exploding.” Figure 1C.6 displays the Gini coefficient
I reported (Sala-i-Martin 2002). Worldwide inequality increases during the
1970s and declines over the following two decades. Having said this, I find
it interesting to note that the Gini coefficient does not fall monotonically.
Just as recessions occur in the middle of otherwise growth process, in-
equalities may suffer small short-term reversals. This should be a warning
against extrapolating analysis of inequality over very short periods of
time.’

The critics of globalization may suggest that this conclusion depends on
the use of the Gini coefficient and that things might look different with
other indexes. I show (Sala-i-Martin 2002) that this is not likely to be the
case. I show that the mean logarithmic deviation, the Theil index, the At-
kinson index with coefficient 0.5, the Atkinson index with coefficient 1, the
variance of log income, the coefficient of variation, the ratio of the income
of the top 20 percent to the bottom 20 percent of the population, and the
ratio of the income of the top 10 percent to the bottom 10 percent of the
population all evolve in a very similar fashion.

Aisbett suggests that the critics tend not to accept this evidence because
their priors lead them to think of inequality in terms of polarization so an
index like the ratio of top to bottom incomes is better than the Gini coeffi-
cient (most commonly used by academic economists) because the Gini
puts too much weight on middle-of-the-distribution levels of income. To
support this premise, she cites Wade again, who claims that the ratio of in-

5. This is of particular importance given the impact that Milanovic’s (2001) evidence on
growing income inequality “during the globalization period” had on public opinion: the
study compared inequality in 1988 with that for 1993, a five-year period! (Why Milanovic
2002 reports a similar-sized decline in inequality over the following five-year period remains
a mystery.)



84 Emma Aisbett

32

NN
e \

26
'\0\,/0\4,

28

24

22

20
1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998

Fig. 1C.7 World income inequality: Ratio of top 10 percent to bottom 10 percent

0.72

0.701

0.681

0.66

0.64

0.621

0.60 T T T T T T T T T T T T T T T
1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000

—&— Milanovic —%&— Bourguignon-Morrisson—#— Dikhanov-Ward —&— Vhotiapanic-Val.Rao
— — Sala-i-Martin -- #-- Dowrick-Akmal —H&—Bhalla -~ ®--Dowrick-Akmal (PWT)

Fig. 1C.8 Gini estimates from other studies compared

come of the top 10 percent of the distribution to the bottom 10 percent in-
creased dramatically between 1988 and 1993. Leaving aside the question of
why this five-year period is of particular interest in terms of analyzing the
economic impact of globalization, Wade exaggerates when he says that this
actually increased. Figure 1C.7 shows that the behavior of the ratio of 10
percent top to bottom follows a trend very similar to other measures of in-
equality: it clearly did not “explode.” It clearly did not even increase. It ac-
tually went from a value of more than 30 in 1978 to a bit over 25 in 1998!
The final question is whether these results are sensitive to different
methodologies (such as the use of national accounts data rather than sur-
vey means to anchor the mean of the distribution). Figure 1C.8 shows the
behavior of the Gini coefficient according to different studies. A quick look
at the figure suggests that there is little or no evidence that global income
inequality has exploded during the globalization period. Most measures
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show either a small decline, a small increase, or no trend. Notice that the
only large change in inequality occurs in the study by Milanovic (2001),
who, as mentioned above, compares 1988 with 1993. The size of the in-
crease is only matched by the size of the decline over the following half
decade (which is reported in Milanovic 2002).6

My final thought relates to the criticism made in the paper of cross-
country econometrics. The problem seems to be that, because the empiri-
cal evidence presented by this econometrics literature is not robust and
consistent, the door is open for the critics to justify their priors that open-
ness is bad for the growth of a nation. My reading of the literature is that it
is true that there are researchers who show that openness is strongly and
positively correlated with growth. It is also true that other researchers
question the channel through which openness comes about (they conjec-
ture that it may work more through institutions than through the channels
explained by conventional trade theories). It is even true that other re-
searchers question the robustness of these results and show that the corre-
lation may be statistically insignificant. The problem with the critics is that
there is little or no empirical evidence in the literature—robust or other-
wise—showing that openness (globalization?) is negatively correlated with
growth! While the “critics,” therefore, can be reasonably skeptical about
the claim that openness is unambiguously good for growth, they should be
even more skeptical toward the claim that it is bad!

In sum, Emma Aisbett has written an interesting paper that raises more
questions than answers as to whether the debate in which the “critics” want
to engage is useful or is a complete waste of time.
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Stolper-Samuelson Is Dead

And Other Crimes of Both
Theory and Data

Donald R. Davis and Prachi Mishra

This conference volume asks what impact globalization has on poverty.
What role are theorists to play in these discussions? A temptation is simply
to write yet another model using newer and cooler techniques drawn from
other fields, but we are skeptical about whether this is what the world really
needs (at least at the moment). In this, we are on the side of Descartes, who
in his Discourse on Method enjoins the researcher to proceed from the
simple to the complex. We think that we need to start with the absolutely
simplest models that we can and add complexity only as persistent empir-
ical evidence forces us to do so. At least as a starting point, the null hy-
pothesis should not be too complex.

Having argued that we should start with very simple models and add
complexity only as necessary, let us head in the other direction and critique
our fixation on the predictions of the simplest models. Models exist to
make a point. Just as a toy hammer prepares a child to use a real hammer,
our toy models provide us with insights that will be immensely useful when
we turn to more complex problems. But when we need to pound in a nail,
we don’t want to use a toy hammer. And we should be equally cautious
about spending all of our time testing toy theories or interpreting the data
in terms of these theories. We shouldn’t ignore them, discard them, or least
of all mutilate them. But we do need to ask what the deep lesson is to be
learned from the simple models and how one should go about using this in-
sight in a more complex setting.

Donald R. Davis is the chairman of the department and professor of economics at Colum-
bia University and a research associate of the National Bureau of Economic Research. Prachi
Mishra is an economist in the research department at the International Monetary Fund.

The views expressed in this paper are those of the authors and should not be attributed to
the International Monetary Fund, its executive board, or its management.
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For theorists, this poses a clear problem. As we will see below, the data
keep pushing us toward a world much less tidy than the elegant one where
we spend most of our time theorizing. Why can’t we live in a world more
amenable to crisp models? For the data analyst, it likewise poses a problem.
How do we make use of the real insights of the simple models in a world
more complex by far?

One of the difficulties in reading empirical analyses for someone of the-
oretical proclivities is that the models under study are frequently alluded to
only vaguely. What are the competing models of the world? What would
lead us to believe one rather than another? When the prediction of one
model is hard to find in the data, what are we to believe about the world?
Too often one can’t find a clear discussion.

Even if we trim down considerably the question of globalization and
poverty to examine the relation between openness and wages, this is still a
vast field with many different questions and difficult problems. What is the
impact of liberalization by one country on wages of various groups in that
country? What is the impact of liberalization by a large number of coun-
tries? What is the impact of different types of liberalization on wages? The
approach that you would want will depend importantly on which question
you want to answer.

Let’s think for a while about the trading system as a whole. What model
do you want to have in mind of the determinants of world trading patterns
when we do this? Because we are now talking about world general equilib-
rium, we should realize that there are as many different potential models as
there are models of any element of the economy. Trade economists spend
most of their time working with just a small set of these when considering
questions of trade patterns—Ricardo, Heckscher-Ohlin (-Vanek), specific
factors, monopolistic competition, economic geography, dynamic models
of accumulation, growth, and trade, and models of trade and technical
change. If we ask which of these are relevant to the world we live in, surely
the answer is—all of them! The question should rather be to establish in
which contexts each is helpful and to establish magnitudes.

There are theory crimes and there are data crimes. Sometimes we manage
both at the same time. We commit theory crimes constantly—toy models
are entirely in the realm of theory crimes. But they are misdemeanors in the
service of higher ideals, namely, developing our intuition about the work-
ings of the models. Theory felonies occur when we are so entranced by the
elegance of our toy models that we lose sight of the question we are trying
to answer, indeed come to believe that we have provided an answer even
when clearly central aspects of the problem are addressed inappropriately.

A prime example is the Stolper-Samuelson theorem. The year 1991
marked the fiftieth anniversary of the publication of the article by Wolf-
gang Stolper and Paul Samuelson that provided the first statement and
proof of the Stolper-Samuelson theorem. To observe this golden jubilee,
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international trade economists at the University of Michigan organized a
conference in honor of this celebrated theorem. One of the highlights of the
resulting volume (Deardorff and Stern 1994) was the original letter from
the editor of the American Economic Review, which praised the paper for
its “brilliant theoretical performance” but nonetheless rejected it for pub-
lication on the basis that it does not “have anything to say about any of the
real situations with which the theory of international trade has to concern
itself” (P. T. Homan, quoted in Deardorff and Stern 1994, xi). The conven-
tional view of this referee report is that it is a howler, a monumental gaffe,
a high-water mark on the seas of academic idiocy. Yet the present paper
will argue that, in one of the theorem’s central applications, the referee re-
port got it about right.

Itis time to declare Stolper-Samuelson dead. A theorem, of course, is im-
mortal. It is a logical relation that existed before there were humans and will
survive them, just as surely as the theorem of Pythagoras. And the Stolper-
Samuelson theorem has the hallmarks of great economic theory: an issue of
great substantive importance, elegant analytics, and surprising results. Yet
an enormous problem arises when we try to apply the Stolper-Samuelson
theorem, unthinkingly, specifically to the question of the consequences of
trade liberalization for the poorest or least skilled in poor countries. In this
context, Stolper-Samuelson has become a central reference point, indeed
a mantra, a totem: “Stolper-Samuelson says that trade liberalization will
raise the real income of the abundant (unskilled) labor in poor countries.”
Stolper-Samuelson, qua theorem, is not wrong, of course. But if we use it,
as we so often have, as if it provides a reliable answer to this question of real
human significance, then it is worse than wrong—it is dangerous.

Of course, the fact that the Stolper-Samuelson theorem fails to be robust
to theoretical departures from its core assumptions is not news. Hence, we
will spare the reader a catalog of alternative theoretical assumptions that vi-
tiate Stolper-Samuelson. Rather, we hope to appeal to a selection of recent
empirical work on the part of trade economists that suggests that the con-
ventional way of thinking about applying Stolper-Samuelson is hopeless.

2.1 A Primer on Issues with Stolper-Samuelson

The aim of this section is to give trade and nontrade economists a simple
common language both to understand the insights of Stolper-Samuelson
and also to understand its shortcomings as a tool for examining the prob-
lems of trade liberalization in developing countries. To do so, we will aim
to develop a transparent exposition of the Stolper-Samuelson theorem and
add some amendments that build our intuition about dimensions of ro-
bustness of the theorem, but also steer the conversation toward the dimen-
sions in which the practical or real-world use of the theorem breaks down.

Consider the case of a country that is small in the world market for two
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Fig. 2.1 Trade liberalization and factor prices: Stolper-Samuelson theorem

goods, X and Y. For simplicity, assume that X and Y are produced with
fixed-coefficient technologies in the two inputs, say, skilled and unskilled
labor (H and L). Perfect competition is assumed to reign in all goods and
factor markets, and there are no geographical or sectoral barriers to mo-
bility within a country. Let X be the skill-intensive good. Assume that both
goods are produced in this country in equilibrium (fig. 2.1).

Under these conditions, price must equal unit cost. For the Y sector, this
is easily written as

P, =w,a,,+wa,.
If we want to graph this in factor price space, we simply get
Wy, = b w,.
aHY aHY

This is a simple linear equation with slope equal to minus the inverse of the
skill intensity. Equivalently, the skill intensity is given as the slope of the
normal to the unit cost curve (so the “flat” line is that of the skill-intensive
X sector).

Even before we establish equilibrium factor prices, there are lessons to
be learned here that are more general than the framework we are using. The
first is that we need to pay attention to which goods price we are looking
at—namely, the domestic price. Second is that here this price gives us the



Stolper-Samuelson Is Dead: And Other Crimes of Both Theory and Data 91

revenue available to pay domestic factors of production. If the domestic
price falls, and the good continues to be produced under the same technology,
then some factor of production must receive less in compensation. If we
think we see a good produced before and after a drastic trade liberaliza-
tion, but we can’t seem to find any factor that has had more than a trivial
change in its factor return, then we had better look again. One possibility
is that the goods on which we liberalized trade are not really the same as
the goods we are producing, and so they had a zero or negligible effect on
domestic prices of the goods we do produce. A second possibility would be
some kind of “induced technical change” in which the unit input coeffi-
cients fall with liberalization so that wages can be maintained. If this
change in the apparent unit input coefficients represented increased effort,
then one should be cautious to note the losses in real income implied by the
disutility of the added effort.

With the relative goods price and technology given exogenously, the
single competitive cost condition above is insufficient to determine two fac-
tor prices. However, these can be determined given the corresponding unit
cost condition for X:

w, = i - aLX w
H L
Apx Ayx

Positive production of both goods requires that the associated zero-profit
conditions intersect in the nonnegative orthant of factor price space and
that the country’s endowments lie in the range spanned by the two goods’
factor intensities. For now we assume this to be true. Then the factor prices
are determined by the intersection of the two zero-profit lines—that is,
consistent with price equal to unit cost in both sectors.

The conventional argument that the unskilled in poor countries will ben-
efit from trade liberalization requires just a few more steps. Assume that
the poor country is an exporter of the unskilled-intensive good and im-
porter of the skill-intensive good. Then P, = P% and P, = (1 + t) P%, where
P, and P% denote the domestic and foreign prices respectively of the skill-
intensive good; P, and P% denote the same for the unskilled-intensive good.
Removal of the tariff lowers the domestic price of the skill-intensive im-
portable X without affecting that of the exportable Y. The reader can eas-
ily convince herself, based on this diagram or simple algebra, that the
skilled wage falls in terms of both goods and the unskilled wage rises in
terms of both goods (fig. 2.1).! This is the source of the conventional

1. The simplest way to see this graphically is to note how far the skilled wage would have
fallen if the proportional decline in the price of X had fallen proportionally on both factors.
Since equilibrium skilled wage with active production of both goods falls farther yet, clearly
the real wage has fallen in terms of both goods. Correspondingly, the new equilibrium fea-
tures a higher nominal unskilled wage here, hence also real wage, since the price of Y is un-
changed and that of X fell.
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statement that “trade theory” suggests that liberalization will raise the
wages of the unskilled in unskilled abundant countries.

Before moving on to critiques of this conventional wisdom, we touch on
a couple of additional topics. One is the role of nontraded goods. In this
conventional setting, the prices of traded goods have already established
the two factor prices (assuming both traded goods are always produced) as
a function of the two domestic traded goods prices. Given these factor
prices, cost minimization determines the price of nontraded goods, hence
the demand in the nontraded sector, and local supply meets exactly that de-
mand. Local demand shocks for nontraded have no effect on the equilib-
rium price of nontraded goods (i.e., they are met with a pure supply ad-
justment) so long as both traded goods continue to be produced. Hence a
long tradition by trade economists of ignoring nontraded sectors—which
are typically the majority of output!—in discussions of trade and factor
prices.

We now introduce the concept of a noncompeting good. Up to now we
have assumed that there is local production of all goods that are interna-
tionally traded. What happens if there is some good Z that is produced else-
where (continue assuming we are small in world markets) but consumed
here? We can call Z a noncompeting good because there is no local pro-
duction and (by assumption) changes in tariffs on Z do not affect domes-
tic prices of goods we do produce. In this case, the removal of a tariff on Z
is a pure source of consumption gain for our consumers without affecting
the product wages of skilled and unskilled in terms of X and Y. Both fac-
tors have higher real wages.

It is easiest to introduce the idea of intermediates here in a model in
which the intermediate is a noncompeting good that also enters with a fixed
coeflicient (say one unit of intermediate per unit of output, say in the X sec-
tor). As before, let P, = (1 + f)P% be the domestic price of the importable
good. But now allow for an imported intermediate with price P# subject to
a tariff ¢,. Then the domestic price must cover both payments to factors
and the cost of intermediates; hence, we must amend the zero-profit con-
dition of X to read

1+ HPE=wya,, +wa,,+ 1 +1,)PE

That is, the domestic price now must suffice to pay both domestic factors
plus the tariff-inclusive price of intermediates. Rearranging, this also yields

1+ HPE— 1+t )PE=wya,, +wa,,.

The left-hand side is now the per-unit revenue associated with producing
X, net of payments for intermediates, that can be used to compensate do-
mestic factors. The important point to note is that ¢, the tariff on the do-
mestically produced final product, and ¢, the tariff on the imported inter-
mediate, enter with opposite signs. A tariff on imports of the final good is
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protective (yields more revenue to compensate domestic factors per unit
output); a tariff on imports of the intermediate import is antiprotective
(yields less revenue to compensate domestic factors per unit output). Or
most simply of all, for an import competing producer, a tariff on final out-
put is good news, while a tariff on intermediates is bad news. (Of course, if
Z is steel and X is autos and both are domestically produced, then a tariff
on Z is protective for steel but antiprotective for autos in the sense outlined
here.) Figure 2.2 shows that the reduction in tariff on the intermediate good
Z shifts the unit cost curve outward (since, given the price of X, for each
value of w, , w,, will have to rise), unlike the reduction in tariff on final good
X. This would lead to an increase in the returns to high-skill labor and a de-
crease in the returns to low-skilled labor and hence an increase in wage in-
equality. Thus, it is possible that trade liberalization benefits the skilled la-
bor in poor countries if liberalization takes place in the intermediates. The
effect is exactly opposite to that shown in figure 2.1.

Nearly all of the theoretical elements of the Stolper-Samuelson frame-
work are reasonable objects of scrutiny. We will emphasize some more than
others, not because they are the only important ones but because, based on
existing models and data work in international trade, these seem to be the
most troublesome elements. No doubt other elements will need to be added
later. We will especially emphasize those relevant for people who would
like to do empirical work on trade liberalization in poor countries. We’ll
postpone until later speaking about imperfections in goods and factor
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Fig. 2.2 Trade liberalization in intermediates and factor prices
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markets, although these are also surely present in developing countries, be-
cause many very significant problems emerge for Stolper-Samuelson with-
out worrying about these.

In thinking about problems of international trade, and specifically in
thinking about Stolper-Samuelson, there is above all one whirlpool to
which the siren song calls most strongly both to theorists and empiricists.
This is the question of aggregation—most importantly here, the aggrega-
tion of goods. When we say that Stolper-Samuelson suggests that the un-
skilled in poor countries will benefit, the underlying model we have in mind
is that we have two sectors, a skill- (or capital-) intensive importables sec-
tor and an unskilled-intensive exportables sector. In this world, indeed, the
only potentially relevant tariff will be on the skill-intensive importable
which is also produced locally, hence lower its domestic price, and yield
precisely the effect conventionally described.

We have already alluded to many of the problems that may arise, both
in theory and in data analysis, from thinking about our problem in these
highly aggregated terms. There may be final goods that are noncompeting
and hence enter our consumer price index but don’t affect our product
wages. If there are many such goods, it may be that some of these are more
skill intensive than the goods we produce and some may be yet more un-
skilled intensive than the products we produce. In data analysis, changes in
tariffs on truly noncompeting goods should be ignored in terms of effects
on product wages. Unfortunately, the industry and tariff data that we have
access to doesn’t provide any way to distinguish between goods that com-
pete with local production from goods that don’t. We will see below that
this is a potentially important problem for data analysis.

When we add to the case of more than two goods also the possibility that
there are more than two countries, we encounter another type of problem.
Even if we can continue to speak of our country as “unskilled abundant”
in global terms, and if we can continue to speak of it producing two goods,
it no longer follows which good will be the exportable one. As we will de-
velop in more detail below, the pattern of trade will depend on a country’s
“local” rather than global factor abundance. That is, we need to be able to
compare the country’s factor abundance to that of others that produce the
same sets of goods. Importantly, in our context, it is possible that it is tariffs
on the unskilled-intensive good that are binding, and it is thus possible that
trade liberalization lowers the price of the unskilled-intensive good pro-
duced locally, hurting those at the bottom of the ladder. In this type of
world, trade is almost certain to hurt those at the very bottom of the lad-
der in some countries (unless the reduction in the consumer price index
[CPI] from drops in tariffs on noncompeting goods sufficiently compen-
sates for the fall in the real product wage).

The problem of aggregation of goods strikes again when we consider
traded intermediates. We know that a large share of trade is in intermedi-
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ates rather than final goods. As sketched theoretically above, tariffs on in-
termediate products used in an industry must be treated differently from
tariffs on final outputs produced locally—indeed, they enter with the op-
posite sign in the using industry. It is at least disconcerting, then, that much
of the literature on trade liberalization and wages in developing countries
either ignores the question of imported intermediates or provides poor
documentation of how it has been addressed. We are at least left worried
about how to interpret results.

2.2 Do Rich and Poor Countries Produce the Same Goods?

By now there is overwhelming evidence that, whether at the level of in-
dustries used in a great deal of empirical work, or even at very fine levels of
disaggregation at which tariffs are applied, the goods in the import basket
are often quite different from the domestically produced goods. They differ
systematically in the factor input composition, and they differ systemati-
cally in quality. Contrary to the way that we tend to treat them in both the-
oretical and data analyses, they are not perfect substitutes for the domes-
tically produced goods. Often it may be more appropriate to think of them
as noncompeting goods.

Let us spend a little time elaborating on this problem of aggregation.
One area in which the problem of international aggregation of goods arose
is in discussions of factor price equalization and measuring the factor con-
tent of international trade. In a pioneering study, Bowen, Leamer, and
Sveikauskas (1987; hereafter BLS) assembled data on twelve productive
factors for twenty-seven countries, calculated factor contents of trade,
and compared these to predictions based on endowment differences. In
calculating these factor contents for the central part of their paper, BLS
committed the data crime of assuming that all countries use the U.S. tech-
nology matrix (although they also explored some deviations from this).
Almost contemporaneously, Dollar, Wolff, and Baumol (1988; hereafter
DWB) were examining correlations between industry factor input ratios
and country factor input availability. Assuming that all countries produce
the same goods and that there are no problems of aggregation, Rybczynski
(or its multigood multifactor equivalent) predicts that the correlation
should be zero. The actual correlation is much closer to unity.

Davis and Weinstein (2001) revisited the question of DWB.? Their initial
intent was to make adjustments for cross-country productivity differences
ignored by DWB and to demonstrate that, once this was done, we could
have factor price equalization (FPE) adjusted for factor quality. The key
idea was that FPE could be consistent with measured factor differences
within an industry if that industry contained many goods and if capital-

2. See also Davis and Weinstein (2002).
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abundant countries had their within-industry production on average
skewed toward the more skill-intensive varieties. The key piece of evidence
they hoped to provide was to show that the correlation between capital
abundance and capital intensity within an industry arose only in traded
goods, where the aggregation issue was more likely, but not in nontraded
sectors, in which countries’ consumption bundles would need to be much
more similar. To their initial chagrin, Davis and Weinstein found that the
correlation was essentially as strong in nontraded as traded sectors. This
led them (and hopefully others!) to give up on trying to find a way to pre-
serve any variant of “integrated equilibrium” as a useful way of thinking
even about the subset of rich countries in the Organization for Economic
Cooperation and Development (OECD). Moreover, it led them to think
about a world with a high degree of specialization within the OECD, and
a fortiori across a broader set of countries.

A very similar message emerges from the important work of Schott
(2004). His work looks at price data at the most detailed available tariff
categories for imports to the United States (in later years at the ten-digit
harmonized system). What he finds is that, even at this extremely disag-
gregated level, there are enormous differences in import prices (across
manufacturing industries by a mean factor of 24) and that the differences
are systematically related to levels of development. It may be a matter of
semantics whether we want to think of these as differences in quality or
simply different goods—or probably more usefully as both. In combina-
tion with the earlier work, it strongly warns against thinking about imports
as if all goods within a particular category compete closely with domesti-
cally produced varieties.

As we launch further into a discussion of the impact of trade on wages
in the South, we have the benefit of a very extended discussion of related is-
sues vis-a-vis the United States (and to a lesser extent Europe). This dis-
cussion helped us to learn (or rediscover) quite a bit about the workings of
our toy models. However—with a few notable exceptions—we are much
less convinced that the discussion told us a great deal about the impact of
international trade on U.S. wages. Indeed, much of the writing had what,
after the fact, can only seem to be a great air of unreality attached to it. An
example and an important strand of the literature constituted the so-called
factor content studies. These started out as empirical exercises that treated
the implicit net factor content (often, though not always, using U.S. coeffi-
cients) as a net addition or subtraction from the local labor supplies. The
empirical studies in turn inspired theoretical work, usually in a two-good
context, about the conditions under which such factor content calculations
are justified. It was often hard to know whether the greater unreality lay in
the fiction that all imports were the same as their domestic counterparts
(the assumption in virtually all of the analytic work) or the methods used
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to calculate factor contents in the rare case that it was noted that imports
and domestic goods are often not the same.

While it is easy to lash out at the studies that march forward as if it is fine
to pretend that all countries produce the same goods, it is much harder to
advise theorists or data analysts quite what they are to do with such an un-
tidy world. Perhaps, though, a first step is to become more aware of the
challenges that we face.

2.3 The Consequences of Moving to a More Complex World

Having set out our view that one of the great crimes in both theoretical
and data work is the assumption that all countries produce the same goods,
let us now spend a little time talking about how this might affect the way
that we think about problems of trade liberalization and wages. A more
formal discussion of this is in Davis (1996). However, we think that a ver-
bal discussion of the results should suffice to make the major points. Fol-
lowing the injunction of Descartes, we will try to talk about this in the
simplest possible framework. Consider a world with a large number of
countries, no one of which is large enough to influence world prices. As-
sume that we are in a conventional Heckscher-Ohlin world in which the
two factors are skilled and unskilled labor. Assume that there are many
goods and that endowment differences are too large to support FPE. To
start, assume all goods are final consumption goods (i.e., ignore interme-
diates). Again, for simplicity, assume that each of the resulting “cones” is
formed by just two goods and that they are produced with fixed input ra-
tios. How will this affect the standard theoretical results from the two-good
FPE model, and how should it affect the way that we look at data exercises?

The first thing to note is that there are some appealing features of such a
model. It matches well with the Davis-Weinstein results on breaks in (ad-
justed) FPE and is consistent with the Schott results when one notes that
our statistical categories have grouped goods of different factor intensities
(and possibly also different qualities) within the same industry. Moreover,
it helps to make sense of one of the robust features of the data work—
namely, that even countries that we think of as (unskilled) labor abundant
may protect their most labor-intensive activities. In a standard Heckscher-
Ohlin world, this would make no sense because this good would be an ex-
port, not an import! Here it makes perfect sense if we are looking at coun-
tries that are intermediate in labor abundance, since they may be importing
goods from countries of both greater and less capital (skill) intensity. Pro-
tection of a labor-intensive sector by a country that is in global terms itself
labor abundant is not an anomaly. One might then need a political econ-
omy account of why protection is higher in these sectors, but that is fine.

While there are some appealing features of this model, this does not at
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all mean that it makes life simple for the researcher. Let’s see why. An im-
portant fact about such a world is that, as in the standard Heckscher-Ohlin
model, factor prices are determined by technology and domestic goods
prices, but it is crucial to emphasize here that the relevant goods prices are
those produced domestically because the factor prices emerge out of the
binding zero-profit conditions of producers (and only those goods actually
produced locally are relevant). Prices of imports not produced locally can
figure importantly in the CPI, hence real wages, but they figure not at all in
the product wages paid by producers. Hence, when we think about trade
liberalization in this context, it is crucial to distinguish between competing
goods (those produced locally) and noncompeting goods (those imported
but not locally produced). Trade liberalization with respect to competing
goods produces quasi-Stolper-Samuelson effects, while such liberalization
with respect to noncompeting goods provides a pure consumption gain
and no Stolper-Samuelson effects.

As noted, this is a huge headache for the empirical researcher. Assuming
again that within an industry the statistical agencies have grouped together
some goods that are competing and others that are noncompeting, then
only some of these tariff changes should induce Stolper-Samuelson effects.
But the empirical researcher is faced with the problem of deciding which
goods are which—not an easy task! In this simple framework, though,
theory does allow us to conjecture that the noncompeting goods are likely
to come from countries very different (in endowments, but probably also in
technology) from the country under study.

If we loosen the grip of our analysis just a little here, so countries are not
purely small and tariffs on imports not produced locally do substitute (if
poorly) for locally produced varieties, then this might help us to under-
stand another seeming feature of the data exercises—that industry wage
premia respond weakly to tariff changes (see the Blom et al. 2004 study of
Brazil and the Feliciano 2001 study of Mexico). While this is not the per-
fect setting to discuss this, the basic point is pretty clear: if local political
economy dictates the need to raise target factor prices, hence the relevant
domestic goods price, and the only available target is a good that substi-
tutes poorly for the local variety, then it will take a very large tariff to raise
the price of the local good even a small amount. Taken in reverse, trade lib-
eralization against a good that is a poor substitute for a local variety will
affect local factor prices only weakly (because they affect the goods prices
only weakly).

While we have been pointing to the evils of ignoring aggregation, thus
far we have been focusing on the aggregation of different goods produced
by different countries into a common industry category. We have not spo-
ken as much about how the world changes when we allow for a world with
large numbers—say, a continuum—of goods produced even within a
country. Yet it is precisely in such models that a great deal of the most in-
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teresting work has been done. This work finds its foundation in the papers
of Dornbusch, Fischer, and Samuelson (1977, 1980; hereafter DFS). The
most important contributions have come from Feenstra and Hanson
(1996), Xu (2003), and Melitz (2003).

Feenstra and Hanson’s work (1996) is often discussed as if it is primarily
a paper about intermediate trade. As a substantive matter, that is how they
developed it because they thought this was important to the case they fo-
cused on—namely, outsourcing from the United States to Mexico. For the
analytics, though, the novel insight was not the consideration of interme-
diates but rather the use of a model with a continuum of goods to think
about impacts on factor prices. The basic insight is pretty simple. In a two-
good DFS (1980) world without trade costs, goods at the boundary of
those produced in the United States and Mexico will be the most skill-
intensive goods in Mexico and simultaneously the least skill-intensive
goods in the United States. If accumulation in Mexico (due to capital in-
flows, domestic capital accumulation, population expansion, etc.) shifts
the boundary to expand the range of goods produced in Mexico, the goods
added on will shift relative labor demand in favor of skilled workers in
Mexico and similarly in the United States. What is crucial to the example
is not that these are intermediates (although that was very apt in this case)
but rather that boundary goods are the most skill-intensive in one and the
least skill-intensive in the other. Impacts of neutral accumulation on factor
prices are likely to move the same direction in both countries.

While Feenstra and Hanson focus on the consequences of accumula-
tion shifting the boundary good, Xu (2003) considers the case of trade lib-
eralization. Trade liberalization now has several effects to consider (for
convenience, ponder a case of symmetric liberalization). Liberalization
reduces the interval of nontraded goods at the margin of comparative
advantage. To continue the example, Mexico entirely stops producing
some of its most skill-intensive nontraded goods (the most skill-intensive
of all goods produced there) but expands production of some goods that
previously were nontraded but are now the most skill-intensive products
exported. At the same time, relative domestic prices of imports fall in each
country, shifting relative demand in each country toward importables. Xu’s
focus is to establish the possibility for a unilateral liberalization that the ex-
pansion of the range of exportables previously not traded can dominate,
shifting relative factor demand and factor prices in a way that enhances in-
equality.

It is worth pausing for a moment to ponder what it might look like if we
were to merge the DFS (1980) model with the Davis (1996) or Davis and
Weinstein (2001) approaches to trade relations—that is, to have a model
that allows for a continuum of goods, breaks in FPE, and many countries.
We don’t know whether anyone has sought analytic results in a general
equilibrium version of such a model. (The complexity even in the Xu set-
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ting certainly suggests that such results will not come easily.) It is worth
pondering nonetheless because this is a case where twoness is almost cer-
tainly the exception instead of the rule. The more general and surely more
common case is that in which countries have two margins, one of greater
and one of lesser (skill-capital-technological) intensity corresponding to
countries above and below the country of interest. Whether both margins
are crucial in a particular case may depend on the nature of the policy
shock. A unilateral reform may more significantly involve both margins,
whereas a bilateral free trade area (FTA) may have most of the adjustment
on one margin (although in general equilibrium, the other may be affected
as well). This might help to understand the contrast in experience between
Mexico’s early unilateral liberalization and the later opening to the North
American Free Trade Agreement (NAFTA; see Robertson 2004).

Both Davis (1996) and Feenstra and Hanson (1996) offer explanations
of how trade or investment can worsen the situation of those least well off
in a poor country. Davis (1996) focuses on the mechanism whereby even a
country that is labor abundant when compared to the world as a whole is
an importer of the labor-intensive good it actually produces, leading liber-
alization to lower the domestic price of that good and thus wages for the
poorer groups in that society. In Feenstra and Hanson, the mechanism is
that expansion of total output in the poorer country leads it to add new
goods at the margin to its production mix. In the case considered, the mar-
ginal goods shifted are at the expense of the Northern country. These be-
come the most skill- or capital-intensive of the goods produced in the
poorer country, which in turn shifts relative factor demand against un-
skilled labor there.

Topalova (chap. 7 in this volume) has suggested that liberalization in In-
dia may have worsened the situation of those least well off and emphasizes
that a lack of geographical and sectoral mobility may have contributed to
this. It is worth considering at least a very simple framework, consistent
with a multicone world, that makes the point. Suppose the world consists
of three countries, A (which we can consider the North or the rest of the
world [ROW]), B, and C (where the latter are two groups within India). For
simplicity, let this be an endowment economy where A has sugar, B (a rel-
atively skilled group) has tea, and C (the unskilled) has jaggery.> When In-
dia’s trade barriers are high, members of group B can trade with C or not
trade at all. Tea with jaggery is not very attractive for a relatively well-off
group, but it is better than only tea. When the trade barriers come down,
all goods become in principle tradable. But members of group A only like
sugar and tea, not jaggery. Members of group B like sugar and tea, but they
will eat jaggery only when sugar is not available. Members of group C eat
jaggery because it is cheap and would love to eat sugar except that even af-

3. Jaggery is a coarse unrefined sugar made from sugar cane juice.
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ter liberalization it is too expensive. Moreover, with group B now having
access to sugar, they want to sell less of their tea for jaggery, causing the rel-
ative price of jaggery to collapse. In effect, the initial trade barriers gave the
poor a kind of monopoly power over B that disappears when B can trade
with the rest of the world—leaving C worse off.

Having thought about this model with a continuum of goods but no ap-
parent industries, it is worth thinking about what we should observe if each
industry is itself composed of a continuum of goods of varying factor
(technological) intensity. This forces us to think about the difference again
between averages and margins. A statement that a particular industry, for
example, is skill intensive is a statement about an average over an integral
across all varieties in that industry using production weights. Yet adjust-
ment is at the margins. An industry that is relatively unskilled intensive on
average may yet be expected to have production over a range of skill inten-
sities.

Melitz (2003) develops a model with heterogeneous firms defined by
varying productivities. He shows how exposure to trade induces only the
more productive firms to enter the export market and simultaneously
forces the least productive firms to exit, leading to a rise in aggregate in-
dustry productivity. This model could be used to explain the findings in
Goh and Javorcik (chap. 8 in this volume) for Poland and Mishra and Ku-
mar (2005) for India. These papers find that reduction in tariffs is associ-
ated with an increase in wages within the industry. Trade liberalization
could lead to an interfirm reallocation toward more productive firms and
a rise in aggregate industry productivity, which gets passed on to industry
wages.

Verhoogen (2004) reexamines the case of Mexico to question the exist-
ing interpretations of rising wage inequality there till the mid-1990s. His
first observation is that the rise in the relative skilled wage did not come
about due to a shift in relative demand across industries in favor of those
using skilled workers more intensively. He shows that the shift in relative
outputs in Mexico in the relevant period actually were in favor of unskilled
and low-capital-intensity sectors. Instead he focuses on within-industry
shifts. His hypothesis is that within industries, firms differ in productivity,
with the more productive firms exporting (as in Melitz 2003), and that
there is differentiation in product quality (Anderson, de Palma, and Thisse
1992). When new opportunities for trade arise—due in the case he exam-
ines to the sharp devaluation of the peso—these new opportunities are
seized by these most productive firms. These firms produce a better-quality
good for export than for the domestic market in order to appeal to richer
developed-country consumers. Producing high-quality goods requires pay-
ing higher wages to all workers but especially to skilled workers, raising
returns to all factors in those firms, but particularly to the most skilled.
Here, the counterpart to the “technical change” argument that has been
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used in the North is a “product shift” argument within industries that ac-
counts for the within-industry shift in relative factor demand even as the
across-industry shift would seem to point the other way.

It may seem odd that in a paper notionally devoted to theory one of the
requests we have for empirical researchers is to spend more time describ-
ing the data and how they are handled. An example is the treatment of
tariffs on intermediates. An elementary point is that a tariff on goods com-
peting with a local producer’s outputs provides protection, but a tariff on
its inputs is antiprotective. But in many of the papers we look in vain for
the words intermediate or input-output in a description of the impact of
tariffs. We simply don’t know how the issue of tariffs on intermediates has
been addressed. But clearly the fact that it reverses the sign of the antici-
pated effect of a tariff should suffice to draw some discussion. We all know
that the researcher did not get to design the data collection and that it may
be less than ideal for the task at hand. Confess your data crimes and much
will be forgiven. And much more will be learned.

2.4 Economics and Geography

One of the most important analytic developments in the study of trade
of the 1990s is that of economic geography.* The analytic underpinnings
are very simple: Dixit-Stiglitz production and costs of trade. While the
models come in many variants, a large number of them yield provocative
predictions about the nature of economic development and the difficulties
faced by countries and international institutions in moving poor countries
out of poverty. Trade liberalization need not help! Indeed, trade liberaliza-
tion in these contexts has two faces. One is the improved access that you
have to sell your products abroad. However, the other, particularly for a
small country, is the possibility that the market becomes a site of con-
sumption but not of production, at least of the crucial increasing-returns
activities that yield high real wages. This certainly should not be inter-
preted as a blanket rationale for import substitution activities. But it does
provide additional paths of serious inquiry into the costs and benefits of
protection.

One of the more interesting analyses relevant to our problem is con-
tained in Puga and Venables (1996). They consider a problem in which a
country of the North, say Japan, has rising world demand for its products.
Those products incorporate both high- and low-order activities. With the
rising demand, wages rise in Japan, making it attractive to outsource some
of the low-order activities to other locations. The question is to which

4. For monographs on the theory, see Fujita, Krugman, and Venables (1999) and Baldwin
et al. (2003). Early work on the empirics includes Davis and Weinstein (1996, 1999). More re-
cent empirical work includes Redding and Venables (2004), Hanson and Xiang (2004), and
Davis and Weinstein (2004).
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country the outsourcing will be done. If we are in a neoclassical world, then
if there are many similarly situated countries—in terms of geography, pol-
icy, labor skill, and so on—each such similar country will get a similar
share of the outsourcing. However, if we are instead in an “economic geo-
graphy” world in which /ocal sourcing of intermediate activities is crucial
to the productivity in this outsourcing, then there will have to be both win-
ners and losers. Some country or countries will receive this outsourcing
and others will not. Those that do receive it will see demand for their labor
rise and real wages rise, possibly very significantly; but this will not be so in
the other countries.

These kinds of models present very significant problems in cross-
country analyses. The cross-country analyses assume that outcomes are
smooth in the policy variables. In the economic geography world, out-
comes are lumpy.

In addition to the problems that these kinds of models present to the
statistician, they present a yet greater problem to the policymaker. If the in-
teraction of technology and geography dictates that Japan is going to out-
source to just one country, then a dozen could pursue “good policies” yet
only one emerge victorious.

2.5 Trade and Growth

The discussion to this point has treated theoretical considerations from
the perspective of comparative statics. This is a very useful perspective,
particularly for the purpose of understanding short- to medium-horizon
impacts. However, it is ultimately limited, and perhaps decisively flawed,
for three reasons. The first is simply that over any reasonable horizon, the
magnitudes of growth impacts swamp magnitudes of comparative static
impacts. The second, which is crucial here, is that the answers we receive as
to the comparative static versus dynamic effects of liberalization need not
be the same. Finally, when dynamic considerations exist—that is, in the
world we actually inhabit(!)—one cannot really make sense even of com-
parative statics unless one has an eye on the dynamics that govern the
movements of resources. All of these elements point to the need to explic-
itly consider links between trade liberalization and growth.

It is useful to start with a perfect competitive market view of trade and
growth. Stiglitz (1970) considered such a world with a dynamic Heckscher-
Ohlin model. In this model, autarkic differences in capital-labor ratios
arose endogenously from deeper parameters reflecting rates of time dis-
count. The patient country would accumulate a great deal of capital per
worker in the autarkic steady state relative to the impatient country. Sev-
eral key conclusions emerge from Stiglitz’s work. The first is that trade
leads to greater divergence in accumulation and specialization in produc-
tion. The logic is quite simple. Assuming the initial differences in endow-
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ments are not too large, FPE insures that factor returns must be equalized
across the trading partners. Incipiently this raises the return to capital in
the country already abundant in it and reduces it in the other country. Ac-
cumulation resumes in the capital-abundant country and decumulation
sets in in the other country. Per capita incomes diverge. Since the rates of
return must equal parametrically distinct national discount rates to be in a
steady state, this can only arise if endowment differences become suffi-
ciently great to break FPE (and under the assumption of barriers to capi-
tal flows that would be sufficient to arbitrage differences in factor returns).
Asnoted, in the long run, the initial differences in per capita income would
increase. Nonetheless, in this perfect-markets equilibrium, there are dy-
namic gains even for the country that in the long run will have a lower per
capita income as a result of trade. The reason, of course, is that along the
path to the new steady state it is possible to enjoy a higher level of con-
sumption that more than compensates for the lower steady-state level of
consumption.

A first path into dynamic questions of trade liberalization in imperfect
markets may come from a consideration of models of learning by doing
such as those of Robert Lucas (1988) and Alwyn Young (1991). The im-
perfection in question is that learning here enters as an external effect pro-
portional to production. Lucas considers this in a two-country, two-good
framework, where the goods are distinguished according to fundamental
rates of learning opportunity. The first insight from the Lucas framework
is that if learning is external, even transitory differences in comparative ad-
vantage can determine long-term growth opportunities. A country whose
learning opportunities are diminished as a result of assignment by com-
parative advantage to slow-learning sectors may yet experience not only
static but dynamic gains from trade as learning in the other country is
passed on through lower prices. The central insight of Young is to place
this squarely in a North-South context. He introduces the idea that learn-
ing is bounded and sequential. The North is further along in its learning
path. The consequence is that it introduces a presumption that trade liber-
alization releases labor from sectors where learning is exhausted to be de-
ployed in sectors where learning opportunities still exist, and vice versa for
countries of the South. Because of the possibility of real income gains from
the consumption side, this does not quite establish dynamic losses from
trade, but it is certainly suggestive of this possibility, as comparative ad-
vantage dictates that production in the South be shifted toward sectors
where learning is exhausted. Davis (1992) has argued that the restriction of
this discussion to small dimensions in countries, goods, or both tends to
understate the opportunities particularly for small countries to enjoy dy-
namic gains by specializing their learning in a small number of sectors. It
is much easier to converge to the world productivity frontier in one or a few
sectors than many.
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The work of Grossman and Helpman (1991), building on work by
Romer (1986) and Aghion and Howitt (1992), advanced greatly the dis-
cussion of the dynamics of trade and income. This is a rich body of work
and can only be touched on here. The central issues of interest are that they
consider the engine of growth to be innovation and imitation, which in turn
are purposeful activities driven by the incentives that markets provide to
firms. The traditional incentives to augment capital as in Stiglitz (1970) are
here augmented by incentives to invest in knowledge. A fundamental ele-
ment is that knowledge is nonrival (although it may be excludable). There
are gains to the world (and potentially to all countries) from having to dis-
cover things only once. There are likewise gains to the world from having
innovation take place where it is least costly. Of course, many of the prior
concerns about the distribution of these gains across countries emerge yet
again here. Moreover, with markets imperfect, both the level and the loca-
tion of innovation can be nonoptimal (and possibly the level even too
great!).

2.6 Conclusions

This volume is dedicated to understanding the impact of globalization
on poverty in poor countries. This paper has tried to discuss the theory that
is most relevant for such a discussion in the context of trade liberalization.
Since the question of the impact of trade liberalization on the poor in poor
countries is such an obviously important question, it is a major embar-
rassment to the profession that we understand it so poorly. This volume
takes many important steps forward, but the need for further inquiry is
manifest.

Certainly a starting point is to cast off the shibboleths of Stolper-
Samuelson in its global form as a useful way to think about the world that
we actually live in. Insights from growth theory and from the theory of eco-
nomic geography, as well as more traditional theories, will be important in
moving us forward.

The empirical work contained in this volume, in combination with other
work outside, has been extraordinarily useful. Its use will be all the greater
if we spend less time coming up with immediately tidy explanations and
spend more time identifying the puzzling aspects of the problem. They
should not be in short supply. For the studies of trade liberalization, the
most pressing line for further inquiry should be understanding the extent
and process of reallocation. This will need to be studied with detailed ref-
erence to institutions and local characteristics. Labor market rigidities may
explain why declining industries find it hard to fire workers. But it is hard
to understand why expanding industries are not drawing in many of these
same workers. It is not clear yet that there is a fully consistent story.

There is an old joke about a drunkard who explains that although he lost
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his keys in the park down the street he is looking for them here under the
lamppost because the light is so much better. A lot of our theoretical and
empirical work has a taste of this logic. And it is not entirely crazy, because
our toy models do give us useful insights and the empirical work gives us
some views of the data that might surprise and so inspire us. We hope,
though, that we have made the case that in this untidy world of ours it
might make sense to spend some time in the dark, on our knees, groping
for the keys.
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Globalization, Poverty, and All That
Factor Endowment versus
Productivity Views

William Easterly

That globalization causes poverty is a staple of antiglobalization rhetoric.
The Nobel Prize winner Dario Fo compared the impoverishment of glob-
alization to the events of September 11, 2001: “The great speculators wal-
low in an economy that every year kills tens of millions of people with
poverty—so what is 20,000 dead in New York?” (quoted in Levy and Peart
2001). The protesters usually believe globalization is a disaster for the
workers, throwing them into “downward wage spirals in both the North
and the South” (Cavanagh and Mander 2002). Oxfam (2004a) identifies
such innocuous products as Olympic sportswear as forcing laborers into
“working ever-faster for ever-longer periods of time under arduous condi-
tions for poverty-level wages, to produce more goods and more profit.” Ac-
cording to a best-selling book by William Greider (1997),

in the primitive legal climate of poorer nations, industry has found it can
revive the worst forms of nineteenth century exploitation, abuses out-
lawed long ago in the advanced economies, including extreme physical
dangers to workers and the use of children as expendable cheap labor.
(p- 34)

Oxfam complains that corporate greed is “exploiting the circumstances
of vulnerable people,” which it identifies mainly as young women, to set
up profitable “global supply chains” for huge retailers like Wal-Mart. In
China’s fast-growing Guangdong Province, “young women face 150 hours
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of overtime each month in the garment factories—but 60 per cent have no
written contract and 90 per cent have no access to social insurance.”
Women at the bottom of these global supply chains must work “at high
speed for low wages in unhealthy conditions” (Oxfam 2004b).

Even Western diplomats are scared by the effects of globalization on
poor people: Jean-Paul Fitoussi, advisor to French prime minister Lionel
Jospin, referred to “deregulated global markets” as “Frankenstein,” who
somehow must be brought “under control.” Anthony Giddens, director of
the London School of Economics and advisor to Tony Blair, said there was
a “general realization” that “you cannot leave people unprotected before
the global market” (quoted in Micklethwait and Wooldridge 2000). (But
can you leave them unprotected before Group of Seven bureaucrats?)

Economists find such rhetoric hard to take, since the neoclassical model
of growth identifies at least three ways in which globalization makes the
poor of the world better off. Let us define globalization as the movement
across international borders of goods and factors of production. Let us
adopt the standard assumption of the neoclassical model that poor coun-
tries are poor because of lower capital per worker. Let us identify the
world’s poor as largely belonging to the group of unskilled workers in poor
countries. Then globalization has three beneficial channels for poor work-
ers: (a) it gives them access to inflows of capital, which will raise the mar-
ginal product of labor and thus wages (part of which can be taken in the
form of increased health and safety benefits and shorter hours); (b) it gives
them the opportunity to migrate to rich countries, where their wages will
be higher; and (c) it gives them market access for their goods, raising the
wages of unskilled workers in labor-abundant countries according to text-
book trade theory.

Do the poor indeed benefit from globalization through these three chan-
nels? I review how these predictions arise from the neoclassical model’s
predictions when income differences between rich and poor countries are
explained by factor endowments. If income differences are instead ex-
plained by productivity differences, then these simple predictions do not
hold. Hence, it is important to decide to what extent factor endowment
models explain the stylized facts as opposed to productivity models. I ex-
amine the actual behavior of poverty, inequality, and trade, trends in trade
and factor flows, and factor returns to assess whether the factor endow-
ment predictions come true.

I conclude that the clear theoretical channels between globalization and
poverty featured by factor endowment models are not very helpful in un-
derstanding globalization outcomes. Unfortunately, many episodes seem
to require productivity channels to accommodate the facts. Even more un-
fortunately, we know much less about how productivity channels work
than we know about factor endowments.
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3.1 The Channels by Which Globalization
Affects Poverty in Standard Models

I define globalization as the free movement of capital, labor, and goods
across national borders. When I discuss effects of globalization, I have in
mind unhindered flows as compared to a situation with restricted flows or,
in the extreme case, no flows at all. I look at these flows from the standpoint
of the neoclassical growth model. Factor endowment models feature equal
productivity levels across nations, while the productivity model is defined
as differing productivity levels. These are polar cases, of course, as there are
intermediate cases of differences in both factor endowments and produc-
tivity. I use the polar cases for pedagogical clarity.

3.1.1 Factor Movements

In the factor endowment model of neoclassical growth, free movement
of factors tends to reduce poverty gaps between nations. In Factor World,
income differences between countries are due to different capital-labor ra-
tios. Rich nations have more capital per worker than poor nations. Rates
of return to capital will be higher in poor nations than in rich nations, while
wages will be higher in rich nations than poor nations.

The equations are as follows. Let Y,, 4,, K;, and L, stand for output,
labor-augumenting productivity, capital, and labor in country i (where i
can either be rich, R, or poor, P).

Y= Ki(4,L)"

Letk, = K,/L,and y = Y,/L,. The rate of return to capital r and wage w in
country i is

2,

i ox kA
2,

W, = oL, =(1-o)ke4!™.

I am going to use the wage of unskilled workers in poor countries as the
indicator of poverty to be affected by globalization. I prefer this to the usual
poverty head count numbers, as the latter indicator has a number of unde-
sirable properties: (a) it is very sensitive to the poverty line chosen, and there
is no clear guidance how to choose a poverty line; (b) it has an illogical dis-
continuity at the poverty line, implying a large leap in welfare with an €
movement across the poverty line, but little effect from even a substantial
movement as long as one stays either below or above the poverty line.

The per capita income measure is potentially subject to the critique that
increases in Gini coefficients could mean that income gains all accrue to
the rich. Changes in Gini coefficients influence poverty outcomes just as
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average income growth does (see the recent survey by Besley and Burgess
2003), so I will pay a lot of attention to Ginis. I will show in a moment that
factor endowment models generally predict that globalization will lower
inequality in poor countries, not increase it.
If 4, = A, = A, then the per capita income ratio between the two coun-
tries when A is the same is
e _ (K
oo \ke )

If there is free mobility of factors, then capital will want to migrate from
rich to poor nations, while workers will want to migrate from poor to rich
nations. This will decrease the capital-labor ratio in rich countries while in-
creasing it in poor countries. These flows will continue until capital-labor
ratios are equal across nations and factor prices are equal, which will
steadily decrease income gaps between nations (reducing poverty in poor
countries). Compared to the no-factor-mobility state, returns to capital
will rise in rich countries and fall in poor countries. With factor mobility,
wages will fall in rich countries and rise in poor countries. Poverty in the
South falls for two reasons: (a) the migration of capital to poor countries
raises wages in poor countries, and (b) the migration of unskilled labor
from poor to rich nations raises the income both of the migrants (who will
gain access to higher capital per worker in the North) and of those work-
ers who remain behind (because capital per worker in the South increases
with the departure of some Southern workers).

If everyone has raw labor but less than 100 percent of the population
owns capital, then the capital rental-wage ratio is positively related to in-
equality. Hence, factor flows (globalization) will reduce inequality in poor
countries and increase it in rich countries.

The predicted capital flows are very large. Denoting k* as the capital-
labor ratio in country i (i = P or R) in the final equilibrium, and the un-
starred values of k, and y, as the initial values, we have the following:

kﬁfkp _ 1_(&)1/0&

k% Vr
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ki—ky y§ Jp Ve
£ F L= O
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In the factor endowment model, even small differences in initial income
trigger massive factor flows. If we assume a capital share of 1/3, a ratio of
poor- to rich-country income of 0.8, and a marginal product of capital (r*)
of .15, then the cumulative capital inflows into the poor country will be 108
percent of the terminal equilibrium GDP in the poor country!

Suppose instead that income differences between nations are due to pro-
ductivity differences rather than differences in capital per worker. Now
both capital and labor will want to move to the rich country, unlike the op-
posite flows predicted in the factor endowment model. Unlike the latter
case, the final outcome in a frictionless world would be a corner solution in
which all capital and labor move to the rich country to take advantage of
the superior productivity. Obviously there have to be some frictions such as
incomplete capital markets, preference for one’s homeland, rich country
immigration barriers, costs of relocating to a new culture, and so on to
avoid this extreme prediction. Pritchett (2004) argues that there may in fact
be countries that could become “ghost countries” if factor mobility was
unimpeded, just like the rural counties currently emptying out on the
Great Plains in the United States.

In the productivity differences model, equating rates of return to capital
across countries implies that the ratio of k, to &, is the same as the ratio of
A, to A,. This will also be the ratio of relative per capita incomes and the
ratio of relative wages under free capital mobility:

a)/R — a1 fl-a — a)/P — a1 gl-a
oK, = ak%'AL* = oK, = ak%'AL
ky _ Apg
kP - AP

Wp ke \( Ag 17&_ Apg I
Wp ky 4, A, Ve

If income differences are due to productivity differences, then opening
up to capital inflows will have no effect on unskilled wages in the poor
country. The relative income of the world’s poor will remain unchanged
with this form of globalization (free capital mobility).

Of course, this is a polar case. In the real world, the poor country could
have lower wages and per capita incomes because of both lower productiv-
ity and lower capital-labor ratios. Assessing the degree to which produc-
tivity and factor endowments contribute to poverty is the key to assessing
the predicted impact of capital mobility.

3.1.2 Trade Flows and Inequality

To discuss trade, we need to shift from the one-sector neoclassical
growth model to the standard two-sector trade model in which sectors
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differ in their capital intensity. In a two-sector model with a neoclassical
production function, goods mobility will have the same effect as factor mo-
bility even if factors cannot move. The capital-abundant rich nation will
export capital-intensive goods, while the labor-abundant poor nation will
export labor-intensive goods. The expansion of demand for labor and fall
in demand for capital in the poor country (compared to autarky) will raise
wages of unskilled labor and lower capital rentals. The reverse will happen
in the rich country. If the equilibrium is for less than complete specializa-
tion, factor prices will move toward equality in the two countries just as in
the factor mobility case. Increased trade will reduce poverty in the South
because of the expansion in demand for labor that comes with the expan-
sion of labor-intensive exports. Again, if the capital rental-wage ratio is
positively related to inequality within the nation, trade will increase in-
equality in the rich country and decrease it in the poor country.

What if the absolute level of labor-augmenting productivity is different
between the two countries? With productivity differences, the factor price
equalization theorem still applies, but it now applies to effective labor
A, L,. The wage per unit of effective labor will be equalized between the two
countries under free trade, as will the rate of return to capital in the two coun-
tries. This means that the wage per unit of physical labor in the two coun-
tries will be different. The ratio of the wage per unit of physical labor in the
higher-productivity (rich) country to the lower-productivity (poor) coun-
try will be A,/A,. This will also be the ratio of per capita incomes in the two
countries.

The analysis of which country is more labor abundant will also differ
from the equal-productivity case. If the relative scarcity of labor in the rich
country is sufficiently offset by higher relative productivity, then the rich
country will be “labor abundant” and will export “labor-intensive” goods.
Compared to autarky, wages will increase in the rich country and decrease
in the poor country. Trade increases poverty in this paradoxical example.
In this case, trade will reduce inequality in the rich country and increase it
in the poor country. Compared to autarky, trade causes divergence of per
capita incomes in this unusual case.

If productivity differences are not so stark as to offset relative factor
scarcity, the rich country will be capital abundant, and we will go back to
the usual prediction that trade reduces poverty in the South. Trade will still
increase inequality in the rich country and lower it in the poor country.

As noted by many previous authors, interesting interactions between
trade and factor flows arise from the unconventional productivity view of
comparative advantage. Whereas in the factor endowments model, trade
and factor flows do the same things to factor prices and are effectively sub-
stitutes, trade and factor flows can be complements in the productivity
model. For example, if the rich country is perversely labor abundant be-
cause of productivity advantages in the labor-intensive sector, then trade
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will raise the wage in the rich country (relative to the poor country) and
lead to more labor migration from poor to rich countries. This makes the
rich country even more labor abundant, strengthening its comparative ad-
vantage in labor-intensive products.

Analogously, trade could lead to capital inflows into the capital-
abundant poor country, if productivity differences lie in that direction.
This is the opposite of what happens in the factor endowments model, in
which exports from the poor country of labor-intensive goods lower the
rate of return to capital, eliminating the capital inflows that would have
otherwise responded to the high returns to scarce capital.

The bottom line is that the effect of trade on Southern poverty depends
on relative productivity levels as well as factor endowments. Which way the
effect goes is an empirical matter.

3.1.3 Introducing Land as a Third Factor

Of course, there is one factor that does not move—land and natural re-
sources. Even if productivity is higher elsewhere, land prices could adjust
to retain some capital and labor in the home country. This was an impor-
tant factor in the nineteenth century. It seems less so now in today’s ur-
banized world. If land and capital are perfect substitutes, then an economy
could substitute away from land and not drive up the return to the other
factors to make them want to stay. However, there are many countries
where agriculture is important enough that land and natural resource
availability is a potentially relevant sticky factor that prevents flight of all
factors to high-productivity places.

Land acts much like productivity in its effect on the marginal products
of capital and labor. Hence a land-rich place could attract both capital and
labor, just as a high-productivity place does. This was a very important fac-
tor in the nineteenth-century wave of globalization. It still seems relevant
today in that natural resources may attract capital and labor into areas that
otherwise have low productivity.

The relevant equations including land (7) are the following. Let the pro-
duction function including land be

Y= ToKH(A,L)"

Now let capital and labor freely move to equate rates of return to capital
and wages. Let t, = T,/L,and k, = K,/L,. The rate of return to capital and
wage will be

aY’ — takB—IAl—a—B
aK. - B ivi i ’

i

o _ 1 1ok B A B
aL._( 7(17[3)1' it .

i



116 William Easterly

Obviously, both capital and labor will be attracted to the land-abundant
places as well as the places with higher productivity. Since both capital and
labor can move, you can show that capital-labor ratios in the two places
will be equated. Labor will move to equate wages, which reflect both land
abundance and productivity. If there were no productivity differences be-
tween places, land-labor ratios would also be equated.

The effect of globalization on poverty with different land endowments
now depends on whether the poor nation is land poor or land rich. If the
poor nation is land rich, then the only reason it could be poor under the
factor endowments model is that it lacks capital. Thus, the poor country
attracts capital inflows under globalization both because capital is scarce
in the poor country and because land wealth implies a higher marginal
product of capital. This will increase wages and reduce poverty in the
South. This is the relevant case for poor countries with rich commodity
endowments.

If the poor nation is land poor, then we would expect it to lose popula-
tion under globalization until land-labor ratios are equated. There is still a
catching-up effect of Southern to Northern wages. In general, free factor
mobility suggests a catching up of poor to rich nations in either case.

With differences in productivity, population density will be higher in the

T,

higher-productivity places:
AR (l-a—B)a
= 4,
P

Per capita incomes will move toward equality as well, since labor moves
in response to both relative land abundance and productivity. Hence, there
will be convergence of per capita incomes if both labor and capital can
move freely, in either the factor endowments or productivity models. The
only remaining sign of higher productivity in the rich countries in equilib-
rium is that they will have attracted capital and labor away from the lower-
productivity poor countries. Similarly, the only effect remaining in equilib-
rium of higher land abundance will be that land-abundant countries will
wind up with more labor and capital.

Obviously these are extreme predictions that only apply under complete
factor mobility. We will examine whether these predictions hold with one
natural experiment of full globalization: free factor mobility within the
United States.

|\g~’>ﬁ|xh

3.1.4 Mobile Physical Capital and Immobile Human Capital

So far I have not considered human capital. An interesting case with hu-
man capital is the open economy version of the factor accumulation model
by Barro, Mankiw, and Sala-i-Martin (1995; hereafter BMS). BMS allows
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capital flows to equalize the rate of return to physical capital across coun-
tries, while human capital is immobile. Immobile human capital explains
the difference in per-worker income across nations in BMS.

The poor countries’ marginal product of capital is low because of scarce
human capital, which offsets its normal elevation by abundant labor.
Whether scarce human capital outweighs abundant labor is ambiguous for
poor countries. Hence, globalization does not necessarily lead to physical
capital inflows for the South, and thus does not necessarily raise wages of
unskilled workers. This could be another reason why globalization does
not always lead to capital flows from rich to poor nations, and thus capital
mobility does not necessarily lower poverty. Here we have the unwelcome
appearance of ambiguity even in the factor endowments model.

However, there are problems with the BMS model in that it explains in-
come differences solely by human capital, problems so severe as to make it
not really a viable factor endowments model. As pointed out by Romer
(1995), the BMS model implies that both the skilled wage and the skill pre-
mium should be much higher in poor countries than in rich countries. To
illustrate this, we specify a standard production function for country i as

Y= AK*LPH P
Assuming technology (A) is the same across countries and that rates of re-
turn to physical capital are equated across countries, we can solve for the

ratio of the skilled wage in country i to that in country j, as a function of
their per capita incomes, as follows:

Y, Y Tpaan

oH, | L,
2y, |y,
oH, "L

Using the physical and human capital shares (.3 and .5 respectively) sug-
gested by Mankiw (1995), the model implies that skilled wages should be
five times greater in India than the United States (to correspond to a four-
teenfold difference in per capita income). In general, the equation above
shows that skilled wage differences across countries should be inversely re-
lated to per capita income if human capital abundance explains income
differences across countries, a la BMS.

The skill premium should be seventy times higher in India than the
United States. If the ratio of skilled to unskilled wage is about 2 in the
United States, then the skilled-unskilled wage ratio in India should be 140.
This would imply a fantastic rate of return to education in India, seventy
times larger than the return to education in the United States.

If we relaxed the restriction of immobility of human capital in this case,
we would get a reverse brain drain from rich to poor countries. If we
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broaden globalization to include mobility of human capital, this would be
yet another reason why poor countries should catch up to rich ones in the
factor endowments model—because they attract both physical and human
capital. This is obviously counterfactual, as human capital tends to flow to
rich countries.

With productivity differences, we do not have these extreme predictions.
If the income difference between the South and the North is explained
largely by productivity, then lower productivity has an offsetting effect to
the scarcity of skills in the South in their effects on the return to skill in the
South. This would cancel the counterfactual prediction of reverse brain
drain. The predicted effect on physical capital inflows to the South is am-
biguous as it was before, and hence the effect on Southern poverty. If we al-
low human capital to move with lower productivity in poor countries, there
could be a tendency for both physical and human capital to flee from poor
countries, depressing wages and worsening poverty. If we allow all three
factors—physical and human capital and unskilled labor—to move, we re-
turn to the extreme prediction of poor countries emptying out.

The central message of this section has been that globalization reduces
world poverty if income differences are due to differences in factor endow-
ments, while the effects of globalization are null or ambiguous if income
differences are due to productivity differences. I summarize the different pre-
dictions in table 3.1. Different globalization episodes or different groups
of countries could fall into either case, or somewhere in between. Hence,
I now turn to the examination of stylized facts on globalization and pov-
erty.

3.2 Empirical Evidence on Globalization and Poverty

In this section, I review the evidence on globalization and poverty. My
method is to look for stylized facts that provide direct or indirect evidence
for whether factor endowment differences or productivity differences ex-
plain globalization and poverty outcomes. I look first at the overall pat-
terns of trade and factor flows, then at the behavior of relative international
incomes and factor prices, and finally at the effect of globalization on do-
mestic inequality. I then adduce evidence from factor movements within
countries. The overall pattern tends to support the productivity differences
view instead of the factor endowments view, with occasional exceptions.
Hence, although there are some globalization episodes that have reduced
poverty, the overall effect of globalization on poverty looks like it falls
short of the expectations of the standard textbook models.

3.2.1 Empirical Evidence on Trade and Factor Flows across Countries

The migration of labor is overwhelmingly directed toward the richest
countries. The three richest countries alone (the United States, Canada,
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Table 3.1 Predictions of theoretical models of globalization
Income differences due to Income differences due to
Model factor endowments productivity differences
Neoclassical Capital moves from rich to poor na- Both capital and labor move from

model with free
mobility of capi-
tal and labor

Neoclassical
model with free
trade in goods

Neoclassical
model including
land with free
mobility of
factors

Neoclassical
model with mo-
bile physical cap-
ital and immobile
human capital
(Barro, Mankiw,
Sala-i-Martin)

tions; labor moves from poor to rich
nations; equal capital-labor ratios
between rich and poor; factor price
equalization; higher unskilled wages
and reduced poverty in the South; in-
creased inequality in rich countries, re-
duced inequality in poor countries.

Rich nations export capital-intensive
goods, poor nations will export labor-
intensive goods; factor price equaliza-
tion; higher unskilled wages and re-
duced poverty in the South; trade
increases inequality in rich nation and
reduces it in poor nation.

Land-rich place attracts both capital
and labor; in the limit, land-labor ra-
tios are equated across countries; con-
vergence of per capita incomes.

Physical capital may not flow to poor
countries if human capital scarcity
more than offsets unskilled labor
abundance; however, model implies
counterfactually high returns to skills
in human capital-scarce poor coun-
tries than in human capital-abundant
rich countries.

poor to rich countries. Capital-labor
ratio in rich to poor countries is the
same as ratio of relative productivity.
In frictionless world, corner solution
of rich country with all capital and
labor, poor country emptying out
(“ghost countries™)

Ratio of wages in rich to poor coun-
tries will be given by the productivity
ratio. Two cases: (1) Rich nation
could export labor-intensive goods if
productivity advantage offsets labor
scarcity; then trade would reduce in-
equality in rich country and decrease
wages in poor country, and trade
would increase Southern poverty.

(2) If productivity advantage not so
extreme, then trade increases inequal-
ity in rich country, increases it in poor
country, reduces poverty in South.

Population density higher in high-
productivity places; still have conver-
gence of per capita incomes.

Returns to skills determined by
relative productivity levels. High-
productivity rich countries will have
higher returns to skills than low-
productivity poor countries.

and Switzerland) receive half of the net immigration of all countries re-
porting net immigration. Countries in the richest quintile are all net recip-
ients of migrants. Only eight of the ninety countries in the bottom four-
fifths of the sample are net recipients of migrants (Easterly and Levine

2001).

Embodied in this flow of labor are flows of human capital towards the
rich countries, the famous brain drain. In terms of the simple models
above, human capital movements are governed by the same predictions as
physical capital movements.



120 William Easterly

I used Grubel and Scott’s (1977) data to calculate that in the poorest fifth
of nations, the probability that an educated person will immigrate to the
United States is 3.4 times higher than that for an uneducated person. Since
we know that education and income are strongly and positively correlated,
human capital is flowing to where it is already abundant—the rich countries.

A more recent study by Carrington and Detragiache (1998) found that
those with tertiary education were more likely to migrate to the United
States than those with a secondary education in fifty-one out of the sixty-
one developing countries in their sample. Migration rates for primary or
less educated to the United States were less than migration rates for either
secondary or tertiary in all sixty-one countries. Lower-bound estimates for
the highest rates of migration by those with tertiary education from their
data range as high as 77 percent (Guyana). Other exceptionally high rates
of migration among the tertiary educated are Gambia (59 percent), Ja-
maica (67 percent), and Trinidad and Tobago (57 percent).! None of the
migration rates for the primary or less educated exceed 2 percent. The dis-
proportionate weight of the skilled population in U.S. immigration may
reflect U.S. policy. However, Borjas (1999) notes that U.S. immigration pol-
icy has tended to favor unskilled labor with family connections in the
United States rather than skilled labor. In the richest fifth of nations, more-
over, the probability is roughly the same that educated and uneducated will
emigrate to the United States. Borjas, Bronars, and Trejo (1992) also find
that the more highly educated are more likely to migrate within the United
States than the less educated.”

Capital also flows mainly to areas that are already rich, as famously
pointed out by Lucas (1990). In 1990, the richest 20 percent of world popu-
lation received 92 percent of portfolio capital gross inflows; the poorest 20
percent received 0.1 percent of portfolio capital inflows. The richest 20 per-
cent of the world population received 79 percent of foreign direct invest-
ment; the poorest 20 percent received 0.7 percent of foreign direct invest-
ment. Altogether, the richest 20 percent of the world population received
88 percent of private capital gross inflows; the poorest 20 percent received
1 percent of private capital gross inflows.

The developing countries do receive net inflows of private capital, as
shown in figure 3.1. However, the importance of capital inflows rises with
the per capita income of the developing country, counter to the prediction
of factor endowment models.

1. Note that these are all small countries. Carrington and Detragiache (1998) point out that
U.S. immigration quotas are less binding for small countries, because, with some exceptions,
the legal immigration quota is 20,000 per country regardless of a country’s population size.

2. Casual observation suggests brain drain within countries. The best lawyers and doctors
congregate within a few metropolitan areas like New York, where skilled doctors and lawyers
are abundant, while poorer areas where skilled doctors and lawyers are scarce have difficulty
attracting the top-drawer professionals.
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Fig. 3.1 Private capital flows to developing countries and per capita income,
1990-2001 (moving median of twenty observations)

Capital inflows to the poorest countries are primarily made up of foreign
direct investment, as shown in figure 3.1. Even so, private foreign direct in-
vestment into the poorest region, Africa, is low and is mostly directed to
natural resource exploitation (such as oil, gold, diamonds, copper, cobalt,
manganese, bauxite, chromium, platinum). The correlation coefficient be-
tween foreign direct investment and natural resource endowment across
African countries is .94 (Morriset). This tends to confirm the prediction for
capital flows of the model including land and natural resources.

Moreover, these numbers do not reflect the movements of private capi-
tal out of developing countries outside of official channels—that is, capi-
tal flight. Fragmentary evidence suggests that capital flight is very impor-
tant for poor regions. Collier, Hoeftler, and Patillo (2001) estimate that
capital flight accounts for 39 percent of private wealth in both sub-Saharan
Africa and the Middle East (see table 3.2). It is also important in Latin
America (10 percent of wealth), but less so in South Asia and East Asia.

One measure often used to estimate capital flight is to cumulate the net
errors and omissions data in the balance of payments accounts. There one
finds evidence of large-scale outmigration of capital in absolute terms in
East Asia, Russia, and Latin America (see table 3.3). As percent of GDP,
the outflow of capital is very significant in the African countries. This tends
to confirm the findings of Collier, Hoeffler, and Patillo (2001) for Latin
America and Africa. The availability of more recent data since the East
Asian crisis in my findings suggests that recent capital outflows out of East
Asia are more dramatic than what those authors found earlier.
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Table 3.2 Wealth and capital flight by region
Public capital ~ Private wealth  Private capital =~ Capital flight Capital

Region per worker per worker per worker per worker  flight ratio
Sub-Saharan Africa 1,271 1,752 1,069 683 0.39
Latin America 6,653 19,361 17,424 1,936 0.10
South Asia 2,135 2,500 2,425 75 0.03
East Asia 3,878 10,331 9,711 620 0.06
Middle East 8,693 6,030 3,678 2,352 0.39

Source: Collier, Hoeffler, and Patillo (2001).

Table 3.3 Top ten in cumulative negative errors and omissions

Absolute amounts Sum % of Sum 1970-2002/
(USS billions) 1970-2002 GDP GDP 2002 (%)
China -142 Liberia -129
Russian Federation —68 Mozambique -82
Mexico =27 Guinea-Bissau -66
Venezuela -17 Eritrea —-63
South Korea -16 The Gambia —45

The Philippines -16 Ethiopia -41
Argentina -14 Zambia —41
Brazil -11 Bolivia =35
Indonesia -8 Burundi =31
Malaysia -8 Angola -29

Source: World Development Indicators.

What does this picture of factor flows between rich and poor countries
tell us? Although there are some poor country exceptions that attract cap-
ital inflows, in most poor countries a/l factors of production tend to move
toward the rich countries. This supports the productivity differences view
of globalization instead of the factor endowments view. The attractive
force of higher productivity in the rich countries overturns the factor en-
dowments predictions of convergence through capital flows and trade.
Hence, we should not look for great things from globalization for reducing
world poverty.

However, the flows of migrants are still relatively small out of the en-
tire poor country population (3 million out of 5 billion), so we should
not jump to the conclusion that the poor countries are just emptying out
or that there is free labor mobility. The flows involved are actually too
small to make much difference to either rich country or poor country in-
comes, hence the fact we will examine next: the relative stability of the
relative income ratio of poor country to rich country in the era of glob-
alization.
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3.2.2 Evidence on Factor Returns within Countries

We have some evidence on the behavior of returns to skill and returns to
physical capital within countries. Ross Levine and I (Easterly and Levine
2001) noted that skilled workers earn less, rather than more, in poor countries.

We saw above that the BMS model of income differences due to human
capital differences predicts that returns to skill would be much higher in
poor countries. The facts do not support these predictions: skilled workers
earn more in rich countries. Fragmentary data from wage surveys say that
engineers earn an average of $55,000 in New York compared to $2,300 in
Bombay (Union Bank of Switzerland 1994). Instead of skilled wages being
five times higher in India than in the United States, skilled wages are 24
times higher in the United States than in India. The presence of higher
wages across all occupational groups is consistent with a higher 4 in the
United States than in India. The skilled wage (proxied by salaries of engi-
neers, adjusted for purchasing power) is positively associated with per
capita income across countries, as a productivity explanation of income
differences would imply, and not negatively correlated, as a BMS human
capital explanation of income differences would imply. The correlation be-
tween skilled wages and per capita income across forty-four countriesis .81.

Within India, the wage of engineers is only about three times the wage
of building laborers. Rates of return to education are also only about twice
as high in poor countries—about 11 percent versus 6 percent from low in-
come to high income (Psacharopolous 1994, p. 1332)—not forty-two times
higher. Consistent with this evidence, we have also seen that the incipient
flow of human capital, despite barriers to immigration, is toward the rich
countries.

Returns to physical capital are much more difficult to observe across
countries. Devarajan, Easterly, and Pack (2003) show some indirect evi-
dence that private investment does not have high returns in Africa. They
find that there is no robust correlation within Africa between private in-
vestment rates and per capita GDP growth. There is no correlation be-
tween growth of output per worker and growth of capital per worker. They
also find with microevidence for Tanzanian industry that private capital
accumulation did not lead to the predicted growth response (as shown by
strongly negative total factor productivity residuals).

3.2.3 Empirical Evidence on Trade and Domestic Inequality

Does globalization increase inequality within poor countries, offsetting
any positive income effect for the poor (or worsening a zero or negative
income effect)? To test the effects of trade on inequality, I perform some
stylized regressions. I do not attempt a full cross-country explanation of
variations in domestic inequality; I also refrain from trying to establish
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Table 3.4 Regression of log Gini coefficient on trade/GDP shares and interaction
terms and time trend (not shown), decade averages, 1960s—1990s

Regression 1 Regression 2

Fixed effects (within) regression Coefticient  r-statistic  Coefficient  #-statistic
Constant 4.103 31.85 4.069 31.42
Log of trade share -0.407 -4.90 -0.407 -4.93
Log of trade share interacted with

developing-country dummy 0.400 4.47 0.364 3.99
Log of trade share interacted with

commodity-exporting dummy 0.137 1.82
No. of observations 312 312
No. of groups 112 112
RrR? 0.2142 0.2509

causality, which is a massive task in itself. I stick to the more modest goal
of assessing whether the bivariate associations go in the direction predicted
by factor endowments or productivity differences. These results should be
seen as additional stylized facts, not definitive findings of causal effects ro-
bust to third factors.

In table 3.4 T do fixed effects regressions of Gini coefficients on trade
shares in GDP for a pooled cross-country, cross-time sample of decade
averages for the 1960s, *70s, ’80s, and ’90s, for all countries (developed and
developing) with available data. The source of my data for inequality is the
Deininger and Squire inequality database, updated with World Develop-
ment Indicator data from the World Bank. The source of the data on trade
shares is the World Development Indicators. Since the theory predicts
different signs on the inequality and trade relationship in rich and poor
countries, [ put in an interaction term that allows the slope to differ for de-
veloping countries.

The results suggest that trade reduces inequality in rich countries. The
slope dummy on trade for developing countries is highly significant and of
the predicted opposite sign. However, the net effect of trade in poor coun-
tries (the sum of the two coefficients) is to leave inequality unchanged. 1
checked whether the developing-country effect reflected commodity export-
ing, which is often associated with higher inequality, and also reflects the
role of “land” in the factor endowments models. However, the developing-
country slope dummy is robust to this control, so the contradiction to the
predictions of factor price equalization holds. I also check robustness
to a time trend for the Gini coefficient; although it is significant and nega-
tive, it doesn’t change the results.

The pattern of results for rich countries suggests that some of the pro-
ductivity-driven models of trade may be relevant. If we interpret the falling
inequality as a fall in the capital rental-wage ratio (or as a fall in the skilled-
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unskilled wage ratio for human capital), then more trade is actually good
for the workers in rich countries. We could have the paradox that labor-
augmenting productivity is so much higher in rich countries than in poor
countries that rich countries are actually (effectively) labor abundant.
Trade then decreases the capital rental-wage ratio. If this is true, then we
might expect trade to increase inequality in the poor countries. Although
there is a significant positive shift in the effect of trade on inequality in poor
countries, the net effect turns out to be close to zero. There is a marginally
significant slope dummy for commodity-exporting poor countries, in
which more trade does increase inequality. These countries may reflect the
effect of earnings from natural resources (what I called land in the models
above), in which a land-abundant country has an increase in the land
rental-wage ratio from opening up to trade. Thus, we could understand the
increase in inequality with trade in commodity exporters, if inequality is
driven by the land rental-wage ratio.

I next do cross-section regressions for the same relationship (see table
3.5). I regress two measures of inequality (the share of the top quintile and
the Gini coefficient, both averaged over 1960-99) on the share of trade in
GDP (tradeGDP, averaged over the same period), and the trade share in-
teracted with the log of per capita income (Igdppc, averaged over the same
period).? Interacting trade with income allows me to test whether the
inequality-trade relationship changes between rich and poor countries, as
predicted by the theory. I test robustness to including income and income
squared to make sure that the trade-inequality relationship is not just prox-
ying for the well-known cross-section Kuznets curve.

The results in the cross section are even stronger than in the fixed effects
regression. Increased trade is now associated with higher inequality for
poor countries (rather than zero effect as in the fixed effects regressions);
the relationship reverses sign in the middle income range, and there is a
negative relationship between trade and inequality among the rich coun-
tries (the same as in the fixed effects regressions).* Again, the empirical

3. The cross-country inequality data have been criticized by Atkinson and Brandolini
(2001) as being inconsistent across countries in methodology and sample universe. The data
set records whether the income distribution statistics refer to earnings, income, or expendi-
ture. For income, they record whether it is gross income or net income. I use these classifica-
tions to adjust measures of inequality with estimated dummy variables for each category of
survey methodology. I then subtract the coefficients on the dummies from the Gini coefficient
or the top quintile share to adjust all statistics to their gross income equivalent. This proce-
dure is far from perfect, as Atkinson and Brandolini (2001) point out, but it makes the best of
a bad data situation. I then average whatever Gini coefficients (or top quintile shares) are
available from 1960 to 2000 (most of them in the last two decades) to get one cross-section ob-
servation per country. The data on per capita income come from Summers and Heston as up-
dated through 2000 by the Global Development Network Growth Database.

4. Entering dummies for primary exporting countries did not find any clear results—the
primary export dummy was not significant, while the inverted U curve in trade share remained
significant.
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Table 3.5 Regressions with robust standard errors for inequality and trade
Regression 1 Regression 2 Regression 3
Coeflicient z-statistic Coeflicient ¢-statistic Coefficient z-statistic
A. Dependent variable: Share of top quintile in income averaged over 1960-99

Constant 46.753 30.21 -10.702 -0.24 -1.350 -0.03
tradegdp 0.471 5.72 0.515 2.85
trade*lgdppc -0.057 -6.26 -0.063 -3.01
lgdppe 18.211 1.62 11.689 1.06
lgdppc? -1.354 -1.94 -0.697 -0.99
No. of observations 106 106 106
Prob > F 0.000 0.000 0.000
Rr? 0.235 0.164 0.244
Income level at which derivative

of inequality with regard to

trade becomes negative 3,665 3,603

B. Dependent variable: Gini coefficient averaged over 196099

Constant 39.844 27.8 -7.995 -0.17 6.172 0.14
tradegdp 0.517 5.19 0.400 2.14
trade*1gdppc -0.059 -5.51 -0.045 -2.19
lgdppe 16.519 1.38 9.745 0.84
lgdppc? -1.256 -1.70 -0.675 -0.92
No. of observations 107 107 107
Prob >F 0.000 0.000 0.000
R 0.179 0.153 0.1854
Income level at which derivative

of inequality with regard to

trade becomes negative 6,805 7,286

Note: Prob > F is the p-value of F-statistics.

evidence is just the opposite of what the factor price equalization story
predicts—greater openness increases inequality in poor countries and de-
creases it in rich countries.

The results are robust to including income and income squared, which
are not separately significant. Rather than proxying for the Kuznets curve,
the trade-inequality relationship offers a possible substitute explanation
for the cross-section Kuznets curve (since trade is correlated with income).
Overall, the results indicate that understanding the trade and inequality re-
lationship requires understanding the productivity differences associated
with trade.

3.2.4 Trade and Growth

What if trade has an effect on productivity growth? The theory here is
not very clear, but some argue that trade carries with it access to technol-
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ogy. In this case, we would expect the poor countries to gain access to the
superior technologies in the rich countries by trading with them, and hence
trade could be a vehicle that reduces international inequality through con-
vergence in productivity levels.

There is a huge empirical literature on trade and growth investigating
this possibility, which has failed to establish a consensus for growth effects
of trade. An old literature covered the correlation between export growth
and GDP growth (Feder 1983; Ram 1985). That literature eventually failed
to make the case for growth effects of trade because of the difficulty of es-
tablishing causality from export growth to GDP—after all, both will grow
at the equilibrium productivity growth rate plus population growth in
steady state. If productivity growth differs across countries, for whatever
reason, there will be a spurious cross-section correlation.

The cross-country literature has revived the trade-growth debate with
regressions of per capita growth on trade shares (usually insignificant)
or some broad measure of trade policy (highly significant in Sachs and
Warner 1995). However, the latter has been criticized as a trade argument
for really being a general measure of bad policies and institutions (Ro-
driguez and Rodrik 2001).

Recently Dollar and Kraay (2004) have proposed the testing of a rela-
tionship between per capita growth and the change in the trade share. This
takes us back almost to where we started—they regress GDP growth im-
plicitly on trade growth (the latter interacted with trade share). They take
some steps forward by including fixed effects, but again identification is un-
convincing.

Stronger evidence for beneficial effects of trade comes from Frankel and
Romer (1999), who did a regression of levels of per capita income on trade
shares, using geographically determined “natural openness” as an instru-
ment. The level effect could be consistent with a factor endowments view
in which labor-intensive poor countries (who dominate the sample) bene-
fit from higher trade through increased unskilled wages (which are pro-
portional to per capita income, remember). It could also reflect a produc-
tivity effect, which would be common to both rich and poor countries.

As with all income-level regressions, the solution to the identification
problem is not very convincing. One has to believe that the instrument does
not affect income directly (doesn’t everything affect income?). Also, the bi-
variate regression with income and trade does not consider competing de-
terminants of income, such as institutions or education, which would then
set up an even more complicated identification problem. Frankel and
Romer’s result is another useful stylized fact, in the same spirit as the styl-
ized fact regressions presented here. It affects our priors about the benefi-
cial effects of trade on long-run development, but it is not as convincing as
establishing a causal relationship.
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3.2.5 Migration, Income, and Population Density within Countries

The internal markets of countries are examples of “globalized” areas
where there is free mobility of goods, capital, and labor. They are another
interesting example of what we can expect from complete globalization.

Ross Levine and I (Easterly and Levine 2001) used the database of 3,141
counties in the United States to examine income concentration, popula-
tion density, and migration within the United States. Migration goes from
sparsely populated areas to densely populated areas. We find with county
data for the United States that there is a statistically significant correlation
of .20 between the in-migration rate of counties from 1980 to 1990 and the
population density in 1980. Hence, labor is flowing to land areas where it
is already abundant. In the model above, this is consistent with the high-
density places being the high-productivity places. It is inconsistent with the
simple factor endowment view in which labor would flow to where the
labor-land ratio is low.

There is a strong correlation between per capita income of U.S. counties
and their population density (correlation coefficient of .48 for the log of
both concepts, with a z-statistic of 30 on the bivariate association).’ This
again is consistent with productivity differences between areas and incon-
sistent with income differences across regions being mainly determined by
factor endowments. High-productivity places (which are the same as the
high-income places) attract more labor relative to land. Of course, this in-
come dispersion reflects either other factors or the incomplete transition of
the migration process, since the equilibrium with free factor mobility is for
equal regional incomes.

Sorting counties by GDP per square mile, we found a 50-and-2 rule: 50
percent of GDP is produced in counties that account for only 2 percent of
the land, while the least dense counties that account for 50 percent of the
land produce only 2 percent of GDP. Nor is this result just a consequence
of the large unsettled areas of the West and Alaska. If we do the same cal-
culation for land east of the Mississippi, we still have extreme concentra-
tion: 50 percent of GDP is produced on 4 percent of the land. The densest
county is New York, New York, which has a GDP per square mile of $1.5
billion. This is about 55,000 times more than the least dense county east of
the Mississippi ($27 thousand per square mile in Keweenaw, Michigan).

Obviously, another name for these concentrations is “cities.” But even if
we restrict the sample to metropolitan counties we see concentration: 50
percent of metropolitan GDP is produced in counties that account for only
6 percent of metropolitan land area.® There are also regional income differ-

5. Ciccone and Hall (1996) have a related finding for U.S. states.
6. Metropolitan counties are those that belong to a primary metropolitan statistical area
(PMSA) or metropolitan statistical area (MSA) in the census classification of counties.
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ences between metropolitan areas. Metropolitan areas in the densely pop-
ulated Boston-to-Washington corridor have a per capita income that is
$5.874 higher on average than other metropolitan areas. This is a huge
difference: it is equal to 2.4 standard deviations in the metropolitan area
sample. Although there may be differences in the cost of living, they are un-
likely to be so large as to explain this difference. (The rent component of
the cost of living may reflect either the productivity or the amenity advan-
tages of the area—it seems unlikely that amenities are different enough
among areas to explain these differences.)

This concentration is explained by the fact that most economic activity
takes place in densely populated metropolitan areas. Urban economics is
all about the productivity advantages of cities, which can reap the gains of
economies of scale and externalities between people and businesses.

We also confirm the Barro and Sala-i-Martin (2003) finding for U.S.
states: income per capita and in-migration are correlated. We do so with
data on U.S. counties. Migration goes from poor counties to rich counties,
with a statistically significant correlation of .21 between initial income and
the in-migration rate. This makes sense if income differences reflect pro-
ductivity differences, but not if they reflect different factor endowments. A
regression of the in-migration rate for 1980-90 by county on population
density in 1980 and income per capita in 1980 finds both to be highly sig-
nificant.’

The transitional behavior of migration flows suggests a view that produc-
tivity differences between U.S. regions are important. However, they fail
to illuminate why regional differences in income are still large after a long
period of a “globalized” internal economy in the United States. We need
different models, such as sorting of individuals and ethnic groups across
regions, externalities within ethnic groups, and other types of poverty
trap models I will not attempt to cover here.

3.2.6 Poor Areas

Not only riches are concentrated; so is poverty. Poverty is regionally con-
centrated in the United States, and these concentrations have an ethnic di-
mension as well. As figure 3.2 shows, there are four ethnic-geographic clus-
ters of counties with poverty rates above 35 percent:

1. Counties in the West that have large proportions (>35 percent) of
Native Americans

2. Counties along the Mexican border that have large proportions (>35
percent) of Hispanics

3. Counties adjacent to the lower Mississippi River in Arkansas, Missis-

7. The z-statistics are 8.2 for the log of population density in 1980 and 8.9 for the log of per
capita income in 1979. The equation has an R-squared of .065 and 3,133 observations. The
county data are from Alesina, Baqir, and Easterly (1999).
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N

Fig. 3.2 Poverty in the “globalized” internal economy: Counties with a more than
35 percent poverty rate

sippi, and Louisiana and in the “black belt” of Alabama, all of which have
large proportions of African Americans (>35 percent)
4. Virtually all-white counties in the mountains of eastern Kentucky

The county data did not pick up the well-known inner-city form of
poverty, mainly among blacks, because counties that include inner cities
also include rich suburbs. (An isolated example of an all-black city is East
St. Louis, Illinois, which is 98 percent black and has a poverty rate of 44
percent). Of course, poverty is concentrated in the inner city as well. An in-
ner-city zip code in Washington, D.C., College Heights in Anacostia, has
only one-fifth of the income of a rich zip code (20816) in Bethesda, Mary-
land. This has an ethnic dimension again, since College Heights is 96 per-
cent black and the rich zip code in Bethesda is 96 percent white. In the
Washington metropolitan area as a whole, there is a striking East-West di-
vide between poor and rich zip codes (which again roughly corresponds
to the black-white ethnic divide).® Borjas (1995, 1999) suggests there are
strong neighborhood and ethnic externalities that may help explain pov-
erty and ethnic clusters within cities. When 1990 census tracts are sorted
by percent of black residents, the census tracts with the highest shares
of blacks account for 50 percent of the black population but contain only
1 percent of the white population.® While this segregation by race and class
could simply reflect the preferences of rich white people to live next to

8. Brookings Institution (1999) notes that this East-West geographic divide of the Wash-
ington, DC, area shows up in many socioeconomic variables like poverty rates, free and
reduced-price school lunches, road spending, and so on.

9. From the Urban Institute’s Underclass Database, which contains data on white, black,
and “other” population numbers for 43,052 census tracts in the United States.
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each other, economists usually prefer to offer economic motivations rather
than exogenous preferences as explanations of economic phenomena.
Benabou (1993, 1996) stresses the endogenous sorting between rich and
poor for the rich to take advantage of externalities like locally funded
schools.

Poverty areas exist in many countries: northeast Brazil, southern Italy,
Chiapas in Mexico, Balochistan in Pakistan, and the Atlantic provinces in
Canada. Researchers have found externalities to be part of the explanation
of these poverty clusters. Bouillon, Legovini, and Lustig (1999) find that
there is a negative Chiapas effect in Mexican household income data, and
that this effect has gotten worse over time. Households in the poor region
of Tangail/Jamalpur in Bangladesh earned less than identical households
in the better-off region of Dhaka (Ravallion and Wodon 1999). Jalan and
Ravallion (2002) likewise found that households in poor counties in south-
west China earned less than households with identical human capital and
other characteristics in the rich Guangdong Province. Rauch (1993) like-
wise found with U.S. data that individuals with identical characteristics
earn less in cities with low human capital than in cities with high human
capital. All these examples represent the failure of almost complete glob-
alization within countries to eliminate poverty.

3.3 Conclusions

Factor endowments and productivity differences are not mutually ex-
clusive, because different situations will involve varying mixtures of factor
endowment differences and productivity differences. However, productiv-
ity differences appear to be an important facet of many globalization and
poverty episodes. Productivity differences are important to capture the
flow of all factors of production toward the rich countries, the low returns
to physical and human capital in many poor countries, and the perverse be-
havior of within-country inequality in reaction to trade flows. Even within
the globalized economy of the United States, productivity differences seem
necessary to comprehend the pattern of labor migration and persistent
pockets of poverty.

Productivity differences to explain patterns of globalization and poverty
are a nuisance! The neoclassical model based on factor endowments spec-
ifies very clear channels by which globalization would affect poverty (gen-
erally to reduce it). We have no such off-the-shelf models of productivity
differences that would allow us to identify the channels by which global-
ization affects poverty. We need new models to understand the productiv-
ity channels that seem to be so important for so many globalization and
poverty outcomes (often disappointing outcomes).

What are the lessons of this paper for whether globalization is something
to be desired or feared? Should trade and financial reform promote glob-
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alization? Ironically, both the critics and the promoters of globalization
seem to share the same model—the factor endowments model. The critics
fear that globalization will drive down wages and increase inequality in
rich countries, while globalization’s promoters promise that it will raise
wages and decrease poverty and inequality in poor countries. Neither of
these predictions comes true; the outcomes seem to favor instead the
productivity-differentials model of income differences between countries.
In the productivity view of the world, neither the worst fears of globaliza-
tion detractors nor the glowing promises of globalization’s advocates seem
justified. Globalization is less important for the well-being of the poor than
the (unfortunately more mysterious) process of productivity growth.
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Comment Aart Kraay

As usual, Easterly has written a paper full of interesting facts that chal-
lenge us to think differently, in this case about the links between globaliza-
tion and poverty. Suppose we think of the world’s poor as primarily being
unskilled workers in poor countries. One can then think of three channels
through which globalization, defined as the free movement of goods and
factors across borders, can raise the incomes of the poor: (a) capital flows
from rich to poor countries will raise the marginal product of unskilled
workers in poor countries, (b) out-migration of unskilled workers from
poor to rich countries will have similar effects, and (¢) goods trade can act
as a substitute for factor trade and again raise the return to relatively abun-
dant unskilled labor in poor countries.

As always in economics, it is straightforward to write down models in
which these three forces operate, and it is also easy to write down more
complicated models in which the theoretical predictions are less clear-cut.
Easterly nicely cuts through some of these conceptual ambiguities by ob-
serving that cross-country differences in factor endowments are a key fea-
ture of models in which the links from globalization to poverty reduction
described above are likely to operate. The key empirical question therefore
becomes how important cross-country differences in factor endowments
are relative to cross-country differences in technology. Easterly marshalls
an array of interesting stylized facts that, for the most part, points to tech-
nology differences rather than factor endowment differences as the main
source of cross-country income differences. This in turn casts doubt on the
tidy links between globalization and poverty reduction that one would ex-

Aart Kraay is a lead economist in the Development Research Group at the World Bank.
The views expressed here are the author’s and do not necessarily reflect those of the World
Bank, its executive directors, or the countries they represent.
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pect if cross-country differences in factor endowments were important. In
fact, under the strictest productivity view of income differences, globaliza-
tion will reduce poverty only if it has direct effects on productivity. And on
this count, Easterly concludes that both theory and empirical evidence give
us little guidance.

In my discussion of this paper I would like to do three things. First, I
would qualify somewhat Easterly’s claim that the pattern of international
capital flows is consistent with the existence of large productivity differ-
ences between rich and poor countries. Second, I would like to introduce
an additional stylized fact that I think reinforces Easterly’s case that the
productivity view is empirically relevant. Third, I would like to suggest that
the empirical evidence on the growth effects of one dimension of global-
ization, trade, is not as weak as Easterly suggests, and this provides a more
hopeful conclusion about the links between globalization and poverty re-
duction than the one Easterly presents.

Sovereign Risk and North-South Capital Flows

One of Easterly’s strongest indictments of the factor endowment view is
his empirical observation that we do not see large flows of skilled labor and
capital from rich countries (where they are relatively abundant) to poor
countries (where they are relatively scarce). In the case of migration, the ev-
idence suggests if anything that skilled workers migrate from poor to rich
countries.! In the case of capital, the argument follows the classic “Lucas
puzzle” Lucas (1990) observed that the return differences predicted by the
neoclassical production function with equal technologies across countries
and observed capital-labor ratios in rich and poor countries are implau-
sibly large. It is tempting to conclude from these large return differences that
North-South capital flows should be large and that the failure to observe
such large flows is a failure of the theory. It is also tempting to conclude that
the right “fix” for the theory is to assume that rich countries have higher
productivity and that this explains the absence of large North-South capi-
tal flows. This is roughly the argument that Easterly uses to build his case
for the productivity view.

But assuming productivity differences is not the only way to fix the prob-
lem. In a recent paper (Kraay et al. 2004) my coauthors and I quantify the
importance of sovereign risk for international capital flows. One of the
main results of that paper is the finding that just a little bit of sovereign risk
can go a long way to bringing the theory closer to the data. In the absence
of sovereign risk, both diminishing returns and production risk create in-

1. Easterly also argues that capital flows from poor to rich countries, based on the obser-
vation that rich countries account for the lion’s share of capital inflows. For this issue it seems
more appropriate to look at net than gross capital flows. Here I think the evidence would sup-
port the claim that North-South capital flows are at most small, and this is enough to make
Easterly’s point.



136 William Easterly

centives for capital to be spread across countries. In the absence of a coun-
tervailing force, capital-labor ratios would eventually be equalized across
countries, implying very large international capital movements that we do
not see in the data. We show that with no differences in technology and no
sovereign risk poor countries should in the aggregate have net foreign as-
set positions equal to —300 percent of their wealth, while in reality the mea-
sured net foreign assets of poor countries are in the vicinity of —10 percent
of their wealth. We next show that reasonable assumptions on the size of
technology differences between rich and poor countries can narrow the
gap between the theory and the data, but only up to a point. In particular
we find that the theory still predicts that the South should have net foreign
assets equal to —150 percent of wealth, or an order of magnitude more than
we see in the data. However, if we also add a modest dose of sovereign
risk—enough to generate the historical pattern of a major debt crisis
roughly every thirty years—we find that the foreign assets of the South
drop to only —20 percent of wealth, and this is much closer to what we see
in the data.

In short, my point here is that it is possible to generate quite small North-
South capital flows in simple world equilibrium models in which cross-
country differences in capital-labor ratios combined with diminishing re-
turns generate substantial return differences. I do not want to argue based
on this that all is well with the factor endowment view, though. I only want
to point out that simple back-of-the-envelope calculations of expected re-
turn differences across countries can give an incomplete picture of the in-
centives for international capital flows.

Growth and Poverty Reduction

I next want to introduce a further stylized fact that I think helps to bol-
ster Easterly’s case for the productivity view as opposed to the factor en-
dowment view of the world. An important feature of the factor endowment
view is that it predicts that globalization can have large effects on relative
incomes within poor countries. The classic case is the textbook Stolper-
Samuelson effect: increased trade will raise the relative price of the rela-
tively abundant factor. If the poor are abundant unskilled workers in poor
countries, increased trade will raise their wages and lower the return to the
relatively scarce factors in poor countries. This is not to say that the factor
endowment view implies that only relative incomes will change. For ex-
ample, one can also think of models based on factor endowment differ-
ences where capital flows will also affect income levels. However, I do want
to make the observation that changes in relative incomes are an important
feature of the factor endowment view.

I now want to contrast this observation with the empirical fact that
changes in relative incomes within countries account for only a tiny frac-
tion of the cross-country variation in changes in poverty. This can be seen
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Fig. 3C.1 Growth and poverty reduction
Source: Kraay (2006).

most vividly in figure 3C.1, taken from Kraay (2006). On the horizontal
axis I have graphed the average annual percentage change in the head
count measure of poverty for a sample of developing countries. The head
counts are based on a $1-a-day poverty line, the changes are calculated
over the longest possible single period for each country, and the length of
the period varies with data availability for each country but averages about
ten years. On the vertical axis I plot the average annual percent change in
poverty that would hypothetically have occurred had relative incomes
within the country remained unchanged over the period. The striking fea-
ture of this picture is that this hypothetical change in poverty corresponds
very closely to the actual change in poverty. In particular the slope of the
regression line has a variance decomposition interpretation. The slope of
0.97 tells us that 97 percent of the variation of changes in the head count is
attributable to changes in average incomes, and only 3 percent is attribut-
able to changes in relative incomes.

I think that this observation is relevant for the broader discussion of the
links between globalization and poverty in this book, for two reasons.
First, many of the theoretical linkages between trade and poverty empha-
size the contribution of relative income changes to changes in poverty. But
in the data these relative income changes are actually quite small, and on
average they account for very little of the variation in changes in poverty.
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This should warn us against placing too much emphasis on theoretical
links between globalization and poverty that emphasize such relative in-
come changes within countries. Second, I think that the observation that
most poverty reduction comes through growth should focus our attention
on the channels through which globalization may affect country growth
rates directly. Here I agree with Easterly that we have relatively less guid-
ance from theory. However, I think that the empirical evidence on the
growth effects of one particular dimension of globalization—greater in-
ternational trade—is stronger than Easterly suggests. I turn to this final
point next.

Recent Empirical Evidence on the Growth Effects of Trade

Following the very influential Rodriguez and Rodrik (2000) critique of
the cross-country empirical evidence on trade and growth, it has become
commonplace to hear any observed correlation between trade and growth
dismissed as either (a) a spurious artifact of omitted variable bias or si-
multaneity bias, or (b) irrelevant for policy. I think that such a dismissive
view does not accurately capture the state of the empirical literature on
trade and growth. I cannot attempt a comprehensive review of the evidence
in this discussion. Rather, I would like to focus very selectively on a few re-
cent papers that I think have made progress in addressing the limitations
of the earlier literature and consistently turn up positive links between
trade and growth that are harder to dismiss.

Much of the empirical literature on trade and growth has focused on
partial cross-country correlations between trade and growth. As with all
such cross-country regressions, it is difficult to adequately address con-
cerns with omitted variables and reverse causation that potentially taint
such partial correlations. A natural alternative is to rely on the within-
country variation in trade and growth rates. Four recent papers—Dollar
and Kraay (2002, 2004); Lee, Ricci, and Rigobon (2004); and Wacziarg
and Welch (2003)—all adopt this approach.

The first three papers use regression analysis to look at the links between
trade and the within-country variation in decadal or quinquennial growth
rates, but they use very different identification strategies. The Dollar and
Kraay papers use instrumental variables techniques, relying on standard
internal instruments from the dynamic panel literature. In these two papers
the identifying assumption is that shocks to growth in future decades are
uncorrelated with the trade-GDP ratio in the current decade. Note that
this identifying assumption allows for contemporaneous reverse causa-
tion—within a decade, higher growth might lead to higher trade for a va-
riety of reasons. It also allows for contemporaneous omitted variables that
matter for growth and are correlated with trade. Nevertheless, one can
think of examples that undermine even this relatively stringent identifying
assumption (as is so often the case in all empirical work!). An alternative is
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provided by the Lee, Ricci, and Rigobon paper, which also allows for this
contemporaneous reverse causation but achieves identification through
heteroskedasticity. In particular, their approach relies on being able to find
different splits of the data where the variance of shocks to growth is differ-
ent, but one can safely assume that the slope coefficients in the regression
are the same across these splits. Despite their use of very different identifi-
cation strategies, is it striking that the three papers find growth effects of
trade that are significant and quite similar in magnitude: a 10 percentage
point increase in the trade-GDP ratio raises growth by somewhere between
0.25 and 0.45 percentage points.

Of course, one can always object that this finding is irrelevant for policy,
because it links trade volumes and not trade policy to growth outcomes.
The Lee, Ricci, and Rigobon paper also finds some evidence that a tariff in-
dex and a measure of import duties also raise growth, although the effects
are less strongly significant. They also find quite strong evidence that
the black market premium is strongly linked to growth, although they are
careful not to oversell this result because reductions in the black market
premium reflect more than just trade reforms.

More compelling evidence on the growth effects of trade policy reforms
comes from Wacziarg and Welch (2003). These authors build on the earlier
work of Sachs and Warner (1995) to develop a set of dates of trade liberal-
ization. With these dates in hand, they compare average growth before and
after trade liberalization, and they find that growth on average increases
by between 0.5 and 1.5 percentage points per year. These are quite large
growth effects, and Wacziarg and Welch are appropriately cautious not to
attribute the entire increase in growth to trade reforms alone. As they
clearly acknowledge, trade reforms are frequently accompanied by other,
nontrade reforms, and isolating the partial effects of both trade and non-
trade reforms is therefore difficult. One way they address this problem is to
look at a smaller set of countries where they can identify a major class of
domestic structural reforms, privatizations. Controlling for these concur-
rent reforms, they continue to find that growth increases substantially fol-
lowing liberalization dates.

A different strand of the trade and growth literature exploits the cross-
country variation in trade and income levels, interpreting the results as
evidence of very long-run effects. Frankel and Romer (1999) is the best-
known of these papers, and it uncovered a causal long-run effect of trade
on income using geographic remoteness as an instrument for trade. A
drawback of such highly parsimonious regressions of per capita income on
trade is that they ask a lot of the instrument: it has to be uncorrelated with
many other possible determinants of income that are omitted from the re-
gression. Controlling for other factors can therefore make the results more
convincing, and this is exactly what Alcala and Ciccone (2004) do. They
adopt the same levels specification as the Frankel and Romer paper, but
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importantly they also introduce institutional quality into the regression,
and instrument for it with a variety of variables capturing countries’ colo-
nial past.? In this augmented specification they continue to find strong
long-run growth effects of trade.

Another recent paper, Rigobon and Rodrik (2004), seeks more ambi-
tiously to isolate the long-run partial effects of rule of law, democracy, geo-
graphy, and openness on per capita income, again exploiting cross-country
variation in levels of these variables. They use the identification-through-
heteroskedasticity approach, and they find an interesting mix of results. In
their main specification they allow income to be a function of democratic
institutions, rule of law, trade, and several exogenous geographic variables.
In this core specification trade has a hard-to-explain negative and signifi-
cant estimated causal impact on per capita income. However, in their first
robustness check, they drop democracy from the regression and estimate a
specification that is closer to that of Alcala and Ciccone (2004). When they
do so, they now find a large positive and significant effect of trade on per
capita incomes, consistent with the other paper’s findings.

What do we learn from this? I have tried to argue here that in order to
understand the first-order effects of globalization on poverty we need to fo-
cus on the growth effects of globalization. I have also argued that we have
at least some empirical evidence to support the case that one particular di-
mension of globalization, increased international trade, does in fact have
measurable growth benefits. I do not want to argue that the literature has
succeeded in identifying the precise growth effects of narrowly defined
trade policy reforms. The uncomfortable fact is that trade reforms are of-
ten accompanied by other reforms, and so we are unlikely to ever be able to
precisely isolate their partial effects on growth. But the empirical evidence
does suggest that countries that have chosen to participate in the process
of globalization through trade reforms—often accompanied by other do-
mestic reforms—have grown faster.

From the standpoint of poverty reduction, this additional growth is very
welcome. In figure 3C.2 I want to emphasize that even the fairly modest es-
timated growth effects of trade discussed above are nontrivial relative to
the growth rates required to achieve the Millennium Development Goal of
halving poverty between 1990 and 2015. The vertical bars for each country
represent an estimate of the average annual growth rate required to halve
poverty over a twenty-five-year period, assuming no changes in relative in-
comes. Most of these required growth rates are clustered between 1 and 3
percent per year, and vary with the initial location and shape of the distri-

2. The paper contains two other important methodological innovations. The authors re-
calculate the original Frankel-Romer instrument based on more, and more recent, data, and
they also measure trade as a fraction of purchasing power parity—adjusted GDP in order to
have a cleaner measure of cross-country differences in real trade volumes relative to produc-
tion.
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Fig. 3C.2 Growth required to halve poverty over twenty-five years

bution of income in the country. The horizontal line at 0.5 percent shows
the estimated growth effect of trade (with all the caveats noted above) of a
20 percentage point increase in the trade-GDP ratio. Of course, one can-
not conclude from this graph that narrow trade reforms in isolation will re-
duce poverty at the rate envisioned in the Millennium Development Goals.
But we can say that the growth benefits of globalization have a nontrivial
role in economic development and poverty reduction.
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Does Tariff Liberalization
Increase Wage Inequality?
Some Empirical Evidence

Branko Milanovic and Lyn Squire

4.1 Introduction

The evidence reported and reviewed elsewhere in this volume suggests
that increasing openness to trade is associated with higher growth and that
growth can in turn explain much of the observed reduction in poverty (see
in particular Harrison’s introduction to this volume). A secondary ques-
tion is whether the poor benefit as much as, more than, or less than other
members of society as a result of trade liberalization. The relationship be-
tween trade liberalization and the distribution of income remains a hotly
debated issue even though standard theory in the shape of the two-factor,
two-country Heckscher-Ohlin model provides an unambiguous predic-
tion: trade liberalization will increase the relative price of the abundant fac-
tor, which in the case of developing countries is usually taken to be un-
skilled labor. This in turn should reduce inequality.

As argued elsewhere in this volume, however, the Heckscher-Ohlin spec-
ification is a drastic simplification of a complex phenomenon, and rela-
tively minor steps toward greater realism or a shift in focus toward differ-
ent aspects of trade liberalization complicate matters (Davis and Mishra,
chap. 2 in this volume). To take just one example, Feenstra and Hanson
(1997) focus on a different form of “trade”: the transfer of production from
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developed to developing countries. In their model, the wage gap between
skilled and unskilled workers in developing countries increases, pointing
toward increased inequality. Thus, plausible models can lead to quite dif-
ferent predictions.

Whenever theory leads to different predictions, empirical evidence is re-
quired to help us choose among alternatives. The available empirical liter-
ature, however, does not lead easily to robust conclusions. The combina-
tion of a complex phenomenon and data inadequacies renders empirical
work both hazardous and partial. Different authors focus on different as-
pects of the phenomenon ranging from wage inequality to income in-
equality; they employ different specifications, sometimes relating levels of
openness to levels of inequality and sometimes relating changes in open-
ness to changes in inequality; and they use various alternative definitions
of key variables, including the measure of openness, with some authors us-
ing quantities (trade volumes) and others using policies (tariff levels). The
end result is that a careful interpretation of the existing literature requires
attention to all these possible points of difference in the various studies.

The purpose of this paper is to present the results of a new empirical in-
vestigation of the relationship between trade liberalization and inequality,
one that we hope addresses some of the concerns raised above. To this end,
the paper draws on a review of the existing empirical literature to identify
preferred ways of specifying the empirical model. One outcome of our re-
view is that it leads to the use of two large databases on the distribution of
wage income in various forms, sources that have not previously been
tapped for this purpose.

The paper begins in section 4.2 with a review of existing empirical work
in two critical dimensions: domain and specification. Domain refers to the
measures of trade liberalization (volumes or policies) and of inequality (in-
comes or wages) under examination. It also refers to the focus of the study:
whether it is a single-country or a multicountry study. Specification deals
with the issue of whether variables should be measured in levels or in first
differences. It also encompasses the important issue of interaction between
variables. In section 4.3 we discuss the variables that we use in the empiri-
cal analysis. The estimation is presented in section 4.4 for interoccu-
pational wage inequality and in section 4.5 for interindustrial wage in-
equality.

4.2 Review of the Empirical Literature

As noted in the introduction, the literature contains a diverse collection
of empirical efforts to identify the relationship between trade liberalization
and inequality. This diversity plagues the interpretation of results and com-
parisons across studies, but at the same time it provides a valuable source
of material to guide the empirical specification estimated in this paper.
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Our review covers fifteen papers completed within the last ten years. Of
these, six point to a positive relationship between the chosen measure of
openness and the chosen measure of inequality. Three indicate that open-
ness increases inequality in low-income countries. Five studies find no im-
pact on inequality. Only one paper points to declining inequality among
the “globalizing countries” including the Organization for Economic Co-
operation and Development (OECD). In addition, two other papers (Free-
man 1995 and Richardson 1995) provide reviews of the then existing em-
pirical literature and conclude that trade liberalization has a positive
(increasing) albeit modest impact on inequality. What is surprising about
this quick summary is that none of the studies indicate declining inequal-
ity in low-income countries, the one region where standard theory predicts
such an outcome. The choice, then, seems to be between no impact and in-
creased inequality.

Two qualifications are in order, however. First, the results are often quite
fragile: small changes in specification or definition of variables can under-
mine statistical significance. And second, each of the fifteen studies focuses
by necessity on only one aspect of the relationship between trade liberal-
ization and equity. In principle, then, these apparently contradictory re-
sults could in fact be perfectly consistent. To explore this further, we ex-
amine the studies in each of two dimensions: domain, or the focus of the
investigation, and specification, especially whether estimates are levels on
levels, or changes on changes. At the end of our discussion of each dimen-
sion, we select our preferred option(s) for our subsequent empirical anal-
ysis.

4.2.1 Domain

Openness in the majority of papers is defined in terms of trade volumes.
Only three papers use some indicator of policy to measure openness. And
with respect to inequality, more papers analyze income inequality than
wage inequality, with the latter typically being explored in the context of
single-country studies exclusively in Latin America.

Income inequality in a cross-country sample is the subject of several pa-
pers. An early example is that by Edwards (1997). He regresses the change
in the Gini index between the 1970s and the 1980s on a dummy indicating
whether a country had engaged in trade liberalization as measured by the
average black market premium or the average collected tariff ratio. He
finds that trade reform did not significantly affect inequality. Other authors
arriving at similar results—albeit using different specifications, time pe-
riods, and data—include Londono (2002) and Dollar and Kraay (2001).
Barro (2000), however, finds that openness, as measured by trade volumes,
is associated with higher levels of inequality in a panel of countries. He
concludes: “Basically, the data reveal a long-term positive association be-
tween the levels of openness and inequality” (p. 5). Other authors, again
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using different methods and variable definitions, concur. Spilimbergo,
Londono, and Szekely (1999) and Lundberg and Squire (2003) also detect
a link between openness and increased inequality.

Reconciling these results is difficult because they cover different coun-
tries and time periods (and could therefore be reflecting different rela-
tionships) and because they use different specifications and variable defi-
nitions. One possibility that emerges from other work is that country
categorization may be important. Several authors (Ravallion 2002; Mi-
lanovic 2005; Savvides 1998) find that their preferred measure of openness
increases inequality in low-income countries. Barro (2000) also finds the
relationship more pronounced in poorer countries. In Spilimbergo, Lon-
dono, and Szekely (1999, p. 88) openness affects countries differently de-
pending on their endowments: in capital-rich countries, openness reduces
inequality, while in countries with abundant skilled labor, openness in-
creases inequality. The authors argue that the former effect is driven by re-
duction of capital rents; the latter effect, however, is consistent with
Heckscher-Ohlin.

The mix of countries in aggregate studies may therefore be the crucial
factor leading to different results. Either way, this is a significant result, for
two reasons. First, it runs counter to the prediction of conventional trade
theory and raises obvious policy concerns. And second, it suggests that
empirical work would benefit from some attempt to interact policy changes
and initial conditions to capture the possibility of different effects at differ-
ent levels of development, a point to which we return below.

Wage inequality is addressed by several authors in the context of specific
Latin American countries. For example, Harrison and Hanson (1999) ex-
amine the extent to which the increase in wage inequality in Mexico was as-
sociated with the 1985 trade reform. They find that the reform did play a
part but that other factors, including foreign direct investment, export ori-
entation, and technological change, were also important. Regarding Mex-
ico, Robertson (2000) argues that trade liberalization and “labor flexibi-
lization” led to an erosion of rents in protected industries (which in the case
of Mexico were less skilled) while foreign investments increased demand
for highly skilled labor. The two effects resulted in widening wage distribu-
tion.

Beyer, Rojas, and Vergara (1999) find a similar effect of trade reform on
wage inequality in Chile because skill-intensive, resource-based industries
expanded following liberalization. Arbache, Dickerson, and Green (2003)
find that following the extensive trade liberalization in Brazil in the 1990s,
average wage in the traded sector fell compared to the nontraded sector
(even after adjusting for education, experience, etc.) and that the only cat-
egory that was spared a decline was the highly educated, because the re-
turns to education went up. They argue that these results are consistent
with the erosion of rents in the traded sector in the wake of liberalization,
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and complementarity between skilled labor and new technology brought
in by openness.

Behrman, Birdsall, and Szekely (2003) look at the impact of various
policies (trade, financial liberalization, privatization, and tax reform)
jointly or independently on wage differentials in Latin America during the
last twenty years. This study’s use of policy indicators (developed by the
Inter-American Development Bank) rather than outcomes is very similar to
the approach we shall adopt here. Behrman and coauthors conclude that
more liberal trade regimes did not have an impact on wage differentials be-
tween different education categories. Financial liberalization and high-
technology imports in the context of a liberal trade regime, however, con-
tributed to the rising inequality. They conclude, “it is not increases in trade
but changes in technology that are associated with growing wage gaps”
(p. 30).

These studies suggest two overall conclusions for future empirical work.
First, it is important to allow for each country’s initial conditions, espe-
cially with respect to level of income and the prereform structure of pro-
tection, and the reduction in protection by sector in order to understand
the impact of trade reform. And second, since trade reforms are seldom
undertaken in isolation, allowance has to be made for other reforms. Most
often, trade reforms come together, in a package with labor reforms. Dis-
entangling the two effects—in addition to accounting for the effects of
technological progress that may be nonneutral—is difficult.

Turning to the choice of variables, we select wage inequality rather than
income inequality for both theoretical and empirical reasons. The link be-
tween policy reforms and wage inequality is likely to be much stronger than
the link between policy reforms and inequality in total income. What hap-
pens to total income and its inequality is mediated by a number of other
factors, including the role of social transfers (pension spending or family
benefits), demographics of the population, family formation and mating,
labor force participation, and so on. Since wage inequality is relatively im-
mune to such factors, the link between policy and the distribution of wages
should be much stronger than that between policy and the distribution of
total income, and it should therefore be easier to detect empirically.

Moreover, labor is the main asset owned by the poor whether they are en-
gaged as unskilled labor or informal workers in the urban areas or as land-
less laborers or small farmers in rural areas. The return to labor at low skill
levels is therefore a critical determinant of poverty. Provided that there is
some degree of informal-formal and urban-rural labor mobility, average
wages in occupations or industries employing mainly low-skill or unskilled
labor will reveal what is happening to the returns to the labor of the poor
in general. Any worsening in the distribution of wages is therefore a strong
indicator that the poor, both those in wage employment and those in vari-
ous forms of self-employment, are not benefiting from trade liberalization
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to the same extent as everyone else as far as the returns to labor are con-
cerned. In effect, a worsening in the distribution of wages will be magnified
when it is translated into the distribution of labor returns because of the
large number of low-skill and unskilled workers not receiving a wage for
their labor.

There is also an empirical reason for our choice. Inequality measures of
total income are not available annually; we have inequality statistics for
most countries only for a few years in a decade. The Deininger-Squire data-
base, for example, gives on average an inequality statistic for one out of
every five possible country/year combinations. In contrast, the two data-
bases on wages that we use—Freeman and Oostendorp (2000) and the
University of Texas Inequality Project database—have annual data for a
large number of countries and years. This should increase the power of our
empirical estimation and tests.

Trade liberalization can also be measured in many different ways. The
primary choice is between policies (tariff reductions, elimination of non-
tariff barriers, etc.) and outcomes such as trade volumes that are a conse-
quence of trade policies. Both approaches have been used in the literature.
Most of the studies reviewed here used trade shares as their measure of
globalization. Lundberg and Squire (2003) use the Sachs-Warner index,
which, although linked to policies, has been criticized on the grounds that
it captures more than trade policy. Edwards (1997) uses a variety of policy
measures: average tariff, average quantitative restrictions (QR) coverage,
and average black market premium. Savvides (1998) uses a specially cre-
ated measure of protection covering both tariff and nontariff barriers com-
piled from United Nations Conference on Trade and Development (UNC-
TAD) data at the four-digit level of the Customs Cooperation Council
Nomenclature. The measure is only available, however, for 1988. Finally,
those studying wage inequality within a country are often able to make use
of industry-specific tariff rates and quotas.

All of the various ways of specifying variables representing trade liber-
alization are useful and answer interesting questions. If trade volumes are
chosen, then the study says something about the impact of trade volumes
on inequality. And for some purposes that may be an interesting question.
But, in our view, it does not say much about the impact of policy on in-
equality, primarily because trade volumes are not determined exclusively
by policy. A wide range of factors will influence a country’s trade volume:
the country’s geography, technology, demand conditions in importing
countries, competitors’ supply conditions, weather, and so on. Even at-
tempts to control for these other factors will inevitably leave a residual that
captures more than trade policies. We suspect that the widespread reliance
on trade volumes in the empirical literature reflects the relative ease of ob-
taining data compared with the difficulty of achieving the same for trade
policies. Since we are interested primarily in how pro-openness reforms
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affect inequality, we prefer to focus on policies and thus place ourselves
squarely in the policymakers’ corner. We attempt to answer the question
that many policymakers naturally formulate when they envisage trade re-
forms: “What will be the effect of liberalization reforms such as tariff re-
duction on wage differences between various occupations and industries?”

4.2.2 Specification

Turning to the econometric specification of the relationship to be esti-
mated, we take two points from our review: first, although most re-
searchers have regressed levels on levels, we believe that the work under-
taken to date points to the importance of focusing on changes in both the
dependent and the explanatory variables; and second, several studies sug-
gest that the impact of policy change depends on the level of development
and that therefore interactive relationships need to be incorporated.

The specification in most studies is a relationship between levels of in-
equality and levels of globalization. These studies generally have more suc-
cess in finding statistically significant results. Thus, the studies that find a
negative impact of globalization on inequality rely on regressions run in
levels. For example, Barro (2000) regresses the Gini index on the share of
trade in gross domestic product (GDP). Lundberg and Squire (2003)
regress the Gini index on the Sachs-Warner measure of openness. On the
other hand, the studies that regress changes in inequality on changes in
globalization have a much more difficult time finding significant results.
For example, Edwards (1997) uses the change in inequality between the
1970s and the 1980s as his dependent variable and a dummy indicating
whether a country undertook trade reform as his explanatory variable.
Dollar and Kraay (2001) use the growth in the income of the bottom 20
percent and changes in trade volume. Both sets of authors conclude that
trade reform and/or changes in openness have no impact on inequality.

Interestingly, two papers undertake both levels-on-levels and changes-
on-changes analyses. Milanovic (2005) finds that openness hurts poorer
deciles in low-income countries when the analysis relates levels to levels,
but he finds no measurable effect when he switches to changes on changes.
Similarly, Harrison and Hanson (1999) find that high industry tariffs are
associated with greater wage inequality when they conduct the analysis in
levels but not in changes. This suggests that either there is no relationship
between changes in openness and changes in inequality, or the data are not
sufficiently fine to capture such a relationship.

This is an important observation because in our view changes-on-
changes regression is the preferred specification. Trade liberalization is
presumably a dynamic concept and a continuing one. Regressions of levels
on levels, however, typically attempt to compare stable points of equilib-
rium. Consider this argument. Define liberalization for present purposes
as trade openness measured by trade policies. Now imagine two countries,
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one of which liberalized trade policy ten years ago and the other of which
has literally just implemented its trade liberalization. One would imagine
that resource reallocation, changes in factor prices, and other adjustments
would have played out in the ten years following the reform in the first
country, and the distribution of income would have arrived at a new sta-
tionary state. The relationship between policy and inequality could there-
fore be interpreted as an equilibrium. In the other country, however, trade
policy will have changed but the economy, including inequality, will not
have had a chance to adjust. If these two countries appear as two observa-
tions in a cross-country regression of levels on levels, it is very difficult to
interpret the meaning of any results whether statistically significant or not.
On the other hand, if the change in policy is related to the change in in-
equality after some common period of time in both countries, then the re-
sults, whatever they may be, are more easily interpreted. With this argu-
ment in mind, we focus our empirical work on variables measured in first
differences. That is, we focus on changes in countries’ policy stances and
changes in inequality outcomes.

A second point that emerges clearly from the review as noted above is
that the impact of liberalization may differ depending on the initial condi-
tions of the liberalizing country. However, in the empirical work this ap-
proach is not always implemented. The implicit assumption is often that
the effects of reforms are the same regardless of the initial level of policy
openness or income. In other words, opening up an entirely closed econ-
omy by one reform point yields the same results as further opening an al-
ready open economy. We shall try to avoid this type of simplification by
controlling for the initial level of openness and income and, of course, for
other initial differences between economies. Similarly, reforms that are
each represented by one policy variable are seen, for econometric conven-
ience, to affect outcomes additively. This is a strong simplification: reforms
might often act multiplicatively in that the absence of one type of reform
negates the effects of another. We shall try to allow for this by including in-
teraction terms.

4.3 Data Description

4.3.1 Inequality Measures

The first of the two large databases we use to derive inequality measures
is that of Occupational Wages around the World (OWW).! The data cover
the period from 1983 to 1999 and more than 150 countries. The coverage
in all its dimensions, however, is problematic and fragmentary. Although

1. The OWW database is available at http://www.nber.org/oww/.
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there are 156 countries in total, each country does not provide data (occu-
pational wages) for every year. The yearly country coverage varies between
48 and 76. Occupations included also vary from country to country. More-
over, for a given country, even when the occupational coverage does pro-
vide the annual data, it is not necessarily uniform for each year.>

Furthermore, it should be noticed that each observation is an observa-
tion on “habitual” countrywide wages for a given occupation. Thus, some
averaging is already built into the data. That, however, need not be a prob-
lem since, for example, the differences in earnings by skill levels are also
based on averaging. There is, however, a difference in that the latter are ob-
tained through a statistical analysis that covers a well-defined spectrum of
wage earners (labor force survey) and controls for other relevant factors
(gender, experience), while the International Labour Organization (ILO)
data represent a mish-mash of average “habitual” wages for different un-
derlying populations: some countries—for some years—report monthly
wage rates, others report collectively bargained wages, yet others report
hourly wages. At times men and women are combined, and at times only
wages for men are reported. Freeman and Oostendorp (2000) overcome
the problems of data comparability by “calibration,” which is essentially a
process of finding the adjustment coefficients (based on a regression anal-
ysis) for the data given in a “nonstandard” form, where the standard form
is defined as the most common form being used in the data set—that is,
monthly wages for male workers.?

The great advantage of the database (which incidentally also makes the
calibration possible) is its size: in the Freedman-Oostendorp “summary”
(compendium) of the ILO sources, there are more than 72,000 observa-
tions of average occupational wages.* For each of the three indexes of inte-
roccupational wage inequality that we calculate (Gini coefficient, standard
deviation, and absolute mean deviation from the median), inequality in-
dexes are calculated only for the country/years that contain more than fif-
teen occupational wages (of the “calibrated” type). After this “filter” and
a few others (dropping data for a number of small island economies and de-
pendencies), we are left with 680 observations (country/years) covering the
1983-99 period and 118 countries. The average Gini is about 23.8, the me-
dian 21.7, with the standard deviation of about 10. A summary of the data
is given in appendix table 4A.1. These inequality statistics can be regarded,

2. For example, the United States gives the data on 11 occupations in 1983 and 150 occu-
pations in 1999.

3. They do several such calibrations and show (in an appendix) that the results (inequality
statistics) do not depend on a particular calibration. For our calculations, we have used their
suggested base-wage calibration, denoted xlwu in the OWW database.

4. The Freeman-Oostendorp database is indeed a “summary” of ILO data since the data
on occupational wages have been collected by the ILO since 1924, while the Freeman-
Oostendorp data begin with 1983.
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Fig. 4.1 Distribution of changes in occupational wage inequality (Dginioww; in
percentage points, 1983-99)

Notes: There are 532 Dginioww observations. Changes are expressed in Gini points.

according to Freeman and Oostendorp, as indicators of both occupational
wage inequality and skill premium.3

Figure 4.1 shows the distribution of annual changes in the calculated
Gini coefficients (Dginioww) over the 1984-99 period. As we observe, the
distribution is close to being symmetrical and normal, with the mean be-
ing slightly positive (0.17 Gini point) and a zero median.

The second large database of interindustrial wage differences was cre-
ated by James Galbraith and associates and is known as the University of
Texas Inequality Project (UTIP) database (see Galbraith and Kum 2003).¢
The original data come from United Nations Industrial Development Or-
ganization (UNIDO) statistics. The UNIDO statistics provide average
manufacturing pay by industry. The number of industries (which provide
their mean wages) varies between countries and years. On average, there
are twenty-four industries per country/year (with the standard deviation of
about seven). From these average industrial wages for a given country/year,
Galbraith and his associates calculate the Theil index of inequality (vari-
able Theil). The UTIP database covers on average about 90 countries an-

5. Implicitly, the greater the dispersion of interoccupational wages, the greater the return
to skills.
6. The data are available at http://utip.gov.utexas.edu/.
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Table 4.1 Simple correlations between various inequality measures and
inequality concepts

OWW average wage by occupation

Absolute mean

Gini Standard deviation
coefficient deviation from median
UTIP (average wage by industry) Theil 0.45%%* 0.48%** 0.41%%*
(513) (513) (518)
oOwWwW

Gini coefficient 0.96%** 0.81%%*
(723) (723)
Standard deviation 0.85%%*
(723)

Notes: Number of observations given in parentheses. Each country/year represents one data
point; that is, for each country/year, there is one inequality statistic. Null hypothesis: correla-
tion = 0. Boldface indicates correlation coefficients calculated between various inequality
measures from the same database.

***Sjgnificant at the 1 percent level.

nually over the period 1975-99.7 In total, we use 1,651 Theil indexes from
141 countries (see appendix table 4A.2 for details). The average Theil is 5.5,
the median 3.8, and the standard deviation 6.4. In about 10 percent of ob-
servations intersectoral wage differences are minimal with Theils less than
1. Many of these cases include developed countries (Nordic countries, the
Netherlands) but also Algeria, Cuba, Iran, and (until the mid-1980s)
China.®

Table 4.1 shows simple correlations between different inequality mea-
sures from the two databases. We have three inequality statistics from the
OWW database (Gini coefficient, standard deviation, and absolute mean
deviation from the median) and only one from UTIP (Theil coefficient).
Different inequality statistics from the OWW database are obviously
strongly correlated (see the figures shown in boldface). The correlation be-
tween Theil index from UTIP and Gini from the interoccupation inequal-
ity is much less—around 0.4 (see also figure 4.2). Still, it shows that higher
skill premium is associated with greater intersectoral inequality. The cor-

7. The data are available at http://utip.gov.utexas.edu/. More recently, the database has ex-
panded to the years prior to 1975. As of January 2004, the UTIP database has almost 3,200
country/year Theils and covers more than 150 countries.

8. It will be noticed that we do not use Gini coefficient here (although we would have liked
to do so for a more direct comparison with the OWW data set). The reason is that the UTIP
database does not provide individual mean industrial wages, which would allow us to calcu-
late different inequality measures. The authors provide only the “finished” statistic—that is,
the Theil index—and not the underlying data. This is not the case with the OWW database,
where individual occupational wages by country/year are available and one can thus calculate
various inequality indexes.
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Fig. 4.2 Interoccupational (Gini) and interindustry (Theil) inequality

Notes: Calculated from 513 observations from 79 countries. Total number of observations is
723 (from 103 countries) for interoccupational inequality and 2,160 (from 141 countries) for
interindustry inequality.

relation between the changes in the two measures (which we shall be using
in our regressions) is virtually zero, however.

4.3.2 Import Liberalization Measures

For import liberalization, we use the World Bank measure of unweighted
average tariff (variable Tarf) rate that covers the period from 1980 to 2000,
includes 144 countries, and provides 1,255 observations (country/years) in
total. The list of countries and number of country/years are shown in ap-
pendix table 4A.3. Over this period, the average tariff rate (calculated across
the available countries) has been reduced from 28 percent to about 10 per-
cent. Figure 4.3 shows how the distribution of average tariff rates by coun-
tries has shifted leftward, with the median, mean, and the standard devia-
tion all significantly less today than in the early and mid-1980s.

The reduction has affected both rich and poor countries. The average
tariff rate in poor countries (defined as those with GDP per capita less than
$9.000 at international prices) was reduced from 33 percent to 13 percent;
for the rich countries, the reduction was from 16 to 7 percent. The pattern
of reduction for both poor and rich countries has been very similar to the
one shown in figure 4.3: not only are average tariff rates less in 2000 than
some twenty years ago, but the differences between the countries is much
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Fig. 4.3 Distribution of countries’ average tariff rates in the periods 1980-88 and
1995-2000

Notes: Average tariff rate for a country over a period (1980-88 or 1995-2000) represents one
observation. Number of countries is 106 for the first period and 132 for the second.

smaller too (in other words, the distribution of average tariff rates across
countries is much more compressed now than in 1980).

One problem when trying to link tariff liberalization reforms to domestic
outcomes such as wage distribution is that they are seldom undertaken in
isolation. Most frequently, pro-openness trade reforms are accompanied by
other “globalization” policies that may well affect labor market outcomes:
for example, easier direct or portfolio investment by foreign residents or
more liberal regulation of international labor flows. And just as frequently,
trade reforms are accompanied by domestic reforms that impact directly on
labor markets: “flexibilization” of the labor market, changes in the mini-
mum wage legislation, more (or less) liberal severance pay, reform in the
pension regimes, and so on. These accompanying domestic reforms often
concern labor—whether they are “anti” or “pro” labor. Sometimes anti-
labor legislation accompanies openness reforms because it is felt that liber-
alization in the foreign arena can be emptied of content (or cannot produce
the desired results) if there is no improvement in the domestic legislation—
that is, if the latter is deemed too restrictive. Mexico provides one such ex-
ample (Robertson 2000; Hanson and Harrison 1999).

Alternatively, labor policies, at least for a segment of the labor force, can
become more generous if that is the short-term cost the government needs
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to pay in order to convince trade unions not to wreck the reforms. In that
case, more generous severance pay, low-interest loans to start businesses,
and early retirement schemes can all be used to reduce the resistance to re-
forms and to buy off potential losers. In addition to labor reforms, there
may also be accompanying financial reforms: liberalization of interest
rates, increased competition in the banking sector, and so on. All of this
complicates any attempt to isolate the impact of trade reform on wage in-
equality. We shall therefore try to control for some of these other policies
(labor markets, social transfers).

To measure labor market conditions, we use the Labor Market Data
Base constructed by Martin Rama and Rachel Artecona (see Rama and
Artecona 2002).° Their database has, at five-year intervals (year 1975,
1980, etc.), a number of labor-related measures such as social security
contributions (in percentage of gross salary), unemployment rate, replace-
ment rate in case of unemployment, and the like. For our purposes, we fo-
cus on two variables—share of labor force covered by collective agree-
ments, and share of the unionized labor force—that allow us to capture
the power of trade unions and organized labor.

4.4 Trade Liberalization and Occupational Wage Inequality

We look first at the level relationship between occupational wage in-
equality and mean tariff rate. Figure 4.4 shows that occupational wage in-
equality (or returns to education) tends to decrease with average income
level of the country (panel A). This is of course what we expect since rich
countries have a greater proportion of skilled labor. Likewise, the average
tariff rate tends to be lower in richer countries (see panel B). Finally, returns
to education increase in level of protection (panel C). This last point would
seem to imply that protection is calibrated in such a way as to boost incomes
of more skilled workers.!® However, this relationship may be only apparent
and due to the tendency of poorer countries to have, as we have just seen,
higher average tariff rates. In fact, once we control for the difference in the
returns to education that is due to income levels, the correlation between re-
turns to education and protection vanishes (panel D). It is no longer statis-
tically significant. We can conclude that in a cross-sectional setting, average
level of protection and occupational wage inequality do not display any ob-
vious relationship—once we adjust for the fact that poorer countries tend
to have both higher returns to education and higher levels of protection.

But this does not necessarily imply that there is no relationship between
the changes in mean tariff rate and changes in returns to education. The

9. The data have been kindly supplied by Martin Rama.
10. Which, by the way, would contradict the general finding of higher protection for less-
skilled industries (see discussion above).
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Fig. 4.4 Occupational wage inequality, average level of protection, and mean
income: A, occupational wage inequality and level of income; B, average tariff
rate and level of income; C, occupational wage inequality and average tariff rate;
D, occupational wage inequality (controlled for income) and average tariff rate

correlation coefficient is —0.10 (see figure 4.5) and is significant at the 10
percent level. It suggests that there may be a weak negative (and uncon-
trolled for other variables) relationship such that a decrease in domestic
protection (i.e., liberalization) is associated with an increase in returns to
education.

11. The two variables are run here and further below contemporaneously. However, since
the data on mean tariff rates are often not available for all consecutive years, the Dtarf vari-
able is defined in such a way as to include annual changes wherever available—that is, not only
Tarf (¢) — Tarf (- 1) but also Tarf(z) — Tarf(¢ — 2) when Tarf(¢ — 1) is not available. Thus, Dtarf
is partly lagged (about 20 percent of observations refer to changes between years 7 and ¢ — 2).
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Fig. 4.5 Relationship between change in mean tariff (Dtarf) and change in occupa-
tion wage inequality (Dginioww)

Note: The regression coeflicient remains negative and significant if outliers—that is, obser-
vations such that Dtarf < —-25—are eliminated.

Figure 4.6 shows the distribution of changes in occupational Ginis for
country/years for which we have corresponding data on changes in protec-
tion (that is, figure 4.6 shows the distribution of Dginioww for our sample,
not for all the observations of Dginioww that we have'?). There is, on aver-
age, a tendency for occupational inequality to increase (the mean Gini
change is +0.36, median +0.05), matching the tendency of tariff rates to
go down over the last twenty years (in our sample, the average tariff change
is —1.05 percentage points, the median —0.2). Thus, there is some prima fa-
cie evidence that decreases in protection and increases in occupational
wage inequality may be related.

We look further at this relationship by breaking down changes in returns
to education (Dginioww) across average protection changes (table 4.2).
There is some evidence that deeper cuts in protection are associated with
greater increases in occupational inequality. For example, when tariff pro-
tection goes down by more than 10 percentage points, occupational Gini
increases on average by 1.45 points. When the reduction in protection is
less (between 0 and 5 percentage points), the increase in wage inequality is

12. The shape of the two distributions, though, is almost exactly the same. The number of
cases, however, is quite different. Our sample contains only 268 observations, while there is a
total of 532 observations of changes in occupational inequality.



Does Tariff Liberalization Increase Wage Inequality? 159

15

Density

.05

N
e LN L

T T T T
-20 -10 0 10 20
dginioww

T

Fig. 4.6 Distribution of changes in occupation inequality (when data on both occu-
pational inequality and tariff changes are available)

Table 4.2 Relationship between occupational wage inequality and protection
(average tariff rate)

Mean change Standard

in Dginioww deviation No. of
Change in average tariff rate (Gini points) (Gini points) observations
Greater than —10 points

(in absolute amounts) +1.45 4.06 10

Between -5 and —10 points +1.77 5.65 11
Between 0 and -5 points +0.75 3.55 137
Zero -0.79 4.50 70
Between 0 and +5 points +0.43 3.91 34
Between +5 and +10 points +0.68 1.15 3
Greater than +10 points -0.73 3.78 2
Total +0.36 4.00 268

also smaller (+0.75 Gini points). This relationship is not very strong and
uniform, though. The change in Gini is, on average, positive even when av-
erage tariff rate goes up (by less than 10 percentage points). This in turn
suggests that other factors must be at play too. Furthermore, in a number
of cases where there was no change in mean tariff rate, average (and me-
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Table 4.3 Relationship between interoccupational wage inequality and level of protection
(average tariff rate) in poor and rich countries

Poor countries Rich countries
Changein  Meanchange  Standard Mean change Standard
average in Dginioww deviation No. of in Dginioww deviation No. of
tariff rate (Gini points)  (Gini points) observations (Gini points) (Gini points) observations
Decrease +1.31 4.63 77 +0.44 2.56 82
No change -2.71 6.64 18 -0.13 3.30 52
Increase +0.29 4.21 30 +0.71 1.01 9
Total +0.49 5.02 125 +0.25 2.80 143

Note: Poor countries are defined as those with GDP per capita less than $9,000 at international 1995
prices; rich countries are those above that threshold.

dian) wage inequality tended to go down. On balance, we conclude that,
while there is some evidence that import liberalization is associated with
increasing occupational wage inequality, this is unlikely to be the only fac-
tor that matters.

We next split the sample into rich and poor countries (table 4.3). We take
$9,000 (in purchasing power parity, or PPP, at 1995 prices) as the cutoff point.
This means that in 1980 about three-quarters of all countries in the world are
regarded as poor (the proportion is about 70 percent in 2000). Since the data
for the rich countries are, on average, more frequently available than for the
poor, the cutoff point neatly splits our sample into about two halves.

The table illustrates that the same regularity applies to both poor and rich
countries: decreases in protection are associated with higher wage inequal-
ity, but so are increases in protection (although the magnitudes are sub-
stantially lower). It is mostly when there is no change in mean tariff rate that
we find shrinking occupational wage distribution. In effect, out of 122 cases
when occupational inequality goes down, about one-third (39) involve situ-
ations with no change in mean tariff rate. Poor countries display in all cases
(decrease, no change, or increase in protection) greater variability in out-
comes. This is illustrated in figure 4.7, where we look at changes in occupa-
tional Gini when protection is reduced. The strongly spiked density func-
tion for the rich countries (dashed line) shows that reduced protection is
accompanied by relatively small and very similar changes in rich countries’
Ginis; in contrast, in poor countries, Gini changes (solid line) are much
more spread out. The hypothesis of equality of the two distributions is
soundly rejected (the Kolmogorov-Smirnov test is significant at less than
0.1 percent). This suggests that while average Dginioww for poor countries
may, in response to liberalization, increase more than in rich countries (see
table 4.3), the variability of outcomes will also be much greater and thus
other variables (and possible measurement error) may play a more impor-
tant part in explaining changes in wage inequality.
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Fig. 4.7 Distribution of Dginioww in poor and rich countries when tariff protection
goes down

Notes: Number of observations: 77 for poor countries, 82 for rich countries. Definition of
poor and rich countries given in table 4.3 notes. Poor countries are shown by the solid line,
rich countries by a dashed line.

In figure 4.8 we therefore focus on poor countries. We look at the change
in their occupational wage Gini when tariff protection goes up or down.
There are some notable differences: the “down” (solid) line both is thicker
in the range Dginioww > 0 and has a much longer right-end tail. Thus, not
only is the average Gini change greater when protection is lowered than
when it is increased (as we know from table 4.3), but the distribution of
Gini changes looks different.!* There are many more instances of large in-
creases in occupational wage inequality when protection is reduced than
when protection is raised.

We now want to investigate how this simple relationship will hold when
subjected to a more rigorous analysis. To do this, we estimate the following
equation for the change in interoccupation (Alneqy,):

Alneq,, = fct(Aaverage tariff, labor market conditions, income level)
or

Alneq,, = fct(At, s, y)

13. However, the Kolmogorov-Smirnov test cannot reject the hypothesis that the two dis-
tributions are the same (it is significant at p level is 0.22). The equality of means is rejected at
the 10 percent level.
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Fig. 4.8 Distribution of changes in interoccupational Gini in poor countries when
protection goes up or down

Notes: “Down,” denoted by the solid line, indicates the situation when mean tariff rate is re-
duced; “up,” denoted by the dashed line, showed the situation when the mean tariff rate is in-
creased.

A word about the estimation procedure. One might wish to allow
changes in average protection level to affect inequality not only contem-
poraneously but through several time periods (introducing this as a lagged
protection on the right-hand side). However, in that case our number of ob-
servations—whose low number is already an obstacle to better estima-
tion—drops precipitously and the quality of results deteriorates. We thus
assume that one or two years (to the extent that Dtarf also includes some
two-year lagged observations) are a sufficient period of time for changes
in protection to work their way through wage distribution. Endogeneity
is unlikely in levels, and particularly so in a first-difference formulation as
here, since change in interoccupational inequality is not likely to have
much to do with change in protection. We therefore do not use instru-
ments.'* Furthermore, the use of first differences implies that idiosyncratic
country effects are included."

14. 1t is also difficult to find reasonable and workable instruments. We tried initial tariff
level, on the assumption that reduction in tariffs bears some proportion to their initial levels,
but the results were disappointing.

15. Behrman, Birdsall, and Szakely (2003) have the same formulation as here but present
also the first-difference formulation of policy changes, or in other words the difference-of-
differences formulation (with distributed lags over seven periods on the right-hand side).
Their first-difference in levels formulation (table 2) is the same as ours.



Does Tariff Liberalization Increase Wage Inequality? 163

Table 4.4 Explaining interoccupational inequality, 1984-99 (%; dependent variable:
annual change in Gini)
Regression 1 Regression 2 Regression 3
Atariff —-0.118 -1.490 -5.707
(0.097) (0.033)** (0.009)**
Ln (GDP per capita) -0.060 0.448 0.456
(0.816) (0.236) (0.320)
Atariff - In (GDP per capita) 0.168 0.688
(0.057) (0.008)**
Trade union members as % of 0.002
labor force (TUMMBR) (0.920)
Percentage of workers covered by -0.002
collective bargaining (TUCVGE) (0.855)
ATarf- TUMMBR 0.001
(0.915)
ATarf - TUCVGE -0.012
(0.197)
Constant 0.651 -4.221 -4.132
0.780 (0.205) (0.331)
Adjusted R? 0.005 0.02 0.06
Fvalue (p) 1.6 1.7 2
(0.19) 0.15) 0.1)
No. of observations 233 176 79

Note: Levels of significance, p values, given in parentheses.
**Significant at less than the 5 percent level.

Table 4.4 gives the results of the regressions for interoccupational wage
inequality. We begin with a very parsimonious formulation where change
in interoccupational inequality (Dginioww) is explained by change in av-
erage tariff rate (Dtarf) and income. None of the variables is found signif-
icant at the 5 percent level; however, Dtarf is negative and significant at the
10 percent level. The situation changes when we introduce the interaction
term between the change in average tariff rate and level of income, and
trade union membership or percentage of workers covered by collective
bargaining agreements. Now, decrease in protection is strongly pro-
inequality, with a 1 point decrease in average tariff rate associated with 5.7
percent annual increase in interoccupational inequality.

This pro-inequality effect, however, is reduced the richer the country (be-
cause of the positively signed interaction effect; see regression 3), and even
for the very poor countries is less than it appears at first sight. Thus, in a
very poor country with an income of PPP$1,000, a 1 point decrease in the
average tariff rate will be associated with a Gini increase of only 1 percent.
Around PPP$5,000 (using regression 3) the effect reverses and trade liber-
alization begins to be associated with a decrease in interoccupational in-
equality. For example, at the year 2000 mean value of InGDP per capita
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(8.4), the effect of the interaction term is stronger than the effect of change
in tariff rate alone; in consequence, pro-openness reforms will be associ-
ated with a decline in measured interoccupational inequality in richer
economies. Finally, note that the fact that labor market conditions are not
statistically significant suggests that labor market conditions do not affect
the change in the skill premium, while the fact that income is not signifi-
cant in any formulation is consistent with industry-based (rather than skill-
based) bargaining.

The results seem to provide some weak evidence that reduction in aver-
age tariff rate contributes to interoccupational wage inequality in poor
countries, although the statistical properties of the regressions (most no-
tably R?) are not strong and the number of observations that we ultimately
have to make the regressions is small (79 versus more than 500 observa-
tions on changes in interoccupational inequality and more than 1,000 ob-
servations on changes in average tariff rates). Therefore we have to take
these results with a strong dose of caution.

4.5 Trade Liberalization and Interindustrial Wage Inequality

In figure 4.9 we inspect the relationship between interindustry wage in-
equality and several relevant variables (all in levels). Panel A shows that
when a greater percentage of the labor force participates in collective
bargaining, interindustrial wage differences are less. Panel B shows that in-
terindustry wage differences increase as average tariff rate goes up. Now,
low tariff rates are found—as we have seen before—more frequently in rich
than in poor countries. So are high levels of unionization (collective bar-
gaining). Thus, the two seem to be associated (panel C). This finding im-
plies that some of the positive relationship between the average tariff rate
and interindustry inequality from panel B may be due to the presence of
high unionization. In other words, the upward slope detected in panel B
may be due not to the existence of a real relationship between tariff rates
and interindustry inequality but to the fact that countries with low tariffs
also display high unionization—with the latter driving interindustry wage
inequality down.

When we check for it, however, we find that this is not the case. As panel
D shows, once we control for collective bargaining, the relationship be-
tween interindustry wage inequality and average level of tariff rates remains
positive—in fact, it even becomes sharper. Protection thus indeed seems to
drive interindustry wage differences up. We do a further check to make sure
that the relationship is not due, in part, to a change in the sample.'® This is

16. This happens because we have data on tariff rates and interindustry inequality for many
more countries than is the case with collective bargaining. Thus, once we control for collec-
tive bargaining, the sample shrinks from 757 observations, as in panel B, to 286 observations
in panel D.
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Fig. 4.9 Interindustry wage inequality, average level of protection, and unionism:
A, interindustry wage inequality and collective bargaining; B, average tariff rate and
interindustry wage inequality; C, collective bargaining and average tariff rate; D,
interindustry wage inequality (controlled for collective bargaining) and average tariff
rate; E, interindustry wage inequality (controlled for collective bargaining and level
of income) and average tariff rate; F, change in average tariff rate and change in
interindustry wage inequality
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Table 4.5 Relationship between interindustry wage inequality and level of protection (average
tariff rate) in poor and rich countries

Poor countries Rich countries
Changein  Mean change Standard Mean change Standard
average in Theil deviation No. of in Theil deviation No. of

tariffrate  (Theil points) (Theil points) observations (Theil points) (Theil points) observations

Decrease +0.02 2.56 219 +0.15 0.85 137
No change +0.13 2.49 44 +0.05 0.60 72
Increase -0.08 2.00 113 -0.32 3.41 23
Total -0.01 2.39 376 +0.07 1.29 232

Note: Poor countries are defined as those with GDP per capita less than $9,000 at international 1995
prices; rich countries are those above that threshold.

not the case. When we run the relationship between the average tariff rate
and interindustry wage differences (as in panel B) across the sample of
country/years in panel D, the results do not change (graph not displayed
here). Moreover, even after we control for both collective bargaining and in-
come level,'” the positive relationship between average tariff rates and in-
terindustry wage differences remains (figure 4.9, panel E).

But the relationship between levels may not necessarily be indicative of
the relationship between changes. And in effect, inspection of figure 4.9
(panel F) does show that there is a mild negative relationship between
changes in average tariffs and changes in the Theil index of interindustry
inequality. In table 4.5 we look at whether this relationship holds for poor
and rich countries. We easily notice that for rich countries a decrease in
protection is associated with an increase in interindustry wage inequality;
and the reverse is true for the increase in protection. This in turn indicates
that the protected sectors tended to be sectors with lower average wage
(that is, less skilled). An increase in protection is associated with lower
interindustry wage differences, implying again that higher tariffs will tend
to protect sectors with lower average wage (presumably less skilled too).
The same pattern, on average, holds for poor countries, although there the
average changes are much less clear and the standard deviation much
greater. Yet the fact that the same pattern is observable in poor countries
as in rich countries (decreased protection associated with increased in-
terindustry wage differences) would also tend to support the view that in
poor countries too low-wage or lower-skill sectors tend to benefit from
protection.

Figure 4.10 shows the change in interindustry Theil when protection is
reduced. In rich countries, the effect does not vary much between the coun-

17. Since income level and interindustry inequality are negatively correlated.



Does Tariff Liberalization Increase Wage Inequality? 167

I'n -
|
hy
h
Ly
h
hi
- I ]
aT Iy
= |
B | |
2 /!
w | I
= | ]
) i
0 .
o -
T T T
-10 0 10
dtheil
——— poor countries = ————- rich countries

Fig. 4.10 Charge in interindustry Theil when average protection level goes down
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tries and is bunched around zero with a longer right-end tail (which ex-
plains the positive sign of the average). For the poor countries, both right-
and left-end tails are approximately equally long and the distribution is
flatter.

The equation that we estimate for the change in interindustry inequality
(Alneq,) can be written as

Alneq, = B, + B, (change in average tariff) + B, (labor market conditions)

+ B, (change in labor market conditions) + 8, (income level).

Table 4.6 presents the results for interindustry wage inequality. The first,
minimal, formulation shows that none of the variables is significant. In the
second formulation, where we introduce the same two interaction terms as
before (trade reform and income, and trade reform and union member-
ship), the effect of change in protection on interindustry wage inequality
becomes significant and negative. In other words, reduction in protection
is associated with greater interindustry inequality: each percentage point
of reduction in protection is associated with a 1.7 Theil point increase in
interindustry inequality. This implies that as liberalization dissipates the
rents from protection, the impact on the distribution of wages works, in rel-
ative terms, against those industries that engage more low-skill and un-
skilled workers. Since such workers will be drawn disproportionately from
the ranks of the poor, the implication is that the poor who are engaged in
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Table 4.6 Explaining interindustry inequality, 1976-99 (%; dependent variable:
annual change in Theil)

Regression 1 Regression2  Regression 3

Atariff 0.001 -1.731 -2.207
(0.947) (0y** (0)**
Social expenditures as % of GDP 1.891 1.097 —2.487
(0.08) (0.558) 0.21)
Ln (GDP per capita) 0.148 0.409
(0.288) (0.004)**
ATarf - In (GDP per capita) 0.211 0.247
Trade union members as % of labor force -0.006
(TUMMBR) (0.268)
Atariff - TUMMBR -0.005
(0.003)**
Number of ILO conventions signed 0.007
(0.006)**
Atariff - number of ILO conventions -0.002
signed (0.044)**
Constant -0.119 -1.224 -3.879
(0.296) (0.307) (0.002)**
Adjusted R? 0.0047 0.1232 0.127
Fvalue (p) 1.56 498 5.91
(0.2118) (0.0001)** 0)**
No. of observations 241 171 205

Note: Levels of significance, p values, given in parentheses.
**Significant at less than the 5 percent level.

wage employment benefit less from liberalization than their richer coun-
terparts. Furthermore, provided there is at least some urban-rural and for-
mal-informal labor mobility, the conclusion extends to the poor engaged in
nonwage activities.

This effect, however, is less, or is overturned, at higher income levels (as
the interaction term between income per capita and average tariff rate
has a positive sign). At the median level of (In) GDP per capita of the
countries included in the sample (9.75), the interaction effect is greater
than the direct effect of reform. We would thus expect to observe, at the
median level of income and above, a decline in observed interindustry in-
equality even if proliberalization reforms alone tend to increase inequal-
ity between the industries. More exactly, the turning point would occur
around the world median income, where (in the year 2000) we find coun-
tries such as Morocco, Ecuador, and Indonesia. For countries poorer
than these we would observe trade reforms increasing interindustry in-
equality; for richer countries, we would observe a decrease in interindus-
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try wage inequality. Similarly to what we found for interoccupational in-
equality, the effects are stronger and less ambiguous for poor than rich
countries.

Reduction of the average tariff rate will tend to contribute to interindus-
try inequality more in countries with higher trade union density (see the in-
teraction variable in regression 2). This suggests that union power is able to
either limit tariff reduction for heavily unionized industries or introduce
other, offsetting measures that protect their wages in some other way. It
also suggests that union power tends to be concentrated in the higher-skill
industries, thereby exacerbating the impact on wage inequality. The same
result is observed in regression 3, where we replace trade union member-
ship with the number of ILO conventions as the measure of union power.

4.6 Conclusions

The empirical results provide weak support for the hypothesis that a re-
duction of tariffs tends to be associated with an increase in interoccupa-
tional wage inequality (i.e., education premium) and somewhat stronger
support that reduction in tariffs is associated with an increase in wage in-
equality between industries. The latter effect will be particularly strong in
countries with a high density of trade unions. The implication is that the
poor benefit less than the rich from liberalization but that their relative po-
sition could be improved by simultaneously taking measures to limit trade
union power. Average country income plays an important role, though.
Through its interaction with change in average tariffs, it offsets the effects
of tariff reduction alone so that at income levels above the world median
(that is, GDP per capita higher than PPP$4,000 in 1995 international
prices) the net effect reverses both for interoccupational and interindustry
inequality.

Our results are obtained from the data covering approximately a
twenty-year period from 1980 to 2000. The data come from three large
and relatively recent databases of occupational inequality (OWW), inter-
industrial inequality (UTIP) and tariff rates (World Bank data). Although
all three databases are rich in terms of the number of observations and do
represent a major improvement in data availability, a user cannot escape
the impression that there is still a nonnegligible noise in the data, perhaps
not so much because the data supplied by different countries and in differ-
ent periods are wrong but because the coverage of sectors and occupa-
tions and the definitions of wages are uneven and vary not only between
countries but within countries as well. Thus, the data issues still represent
an important obstacle to our ability to draw stronger conclusions regard-
ing the effect of import liberalization on wage inequality in a cross-
sectional setting.
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Table 4A.1 Summary of data from Occupational Wages around the World (OWW)

Gini of interoccupational wages

Country Mean  Standard deviation No. of observations
Algeria 0.1492 0.0305 8
Angola 0.3787 0.1196 3
Argentina 0.3545 0.1718 3
Australia 0.1543 0.0315 14
Austria 0.1852 0.0212 17
Azerbaijan 0.5310 0.0292 4
Bangladesh 0.2757 0.0537 9
Barbados 0.2283 0.0205 12
Belarus 0.1232 0.0058 5
Belgium 0.0900 0.0092 16
Belize 0.3173 0.0226 12
Benin 0.3863 0.0327 5
Bolivia 0.3843 0.0378 11
Botswana 0.2297 0.0032 2
Brazil 0.2348 0.0000 1
Bulgaria 0.1611 0.0000 1
Burkina Faso 0.3305 0.1400 8
Burundi 0.4175 0.0325 8
Cambodia 0.3751 0.1494 7
Cameroon 0.3866 0.0908 7
Canada 0.1341 0.0099 3
Cape Verde 0.2430 0.0001 2
Chad 0.5411 0.0548 4
Chile 0.3496 0.0053 3
China 0.1509 0.0371 10
Colombia 0.3649 0.0626 2
Zaire or Congo, Democratic Republic  0.4401 0.0000 1
Costa Rica 0.1315 0.0856 3
Cote d’Ivoire 0.3648 0.0854 4
Croatia 0.1930 0.0000 1
Cuba 0.1621 0.0121 6
Cyprus 0.2550 0.0143 16
Czech Republic 0.1339 0.0227 7
Denmark 0.1217 0.0199 10
Djibouti 0.3321 0.0000 1
Estonia 0.2191 0.0145 4
Ethiopia 0.3533 0.0000 1
Fiji 0.3099 0.0198 4
Finland 0.1343 0.0167 14
Gabon 0.3768 0.0562 5
Germany 0.2110 0.0101 17
Ghana 0.3607 0.0000 1
Honduras 0.3637 0.0316 9
Hong Kong 0.2078 0.0403 16
Hungary 0.2217 0.0378 6
Iceland 0.0972 0.0115 2
India 0.3247 0.1436 13
Iran, Islamic Republic of 0.1434 0.0000 1
Ireland 0.1913 0.0014 2
Italy 0.1498 0.0228 12
Japan 0.1995 0.0107 15



Table 4A.1

Gini of interoccupational wages

Country Mean  Standard deviation No. of observations
Korea, Republic of 0.1979 0.0798 10
Kyrgyz Republic 0.3011 0.0153 4
Latvia 0.2558 0.0175 3
Lithuania 0.2328 0.0000 1
Luxembourg 0.1557 0.0000 1
Madagascar 0.1643 0.0536 2
Malawi 0.4522 0.0501 6
Mali 0.3167 0.0000 1
Mauritius 0.3060 0.0172 16
Mexico 0.0616 0.0602 8
Moldova 0.2055 0.0282 5
Mozambique 0.3055 0.0000 1
Netherlands, The 0.1164 0.0080 7
New Zealand 0.2060 0.0145 7
Nicaragua 0.3685 0.0263 6
Niger 0.3754 0.0000 1
Nigeria 0.3616 0.0570 6
Norway 0.1049 0.0242 16
Papua New Guinea 0.3164 0.0048 2
Peru 0.3525 0.0574 10
Philippines, The 0.0974 0.0357 9
Poland 0.1731 0.0446 2
Portugal 0.1398 0.0884 13
Puerto Rico 0.2071 0.0447 13
Romania 0.2139 0.0646 12
Russian Federation 0.2968 0.1173 8
Senegal 0.2644 0.0000 1
Seychelles 0.2593 0.0557 6
Sierra Leone 0.3099 0.0325 8
Singapore 0.3086 0.0199 15
Slovak Republic 0.1490 0.0149 5
Slovenia 0.2078 0.0160 4
South Africa 0.0982 0.0000 1
Sri Lanka 0.2299 0.0426 12
Sudan 0.2917 0.1540 6
Suriname 0.2336 0.0160 4
Swaziland 0.2911 0.0398 2
Sweden 0.1250 0.0349 9
Thailand 0.3057 0.0416 5
Togo 0.3372 0.0678 5
Trinidad 0.2502 0.0235 7
Tunisia 0.2143 0.1523 6
Turkey 0.1805 0.0489 4
Uganda 0.4810 0.0000 1
Ukraine 0.3049 0.0247 3
United Kingdom 0.1660 0.0170 14
United States 0.2097 0.0306 14
Uruguay 0.2578 0.0279 7
Venezuela 0.2622 0.0233 6
Yugoslavia 0.1760 0.0233 10
Zambia 0.3263 0.0569 7
Total 0.2370 0.1082 680

Note: Variable is xIwu from OWW.



Table 4A.2

Summary of data from University of Texas Inequality Project (UTIP)

Theil index of interindustrial wage differences

Country Mean Standard deviation No. of observations
Albania 0.0736 0.1213 8
Algeria 0.0144 0.0156 15
Angola 0.3115 0.1041 2
Argentina 0.0512 0.0102 11
Armenia 0.2128 0.1351 5
Australia 0.0110 0.0036 23
Austria 0.0189 0.0065 25
Azerbaijan 0.0385 0.0238 5
Bahamas 0.0987 0.0191 3
Bahrain 0.4035 0.0000 1
Bangladesh 0.0349 0.0196 18
Barbados 0.0584 0.0172 23
Belgium 0.0167 0.0009 18
Belice 0.1059 0.0097 2
Benin 0.0744 0.0141 7
Bolivia 0.0711 0.0317 25
Bosnia and Herzegovina 0.0305 0.0124 2
Botswana 0.0585 0.0153 15
Brazil 0.0776 0.0097 5
Bulgaria 0.0250 0.0300 24
Burkina Faso 0.0328 0.0123 9
Burundi 0.0744 0.0297 13
Cameroon 0.1508 0.0907 20
Canada 0.0199 0.0039 25
Cape Verde 0.0052 0.0038 2
Central African Republic 0.0652 0.0279 17
Chile 0.0657 0.0193 25
China 0.0029 0.0010 7
Colombia 0.0393 0.0055 25
Congo, Republic 0.1144 0.0231 8
Costa Rica 0.0398 0.0188 15
Cote d’Ivoire 0.0737 0.0092 13
Croatia 0.0210 0.0103 11
Cuba 0.0046 0.0009 13
Cyprus 0.0363 0.0086 25
Czech Republic 0.0078 0.0049 9
Denmark 0.0066 0.0010 24
Dominican Republic 0.0792 0.0137 11
Ecuador 0.0495 0.0255 25
Egypt 0.0387 0.0228 25
El Salvador 0.0496 0.0349 17
Equatoria 0.0892 0.0178 2
Equatorial Guinea 0.0301 0.0084 9
Fiji 0.0512 0.0311 21
Finland 0.0107 0.0013 25
France 0.0160 0.0015 17
Gabon 0.1191 0.0410 7
Gambia, The 0.0374 0.0112 8
Germany 0.0108 0.0003 18



Table 4A.2 (continued)

Theil index of interindustrial wage differences
Country Mean Standard deviation No. of observations
Ghana 0.1277 0.0363 16
Greece 0.0383 0.0125 25
Guatemala 0.1058 0.0826 21
Haiti 0.0458 0.0084 14
Honduras 0.0712 0.0321 16
Hong Kong 0.0112 0.0065 25
Hungary 0.0188 0.0186 25
Iceland 0.0435 0.0324 22
India 0.0838 0.0100 20
Indonesia 0.0751 0.0205 19
Iran, Islamic Republic of 0.0211 0.0205 18
Iraq 0.0244 0.0118 15
Ireland 0.0311 0.0185 24
Israel 0.0579 0.0144 22
Ttaly 0.0164 0.0049 24
Jamaica 0.1816 0.1185 15
Japan 0.0355 0.0172 25
Jordan 0.0779 0.0226 23
Kenya 0.0748 0.0143 24
Korea, Republic of 0.0151 0.0059 25
Kuwait 0.2466 0.1247 23
Kyrgyz Republic 0.0851 0.0236 6
Latvia 0.0087 0.0093 6
Lesotho 0.1055 0.0621 7
Libya 0.0324 0.0373 6
Lithuania 0.0713 0.0522 5
Luxembourg 0.0140 0.0034 20
Macedonia 0.0432 0.0225 10
Madagascar 0.0310 0.0182 14
Malawi 0.1128 0.0499 21
Malaysia 0.0313 0.0073 25
Malta 0.0110 0.0035 22
Mauritania 0.1845 0.0583 2
Mauritius 0.0750 0.0245 25
Mexico 0.0290 0.0099 25
Moldova 0.0318 0.0364 9
Mongolia 0.4423 0.4006 6
Morocco 0.0810 0.0145 24
Mozambique 0.1752 0.1233 7
Namibia 0.0314 0.0000 1
Nepal 0.0681 0.0284 9
Netherlands, The 0.0094 0.0025 25
New Zealand 0.0213 0.0150 22
Nicaragua 0.0205 0.0059 11
Nigeria 0.0390 0.0186 14
Norway 0.0095 0.0011 24
Oman 0.1121 0.0118 6
Pakistan 0.0544 0.0124 18

(continued)



Table 4A.2 (continued)

Theil index of interindustrial wage differences

Country Mean Standard deviation No. of observations
Panama 0.0669 0.0222 23
Papua New Guinea 0.0990 0.0309 15
Paraguay 0.0133 0.0000 1
Peru 0.0830 0.0351 12
Philippines, The 0.0655 0.0155 23
Poland 0.0158 0.0201 25
Portugal 0.0320 0.0064 15
Puerto Rico 0.0818 0.0398 15
Qatar 0.4041 0.0914 8
Romania 0.0103 0.0048 5
Russian Federation 0.0581 0.0090 6
Rwanda 0.0393 0.0092 6
Saudi Arabia 0.1847 0.0000 1
Senegal 0.0433 0.0299 23
Seychelles 0.0075 0.0036 11
Sierra Leone 0.1876 0.1344 2
Singapore 0.0434 0.0130 25
Slovak Republic 0.0163 0.0056 6
Slovenia 0.0165 0.0067 12
Somalia 0.0569 0.0258 6
South Africa 0.0616 0.0071 25
Spain 0.0287 0.0074 25
Sri Lanka 0.0526 0.0130 16
Suriname 0.0570 0.0221 19
Swaziland 0.0993 0.0456 20
Sweden 0.0077 0.0097 25
Syrian Arab Republic 0.0548 0.0566 24
Taiwan, China 0.0155 0.0031 23
Tanzania 0.0630 0.0263 13
Thailand 0.0945 0.0350 13
Togo 0.1050 0.0534 10
Trinidad 0.1579 0.0884 19
Tunisia 0.0896 0.0524 13
Turkey 0.0471 0.0189 24
Uganda 0.1739 0.1034 6
Ukraine 0.0347 0.0261 9
United Kingdom 0.0162 0.0022 25
United States 0.0312 0.0128 25
Uruguay 0.0481 0.0147 23
Venezuela 0.0484 0.0261 22
Yemen, Republic of 0.0670 0.0902 12
Yugoslavia 0.0847 0.0290 5
Zambia 0.0772 0.0147 6
Zimbabwe 0.0544 0.0298 24
Total 0.0548 0.0645 2,160




Table 4A.3 Summary of unweighted average tariff rates from World Bank data

Average unweighted tariff rate

Country Mean Standard deviation  No. of observations
Albania 17.00 0.00 1
Algeria 25.72 6.73 10
Argentina 18.33 8.05 16
Australia 8.17 3.37 11
Austria 7.05 1.34 11
Bahamas 31.37 1.37 3
Bahrain 5.20 2.63 6
Bangladesh 52.84 33.40 14
Barbados 16.02 4.11 6
Belarus 12.63 0.35 3
Belgium 7.05 1.34 11
Belize 14.66 4.86 5
Benin 33.75 14.30 11
Bolivia 12.58 4.20 16
Botswana 20.55 13.36 2
Brazil 31.89 16.33 20
Bulgaria 16.08 1.88 5
Burkina Faso 32.39 13.28 7
Burundi 29.80 14.94 4
Cambodia 35.00 0.00 1
Cameroon 21.77 5.83 7
Canada 6.74 2.08 9
Cape Verde 22.05 2.90 2
Central African Republic 21.80 6.81 4
Chad 15.75 0.07 2
Chile 14.75 6.57 16
China 33.48 11.59 12
Colombia 20.83 13.42 16
Zaire or Congo, Democratic Republic ~ 23.66 4.76 8
Congo, Republic 19.72 7.44 5
Costa Rica 12.63 5.12 11
Cote d’Ivoire 24.85 3.54 18
Cuba 14.72 7.39 6
Cyprus 11.60 2.50 9
Czech Republic 6.14 1.03 11
Denmark 7.05 1.34 11
Dominican Republic 12.90 4.39 7
Ecuador 17.08 10.70 12
Egypt, Arab Republic of 34.79 8.81 10
El Salvador 11.86 5.83 11
Estonia 0.55 1.25 6
Ethiopia 30.30 1.62 5
Fiji 12.40 0.00 1
Finland 7.05 1.34 11
France 7.05 1.34 11
Gabon 20.16 0.77 5

(continued)



Table 4A.3

(continued)

Average unweighted tariff rate

Country Mean Standard deviation  No. of observations
Gambia, The 13.55 0.07 2
Germany 7.05 1.34 11
Ghana 20.59 8.71 16
Greece 7.05 1.34 11
Guatemala 11.80 4.92 9
Guinea 21.14 24.54 7
Guyana 17.44 4.50 5
Haiti 16.43 9.79 3
Honduras 8.88 1.01 4
Hong Kong 0.00 0.00 21
Hungary 14.42 4.71 13
Iceland 5.97 2.83 10
India 56.49 25.21 14
Indonesia 20.73 9.12 13
Iran, Islamic Republic of 15.43 9.12 3
Ireland 7.05 1.34 11
Israel 7.78 0.74 9
Italy 7.05 1.34 11
Jamaica 16.10 4.47 13
Japan 6.08 0.62 12
Jordan 16.32 3.18 16
Kenya 32.25 10.18 15
Korea, Republic of 15.55 5.20 15
Kuwait 3.90 0.29 4
Latvia 5.23 0.67 4
Lebanon 13.13 5.89 4
Lesotho 17.40 0.00 1
Lithuania 4.14 0.38 5
Luxembourg 7.05 1.34 11
Madagascar 6.73 0.69 7
Malawi 19.71 4.69 16
Malaysia 12.59 2.94 13
Mali 15.66 2.50 5
Malta 7.54 0.96 5
Mauritania 22.42 6.38 10
Mauritius 31.02 6.88 13
Mexico 16.28 5.41 18
Mongolia 8.20 0.00 1
Morocco 28.15 8.34 17
Mozambique 15.74 1.25 5
Namibia 24.40 0.00 1
Nepal 17.73 4.27 9
Netherlands, The 7.05 1.34 11
New Zealand 6.99 3.67 8
Nicaragua 11.02 6.64 10
Niger 18.30 0.00 1
Nigeria 30.14 5.25 16
Norway 4.88 1.22 9



Table 4A.3 (continued)

Average unweighted tariff rate

Country Mean Standard deviation  No. of observations
Oman 4.12 1.58 9
Pakistan 60.37 14.50 18
Panama 9.96 1.70 5
Papua New Guinea 17.06 5.43 5
Peru 26.48 13.34 19
Philippines, The 23.96 8.1 21
Poland 12.90 3.37 12
Portugal 7.05 1.34 11
Qatar 3.75 1.37 4
Romania 14.20 4.38 7
Russian Federation 11.24 2.48 5
Rwanda 34.53 5.69 4
Samoa 9.00 0.00 1
Saudi Arabia 9.58 4.36 12
Senegal 13.10 1.78 8
Sierra Leone 29.82 8.31 6
Singapore 0.30 0.16 15
Slovak Republic 7.10 0.91 5
Slovenia 11.00 0.69 3
Somalia 29.67 5.98 3
South Africa 11.86 6.43 13
Spain 7.05 1.34 11
Sri Lanka 24.52 8.09 13
Sudan 35.90 21.05 5
Suriname 24.82 10.15 5
Swaziland 15.10 0.00 1
Sweden 7.05 1.34 11
Switzerland 1.59 2.19 8
Syrian Arab Republic 20.57 13.34 6
Taiwan, China 17.94 9.31 13
Tanzania 25.58 5.03 14
Thailand 30.72 10.83 11
Togo 15.25 2.95 4
Trinidad 18.33 1.06 6
Tunisia 27.55 2.47 16
Turkey 21.26 9.32 12
Uganda 16.87 6.89 7
Ukraine 9.83 0.67 3
United Kingdom 7.05 1.34 11
United States 5.93 0.69 12
Uruguay 21.27 11.95 16
Venezuela 19.59 8.32 15
Vietnam 13.50 2.03 4
Yemen, Republic of 20.73 4.94 3
Yugoslavia 11.84 0.09 5
Zambia 20.17 7.85 9
Zimbabwe 16.39 6.23 11
Total 17.65 14.12 1,255
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Comment Douglas A. Irwin

This chapter tackles a broad but topical subject—the cross-country empiri-
cal relationship between trade liberalization and within-country wage in-
equality, particularly in developing countries. This relationship, and hence
the subject of this paper, is somewhat open ended because there is no strong
theoretical result that influences our prior belief about what the relation-
ship should be.

One could use the Stolper-Samuelson theorem to suggest that abundant
factors of production should benefit from trade liberalization, but the
mapping between this theorem and the messy complexity of developing
countries is problematic, to say the least.

This chapter uses two measure of wage (not income) inequality, one relat-
ing to occupational wages and the other relating to industry wages. These
inequality measures are related to a direct measure of a country’s average
tariff (not “openness” as measured by trade volumes and commonly em-
ployed in other studies).

The authors find weak evidence that a reduction in the average tariff
rate is associated with higher interoccupational wage inequality in poor
countries and somewhat strong evidence of an association with greater
interindustry wage inequality. Although the authors are suitably cau-
tious in interpreting their results, I would reinforce this caution. At one
point, the authors write that a tariff reduction “contributes to” increased
wage inequality. Since establishing a strong causal relationship between
the two measures was not the primary object of the paper, I think “asso-
ciation” is a better characterization of the findings. Many factors drive
wage inequality, and tariff policy is simply one (a measurable one) among
many.

In addition, if there are difficulties in attributing changes in inequality
within a country over a given time period to a particular policy measure,
these difficulties are aggravated when considering the cross-country evi-
dence. (The United States experienced growing wage inequality in the
1980s, and yet the average tariff did not change at all during the decade.)

At the same time, the results—their general tendency as well as their
weakness—do not come as too much of a surprise. As Gordon Hanson’s
paper (chap. 10 in this volume) points out, six studies of six different coun-
tries all found the same general results—that greater openness leads to
greater income/wage inequality. Thus, it appears that country studies have
uncovered an empirical regularity.

This regularity, however, is itself a bit of a paradox. Given the Stolper-

Douglas A. Irwin is the Robert E. Maxwell 23 Professor of Arts and Sciences and a pro-
fessor of economics at Dartmouth College, and a research associate of the National Bureau
of Economic Research.
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Samuelson theorem, which is drilled into the minds of every international
economist, we would expect to see the skill premium fall for skilled work-
ers in developing countries with trade liberalization. But perhaps someone
should inform those workers that the skill premium increases with global-
ization. This is because Mayda and Rodrik (2005) examine surveys of pro-
and antitrade views around the world and find that, in developing coun-
tries, higher levels of education are associated with antitrade views, con-
sistent with Stolper-Samuelson. Yet, ironically, the evidence indicates that
those with higher levels of education are precisely those benefitting from
more trade.
Several broader points deserve mention as well.

e Sometimes I think we are missing the big picture. In low-income coun-
tries, about 60 percent of labor force is in agriculture; most of the
rural poor are in agriculture. Yet our data sets usually cover just man-
ufacturing or industry. I think if we are interested in inequality in
developing countries, the urban-rural inequality or agriculture-
nonagriculture wage gap is much more important than wage inequality
within manufacturing (which could be a small part of the story). By fo-
cusing exclusively on manufacturing, we might be missing a big chunk
of the economy and a big part of intranational wage inequality.

e A paper by Shang-Jin Wei and Yi Wu (2001) gets at this by measuring
the urban-rural wage differential for 100 or so Chinese cities (urban
areas and adjacent rural counties) over the period 1988-93. The cen-
tral finding is that cities that experience a greater degree of openness
in trade also tend to demonstrate a greater decline in urban-rural in-
come inequality. Thus, globalization has helped to reduce, rather than
increase, the urban-rural income inequality. What they suggest is that
this pattern in the data suggests that inferences based solely on China’s
national aggregate figures (overall openness and overall inequality)
can be misleading. What I would suggest is that raising rural, agricul-
tural incomes is a key part of reducing inequality, and trade reforms
(agricultural or land policy liberalization) may promote this process.
Traditionally, trade policies have been strongly antiagrarian in devel-
oping countries.

To conclude, the literature on globalization and income inequality in-
cludes several country case studies. This paper attempts a cross-country
examination of the relationship between tariff policy and inequality, and in
some sense it confirms what we have learned from the country studies. Yet
because these findings, for developing countries, conflict with the basic
Stolper-Samuelson theorem prediction, there is a paradox waiting for
more discussion and analysis in future work.
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My Policies or Yours

Does OECD Support for
Agriculture Increase Poverty
in Developing Countries?

Margaret McMillan, Alix Peterson Zwane,
and Nava Ashraf

The rural poor [in Mexico] growing maize for subsistence saw
their livelihoods destroyed by a flood of cheap U.S. imports.
—Oxfam briefing on agricultural subsidies, 2002

It must be acknowledged that unqualified assertions by many,
including the heads of some multilateral institutions, that sub-
sidies and other interventions in agriculture in the OECD
countries are hurting the poor countries are not grounded in
facts. . . . The claim that the change will bring net gains to the
least developed countries as a whole is at best questionable
and at worst outright wrong.

—Economist Arvind Panagariya, 2002

5.1 Introduction

Rich countries are under increasing pressure from around the world to
end support to agriculture. Agricultural subsidies and price supports al-
low Organization for Economic Cooperation and Development (OECD)
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countries to sell their agricultural products on world markets at prices that
are below the cost of production.! Critics claim that these policies inflict
harm on poor countries by depressing world commodity prices.” They ar-
gue further that these policies are likely to hurt the poorest residents of the
poor countries because poor people are often farmers. Thus, eliminating
support for rich-country farmers will raise world prices and the incomes of
the poor. Our goal in this paper is to evaluate these claims systematically
by measuring the impact of OECD agricultural policies on poverty in de-
veloping countries.

Because of the diversity both within and among developing countries,
the extent to which rich-country support policies translate into lower in-
comes in developing countries is an empirical question. Many least devel-
oped countries, especially in Africa, are net importers of food. As net food
importers, they may be hurt by higher commodity prices (Panagariya 2002,
2004a; Valdes and McCalla 1999). Some countries may import cereals,
such as maize and rice, but export other agricultural products, such as
sugar or cotton. Higher prices for exports and imports will have net effects
that are difficult to predict ex ante. Even within importing countries, the
poorest members of society may be net sellers of food.

We begin our analysis with an investigation into the relationship be-
tween income per capita and the value of net cereal, food, and agricultural
(food plus nonfood) exports for each of the three decades leading up to
2000. We find that—on average—the poorest countries have historically
been net importers of cereals and food, the products most heavily sup-
ported by the OECD countries, just as they are today. That this pattern has
not changed over the past thirty years casts some doubt on the notion that
“dumping” turned exporters into importers. We also find that the poorest
countries are—on average—net exporters of all agricultural products.
However, with the important exception of cotton, the nonfood agricultural
products are typically not the products supported by the OECD.3

What about the poor people in poor countries? To determine whether
OECD policy hurts the poorest residents of the poor countries, we use a
cross-country regression framework in which the head count poverty rate

1. Transfers to agricultural producers from consumers and taxpayers as a result of income
and price support policies equaled $21,000 per farmer in the United States and $16,000 per
farmer in the European Union (EU) in 1998-2000 (OECD 2001). This is almost 100 times
greater than per capita incomes in the least developed countries.

2. James D. Wolfensohn, president of the World Bank, has stated that rich countries are
“squandering” $1 billion a day on farm subsidies that hurt farmers in Latin America and
Africa. Stanley Fischer, who was the deputy managing director of the International Mone-
tary Fund (IMF) in the 1990s, has said the United States, Europe, and Japan pursue agri-
cultural protection policies that are “scandalous” because of the harm they inflict on poor
countries (Andrews 2002). Some also argue that these subsidies increase the volatility of com-
modity prices since support policies that are countercyclical with respect to domestic prices
or shocks provide incentives for increased production when world prices are relatively low.

3. Panagariya (2004b) has recently made a similar point.
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(or average income) is the dependent variable. Our innovation is to include
as an explanatory variable a measure of rich-country support for the agri-
cultural products produced in the developing country in question.* To our
knowledge, this is the first use of this strategy to quantify the impacts of
rich-country agricultural support policies on poor countries.® Also using
this framework, we assess the relative importance of own-country charac-
teristics and policies. We find no support in the cross-country analysis for
the claim that—on average—OECD policies worsen poverty in develop-
ing countries.

To better understand the within-country distributional implications of
rich-country agricultural subsidies, we complement our macro work with
a case study of Mexican corn farmers using data at the farmer and house-
hold level. This case is instructive for several reasons. First, Mexico is of-
ten offered as a cautionary example of the impacts of agricultural trade lib-
eralization on rural poverty. Second, the case of Mexico raises a number of
issues, such as the importance of domestic policy, which can help to inform
our cross-country analysis. Finally, we choose Mexico because rich na-
tionally representative and previously unexploited data sets are available.®

Evidence from Mexico confirms the importance of domestic policies
relative to international policies that affect commodity border prices, and
highlights the importance of distributional issues masked by the cross-
country analysis. In the mid-1990s the Mexican government initiated the
liberalization of the corn sector in Mexico. As anticipated, this liberaliza-
tion led to a sharp decrease in the producer price of corn and an increase
in Mexican corn imports from the United States. Because this liberaliza-
tion took place in the context of U.S. corn subsidies that lower border
prices, the United States is sometimes held responsible for the price decline
and increased poverty among Mexican corn farmers. Contrary to this

4. We introduce a new variable into a standard cross-country regression framework previ-
ously employed by others including Easterly and Levine (2003); Rodrik, Subramanian, and
Trebbi (2002); Acemoglu, Johnson, and Robinson (2001); and Frankel and Romer (1999).

S. There is some evidence that terms of trade can affect incomes and poverty in developing
countries. Sarel (1997) presents evidence that improvements in terms of trade are significantly
negatively correlated with changes in income inequality in an ordinary least squares (OLS) re-
gression. He argues that since “policies can rarely affect directly terms of trade dynamics,” the
implications of this finding are limited. However, policy changes in the OECD can directly
affect the magnitude and nature of agricultural support, which in turn may affect commodity
prices and developing countries’ terms of trade. Acemoglu and Ventura (2002) present evi-
dence that terms of trade may be quantitatively important for explaining cross-country in-
come differences using an instrumental variables approach to account for the endogenous re-
lationship between growth and changes in terms of trade.

6. Our data on Mexico come from INEGI (the Mexican Statistical Agency) and are drawn
from two different surveys, the Encuesta Nacional de Empleo (ENE), an individual-level na-
tional employment survey, which includes a rich agricultural supplement, and the Encuesta
Nacional de Ingresos y Gastos de los Hogares (ENIGH), a household-level income and ex-
penditure survey. Both surveys were conducted both pre- and post-NAFTA, though not al-
ways for the same years.
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popular view, our evidence suggests that U.S. corn subsidies have had a
limited impact on the border price of corn. In addition, because the ma-
jority of the poorest corn farmers do not sell corn in the market, their in-
comes were not directly affected by the decline in the producer price of
corn. By contrast, a majority of the medium-sized and large corn farmers
do participate in the market. Medium-sized corn farmers experienced a
sharp decline in real income, while the income of the largest corn farmers
actually increased. Transfer payments to all corn farmers—also part of the
corn market liberalization—increased but were structured so that benefits
went disproportionately to the rich farmers.

Our results stand in stark contrast to the large body of literature that has
been devoted to examining the potential impact of agricultural trade liber-
alization on developing countries using computable general equilibrium
(CGE) models.” While the magnitudes of CGE estimates vary, agricultural
trade liberalization is typically predicted to increase world commodity
prices to the overall benefit of developing countries. For example, Beghin,
Roland-Holst, and van der Mensbrugghe (2002) estimate that the removal
of all agricultural subsidies and trade barriers could increase rural value
added in low- and middle-income countries by $60 billion per year, which,
as they note, exceeds most targets for development assistance by some 20
percent. Probably the most important reason for the differences in results
is that other studies have not focused explicitly on poverty but rather on de-
veloping countries as a whole. Additionally, as pointed out by Panagariya
(2004b), many studies combine liberalization by developing countries with
liberalization by developed countries when estimating welfare impacts. We
focus solely on the impacts of rich-country policies on poor countries and
the poor residents of these countries.

In interpreting our results, a few caveats are in order. First, our measure
of OECD policy is effectively the production-weighted average implicit ex-
port subsidy faced by each country in our sample. A variety of other OECD
actions such as support for minor crops, import tariffs on products not
produced domestically (e.g., coffee), phytosanitary regulations, and dis-
cretionary protection applied when imports rise may also be important for
developing countries but are beyond the scope of this paper. Second, our
measure of OECD policy does not include cotton, a key nonfood product
that is heavily subsidized by the United States in a way that harms some very
poor countries. Cotton is not included because the OECD calculates sup-
port only for the major commodities that make up the first 70 percent of the
total value of agricultural production. However, in our view, the inclusion of

7. See, for example, OECD (2002); Economic Research Service/U.S. Department of Agri-
culture (ERS/USDA; 2002); Trueblood and Shapouri (1999); Hoekman, Ng, and Olarreaga
(2002); and Beghin, Roland-Holst, and van der Mensbrugghe (2002). Note that some CGE-
based studies of the Uruguay Round agreement found results consistent with the focus of this
paper, such as Hertel, Masters, and Elbehri (1998).
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cotton is unlikely to change our overall findings because it is only exported
by a handful of the poorest countries and makes up a relatively small share
of these countries’ total agricultural production. Third, while we find that on
average OECD support does not increase poverty and that the majority of
poor Mexican corn farmers do not participate in the market, it may still be
the case that many poor people are made poorer by these policies. Roughly
60 percent of the poorest Mexican corn farmers do not participate in the
market. This means that 40 percent of the poorest corn farmers do partici-
pate in the market. For these people, the conclusions about the impacts of de-
pressed corn prices are different. Such nuances help us to understand why
different groups may have very different perspectives on these issues.

The remainder of this paper is organized as follows. Section 5.2 estab-
lishes the relationships between net exporter status and income for devel-
oping countries over time and in the cross section. Section 5.3 describes the
data and estimation strategy used in the cross-country analysis and presents
these results. Section 5.4 presents an analysis of the impact of a reduction in
the price of corn on Mexico’s corn farmers. Section 5.5 concludes.

5.2 Are the Poorest Countries Hurt by OECD Support for Agriculture?

We begin with an investigation into the relationship between income per
capita (measured in constant 1985 dollars at purchasing power parity [PPP]
exchange rates and collected from the Penn World Tables version 6.1) and
the value of net cereal, net food, and net agricultural exports including non-
food products as a share of GDP (measured at current prices). This can be
thought of as the fraction of current income earned from the sale of these
products or spent to purchase these products. Because there are time series
data on agricultural imports and exports, as well as income, it is possible to
track the behavior of the cohort of developing countries over time.?

We identify the countries that may have been most affected historically
by OECD agricultural policy as those that have spent (earned) the greatest
fraction of income on imports (exports) of supported products. We are
particularly interested in comparing how cereal importers differ from food
or nonfood agricultural exporters because cereal prices are depressed by
OECD agricultural support policies, while the prices of most other food
products (with the important exceptions of dairy and sugar) and nonfood
products (with the important exception of cotton) are largely unaffected by
OECD support.

Figures 5.1, 5.2, and 5.3 present data on income earned from agricul-
tural exports in three different ways. First, we use data from the Food and

8. Other authors have also presented data to highlight the diverse agricultural trade profile
of developing countries (Valdes and McCalla 1999; Panagariya 2002, 2004a) but have em-
phasized cross-sectional patterns only. This snapshot of countries’ trade positions may ob-
scure long-run patterns in the data.
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Fig. 5.1 Average income and net cereal exports by decade in a repeated cross sec-
tion of developing countries

Agriculture Organization (FAO) to calculate the value of annual net cereal
exports as a percentage of GDP for a sample of ninety-nine developing
countries and take the average value of this number for the periods 1970
79, 1980-89, and 1990-2000.° We show the cross-sectional income profile
for these three time periods in figure 5.1 by using a locally weighted re-
gression of decadal average cereal export share on the decadal average of
the log of income per capita (bandwidth = 0.8). We run the same regres-
sions for food export share and present those results in figure 5.2. Figure
5.3 shows the regressions for agricultural export shares (including nonfood
products such as green coffee and fibers).

Figure 5.1 shows that, in each decade, the poorest countries spend the
largest percentage of their incomes on cereal imports, suggesting that they
may experience net benefits as a result of depressed cereal prices. In fact,
so few developing countries are net cereal exporters in any decade that the
predicted net cereal export share is negative even at the highest income
levels observed in the data.'?

9. The sample includes three transition economies: Poland, Romania, and Hungary. The
FAO definition of cereals includes wheat, paddy rice, barley, maize, popcorn, rye, oats, mil-
let, sorghum, buckwheat, quinoa, fonio, triticale, canary seed, and mixed grains.

10. Among countries for which data are available, Thailand, Argentina, Nepal, Zimbabwe,
South Africa, Uruguay, Pakistan, Kenya, and Guyana had positive average net export earn-
ings from cereals in the 1970s. This list expanded to include Vietnam in the 1980s but lost
Nepal and Kenya. In the 1990s, Guyana, Argentina, Thailand, Vietnam, Hungary, Paraguay,
India, and Pakistan had positive net export earnings from cereals.



2
1

1
1

-1
1

-2
1

Net food exports value / GDP at current prices (%)
0
1

7 8 9
Decade average income per capita (log scale, $1985 PPP)

Average fraction of income spent on food net exports 1970-80 (%)
Average fraction of income spent on food net exports 1980-90 (%)
Average fraction of income spent on food net exports 1990-2000 (%)

Fig.5.2 Average income and net food exports by decade in a repeated cross section
of developing countries

t prices (%)

value / GDP at curren
2 4
L 1

0
L

-2
1

T T T T

o A

7 8 9
Decade average income per capita (log scale, $1985 PPP)

Net agriculture exports

Average fraction of income spent on agriculture net exports 1970-80 (%)
———— Average fraction of income spent on agriculture net exports 1980-90 (%)
---------- Average fraction of income spent on agriculture net exports 1990-2000 (%)

Fig. 5.3 Average income and net agriculture exports by decade in a repeated cross
section of developing countries



190 Margaret McMillan, Alix Peterson Zwane, and Nava Ashraf

Since 1970 the poorest countries have also experienced the smallest re-
duction in net expenditures on cereal exports as a share of GDP. To trace
the average cereal export share of a given country experiencing economic
growth, points should be connected not within years but across the regres-
sion lines, linking up the experience and behavior of a like country in the
following decade. Thus, the fact that the regression lines are very close to
each other at the lowest levels of income suggests that net export increases
experienced at higher income levels largely bypassed the poorest countries
in the postcolonial era.

These data suggest that depressed prices for food products may hurt
middle-income countries but help the poorest and richest developing coun-
tries. As shown in figure 5.2, and unlike in the case of cereals alone, among
non-OECD countries only middle-income countries earn income from
food exports. The cross-sectional relationship between net earnings from
all food exports as a share of GDP is nonmonotonic. This production cat-
egory includes noncereal products that receive high levels of support in the
OECD, including sugar, beef, and dairy products, as well as unsubsidized
products such as cocoa and most fruits and vegetables.

The cross-sectional relationship between food export earnings share and
income appears to be flattening over time. In the 1970s, a country with an
income of $1,100 is predicted to have positive net food exports. A country
with this level of income in the 1980s or 1990s is predicted to be a net food
importer. The trend in these data appears to be toward zero net earnings
from food exports. Although it is not shown here, this impression is even
stronger when the sample size is enlarged to include twenty-one high-
income OECD member countries.

Poor countries are most likely to be net exporters of agricultural prod-
ucts in total, as shown in figure 5.3.!"' We run the same regressions to create
this figure, but we consider all agricultural products, including fibers, indus-
trial seeds, green coffee, and tobacco. In this case we find a downward-
sloping relationship between net export earnings and income. Relatively
well-off developing countries import agricultural products as a whole.
This suggests that depressed prices for nonfood agricultural products like
cotton are particularly damaging to the poorest countries.

Figures 5.1, 5.2, and 5.3 together provide evidence that many poor coun-
tries import cereals but export agricultural products as a whole, and have
been in this position throughout the postcolonial era. As we show in table 5.1,

11. In particular, this category of products includes cotton, an important export crop for
several West African countries as well as Brazil, China, and India. Cotton is excluded from
our regression analysis because, although production data are available from the FAO, sup-
port levels are not calculated for this crop. This support is certainly not trivial; about $2.3 mil-
lion was provided as assistance to U.S. cotton growers in 2001-2 (International Cotton Advi-
sory Committee 2002). The OECD calculates support only for the major commodities that
make up the first 70 percent of the total value of agricultural production.



Table 5.1 Agricultural trade positions by country (sorted by income)

Fraction of

1990-2000 average percentage of
income earned on net exports of:

Income per population

capita 2000, below $1/day All All agriculture

PPP$(1996)  (most recent year) Cereals food  (food + nonfood)
Congo, Democratic

Republic of the 3222 -0.54  -1.31 -0.88

Tanzania 482 0.49 -0.49 -0.50 1.50
Burundi¢ 523 0.55 -0.16  -0.61 0.98
Ethiopia“ 635 0.23 -043  -0.52
Guinea-Bissau 688 -2.23 -0.47 -0.88
Nigeria! 707 0.70 -0.32  -0.70 -0.68
Malawi¢ 784 0.42 -1.22 -1.11 4.70
Yemen, Republic of 817 0.10 -224 529 -5.74
Madagascar? 836 0.49 -0.27 0.27 0.75
Togo* 870 -036 -0.72 1.08
Niger 875 0.61 -0.47 -0.48 -0.66
Sierra Leone 8892 -1.64 -2.63 -2.64
Zambia! 892 0.64 -0.59  -0.65 -0.51
Rwanda 895 0.36 -0.26  -1.03 -0.42
Chad 909 -0.21 0.28 1.67
Uganda“ 941 0.85 -0.07 -0.34 1.36
Burkina Faso 957 0.45 -0.66 -1.04 -0.71
Malid 969 0.72 -0.25 0.10 1.95
Central African Republic? 9920 0.67 -0.24  -0.54 -0.24
Mozambique? 1,037 0.38 -0.75 -1.21 —1.47
Benin 1,214 -1.21 -1.97 -0.29
Gambia, The? 1,217 0.26 -1.94 438 -5.51
Kenya* 1,244 0.23 -0.31 -0.19 2.03
Angola 1,2528 -0.51 222 -3.08
Cambodia 1,272¢ 0.34 -0.13  -0.57 -1.40
Sao Tome and Principe 1,314 -1.27 -2.86
Mauritania 1,315¢ 0.26 -3.27 -4.06
Ghana! 1,351 0.45 -0.36 1.14 1.11
Nepal! 1,459 0.39 -0.02  -0.26 -0.49
Vietnam 1,5228 0.04 0.43 0.54 0.71
Comoros? 1,578 -1.17 -1.29 -1.51
Lesotho 1,592 0.36 -1.10  -5.07 -5.85
Senegald 1,622 0.22 —-1.30 -2.42 -2.43
Bangladesh! 1,684 0.36 -0.19 -0.438 -0.52
Nicaragua? 1,767 0.59 -0.59 -0.36 0.84
Congo, Republic! 1,808 -0.65 222 -2.44
Cote d’Ivoire! 1,869 0.16 -0.61 4.07 5.93
Pakistan¢ 2,008 0.13 0.02 -0.29 -0.33
Cameroon? 2,042 0.32 -0.22 0.29 1.15
Honduras? 2,050 0.21 -0.42 1.06 2.85
Haiti¢ 2,349 -1.30 -2.87 -2.91
India¢ 2,479 0.45 0.04 0.03 0.12
Zimbabwe? 2,486 0.56 -0.06 0.26 2.25

(continued)



Table 5.1 (continued)

Fraction of

1990-2000 average percentage of
income earned on net exports of:

Income per population

capita 2000, below $1/day All All agriculture

PPP$(1996) (most recent year) Cereals food (food + nonfood)
Boliviad® 2,724 0.14 -0.33 0.14 0.58
Guinea? 2,831 -0.40 -0.74 -0.76
Papua New Guinea® 2,922¢ -0.53 -0.11 0.80
Sri Lanka¢ 3,300 0.07 -0.35 -0.78 0.22
Philippines, The< 3,425 0.15 -0.25  -0.09 -0.21
Ecuador! 3,468 0.18 -0.18 1.98 2.41
Equatorial Guinea 3,604 —0.68 —1.58
Guyana 3,613¢ 0.03 1.97 6.36 6.18
Indonesia® 3,642 0.07 -0.16 -0.02 0.17
Jamaica? 3,693 0.00 -090 0091 -0.65
Morocco! 3,717 0.01 -0.44  -0.32 -0.63
China¢ 3,747 0.17 -0.06 0.04 0.01
Jordan! 3,895 0.00 -1.66  -3.52 -3.91
Guatemala® 3914 0.16 -0.23 0.80 2.02
Cape Verde! 4,027 -1.34 -4.81 -5.73
Syria¢ 4,094 -0.28 -0.21 -0.09
Egypt¢ 4,184 0.03 -0.56  -1.09 -1.30
Romania¢ 4,285 0.02 -0.06 -0.28 -0.55
El Salvador! 4,435 0.31 -0.30 -0.71 0.29
Namibia 4,459¢ 0.35 -0.46 0.66 0.77
Peru¢ 4,589 0.18 -049 -0.74 -0.60
Paraguay¢ 4,684 0.15 0.05 1.29 1.39
Algeriad 4,896 0.01 -0.80 -1.85 -2.16
Cuba 5,0872 -0.52 1.75 1.68
Swaziland 5,227 0.08 -0.37 4.49 3.80
Dominican Republic? 5,270 0.00 -0.46 -0.18 0.03
Colombiad¢ 5,383 0.08 -0.19 0.03 1.02
Fijid 5,442¢ -0.73 2.61 2.39
Lebanon 5,786 -0.72 445 -6.11
Costa Ricad< 5,870 0.02 -0.53 4.10 6.51
Iran 5,995 0.00 -0.39  -0.59 -0.70
Panama‘ 6,066 0.07 -0.29 0.48 0.35
Grenada‘ 6,178 -0.66 -3.72 -4.27
St. Lucia 6,330 0.25 -0.80 -0.15 -1.09
Venezuela® 6,420 0.14 -0.20 -0.54 -0.67
Belize 6,591 -0.35 5.16 4.37
Tunisia? 6,776 0.00 -045 -0.34 -0.65
Thailand®¢ 6,857 0.02 0.46 1.07 1.41
St. Vincent! 7,148 0.40 2.70 2.09
Brazil®e 7,190 0.08 -0.13 0.30 0.75
Dominica¢ 7,379 -0.65 2.80 0.25
South Africade 7,541 0.11 -0.04 0.18 0.20
Botswana 7,550¢ 0.31 -0.58  -1.90 -2.67
Gabon* 8,402 -024 -1.27 -1.52
Mexico? 8,762 0.10 -0.17 -0.28 -0.28
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Table 5.1 (continued)
1990-2000 average percentage of
Fraction of income earned on net exports of:
Income per population
capita 2000, below $1/day All All agriculture
PPP$(1996)  (most recent year) Cereals food  (food + nonfood)
Poland! 9,217 0.01 -0.08 0.14 -0.15
Uruguay‘¢ 9,622 0.00 0.63 2.27 2.31
Malaysia®® 9,919 0.00 -0.40 1.36 1.89
Chile®* 9,926 0.01 -0.13 0.84 1.00
Seychelles? 10,241 -090 -5.14 -6.16
Hungary! 10,439 0.00 0.29 1.89 1.83
Argentina‘c 11,006 0.08 0.56 1.82 2.42
Trinidad and Tobago* 11,175 0.04 -0.41 -1.09 -0.87
St. Kitts and Nevis 13,666 —-1.06 -1.95
Mauritius? 13,932 -0.41 1.43 1.08
Cyprus? 16,063° 0.00 -0.72  -0.58 -0.32
Barbados® 16,415 0.00 -0.36  -1.30 -1.61
Singapore? 22,642° 0.00 -022  -1.75 -1.39
Hong Kong, China! 26,699 0.00 -0.15 223 -2.87

Source: FAOSTAT, Penn World Tables, World Bank PovertyNet.

*Year of observation 1995.

"Year of observation 1998.

“Year of observation 1999.

dIndicates country included in regression analysis.

Indicates Cairns Group member.

which ranks countries by current income per capita and summarizes the data
from the latest decade that are presented graphically in figures 5.1 through
5.3, many poor countries, and even many middle-income countries, that ex-
port food products import cereals, particularly in the 1990s. Depressed com-
modity prices as a result of domestic support for agriculture in the OECD
could lower the value of both imported products and exported products for
these countries. While it is true that a majority of poor countries are net ex-
porters of agricultural products today (see table 5.1), among the nonfood
products cotton stands out as the only nonfood commodity whose price is
likely to be significantly depressed by OECD agricultural support.

Of course, the experience of developing countries is diverse, and, be-
cause they are regressions, figures 5.1 through 5.3 obscure differences in
countries’ experiences at any income level. However, these results suggest
that it is unlikely that broad agricultural liberalization, which is likely to re-
sult in higher world prices for cereals as well as dairy products, sugar, and
cotton, will benefit the majority of the poorest countries.

Country-level average values of net cereal or food exports tell us little
about what happens to the poor within a country. Even in countries that
are net importers of food, the poor may be net exporters of food. Thus, a
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poor country might be hurt by higher food prices while the poor within
that country benefit from higher food prices. The remainder of the paper is
devoted to this issue.

5.3 Does OECD Support Hurt the Poorest People in Poor Countries?

Even if the poorest countries are net importers of products protected
and subsidized by OECD governments, it is possible that the poorest
people within these countries are net sellers of these cheap imports. If this
were the case, then OECD support that benefits the country as a whole
could increase poverty in that same country. In fact, this is a common as-
sumption based on the observation that poverty tends to be concentrated
in rural areas. We begin this section by describing our approach to testing
this hypothesis in a cross-country regression framework. This is followed
by a description of our methodology for obtaining country-specific mea-
sures of OECD support and a description of our data. We conclude with a
presentation of results.

5.3.1 Empirical Strategy

To test the claim that OECD support for agriculture hurts the poor, we
begin by estimating the following equation:

(1) log HP, = o, + v log OECDPOLICY, + ¢,

where HP is the head count poverty rate for country 7 at time ¢ based on the
$1-a-day poverty line, o, is a country fixed effect, € is the disturbance term,
and OECDPOLICY is a country-specific measure of OECD support that
varies over time and whose construction we discuss in the next subsection.
This simple specification allows us to preserve the largest number of obser-
vations for which data on poverty and OECD support are available. In this
specification, y represents the elasticity of poverty with respect to OECD
support. Critics of OECD agricultural policy would expect vy to be positive
and significant. To this basic equation we add additional controls for com-
parability with previous work and to test the notion that own-country poli-
cies are more important than OECD support as determinants of poverty.

One potential problem with this specification has to do with the endo-
geneity between OECD support and world commodity prices. OECD
support is a function of commodity price fluctuations and domestic politi-
cal considerations. Commodity price fluctuations can in turn be affected
by OECD policy. Thus, in principle, we need to take care in the interpreta-
tion of . In other words, we could mistakenly attribute to OECD policy
changes in poverty that are being driven purely by changes in commodity
prices. Practically, this is a moot issue, since we find no significant rela-
tionship between OECD policy and poverty.

A second problem with this approach is the limited availability of the in-
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tersection of poverty data and data on OECD support to agriculture. Be-
cause these data are sparse and since there is a strong association between
average income and poverty reduction, we also consider the impact of
OECD support on average income in developing countries by estimating
the following equation:

) log y, = 8, + B log OECDPOLICY, + ¢,

it>

where 8 is a country fixed effect, o is the disturbance term, and B represents
the elasticity of poverty with respect to OECD policy. The only difference
between equation (2) and equation (1) is that in equation (2) we now insert
the log of average income per capita as the dependent variable.

One advantage to estimating equations (1) and (2) is that the time-
invariant factors that affect poverty and income, such as institutions, geo-
graphy, and structural measures of integration, are subsumed in the coun-
try fixed effects. We also control for time-variant global trends that may
affect incomes, such as global weather shocks and energy prices using time
fixed effects.

5.3.2 Data

Our main innovation is in constructing OECDPOLICY, a country- and
year-specific measure of OECD support to agriculture. Therefore, we de-
vote the majority of this section to describing both how the OECD com-
putes commodity- and year-specific measures of distortionary support
and how we aggregate these data into variables that can be included in the
regression analysis. We then briefly describe the other variables used in our
analysis.

Since 1987 the OECD has tracked support, by commodity, for agricul-
ture in member countries. The U.S. Department of Agriculture (USDA)
has calculated support by commodity and country for the period 1982-90.
In order to use these data to develop the variable OECDPOLICY, we need
to select a measure of domestic support and identify a means of aggregat-
ing support measures across commodities to develop a country-specific
measure of other countries’ agricultural policies.

The producer support estimate (PSE) is the most commonly used mea-
sure of domestic support for agriculture. The PSE measures the annual
monetary value, at the farm gate, of gross transfers from consumers and
taxpayers to agricultural producers arising from policy measures to sup-
port agriculture.'? The PSE for a commodity is usually presented as a frac-
tion of the value of total gross farm receipts for the commodity. This is re-

12. The PSE includes domestic subsidies to agriculture, barriers to market access, and ex-
port subsidies. It does not include food aid (OECD 2001). The PSE includes implicit pay-
ments, such as those that arise from commodity-specific price gaps created by trade barriers,
but excludes gaps between domestic and border prices that may arise because of transporta-
tion costs, quality differences, or marketing margins.
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ferred to as the “percent PSE” and measures the portion of farmer receipts
attributable to policy."

An alternative definition of trade-distorting support is the producer
nominal protection coefficient (NPC), which is defined as the ratio between
the average price received by producers (at farm gate) and the border price
(net of transportation costs and marketing margins). This is conceptually
equivalent to the implicit export subsidy necessary to export the observed
quantity produced. An NPC equal to one implies that producers receive
border prices for their output after adjusting for transportation costs and
thus do not receive production-distorting signals from agricultural sup-
port policies. The NPC is calculated on a commodity-by-commodity basis
for the OECD as a whole by taking a production-weighted average of pro-
ducer prices and a common border price.

A third measure of support calculated by the OECD is the producer
nominal assistance coefficient (NAC), which is defined as the ratio of the
value of total gross farm receipts, including support, and production val-
ued at world market prices, without support. The NAC is related to the
PSE, but it calculates support independent of exchange rate effects. When
the NAC is equal to one, receipts are entirely derived from the market.

All three measures of support for agriculture are highly correlated
within countries and correlated across countries, both in aggregate and by
commodity. In the main regression specifications discussed in this paper,
we measure support for agriculture in the OECD by commodity using the
NPC. However, our results are robust to alternative measures of support.
Figure 5.4 reports the NPC by commodity for the OECD for the periods
198688 and 2000-2. Milk, sugar, and rice receive the highest levels of
production-distorting support.

In order to estimate equations (1) and (2), we must identify which OECD
support policies are relevant to country i in period ¢ by matching support
policies to countries in a way that reflects the relative importance of sup-
port by commodity for each country. That is, for a non-OECD country i,
we must identify a set of weights to use to combine measures of the NPC
for the following products: wheat, maize, rice, other grains, oilseeds, sugar,
milk, beef, sheep meat, wool, pig meat, poultry, and eggs. These are the
products for which the NPC is calculated by the OECD and USDA. We
must also appropriately account for the fact that countries produce other
agricultural products for which the NPC is equal to one.

13. The percent PSE has several potential shortcomings when considering how it might be
used in econometric analysis (Masters 1993; Wise 2004). It is possible that total support for
agricultural producers as measured by the PSE could be increased by policy changes, while
the distortionary effects of support are reduced by changes in the policy mix used to support
agriculture (e.g., if export subsidies were replaced with decoupled income or production sup-
port). This is because the PSE is made up of several categories of transfers that have differing
impacts on production, consumption, and trade. Thus, the most common measure of support
may not be the most appropriate for our analysis; we do not expect policies that do not affect
trade to impact developing countries.
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Fig.5.4 Producer nominal protection coefficients by commodity

We create the variable OECDPOLICY as a weighted average of support
provided by rich-country governments to growers of these products (or
similar commodities that are likely substitutes for it) in each year for the
period 1982-2000, where weights are defined by the share of each product
in the developing country’s agricultural output in 1970.* This approach
should avoid the problem that current production choices are partly deter-
mined by current subsidy levels. In addition, some African countries have
severely discriminated against agriculture in the past; we want to consider
their potential exports (as measured by their sectoral structure in 1970)
rather than their actual exports or production. For commodities that have
a calculated NPC we use FAO data on 1970 total production of the fol-
lowing products: wheat, maize, rice, other grains (calculated as total cere-
als less wheat, maize, and rice), oilseeds (including cake and meal), sugar
(refined, cane, and beet), milk (condensed, dry, and fresh), beef and veal,
sheep meat (fresh), wool (greasy), pig meat, poultry meat, and eggs. For
vegetables and melons, all roots and tubers, all fibers, coffee, cocoa, and all
fruits, we set the NPC equal to one.'”

14. Ideally, this approach would use developing-country agricultural sectoral composition
in 1930—before the architecture of modern OECD farm policy was put in place. Data from
this period may be of poor quality, however, to the extent that they exist.

15. By assuming an NPC of one for fibers we underestimate the value of OECDPOLICY
for cotton producers. Even excluding cotton, bound tariffs for these products are not uni-
formly equal to zero in developed countries. Thus, our approach underestimates OECD-
POLICY. However, tariffs for these products are much lower than bound tariffs for so-called
program crops and those commodities for which the OECD calculates an NPC. There are also
relatively few megatariffs for these products. For example, the World Trade Organization
(WTO) bound tariffs reported by the United States include nineteen tariffs of 100 percent or
higher. Only six of these are for products for which we assume an NPC of one, and these are
minor products in the nuts and tobacco commodity group.
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African countries, which have a relatively large fraction of historical
agricultural production in roots and tubers and in coffee and cocoa, tend
to have low levels of OECDPOLICY. Small countries that import essen-
tially all their food needs also have low values of OECDPOLICY. Con-
versely, rice producers have high values of OECDPOLICY. Grain and oil-
seed exporters, such as Brazil, tend to have values of OECDPOLICY that
fall in the middle of the distribution.

We note in table 5.1 the countries included in our regression analysis—
a subset of the countries included in figures 5.1 through 5.3. Our largest
sample includes seventy-five developing countries for the period 1982-
2001. We also identify the countries that are members of the Cairns Group,
currently considered to be among the most competitive agricultural export-
ers. Far more countries in our sample are net food and cereal import-
ers than exporters, which is consistent with our discussion in section 5.2
of the experience of a larger sample of developing countries. Notably, how-
ever, the Cairns Group countries are not all historical exporters; Bolivia,
Chile, and Indonesia were net importers of food and cereals in the 1970s,
for example.

Our data on income per capita, measured in 1996 PPP dollars, come
from the Penn World Tables, version 6.1. To control for global weather
shocks that impact commodity prices we use a common measure of the El
Nino-Southern Oscillation (ENSO) severity called the Southern Oscilla-
tion Index (SOI) anomaly.'® Recent research has shown that ENSO sever-
ity can explain as much as 20 percent of annual commodity price variation
(Brunner 2002). There is also a positive correlation between ENSO, as
measured by the SOI anomaly, and GDP growth. Thus, we expect the co-
efficient on this variable to be positive.

Table 5.2 reports summary statistics for all of the variables used to esti-
mate equations (1) and (2). We report these statistics for the entire sample
and then separately for the Cairns Group and for historical food im-
porters.'”” We define countries that were food and cereal exporters or im-
porters based on data for the 1970s, the decade prior to our analysis. Food-
importing countries have higher average incomes than the Cairns Group
food exporters because several well-off island countries (e.g., Hong Kong
and Singapore) are food importers. However, the variance of incomes in
the Cairns Group is significantly lower among food importers. None of the
poorest countries in the sample are in this group. These patterns are stable
across the two decades that we consider.

16. The SOI anomaly measures deviations between air pressure differentials in the South
Pacific and historical averages. For each year, we take the average of the SOI anomaly as mea-
sured in January and June. These data are available from the National Oceanic and Atmos-
pheric Administration (NOAA).

17. Intable 5.2 and in the regression analysis, Bolivia, Chile, and Indonesia are included only
in the Cairns Group sample. They are not included in the historical food-importers sample.
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Table 5.2 Summary statistics for cross-country regressions

No. of Standard
observations Mean deviation Minimum Maximum

A. All developing countries in pooled cross section 1982-2001

Head count poverty rate ($1/day, PPP $1985) 225 20.23 20.61 0.00 87.67
Income per capita (PPP $1985) 1,485 3,357 3,098 341 20,591
OECDNPC 1,503 1.57 0.48 0.99 3.64
Log consumer price index 1,377 0.19 0.43 -0.12 4.77
Exports + imports/GDP 1,461 0.68 0.39 0.06 2.95
B. Cairns Group in pooled cross section 1982-2001
Head count poverty rate ($1/day, PPP $1985) 72 9.85 8.87 0.00 47.04
Income per capita (PPP $1985) 281 4,105 1,702 1,580 8,724
OECDNPC 281 1.80 0.45 1.17 3.20
Log consumer price index 281 0.31 0.63 -0.01 4.77
Exports + imports/GDP 281 0.56 0.35 0.12 2.29
C. Cereal and food importers in pooled cross section 19822001
Head count poverty rate ($1/day, PPP $1985) 74 24.20 26.11 0.00 87.67
Income per capita (PPP $1985) 613 3,834 4,065 437 20,591
OECDNPC 621 1.52 0.52 0.99 3.64
Log consumer price index 554 0.14 0.30 -0.12 4.33
Exports + imports/GDP 591 0.71 0.44 0.16 2.95
D. Other developing countries in pooled cross section 1982-2001
Head count poverty rate ($1/day, PPP $1985) 85 25.41 18.58 0.00 72.29
Income per capita (PPP $1985) 611 2,500 2,064 341 11,783
OECDNPC 621 1.55 0.45 1.01 3.30
Log consumer price index 562 0.17 0.39 -0.10 4.64
Exports + imports/GDP 609 0.71 0.32 0.06 1.59

Source: World Development Indicators (trade share and CPI), Penn World Tables (income), and World
Bank PovertyNet (head count), FAOSTAT, and SourceOECD (OECDNPC).

Notes: Cereal and food importers defined as countries that had negative values of net exports of cereals
and food on average in 1970s. The average Southern Oscillation Index anomaly has an average value of
—0.58 (standard deviation 1.18).

Because our specification includes country dummies, our measures of
a country’s own policies were chosen to reflect trade and macro policies
that vary significantly over time within countries. Therefore, the variables
we use to control for own-country policies are trade share (exports plus
imports divided by GDP) and inflation. Table 5.2 shows that the Cairns
Group countries are richer than the rest of the countries in the sample.
They also have a significantly smaller share of the population below the
poverty line. The trade share of GDP is actually lower for the Cairns
Group, which is likely to be explained by the differences in GDP. OECD-
POLICY is slightly higher for the Cairns Group, implying that these coun-
tries are slightly more vulnerable to OECD subsidies. The rate of inflation
in the Cairns Group is nearly double that in the rest of the sample. This is
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because nine of the fourteen Cairns Group countries are in Latin America,
where inflation has been notoriously problematic.

5.3.3 Results

Tables 5.3 and 5.4 present the results of estimating equations (1) and (2),
respectively. In both tables, the estimates are separated into three panels.
Panel A presents results for the entire sample. There is good reason to be-
lieve that the coefficient on OECDPOLICY will vary across countries.
Specifically, the effect of changes in commodity prices on poverty (income)
is likely to depend on whether a country is a net importer or net exporter
of the product in question. Therefore, in panels B and C we relax the as-
sumption of a constant elasticity of poverty (income) with respect to
OECD policy. In panel B we estimate equations (1) and (2) for members of
the Cairns Group, and in panel C we estimate these equations for countries
that are historical net food importers.

We begin by looking at the results of the estimation of equation (1) for
the entire sample. The regressions in columns (1) and (2) report the simple
correlation between OECDPOLICY and poverty. In column (1) we con-
trol only for country fixed effects; in column (2) we add time fixed effects.
In columns (3) through (6) we add a measure of average income and a mea-
sure of weather fluctuations, and in columns (5) and (6) we add two mea-
sures of domestic policy: trade as a share of GDP and the log of inflation.
The only robust result across specifications is the relationship between av-
erage income and poverty documented by Besley and Burgess (2003).

Imposing the assumption of a constant elasticity across countries is one
reason that we might not find any relationship between OECD policy and
poverty. We check this by estimating equation (1) separately in panel B for
the Cairns Group, the group of countries pushing for agricultural liberal-
ization and most expected to benefit from agricultural liberalization. The
results in panel B are not much different from those in panel A. We turn
next to the group of countries expected to lose as a result of higher food
prices, historical food importers. Once again, the coefficient on OECD pol-
icy is insignificantly different from zero. For this subsample of countries,
reducing inflation is associated with poverty reduction.

Why do we find no relationship between OECD policy and poverty? The
most obvious explanation is the lack of data. Our entire sample consists of
a little over 200 observations for most countries because the poverty data
are only available for two or three years. We can partially address this issue
by redefining our dependent variable to be average income per capita. To
obtain the link between OECD policy and poverty, we can then rely on the
link between average income and poverty documented by Besley and
Burgess (2003) and evident in our table 5.3.

Table 5.4 reports the results of estimating equation (2). In panel A we re-
port estimates for the whole sample. As in table 5.3, there is no evidence of



Table 5.3 Poverty and OECD agricultural support: Cross-country evidence
ono© 3 ) 5) ©)
A. All developing countries
Ln OECDPOLICY  0.140 2.439 3.036 3.036 2.203 2.120
(0.885) (1.684) (1.446)**  (1.746) (1.544) (1.691)
Ln GDP per capita -4.300 -4.300 -5.093 -5.135
(2.104)**  (2.104)**  (2.426)** (2.487)**
SOI anomaly -0.326 —-0.291 -0.291
(0.155)**  (0.169) (0.168)
Ln inflation -0.382 —-0.395
(0.286) (0.296)
Trade share 0.375
(1.244)
No. of observations 223 223 217 217 211 211
R 0.67 0.69 0.72 0.72 0.73 0.73
B. Cairns Group only
Ln OECDPOLICY  1.307 1.427 1.346 1.346 0.931 0.464
(1.781) (1.693) (0.976) (0.976) (1.081) (1.361)
Ln GDP per capita -3.570 -3.570 -3.590 -3.766
(3.148) (3.148) (3.189) (3.142)
SOI anomaly -0.142 -0.135 -0.112
(0.186) (0.189) (0.190)
Ln -0.330 -0.347
0.411) (0.426)
Trade share 0.574
(0.981)
No. of observations 70 70 69 69 69 69
R 0.55 0.67 0.69 0.69 0.69 0.70
C. Historical food-importers only
Ln OECDPOLICY -1.372 1.448 1.130 1.130 0.471 0.512
(1.254) (2.163) (2.776) (2.776) (2.678) (2.586)
Ln GDP per capita -4.154 -4.154 -4.816 -4.842
(2.088)**  (2.088)**  (2.031)***  (2.069)***
SOI anomaly 0.715 0.739 0.686
(0.643) (0.619) (0.563)
Ln inflation -0.622 —0.647
(0.229)** (0.228)**
Trade share 1.042
(1.340)
No. of observations 74 74 74 74 72 72
R 0.83 0.88 0.91 0.91 0.92 0.92

Notes: Robust standard errors in parentheses. All estimates include country fixed effects. Es-

timates in columns (2)—(6) also include year dummies.

***Significant at the 1 percent level.
**Significant at the 5 percent level.
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Table 5.4 Income and OECD agricultural support: Cross-country evidence
() @ 3) @ ®)
A. All developing countries
Ln OECDPOLICY 0.102 0.136 0.136 0.131 0.128
(0.043)** (0.082) (0.082) (0.085) (0.082)
SOI anomaly 0.033 0.033 0.030
(0.012)*** (0.012)*** (0.013)**
Ln inflation -0.006 —-0.007
(0.022) (0.023)
Trade share 0.032
(0.118)
No. of observations 1,410 1,410 1,410 1,299 1,282
R 0.97 0.98 0.98 0.98 0.98
B. Cairns Group only
Ln OECDPOLICY 0.176 0.469 0.469 0.462 0.323
(0.117) (0.256) (0.256) (0.255) (0.243)
SOI anomaly 0.015 0.016 0.018
(0.041) (0.042) (0.042)
Ln inflation 0.010 0.000
(0.027) (0.027)
Trade share 0.263
(0.116)***
No. of observations 267 267 267 267 267
R? 0.87 0.94 0.94 0.94 0.94
C. Historical food importers
Ln OECDPOLICY 0.123 0.168 0.168 0.204 0.213
(0.060)** (0.090) (0.090) (0.101) (0.113)
SOI anomaly 0.036 0.023 0.018
(0.016)** (0.011)*#* (0.013)
Ln inflation —-0.048 —0.045
(0.021)*** (0.022)***
Trade share -0.062
(0.135)
No. of observations 582 582 582 524 507
R 0.98 0.98 0.98 0.98 0.98

Notes: Robust standard errors in parentheses. All estimates include country fixed effects. Es-
timates in columns (2)—(5) also include year dummies.

***Significant at the 1 percent level.
**Significant at the 5 percent level.

any robust relationship between OECD policy and average income per
capita in developing countries. We do find that good weather has a small
effect on average income (as previously documented by Brunner 2002). In
panel B of table 5.4 we present the same sequence of regression results for the
smaller sample of Cairns Group countries. Recall that some of these coun-
tries were actually food importers in the 1970s. These are the countries for
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which we predict a negative correlation between OECDPOLICY and in-
come per capita. Again, the sign on OECDPOLICY is opposite to what we’d
predict, but the coefficient is so imprecisely measured that we cannot distin-
guish it from zero. We examine the impact of OECDPOLICY on historical
food importers in panel C. This is the group for which we predicted a posi-
tive relationship between OECDPOLICY and income per capita. The sign
on OECDPOLICY is as predicted, but again the result is insignificantly dis-
tinguishable from zero in all but one instance. There is a dichotomy between
the Cairns Group sample and the historical food importers in that trade
share is positively correlated with income for the Cairns Group but has no
relationship to income for the historical food importers. By contrast, infla-
tion is negatively correlated with income for historical food importers and
does not appear to matter for the Cairns Group countries.

5.3.4 Discussion

In summary, we find no evidence in our regression analysis that—on aver-
age—OECD policies help or hurt the poor. Several caveats are in order. First,
for each country, we are looking at a package of policies that includes all of
the products produced by the developing country. It is possible for a country
to be a net exporter of one commodity and a net importer of a second com-
modity, both of which are subsidized by the OECD countries. The effects of
a price decline would have different effects in the different sectors, and we are
unable to capture this in our current framework, which focuses on aggregate
effects. Second, looking at average income might be misleading if—as many
of the advocates for the poor suggest—the poor are the net sellers of these
products and the relatively well-off are the net consumers of these same prod-
ucts. In this case, OECD policy, by depressing commodity prices, could make
the poor worse off and the rich better off, leaving average income unchanged.
‘We would capture this in our poverty regressions, but, as we mentioned, these
data are sparse. Finally, the poverty data are likely to include government
transfers in some cases and not in others. This is problematic because it makes
it difficult to isolate the impact of OECD policy on poverty.

5.4 Do U.S. Corn Subsidies Hurt Poor Mexican Corn Farmers?

In this section of the paper, we evaluate the claim that U.S. support to
corn farmers—by depressing Mexican producer prices—has been largely
responsible for the increase in rural poverty in Mexico.!®* We begin by doc-

18. For example, in a recent policy brief Oxfam (2003) argues that NAFTA has been
responsible for a surge in U.S. corn exports to Mexico and the associated decline in the real
producer price of corn. Moreover, the brief argues that Mexican corn farmers are at a distinct
disadvantage vis-a-vis U.S. corn farmers because of the huge subsidies paid out by the U.S.
government. The result of this flood of cheap U.S. imports has been an increase in poverty of
the 15 million Mexicans who depend on corn as a source of income.
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umenting the decline in the Mexican producer price of corn. Next we con-
sider the reasons for this decline: was it primarily Mexican policy or U.S.
policy? We also consider the possibility that the majority of corn farmers
living far from the border in states like Chiapas are sheltered from changes
in the world price of corn. Finally, we analyze the impact of the decline in
producer prices on Mexican corn farmers and their families.

Mexican corn is an ideal case study for our purposes for a number of rea-
sons. Mexico is an importer of corn and has been for several decades. Corn
is also a product heavily subsidized by the OECD countries and in partic-
ular the United States, a major trading partner of Mexico. We have na-
tional employment surveys and household data that include detailed in-
formation on corn expenditures and sources of income, including income
received in the form of government transfers. These data are available for
the period 1990-2000—the period over which the real Mexican producer
price of corn declined by more than 50 percent. Thus, we can learn a great
deal about the impact of depressed commodity prices on the poor by study-
ing the case of Mexico. We also have time series data on regional producer
prices and reference prices that allow us to explore the determinants of the
decline in producer prices, including the extent to which producer prices
move with world prices. We rely on existing work that examines the link be-
tween world corn prices and U.S. corn subsidies to estimate the relative im-
portance of U.S. corn subsidies as a determinant of the Mexican producer
price of corn.

As we discussed extensively in the first half of this paper, the impact of a
price decline on poverty depends on whether the poor are net buyers or net
sellers of the commodity in question. This is as true for households as it is
for countries, but it has largely been ignored in discussions of the impact
of corn trade liberalization on Mexico (see, for example, Nadal 2001 and
World Bank 2004).%°

Using nationally representative survey data for the years 1991 through
2000, we study the actual impact of a reduction in the price of corn on
poverty among corn farmers in Mexico. Like de Janvry, Sadoulet, and
Gordillo de Anda (1995), we are interested in identifying net sellers of
corn. Because detailed data on income and expenditure are not recorded

19. Two papers written prior to the implementation of NAFTA do consider the possibility
that poor Mexican corn farmers might actually be net consumers of corn. Using household
survey data from 1990 for three states in Mexico, de Janvry, Sadoulet, and Gordillo de Anda
(1995) find that the majority of small and medium-sized corn producers do not produce for
the market. They predict therefore that most corn farmers’ income will not be directly affected
by the decline in the price of corn associated with NAFTA, while a significant share will ben-
efit as consumers. Using a general equilibrium framework, Levy and van Wijnbergen (1995)
quantify the impact on household welfare, the labor market, and the land market of liberal-
izing the Mexican corn sector. This paper makes the important point that even subsistence
farmers who do not sell corn are likely to sell labor. Thus, to the extent that the drop in corn
prices reduces rural wages, subsistence farmers are likely to be hurt by the liberalization of the
corn sector.
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in the same survey, making it difficult to identify households that are net
sellers, we use information from the National Employment Survey to doc-
ument over time by measures of living standard (size of land holdings) the
share of corn farmers who report that they sell corn and the changes in
these farmers’ income. This exercise allows us to determine the share of the
poorest corn farmers whose income has been directly affected by changes
in the price of corn because they sell corn.

Of course, even if individual farmers’ earnings from corn farming have
fallen, it could be that total household expenditures on corn products have
fallen by even more, in which case the household to which the corn farmer
belongs would be a net beneficiary of the reduction in the price of corn.
Since the National Employment Survey only tracks income from the re-
spondents’ primary job, we use household survey data to document, by
measures of living standard, changes in income and expenditure on corn
products of families with family members who report that their primary or
secondary source of income is corn farming. While the household survey
does not specifically ask for the amount of income derived from corn farm-
ing, it does ask whether the household members’ primary source of income
is corn farming. In addition, the survey asks each individual member of the
household whether their income is derived from labor (work income), from
business (profit income), from remittances both domestic and interna-
tional (income from remittances), from government programs (income
from transfers), or from other sources, such as rental income (other in-
come). For those households that report that their primary source of in-
come is corn farming, the work and profit share of income reported is de-
rived primarily from corn farming. Thus, a comparison between changes
in income and changes in expenditure on corn products allows us to deter-
mine whether households that rely on corn farming as a primary or sec-
ondary source of income (and in particular the poorest corn farmers) have
on net benefited from a reduction in the price of corn.?

To determine the relative impact of domestic policy and international
policy on the producer price of corn, we examine the extent to which U.S.
subsidies have depressed Mexican producer prices, and we study the pat-
tern of corn prices across time and across states. Our primary goal here is
to determine the reason for the dramatic decline in the producer price of
corn over the period 1986-2002. First, we consider the impact of domestic
policy (“my policies”) on the producer price by comparing Mexican pro-
ducer prices to border prices pre- and post-1994, the year the North Amer-
ican Free Trade Agreement (NAFTA) between Canada, Mexico, and the
United States was signed. We focus on NAFTA because it marks the be-

20. One complication that we do not address is the fact that corn is purchased in many
different forms. Thus, it is harder to argue that the expenditure patterns are attributable solely
or even primarily to NAFTA.
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ginning of the liberalization of the corn market. Importantly, NAFTA en-
compasses both policies designed to align Mexican producer prices with
world prices (such as tariff liberalization) and domestic policies designed
to soften the negative consequences of this liberalization. We extend this
analysis to a comparison of prices at the state level to determine whether—
as some claim—states farthest from the border have been shielded from
trade liberalization. To obtain an estimate of the impact of U.S. subsidies
on border prices, or how much higher border price would be in the absence
of U.S. subsidies (“your policies”), we rely on a recent survey of this issue
by Wise (2004).

One important caveat is in order. Our data do not track the same house-
holds over time, and therefore we are unable to document what has hap-
pened to the income of farmers and households who relied heavily on corn
farming prior to liberalization and who then switched out of corn farming
into some other activity. To understand whether in fact our results suffer
from a serious selection bias, we examine farmer (and corn-farming house-
hold) characteristics over time to determine whether these have changed
substantially. In future work, we will use regression analysis and correct for
selection bias.

The remainder of this case study is organized as follows. We first de-
scribe the policy environment in Mexico. Next we assess the relative im-
portance of “my policies” (NAFTA) or “your policies” (U.S. corn subsi-
dies) in determining the Mexican producer price of corn. We then consider
the impact of these policies on poverty among Mexican corn farmers. We
conclude with outstanding issues and directions for future research.

5.4.1 The Policy Environment in Mexico

This section of the paper is devoted to describing the package of policies
known as NAFTA. The critics claim that NAFTA has exposed poor Mex-
ican corn farmers to cheap U.S. imports. However, it is important to re-
member that NAFTA included several policy reforms beyond the removal
of tariffs. It is also worth noting that NAFTA was freely agreed to by the
Mexican government and thus should be counted among “my policies” in
the parlance of this paper.

Since the implementation of NAFTA, tariffs on imported corn have
been dramatically reduced. The Mexican over-quota bound tariff on corn
has been reduced from 206.4 percent to 72.6 percent, and the tariff-rate
quota (TRQ) has increased from 2.5 million metric tons to 3.36 million
metric tons. At the same time, Mexico has converted its import licensing
system to a transitional TRQ that will remain effective until 2008 with a 3
percent annual increase in quantity. Over the first six years of the agree-
ment, an aggregate 24 percent of the tariff was eliminated. The remainder
will be phased out by 2008.

NAFTA included several policy reforms beyond the removal of tariffs
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that affected corn farmers. The reforms in the agricultural sector that most
directly affected corn farmers are the removal of price supports and the im-
plementation of direct income transfers. Other reforms that would have
had an impact on corn farmers are an extension program aimed at raising
productivity, changes in credit, and land reform. We discuss each of these
below, drawing on a recent evaluation of the effect of NAFTA on Mexico’s
agricultural sector (Yunez-Naude and Barceinas Paredes 2002).

According to Yunez-Naude and Barceinas Paredes (2002), it is widely
agreed that the most important domestic policy reform has been the elim-
ination of price supports to producers of basic crops. The producer price
of corn was supported through government procurement by CONASUPO
(the National Basic Foods Company). The 1991 nominal rate of protection
to corn was 77 percent, and the producer subsidy equivalent (PSE)
amounted to $92 per tonne for white corn and $71 per tonne for yellow
corn, compared to $28 in the United States and $21 in Canada. Consumer
prices were also subsidized, but mainly for urban consumers through ac-
cess to CONASUPO stores. In these government-run stores, consumers
could purchase cheaper corn that the government had acquired from pro-
ducers at inflated prices. However, few farmers live close enough to such
stores to sell corn at the high support price and then buy their consump-
tion needs at the low subsidized prices (de Janvry, Sadoulet, and Gordillo
de Anda 1995).

CONASUPO?s role in the corn market was substantially diminished in
1995 as a result of the Mexican peso crisis. The peso devaluation in 1995
allowed the Zedillo government to transform CONASUPO into a buyer of
last resort and eliminate price supports to corn farmers. However, because
of the drop in corn prices in 1996, the government of Mexico reinstated an
intermediate scheme of price fixing whereby prices were fixed on a regional
basis at a level between the guaranteed price and the international price.
This scheme was abolished in 1999.*!

Some Mexican corn producers currently receive a fixed subsidy per ton
of marketable surplus under the Marketing Support Program. In order to
participate in this program, producers must have a marketable surplus.
Relatively few farmers (around 10 percent) fit this description (Zahniser
and Coyle 2004). PROCAMPO was initiated in the winter of 1993-94, a
few months before the beginning of NAFTA. The program was designed
to supplement farmers’ income and moved support in the direction of in-
come transfers. Payments were based on area under cultivation. Its main
purpose was to help farmers facing stiff competition from U.S. and Cana-
dian farmers make a transition to more competitive crops. It is intended to

21. CONASUPO also subsidized tortilla processors and maize millers by selling to these
processors the maize purchased from farmers at a price that would allow the processors a
“reasonable” profit.
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last until 2008, when full trade liberalization under NAFTA will be com-
plete.

There are several other reforms that took place during the 1990s not spe-
cifically aimed at corn farmers but that would nevertheless impact them.
The first is the Alliance for the Countryside (Alianza para el Campo). It in-
cludes PROCAMPO as well as other programs. One of the most important
programs is PRODUCE, which is an extension program designed to in-
crease productivity via improved technology. Liberalization of the agricul-
tural sector also entailed the elimination of subsidized inputs such as seeds
fertilizer and credit. Finally, the Salinas government amended the consti-
tution in 1991 to liberalize property rights in the ejidal sector. Until this
time, peasants who benefited from land redistribution, ejidatarios, were by
law not allowed to associate, rent, or sell their land. The constitutional
amendment abolished this provision and is expected to develop rural land
markets by allowing farmers to participate in private credit markets and by
promoting direct investment.

Based on the preceding discussion, it should now be clear that when we
refer to NAFTA we are not simply referring to a removal of tariffs on im-
ported corn. NAFTA was much broader than that. In what follows, we use
NAFTA to represent domestic policy changes (“my policies”) that impact
the Mexican producer price of corn.

5.4.2 What Determines the Mexican Producer Price of Corn:
My Policies or Yours?

There is no doubt that NAFTA is having an impact on United States—
Mexico corn trade. Figure 5.5 confirms the findings of others that U.S. corn
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Fig.5.5 U.S. corn exports to Mexico
Source: USDA (www.//www.ers.usda.gov/Briefing/Corn/trade.htm).
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Fig. 5.6 Corn producer prices and world prices
Source: OECD Producer Support Estimate database.

exports to Mexico (the United States is the only country that exports sig-
nificant amounts of corn to Mexico) have increased dramatically since the
signing of NAFTA.??> Moreover, prior to NAFTA, the United States ex-
ported virtually no white corn—the type of corn typically grown by Mex-
ican corn farmers—to Mexico. However, as figure 5.5 shows, the amounts
of both yellow and white corn exported from the United States to Mexico
increased substantially after the signing of NAFTA.?* As a share of Mexi-
can corn production, U.S. imports increased from an average of 8.4 percent
of total production in the eight years leading up to NAFTA to an average
of 32.6 percent of total production in the eight years following NAFTA.
Figure 5.6 shows that the average real price paid to producers of corn in
Mexico dropped significantly between 1986 and 2002. Part of the drop in
Mexican producer prices has to do with the drop in the world price of corn;
the Mexican producer price follows fairly closely the border price. In figure
5.6 we plot the annual average Mexican producer price in real 1994 pesos
against the annual average border price, also reported in real 1994 pesos.
The border price was obtained from the OECD’s PSE database (http://
www.oecd.org/dataoecd/33/54/32361406.xls) and reflects the cost of im-
porting U.S. corn at the border, including freight charges to the border but
not within Mexico. U.S. dollars are converted to pesos using an annual av-

22. See, for example, Zahniser and Coyle (2004).

23. The distinction between yellow corn and white corn is an important one. Mexican corn
farmers primarily grow white corn, which is used to make food products. Yellow corn is typ-
ically used to feed animals. However, there is some substitutability between yellow and white
corn. Food-grade yellow corn is used to make cornflakes, tortilla chips, beer, and other foods,
and white corn can be used as animal feed (Zahniser and Coyle 2004).
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erage of the official exchange rate. Both series are converted to 1994 pesos
using the national consumer price index.

There are two important pieces of evidence to take away from figure 5.6.
First, although the two price series moved closely together throughout the
1990s, 1996 was an exception. In 1996, the two series diverge as U.S. prices
increase and Mexican prices drop. Indeed, in 1996 Mexican producers
were actually taxed, and were receiving only 88 percent of the U.S. price for
their product. Thereafter, the two series continue to move closely together.
Second, prior to NAFTA, the gap between the Mexican price and the U.S.
price is significantly greater than the gap post-NAFTA. Indeed, the aver-
age NPC (the ratio of the Mexican producer price to the border price) for
the period 1986-95 is 1.61, while the average NPC for the period 1996-
2002is 1.17.2

We test the patterns suggested by figure 5.6 more formally in a regression
framework and report these results in tables 5.5 and 5.6. For U.S. prices, we
use the same price series shown in figure 5.6. For Mexican producer prices,
we now use a separate price series for each of Mexico’s thirty-two states.
Our time series covers only 1991-2000 since these are the years for which
we have price data at the state level. Also in tables 5.5 and 5.6, we explore
the possibility that states further from the border, where the poorest corn
farmers live, are less affected by changes in world prices and NAFTA. Fol-
lowing Nicita (2004), we assign states to four groups depending on their
distance from the U.S. border.”

Table 5.5 presents the results of regressions of the real Mexican producer
price for each state on real border prices. To eliminate the common time
trend, we first difference both price series. In column (1) we report the re-
sults of the simple correlation between Mexican and U.S. prices. Not sur-
prisingly, the correlation is positive. In column (2) we test whether this re-
lationship has changed significantly as a result of NAFTA. The weak and
negative sign on the interaction term is counterintuitive and suggests that
the relationship between Mexican and U.S. prices weakened after NAFTA.
However, in column (3), we introduce a control for the sudden shift in pol-
icy in 1996 and find that the coefficients on the NAFTA terms are now in-
significantly different from zero. We interpret this as evidence that, except
in 1996, Mexican and U.S. prices moved closely together both before and
after NAFTA. In column (4), we restrict the sample by dropping 1996 and

24. The results are even more pronounced if we do not include 1995 in the pre-NAFTA av-
erage.

25. Border states are Baja California, Sonora, Chihuahua, Coahuila, Nuevo Leon, and
Tamaulipas. Northern states are Sinaloa, Nayarit, Zacatecas, Aguascalientes, San Luis Po-
tosi, and Durango. Central states are Jalisco, Colima, Michoacan, Guanajuato, Queretaro,
Estado de Mexico, Hidalgo, Distrito Federal, Tlaxcala, Morelos, Puebla, and Veracruz.
Southern states are Guerrero, Oaxaca, Chiapas, Tabasco, Campeche, Yucatan, and Quintana
Roo.



Table 5.5 Is globalization driving the trends in Mexican producer prices?
(1991-2000; dependent variable: Mexican producer price in

first differences)
(1) @ 3 )
Real U.S. price 0.204 0.322 0.322 0.313
(4.00)*** (5.40)%** (5.37)%** (2.22)
USPrice - Nafta -0.177 -0.045
(1.63) (0.10)
Nafta 37.142 64.000
(2.17)** (2. 71 )%
USPrice - Break -0.706
(2.01)
Breakdum -10.272
(0.09)
USPrice - North 0.068
(0.38)
USPrice - Central 0.095
(0.55)
USPrice - South 0.013
(0.07)
North 23.243
(0.85)
Central 30.863
(1.15)
South 17.821
(0.66)
Constant -63.912 -95.931 -95.931 -76.424
(7.38)%* (8.86)%** (8.82)%** (3.39)%%*
No. of observations 224 224 224 192
R 0.08 0.11 0.14 0.16

Notes: Robust z-statistics in parentheses. Mexican producer prices are annual by state and
were obtained from SAGARPA. They were deflated to real 1994 prices using the national
CPI. U.S. prices were obtained from the OECD Producer Support Estimate database and are
the c.i.f. import price of corn not including transport or processing costs from the Mexican
border to Mexican consumers. U.S. prices were converted to Mexican pesos using the annual
average official exchange rate. Mexican and U.S. prices are in first differences to eliminate the
common time trend. NAFTA is a dummy equal to 1 for the years 1996-2000. Results are ro-
bust to defining the NAFTA dummy equal to 1 also in 1995. The omitted category is border
states. These are Baja California, Sonora, Chihuahua, Coahuila, Nuevo Leon, and Tamauli-
pas. Northern states are Sinaloa, Nayarit, Zacatecas, Aguascalientes, San Luis Potosi, and
Durango. Central states are Jalisco, Colima, Michoacan, Guanajuato, Queretaro, Estado de
Mexico, Hidalgo, Distrito Federal, Tlaxcala, Morelos, Puebla, and Veracruz. Southern states
are Guerrero, Oaxaca, Chiapas, Tabasco, Campeche, Yucatan, and Quintana Roo.

***Significant at the 1 percent level.
**Significant at the 5 percent level.
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Table 5.6 Is globalization driving the differential between Mexican and U.S. corn
prices? (1991-2000; dependent variable: ratio of Mexican to U.S.
corn price)

(0] 2 (3)

Nafta -0.440 -0.493
(9.42)%** (6.37)%**

North -0.019 -0.078

(0.35) (0.79)

Central 0.033 -0.010

(0.53) (0.10)

South 0.020 0.001

(0.22) (0.09)

North - Nafta 0.093

(0.87)

Central - Nafta 0.069

(0.58)

South - Nafta 0.001

(0.02)

Constant 1.619 1.339 1.647
(38.82)%** (32.49)%** (23.01)%**

No. of observations 256 256 256

R 0.30 0.00 0.31

Notes: Robust ¢-statistics in parentheses, Mexican producer prices are annual by state and
were obtained from SAGARA. U.S. prices were obtained from the OECD Producer Support
Estimate database and are the c.i.f. import price of corn not including transport or processing
costs from the Mexican border to Mexican consumers. U.S. prices were converted to Mexi-
can pesos using the annual average official exchange rate. NAFTA is a dummy equal to 1 for
the years 1996-2000. Results are robust to defining the NAFTA dummy equal to 1 also in
1995. The omitted category is border states. These are Baja California, Sonora, Chihuahua,
Coahuila, Nuevo Leon, and Tamaulipas. Northern states are Sinaloa, Nayarit, Zacatecas,
Aguascalientes, San Luis Potosi, and Durango. Central states are Jalisco, Colima, Michoa-
can, Guanajuato, Queretaro, Estado de Mexico, Hidalgo, Distrito Federal, Tlaxcala, More-
los, Puebla, and Veracruz. Southern states are Guerrero, Oaxaca, Chiapas, Tabasco,
Campeche, Yucatan, and Quintana Roo.

***Sjgnificant at the 1 percent level.

test for the possibility that Mexican prices might follow more closely the
world price in states closer to the border; we find no evidence of this.

In table 5.6, we test whether a relaxation of tariffs on imported corn re-
duced the wedge between the Mexican producer price of corn and the bor-
der price. In column (1), we do this by regressing the ratio of the Mexican
price to the U.S. price on a NAFTA dummy. The results indicate that prior
to NAFTA Mexican prices were 1.62 times the U.S. price and that post-
NAFTA Mexican prices were only 1.18 times the U.S. price. These num-
bers are consistent with the simple calculations based on the annual data
used to plot figure 5.6. In column (2) we test whether this differential is any
smaller for states closer to the border and find no evidence of this. In col-
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umn (3) we test whether the differential changed more (less) in states close
to (far from) the border. Since the only term of any significance is the
NAFTA dummy, we conclude that this is not the case.?

These results suggest that while the Mexican producer price has always
moved in tandem with the world price, NAFTA squeezed the differential
between Mexican producer prices and border prices. How much higher
would the border price be if the United States were not subsidizing corn?
Unfortunately, there is no consensus on this issue, as commodity prices are
notoriously difficult to predict. However, though the estimates vary de-
pending on the methodology, the bottom line seems to be that the magni-
tude of the price difference would actually be quite small. Wise (2004) sum-
marizes these results and reports that the largest estimate of 2.9 percent
comes from a study by the International Food Policy Research Institute
(IFPRI). The smallest estimate (3.0 percent) is from a study by the Agri-
cultural Policy Analysis Center (APAC) and implies that removing U.S.
subsidies would actually raise producer prices! In 2000, a 3 percent in-
crease in the producer price of corn would increase the poorest farmers’
monthly income by at most six pesos (Mex$6, or US$0.63).%

In summary, the sharp drop in Mexican producer prices over the period

26. Since these results are at odds with a recent publication by the World Bank (Fiess and
Lederman 2004), we note a few differences between our study and the World Bank study. The
World Bank study performs a cointegration analysis using monthly price data at the national
level. They report that the results are unchanged if they use annual data. Like us, they find a
high degree of comovement between U.S. prices and Mexican prices. However, unlike us, they
report that the differential between Mexican and U.S. prices is the same pre- and post-
NAFTA. They also plot their price series, but a comparison between our figure 5.6 and their
figure 4 is difficult because they take logs of nominal prices whereas we plot levels of real
prices. The most confusing thing about the World Bank study is the fact that they report that
their results do not hold unless they include a dummy variable for the period 1995-97. They
justify this on the grounds that this was a period of severe drought during which Mexico im-
ported record amounts of U.S. corn. There are at least two problems with this. First, while it
is true that Mexico imported record amounts of corn in 1996, this is not the case for 1995, nor
is it the case for 1997 (see figure 5.1). Therefore, it is unclear why the dummy should take a
value of one in 1995 and 1997. Second, the dummy variable captures half the post-NAFTA
period, so to include it but not incorporate it in the constant term that the authors report to
be the price differential seems misleading.

27. Finally, we consider the possibility that the steep decline in the real producer price might
be partially due to the large devaluation of the Mexican peso in 1995. The direct effect of the
devaluation would have been to offset the decline in tariffs on imported corn, thus protecting
Mexican corn farmers. However, there are two indirect effects that must be considered. First
is the inflation that was a by-product of the devaluation. Second is the strain on the govern-
ment budget. We note that the average rate of inflation over the period 1986-94 was 43 per-
cent, while the average rate of inflation from 1995 to 2000 was only 22 percent. Therefore, it
is difficult to argue that the inflation was the root cause of farmers’ problems. Additionally,
the government has continued to support corn farmers, albeit not directly. These programs
are expensive and have managed to keep farmers’ real income (including transfers) from
falling dramatically over the period 1990-2000. Based on this evidence, we conclude that the
change in farmers’ income from corn farming is directly tied to the changes in the price of
corn at least partially brought on by NAFTA.
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1990-2000 corresponds almost exactly to NAFTA’s effective date. Al-
though it is possible that Mexican producer prices would be higher if the
United States did not subsidize corn, the magnitude of this effect seems
small both in comparison to the effect of trade liberalization and in ab-
solute terms. In addition, since there was no dramatic change in U.S. farm
policy over this period, Mexican prices would have been higher through-
out the entire period. Thus, it seems unlikely that U.S. corn subsidies are
driving poverty in Mexico unless one takes the stand that U.S. corn farm-
ers as an interest group were largely responsible for NAFTA.

5.4.3 How Did the Drop in Mexican Producer Prices
Affect Poor Corn Farmers?

In this section we turn to analyzing the distributional consequences of
the drop in producer prices that we documented in section 5.4.2. We can
think of this analysis as answering two distinct questions. The first is the fo-
cus of this paper: who in poor countries bears the brunt of rich-country
support to agriculture? The second is the focus of this volume: how does
trade liberalization affect the poor?

Data

Our data on corn farmers come from the agricultural supplement of the
Encuesta Nacional de Empleo (ENE) collected by the Instituto Nacional
de Estadistica, Geografia e Informatica (INEGI) in Mexico. This survey
covers 453,503 individuals in rural areas, is nationally representative, and
was undertaken in 1991, 1993, 1995, 1996, 1997, 1998, 1999, and 2000.
The agricultural supplement is rich in detail about crop production, land
quality and size, wages, hired labor, dwelling characteristics, and total
farm output—thus providing a detailed description of the production
side of corn farming—as well as containing demographic, employment,
and income information from the broader employment survey. This data
set has rarely been exploited, and this study is the first, to our knowledge,
to use the ENE agricultural component to analyze welfare effects on Mex-
ico’s rural sector. The data set is not a panel, as each subject is only inter-
viewed once, but is a repeated cross section. INEGI did not, however, al-
ter its sampling procedures over the years in question, so it is relatively
safe to conclude that changes we see among sectors is due to composi-
tional changes in the population, as opposed to compositional changes in
the sample.

The ENE data, however, only include income from the respondents’ pri-
mary occupation and do not include consumption data. To allow a broader
analysis of welfare, we complement the ENE data with data from the En-
cuesta Nacional de Ingresos y Gastos de los Hogares (ENIGH). This sur-
vey covers 21,117 rural households and covers the years 1992, 1994, 1996,
1998 and 2000. These data are also nationally representative repeated cross
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sections and do not follow the same households over time.”® At the house-
hold level, the survey asks for a measure of total household income and in-
come from transfers including remittances (domestic and international),
and subsidies from PROCAMPO and other government programs. At the
individual level, the survey asks each member of the household how much
he or she earns and whether these earnings are derived from wages, the in-
dividual’s own business enterprise, or other sources such as rental income.
We aggregate individual incomes by household to come up with the fol-
lowing breakdown of the household’s total income: profit income, work or
labor income, income from remittances, income from transfers, and other.
In addition, the survey asks whether a household’s primary or secondary
source of income is corn farming. The survey also has a detailed con-
sumption module, which recounts household expenditure on food, includ-
ing corn and corn products, education, health, housing, clothing, and
so on.

Table 5.7 presents means of socioeconomic characteristics of the rural
population from ENE for the entire sample period. All means were com-
puted adjusting for population weights. For purposes of comparing corn
farmers with the rest of the rural population, we have divided our summary
statistics into four panels. Panel A reports statistics for all rural dwellers.
Panel B reports statistics for all rural dwellers involved in agriculture, iden-
tified as those respondents who report that the industry of their primary
occupation is agriculture. This category includes farm laborers as well as
those who own or rent the land. Panel C reports statistics for farmers,
where farmer is defined as someone who takes part in agricultural activities
and owns, occupies, or rents land (as opposed to agricultural laborers). Fi-
nally, panel D reports statistics for a subset of the farmers in panel C who
report that their primary occupation is the cultivation of corn and beans.
In each panel, we report mean monthly income in real 1994 pesos. Income
is defined as total household income, and the majority of respondents (97.5
percent) report that their income comes in the form of profits and family
consumption. The measure of income in ENE does not include remit-
tances or transfers. We also report mean age, years of schooling, hours
worked, and total usable land occupied by the respondent. To determine
the relative importance of corn farming, we report the percent of respon-
dents in each year who claim that their primary occupation is corn

28. For the years 1992-2000, the conceptual framework of the survey is the same. There-
fore, we are able to compare results across years. The survey is a stratified sample according
to urban and rural location, and sampling is done to ensure that households are representa-
tive of geographic clusters, with the probability of being included proportional to cluster size.
However, a comparison of national accounts data and the ENIGH survey data suggests that
up to 60 percent of income goes unreported in the ENIGH survey. However, Damian (2001)
and others report that this problem derives primarily from the difficulty of including the very
wealthy Mexicans in the survey. Since our analysis focuses largely on the rural poor, we be-
lieve that our results are not significantly affected by this problem (Salas 2003).



Table 5.7 Means of socioeconomic characteristics of rural dwellers across time
1991 1993 1995 1996 1997 1998 1999 2000
A. All rural dwellers
No. of observations 15216 15,017 20,861 100,411 28,967 95,321 76,441 99,901
Real income (1994 pesos)  702.75 637.66 657.29 59591 576.26 581.80 554.01 649.50
Age 33.18 3377  33.82 33.60 3434 3431 3472 34.60
Years of schooling 4.63 4.66 5.17 5.57 5.74 5.74 5.48 5.87
Hours worked 33.94 3394  20.94 2233 2297 2252 2280 @ 21.90
Total land (in hectares) 0.98 0.89 0.67 0.71 0.58 0.68 0.73 0.50
Involved in agriculture 0.32 0.32 0.28 0.26 0.28 0.27 0.28 0.24
Farmer 0.14 0.14 0.11 0.10 0.10 0.10 0.09 0.09
Corn occupation 0.20 0.15 0.15 0.13 0.14 0.13 0.14 0.10
Corn subsistence 0.11 0.12 0.09 0.08 0.07 0.08 0.08 0.07
Corn selling 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.01
B. Rural dwellers involved in agriculture
No. of observations 5,134 5074 6,467 25977 6,858 25,735 18,538 22,887
Real income (1994 pesos)  585.04 49531 502.94  434.60 427.04 411.30 405.81 425.72
Age 3525 3574 3573 3558 36.32  36.04 3640  36.67
Years of schooling 3.81 3.75 3.96 4.23 4.46 4.38 4.30 4.42
Hours worked 33.73 3341 35.14 38.13  38.33 3480 3785 3554
Total land (in hectares) 3.04 2.75 2.37 2.72 2.07 247 2.64 2.08
Corn occupation 0.63 0.46 0.54 0.50 0.49 0.48 0.50 0.40
Corn subsistence 0.35 0.36 0.32 0.30 0.26 0.29 0.29 0.27
Corn selling 0.05 0.05 0.06 0.08 0.08 0.07 0.07 0.06
C. All farmers
No. of observations 2,258 2,241 2,596 10,420 2,504 9,888 7,011 8,703
Real income (1994 pesos)  582.81 480.74 515.13  450.81 447.93 415.38 389.37 394.70
Age 46.56  47.67  46.79 47.11  48.82 4820 4798  48.50
Years of schooling 2.78 2.63 3.05 3.34 3.54 3.38 3.48 3.46
Hours worked 3796 37.02  40.36 4387 4527 4134 4450  40.87
Total land (in hectares) 7.10 6.21 5.91 7.00 5.63 6.63 6.95 5.59
Corn occupation 0.62 0.46 0.64 0.59 0.60 0.60 0.61 0.54
Corn subsistence 0.81 0.82 0.80 0.76 0.72 0.78 0.75 0.73
Corn selling 0.12 0.12 0.14 0.20 0.22 0.19 0.18 0.16
D. All corn farmers

No. of observations 1,420 1,003 1,628 6,047 1,481 6,017 4,185 4,900
Real income (1994 pesos) 516.81 349.63 277.89  267.68 270.01 256.84 207.64  49.23
Age 47.85 4873 4735 47.58  50.11 48.97  48.50  49.23
Years of schooling 2.44 2.22 2.62 2.79 2.93 2.79 2.98 2.94
Hours worked 37.11 36.09  39.66 4393 4570  41.05 4523  40.18
Total land (in hectares) 6.25 3.85 4.09 4.40 4.16 4.94 4.09 3.90
Corn occupation 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Corn subsistence 0.86 0.90 0.91 0.85 0.84 0.90 0.87 0.88
Corn selling 0.15 0.16 0.16 0.25 0.27 0.23 0.24 0.22

Source: ENE 1991-2000.

Notes: “Farmer” is defined as someone who takes part in agricultural activities and owns, occupies, or
rents land (as opposed to agricultural laborer). “Corn farmer” is defined as a farmer who identifies his
primary occupation as the cultivation of maize and beans. “Corn subsistence” is the percentage of farm-
ers who respond that their primary crop for subsistence is maize and beans. “Corn selling” is the per-
centage of farmers who respond that their main crop for selling is corn. Medians are not reported be-
cause they are virtually identical to means.
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Table 5.8 Summary statistics for families with corn farmers
1992 1994 1996 1998 2000
Real monthly corn consumption
Value (1994 pesos) 77.50 62.87 73.44 61.05 55.20
As a share of food expenditures 0.20 0.16 0.19 0.19 0.17
As a share of total expenditures 0.10 0.07 0.11 0.10 0.09
Quantity (kilograms) 16.39 15.30 16.21 15.61 17.10
Real monthly income
Income from work 221.57 228.14 209.99 172.43 179.98
Income from profits 479.06 420.24 327.12 339.03 355.92
Income other 21.93 6.62 10.90 10.32 13.11
Income from transfers (other) 102.19 143.43 175.70 145.97 206.64
Income from transfers (remittances) 83.14 98.99 109.97 88.13 100.69
No. of observations 1,141,718 1,249,234 1,368,191 1,204,051 990,784

Source: ENIGH 1992-2000.

Notes: Consumption figures include corn purchases, corn produced for household’s consumption, and
in-kind payments and gifts of corn. “Corn farmer” is defined as someone who reports that his or her pri-
mary occupation is the cultivation of corn and beans.

farming (Corn occupation), that their primary crop for subsistence is corn
(Corn subsistence), and that their main crop for selling is corn (Corn sell-
ing).

These data highlight several important facts. The share of rural dwellers
who consider themselves farmers has fallen from 14 percent of the rural
population in 1991 to 9 percent of the rural population in 2000. Corn farm-
ers make up 20 percent of the rural population in 1991 and only 10 percent
of the rural population in 2000. Among farmers, a majority are corn farm-
ers—although this dropped from 62 percent in 1991 to 54 percent in 2000.
Three-quarters of all farmers say they grow corn as their primary crop for
subsistence. However, very few farmers (between 12 percent and 22 per-
cent) say that corn is their primary crop for selling.

Thus, most farmers are corn farmers, and this has not changed very
much over the past ten years. This is important because it implies that there
has not been a significant amount of diversification into other farming ac-
tivities away from corn farming. Corn farmers have on average more land
than the average rural dweller and are poorer than other farmers and than
the rest of the population. The average real monthly income from corn
farming in 2000 was only Mex$206 (US$21.79), or US$261.48 per year.”
Finally, corn farmers also have less schooling and work longer hours than
the rest of the rural population.

Table 5.8 presents means of real household variables for families in

29. The average annual exchange rates (Mexican pesos per dollar) beginning in 1990 are
2.84,3.02,3.1, 3.12, 3.39, 6.42, 7.6, 7.92, 9.15, 9.55, and 9.45.
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which at least one individual identifies his or her primary occupation as the
cultivation of corn and beans. In the top panel of table 5.9, we report real
monthly household expenditure on corn, expenditure on corn as a share of
total food expenditure, expenditure on corn as a share of total expenditure,
and the quantity of corn purchased. Corn includes corn tortillas, grain,
flour, masa, and starch; corn consumption includes corn purchases, corn
produced for household consumption, and in-kind payments and gifts of
corn. There are two important aspects of these data worth mentioning.
First, we are not looking only at expenditure on corn grain but expenditure
on corn grain and all derivative products, allowing us to capture the impact
of imported grain on all of these products. In particular, our expenditure
data include corn tortillas, whose price went up sharply during the 1990s
for reasons unrelated to NAFTA. We include tortillas on the grounds that
prices would have risen even more had the price of corn grain not fallen.
Second, both our income and our expenditure data include the value of
home consumption, in-kind payments, and gifts. Therefore, the change in
consumption expenditure can be viewed as an upper bound on the increase
in real income associated with the drop in the price of corn.

In the bottom panel of table 5.8, we report total real monthly household
income as well as real monthly income derived from work (labor income),
profits, government transfers, and remittances. Since the income reported
in table 5.8 is household income and the income in table 5.7 is income de-
rived from the respondents’ primary occupation or individual income, the
two numbers are not directly comparable. However, the income data from
the national employment survey (ENE) derive primarily from profits and
home consumption and would fall under “income from profits” at the
household level. Therefore, by comparing the national employment survey
income data with the ENIGH household survey income data we can get a
sense for both how important profits from corn farming are and also how
important supplementary sources of income are to corn-farming families.
For example, in 1996 the profit share of income for corn-farming families
was roughly Mex$327 per month. According to the national employment
survey data, the average real income earned from corn farming by the corn
farmer was roughly Mex$268 per month. This is equal to 82 percent of the
profit share of income reported in the household data or 32 percent of the
average corn-farming families’ total real monthly income. Thus, profits
from corn farming are on average the most important source of income for
families of corn farmers, but work income and income from transfers are
also important, at 23 percent and 19 percent of total income, respectively.

The means in table 5.8 reveal that—for the average corn-farming fam-
ily—aggregate corn consumption and aggregate income have not changed
remarkably between 1992 and 2000. Real monthly expenditure on corn
fluctuates between Mex$77 and Mex$55 per month. The average family
spends around 19 percent of its food budget on corn products and around



Table 5.9 Means of corn farmer characteristics by standard of living across time

1991 1993 1995 1996 1997 1998 1999 2000

A. Small corn farmers (<Sha land)

No. of observations 920 813 1,260 4,768 1,135 4810 3,252 3,976
Real income (1994 pesos) ~ 437.51 323.17 24526 199.77 205.61 162.49 15519 152.79
Age 46.64 4898  46.51 4690 49.77 48.56  48.05  48.52
Years of schooling 2.37 222 2.60 2.75 2.81 2.67 2.83 2.86
Hours worked 36.32 3559 3946 4337  45.20 39.90 4493  39.77
Total land (in hectares) 2.39 2.23 2.10 2.20 2.17 2.19 2.12 2.08
Corn subsistence 0.89 0.92 0.93 0.89 0.88 0.93 0.92 0.92
Corn main crop for selling 0.10 0.11 0.11 0.19 0.23 0.18 0.19 0.19
Do not produce to sell 0.67 0.77 0.73 0.65 0.68 0.68 0.63 0.63
Occasionally sell corn 0.16 0.13 0.12 0.13 0.13 0.12 0.10 0.10
Never sell corn 0.56 0.67 0.64 0.57 0.59 0.60 0.57 0.57
B. Medium corn farmers (5—15ha land)
No. of observations 387 173 288 1,010 264 948 714 731
Real income (1994 pesos)  636.55 452.16 367.47 485.34 485.46 47746 376.56  52.52
Age 51.55  47.56 5271 5044 5091 51.19  50.50  52.52
Years of schooling 2.58 1.86 2.65 2.81 3.36 2.97 3.43 3.24
Hours worked 36.59 3774  40.83 4550 47.54 4371  47.05 4253
Total land (in hectares) 8.59 8.26 8.55 8.32 8.36 8.35 8.43 8.52
Corn subsistence 0.80 0.84 0.83 0.70 0.73 0.79 0.67 0.70
Corn main crop for selling 0.27 0.31 0.39 0.46 0.42 0.41 0.47 0.37
Do not produce to sell 0.33 0.47 0.35 0.23 0.35 0.29 0.24 0.33
C. Large corn farmers (>15ha land)
No. of observations 96 17 59 240 63 259 219 193
Real income (1994 pesos)  845.46 529.43 649.68 753.77 74345 1,031.82 725.53 949.71
Age 48.13  48.32 5286  50.54  55.41 4895  50.71  53.89
Years of schooling 2.50 4.76 4.00 3.66 3.83 4.08 4.53 3.66
Hours worked 4575 4178  42.19 5120 52.74 50.94 4492  41.39
Total land (in hectares) 34.15 2840 4471 38.88 3397 3746 3222 3231
Corn subsistence 0.78 0.49 0.75 0.49 0.36 0.62 0.51 0.58
Corn main crop for selling 0.16 0.69 0.47 0.58 0.62 0.61 0.54 0.37
Do not produce to sell 0.25 0.14 0.13 0.19 0.15 0.16 0.14 0.18

Source: ENE 1991-2000.

Notes: “Farmer” is defined as someone who takes part in agricultural activities and owns, occupies, or
rents land (as opposed to agricultural laborer). “Corn farmer” is a farmer who identifies his primary oc-
cupation as the cultivation of corn and beans. “Corn subsistence” is the percentage of respondents who
answer that their main crop for subsistence is corn. “Corn main crop for selling” is the percentage of re-
spondents who answer the question “what is your main crop for selling?” as “corn.” “Do not produce to
sell” is the percentage of respondents who answer the question “what is your main crop for selling?” as
“I don’t produce to sell.” “Occupationally sell corn” is the percentage of respondents who answer the
question “how much of your subsistence crop do you sell?” with “corn.” “Never sell corn” is the per-
centage of respondents who answer they do not produce to sell when asked “what is your main crop for
selling?” but who answer “which of your subsistence crops do you sell?” with “corn.” Medians are not
reported because they are virtually identical to means.
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10 percent of its total budget on corn products. The average family’s real
monthly income was Mex$907 (US$292) in 1992 and Mex$856 (US$90.58)
in 2000. Note that, to the extent that these families purchase imported prod-
ucts, the peso values understate the drop in real income.

While expenditure on corn did not change significantly following
NAFTA for the average corn-farming family, there has been a marked
change in the composition of income. In 1992 the profit share of income
was roughly 53 percent, and this fell to around 39 percent in 2000. The
work share of income also fell from around 24 percent in 1992 to around
20 percent in 2000. The drop in these two sources of income was largely
offset by an increase in income from transfers (11 percent in 1992 and 23
percent in 2000).

In the next two sections, we examine the data from the national employ-
ment surveys (ENE) and the household surveys (ENIGH) on corn farmers
and families with corn farmers by standard of living, as measured by land
holdings. Our primary goal is to determine how the drop in the price of
corn has impacted the poorest corn farmers and the poorest corn-farming
families in Mexico.

Results from the National Employment Surveys (ENE)

Here we analyze in more detail the subgroup of the rural population
comprising those who identify themselves as corn farmers. Recall that
these are individuals who own, occupy, or rent land (as opposed to agri-
cultural laborers) and who claim that their primary occupation is the cul-
tivation of maize and beans. We recognize that farm laborers are an im-
portant group of rural dwellers whose wages are likely to be affected by
changes in the price of corn. We do not attempt to consider the welfare of
these individuals here. Rather, our goal is to determine how the drop in the
price of corn affected the poorest corn farmers in Mexico. To do this, we di-
vide corn farmers into three groups—small, medium, and large—depend-
ing upon the size of each farmer’s land. We then determine whether a ma-
jority of the poorest corn farmers, those with the smallest land holdings,
are net buyers or net sellers of corn.

Table 5.9 reports corn farmer characteristics by total land holding across
time.*® The mean landholding of the smallest corn farmers (those with less
than 5 ha [hectares] of land) is roughly 2 ha. This corresponds to the aver-
age land held by the poorest corn farmers identified by de Janvry, Sadoulet,

30. The advantages of splitting the sample based on landholding are that we do not have to
worry about measurement issues associated with income and that we can directly compare
our results to those of others who also classify corn farmers by landholding. In appendix table
5A.2, we report income-based, monthly per capita measures of poverty. By Mexican stan-
dards, only our average small corn farmer is classified as extremely poor. The medium corn
farmers earn enough monthly income from corn farming to place them above both the ex-
treme poverty line and the moderate or asset-based poverty line. However, in 2000, by inter-
national standards, the medium corn farmers would be considered moderately poor.
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and Gordillo de Anda (1995) as “non-participants in the market” and by
Levy and van Wijnbergen (1995) as “subsistence” farmers, who primarily
farm rain-fed land. The mean landholding of the medium-sized corn farm-
ers (those with between 5 and 15 ha of land) is roughly 8.5 hectares. The
mean landholding of the largest corn farmers (those with more than 15 ha
of land) is roughly 35 ha. For small, medium, and large corn farmers we
report means of real income, age, years of schooling, hours worked, and
landholding over time. In addition, we report the percent of the population
who say that their main crop for subsistence is corn (Corn subsistence), the
percent of the population who say that their main crop for selling is corn
(Corn main crop for selling), and the percent of the population who say
that they do not produce a crop to sell in the market (Do not produce to
sell).?!

For the poorest farmers (those with less than 5 ha of land), we report sta-
tistics for two additional variables. We do this because we are concerned
that the poorest farmers (often called subsistence farmers) may occasion-
ally sell corn but nevertheless report that they do not produce corn with the
intent of selling. To determine the extent to which this takes place, we first
report the percentage of poor farmers who answer the question “which of
your subsistence crops do you sell?” with “corn.” We label this “Occasion-
ally sell corn.” Next we determine the percentage of respondents who re-
port that they never sell corn as the fraction of the poorest who report that
they do not produce to sell but nevertheless answer that they sometimes sell
the corn they grow for subsistence. We label this variable “Never sell corn.”
There is no need to do this for the medium and large corn farmers because
we already know that a majority of these farmers do sell corn in the
market.

A majority of the poor report that they do not produce to sell. In 1991,
67 percent of the small corn farmers reported that they did not produce to
sell in the market. This figure peaks at 77 percent in 1993 and falls to 63
percent in 2000. An overwhelming majority of these same farmers, 89 per-
cent in 1991 and 92 percent in 2000, do say that corn is their primary crop
for subsistence. When we allow for the possibility that some of these farm-
ers may sell corn on occasion, the percentages fall and we are left with a
somewhat stronger conclusion. The majority of the poor report that they
never sell corn in all of the eight years for which we have data. For example,
in 1991, 56 percent of the poorest farmers report that they never produce
to sell, and in 2000, 57 percent report that they never produce to sell.

By contrast, only around 33 percent of the medium-sized farmers and 16
percent of the large farmers say that they do not produce to sell. Therefore,

31. To keep the tables clear and manageable, we leave out the percentage of the population
who report that they do not sell any of their subsistence crop. An analysis of this variable leads
to the same conclusion that the majority of the poor report that they do not sell any of their
subsistence crop.
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the drop in the price of corn associated with NAFTA does not directly
affect the income of the majority of the poorest corn farmers while it neg-
atively impacts the income of a majority of the medium- and large-scale
corn farmers. Although the employment survey does not ask about expen-
diture, those farmers who report that they do not sell are most certainly net
buyers of corn. It is almost impossible to be completely self-sufficient be-
cause of the vagaries of the weather. Thus, among the poorest corn farm-
ers, the majority are net buyers of corn and have thus benefited from any re-
duction in the price of corn associated with NAFTA. The opposite is true
for the medium- and large-scale corn farmers.

Although it is not shown in the tables, we also analyzed the summary sta-
tistics by splitting the samples in panels A, B, and C into those who sell and
those who do not sell. In all three cases, the corn farmers who report that
they do not produce to sell are poorer, older, and less well educated, and
have less land than the farmers who do produce to sell. Additionally, the
corn farmers who report that they do not produce to sell also report that
the majority of their income comes in the form of family consumption,
while those who do produce to sell report that the majority of their income
comes in the form of profits (table 5.10). With only one exception, all
groups and subgroups of corn farmers saw their real income decline sub-
stantially between 1991 and 2000. Only large corn farmers experienced a
substantial increase in their income between 1995 and 2000. If we split
large farmers into those who produce to sell and those who do not produce
to sell, we find that the larger corn farmers who do not produce to sell ac-
tually experienced a decline in their real income over the period 1991-2000.
However, the increase in the incomes of those large farmers who do pro-
duce to sell is even more dramatic (from Mex$684 per month to Mex$1,162
per month) once we remove the large corn farmers who do not produce
to sell.

In table 5.10, we check whether there has been a significant change in the
characteristics and real income of corn farmers pre- and post-NAFTA. In
terms of both magnitude and statistical significance, the most striking
changes are the reduction in the real income of small farmers and the in-
crease in the real income of large farmers. Between 1991 and 2000, small
farmers’ real monthly income dropped by roughly Mex$285, while large
farmers’ real income increased by around Mex$100. Between 1995 and
2000, small farmers’ real income dropped by roughly Mex$93, while large
farmers’ real monthly income increased by around Mex$300.

The drop in the real income of the small farmers can be explained by the
reduction in the price of corn. Although the majority of these farmers do
not participate in the market, they do report that their most important
source of income from their primary occupation is the value of home con-
sumption. Thus, even for those farmers who do not participate in the mar-
ket the imputed value of real income will have fallen.
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Table 5.10 Differences between corn farmers in 1991 and 2000
Differences between Differences between
1991-92 and 2000 1994-95 and 2000

Farmer characteristics and
income (ENE) Difference  t-statistic =~ P-value  Difference  t-statistic  P-value

A. All corn farmers

Age 1.37 2.95 0.00 1.87 4.16 0.00
Years of schooling 0.50 6.20 0.00 0.31 4.08 0.00
Hours worked 3.07 5.41 0.00 0.52 1.05 0.30
Total land (in hectares) -2.34 -7.07 0.00 -0.19 —-0.65 0.52
Income (1994 pesos) -310.46 -23.51 0.00 -71.54 -6.81 0.00
Differences between Differences between
1991 and 2000 1995 and 2000

Difference  t-statistic ~ P-value  Difference  f-statistic ~ P-value

B. Small corn farmers

Real income (1994 pesos) —284.72 -23.84 0.00 -92.47 -9.43 0.00
Age 1.88 3.31 0.00 2.01 3.94 0.00
Years of schooling 0.48 5.22 0.00 0.26 293 0.00
Hours worked 3.45 5.15 0.00 0.31 0.56 0.58
Total land (in hectares) -0.31 -6.09 0.00 -0.03 -0.47 0.64
C. Medium corn farmers
Real income (1994 pesos) -271.79 -8.79 0.00 -2.71 -0.10 0.92
Age 0.97 1.03 0.31 -0.19 -0.19 0.85
Years of schooling 0.66 3.58 0.00 0.60 3.18 0.00
Hours worked 5.94 4.75 0.00 1.70 1.34 0.18
Total land (in hectares) -0.07 -0.46 0.64 -0.03 -0.17 0.86
D. Large corn farmers
Real income (1994 pesos) 104.25 1.03 0.30 300.03 2.09 0.04
Age 5.76 3.22 0.00 1.03 0.50 0.62
Years of schooling 1.16 3.27 0.00 -0.34 -0.77 0.44
Hours worked -4.36 -1.86 0.06 -0.81 -0.33 0.74
Total land (in hectares) -1.84 -0.49 0.62 -12.40 -1.70 0.09

Source: ENE 1991, 1995, 2000.

Notes: P-values indicate probability that difference is not equal to zero. “Corn farmer” is defined as a
farmer who identifies his primary occupation in the cultivation of corn and beans.

The increase in the income of the large farmers is somewhat more puz-
zling. However, this could be explained by a number of factors. For ex-
ample, it is consistent with Levy and van Wijnbergen’s (1995) argument
that irrigated farmers would experience an increase in net income because
the gain they experience as a result of the drop in rural wages outweighs the
loss they experience as a result of the reduction in the price of corn. We
hope to explore in more detail the reasons for the gain in large farmers’ real
income in future work.

In summary, the majority of the poorest corn farmers did not sell corn



Table 5.11 Income and consumption of families of corn farmers in 1992 and 2000 by standard
of living

Change Change
1992 1994 1996 1998 2000  1992/2000  1994/2000

A. Low-income corn-farming families
Real monthly corn consumption

(means)
Value (1994 pesos) 77.15  71.63  79.97 6273  53.70  -23.45%EEF _]7.93%%*
As a share of food expenditures 0.28 0.24 0.28 0.26 0.22 -0.06 -0.01
As a share of total expenditures 0.15 0.12 0.17 0.14 0.13 -0.02 0.01
Quantity (kilograms) 17.31 18.86 18.74  17.73  19.68 2.37%* 0.82
Real monthly income (means)
Work income 7897  99.34 11435 8693  89.24 10.27#%%  —10.10%**
Profit income 240.94 242.68 191.42 151.28 114.30 -126.64%** —]128.38%**
Other income 2.15 1.28 1.25 1.92 1.68 -0.47 0.40
Income from transfers (other) 4445 6294 8351 7546 12191 77.46%%* 58.98%#*
Income from transfers
(remittances) 42.02 5840 38.69 4632  39.23 -2.79 —19.17%%%
No. of observations 438,613 365,409 445,568 470,569 352,983

B. Middle-income corn-farming families
Real monthly corn consumption

(means)

Value (1994 pesos) 7593 6349 80.64 6749  62.58 -13.35%** 091

As a share of food expenditures 0.19 0.16 0.20 0.18 0.17 -0.03 0.00

As a share of total expenditures 0.10 0.07 0.10 0.09 0.08 -0.02 0.01
Quantity (kilograms) 15.71 1559 17.85  16.57 18.60 2.90%* 3.01%*

Real monthly income (means)

Work income 13472 189.20 19581 177.06 187.89 53.17%%%  —-1.31
Profit income 468.93 370.02 25529 291.64 192.61 -276.32%%* _|77.41%**
Other income 4.30 942 13.85 10.52  13.20 8.90 3.78

Income from transfers (other) 111.56  87.33 145.60 110.04 215.28  103.72%**  127.95%**
Income from transfers
(remittances) 97.17  78.50 101.16  60.93 111.61 14.44%* 3311

No. of observations 324,016 407,348 469,429 353,566 329,765

C. High-income corn-farming families
Real monthly corn consumption

(means)

Value (1994 pesos) 79.31  55.63 5947  52.82  48.83  -30.48***  _6.80%*
As a share of food expenditures 0.12 0.09 0.11 0.11 0.10 -0.02 0.01

As a share of total expenditures 0.05 0.04 0.05 0.05 0.04 -0.01 0.00
Quantity (kilograms) 1590 1230  12.00  12.01 12.40 —3.49%* 0.10%*

Real monthly income (means)

Work income 277.24 31634 320.04 277.43 286.95 9.71%%  -29.38%*
Profit income 617.19 599.82 537.21 624.13 807.63  190.44%**  207.81***
Other income 60.90 8.34 1745 20.87  26.12 -34.78%* 17.78%*

Income from transfers (other) 163.15 25337 296.93 270.22 29448  131.33%*%*  41.11%**
Income from transfers
(remittances) 20.19 147.74 190.17 167.40 159.44 39.25%* 11.70%**

No. of observations 372,611 475,855 450,238 373,118 298,706

Source: ENIGH.

Notes: Consumption figures include corn purchases, corn produced for household’s consumption, and in-kind
payments and gifts of corn. “Corn farmer” is defined as someone who identifies his or her primary occupation
as the cultivation of corn and beans. All means computed using population weights. The last two columns re-
port the change in mean between 1992 and 2000 and then between 1994 and 2000.

***Significant at the 1 percent level.

**Significant at the 5 percent level.
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in the market prior to NAFTA. Therefore, their income will not have been
directly affected by the forces of globalization associated with NAFTA and
the devaluation of the peso. By contrast, a majority of the medium and
large corn farmers did sell corn in the market prior to NAFTA and contin-
ued to do so after the implementation of NAFTA. Thus, we conclude that
the medium-sized corn farmers experienced a sharp decline in real income
as a result of NAFTA. The income of the largest corn farmers has in-
creased. Without additional information, it is not possible to attribute the
increase in the incomes of the large corn farmers to globalization.

Results from the Household Surveys (ENIGH )

We turn now to the families of those individuals who identify their pri-
mary occupation as the cultivation of corn and beans. Specifically, we ex-
amine household expenditure on corn products and the sources of total
household income. Ideally, we would like to have this information for the
same individuals interviewed in the employment survey. This would allow
us to understand whether the poorest families who say they do not sell any
corn rely on other sources of income that might be indirectly affected by
the price of corn, such as wage income derived from working on other
people’s corn farms. Unfortunately, the surveys were not conducted in this
fashion. Therefore, we split our sample into three groups based on income
from profits on the grounds that income from profits is very closely corre-
lated with the size of the landholding. Thus, we take the families in the bot-
tom tercile of the distribution of income from profits as the representative
families of the corn farmers with less than 5 ha of land. Similarly, those in
the middle of the distribution represent the families of the medium-sized
corn farmers, and those in the top third of the distribution represent the
families of the largest corn farmers (those with more than 15 ha of land).

Panel A of table 5.11 reveals that for the average low-income corn-
farming family real monthly expenditure on corn decreased by around
Mex$20 per month over the period 1994-2000. This amounts to around
USS$2 per month or US$24 per year for the poorest corn-farming families.
We noted in the discussion of these data that this would be an upper bound
on the benefits to the poorest corn-farming families as a result of the drop
in the price of corn. This is because these families are so poor that they of-
ten cannot afford to buy corn and so will go without and because the con-
sumption figures include the value of home consumption. For the poor-
est corn-farming families, the share of corn in food expenditure stayed
roughly constant at around 25 percent, and the share of corn expenditure
in total expenditure stayed roughly constant at around 15 percent.

On the income side, the big changes for the poorest families over the pe-
riod are the drop in the profit share of income and the increase in transfers.
Monthly income from profits was around Mex$130 higher in 1992 and
1994 than it was in 2000. On the other hand, transfer income increased
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threefold over this same period. The share of income derived from corn
farming drops only slightly. Since expenditure on corn changed only mar-
ginally and since work income was hardly affected, we conclude that the
welfare of those families who do not sell corn in the market—the majority
of the poorest corn farmers—has been largely unaffected by the drop in the
price of corn. Moreover, these families have benefited from the income sup-
port programs associated with NAFTA.

Panel B of table 5.11 reveals a different story; the drop in the price of
corn negatively impacted the majority of middle-income families. This is
because the majority of these farmers do sell corn in the market. Total
monthly expenditure on corn for these farmers has barely changed over
time. As with the poorest corn farmers, work income has also not changed
much over time. The profit share of income for the middle-income corn
farmers fell by Mex$276 between 1992 and 2000 and by Mex$177 between
1994 and 2000. This represents a reduction in real income of almost 50 per-
cent. This was almost entirely offset by the increase in government trans-
fers (Mex$128) and the increase in remittances (Mex$33).

Panel C of table 5.11 demonstrates that both profit income and income
from transfers increased substantially over this time period. Other sources
of income were largely unaffected. Income from profits for the high-income
corn farmers increased by Mex$190 between 1992 and 2000 and by
Mex$208 between 1994 and 2000. This amounts to an increase in real in-
come of roughly 33 percent. Thus, the majority of the high-income fami-
lies benefited from changes in the Mexican corn market.

There are several other interesting trends that stand out in table 5.12.
First, households from all income groups witnessed an increase in income
associated with government transfers from programs like PROGRESA
and PROCAMPO. The largest percentage increase was given to the poor-
est corn-farming families, whose income from transfers increased by 200
percent, going from Mex$44 a month to Mex$122 a month between 1992
and 2000. Although transfers to the middle- and upper-income corn-
farming families increased by less in percentage terms (100 percent), in ab-
solute terms these families receive substantially more than the poorest
corn-farming families in transfer payments from the government. For ex-
ample, in 2000, the average middle-income family received a monthly pay-
ment of Mex$215, while the average upper-income family received a
monthly payment of almost Mex$300—roughly three times what the poor
household received.

Second, the increase in transfer payments may explain part of the mys-
terious increase in corn production even though the real price of corn has
fallen dramatically. Levy and van Wijnbergen (1995) discuss this possibil-
ity in great detail. Liberalization of the corn sector under NAFTA creates
an incentive problem. Because many corn farmers will be hurt, the gov-
ernment has an incentive to compensate these farmers for their losses. Levy
and van Wijnbergen estimate that the efficiency gains associated with
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NAFTA would be substantial and that this revenue could be used to com-
pensate the losers. However, compensating farmers pro rata to their corn
production will create an incentive to continue to grow corn even in the
face of falling market prices.

5.4.4 Discussion

While thought provoking, our analysis suffers from two important short-
comings. First, we consider only the first-order effects of price changes on
income and consumption expenditure while ignoring both the partial equi-
librium effects of food price changes on quantities demanded and supplied
and the general equilibrium effects of the price changes on employment pat-
terns, wages, the price of other factors, and technological innovation. Thus,
our analysis is best thought of as a good approximation to what happened
in the short run (see, for example, Barrett and Dorosh 1996).

We focus here on short-run impacts of globalization for two related
reasons. First, using short-run changes seems to be most appropriate for
studying the impact of price changes on the poor, who, as Barrett and
Dorosh (1996) say, are “likely to be teetering on the brink of survival” and
less able to take advantage of supply-side effects of price changes. And sec-
ond, our primary goal is to understand whether globalization has affected
the poorest corn farmers. In future work, we will incorporate the general
equilibrium effects of changes in the price of corn. In particular, an impor-
tant group that we have not considered here is farm workers. Though not
technically corn farmers, these people are likely to be among the poorest
of the rural population and their livelihoods significantly impacted by
changes in the price of corn.

We are also—in part—Ilimited by our data. Since our data sets are not
panels but are repeated cross sections, there is a concern that our results
might suffer from selection bias. The composition of small, medium, and
large corn farmers could be changing over time, as could the structure of
the larger corn-farming sector. This means that we could be picking up a
compositional effect rather than the effect of globalization. It is clear from
table 5.7 that the absolute number of families in which at least one person
reports that his primary occupation is corn farming has fallen over the past
decade. Therefore, it is possible that some poor corn farmers left corn
farming for other, better-paying jobs and that those particular corn farm-
ers could have been the most able, educated ones. Thus, the negative impact
on corn farmers that we observe in the cross-sectional data over time could
be partially a result of the corn farmers with the best outside opportunities
(something that likely correlates well with present income) leaving corn
farming. Any complete statement about changes in the overall welfare of
corn farmers would need to take selection into account and to correct for
it when studying the impact of globalization on poor corn farmers. It is also
independently interesting to study which corn farmers were able to adjust
and leave corn farming when the price of corn decreased, and which were
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not able to leave but adjusted in other ways, possibly by increasing their
production of corn.

However, our conclusion that the majority of the poorest corn farmers
and their families have not been hurt by globalization is likely to hold re-
gardless of the shortcomings of our analysis. This is because these people
were so poor to begin with that it is hard to imagine them being worse off
as a result of globalization. They were not selling corn in the market, and
they did not rely heavily on income from work. Hence, for these people
there is really only upside potential.

5.5 Conclusion

This paper documents the historical impacts of OECD agricultural poli-
cies on developing countries. We first provide evidence that the majority of
poor countries are net importers of both cereals and food but net exporters
of agricultural products as a whole. This has been true throughout the post-
colonial era. Even middle-income countries that export food products are
net importers of cereals, particularly in the 1990s. Thus, to the extent that
OECD support policies depress the price of cereals and food, these pro-
grams benefit consumers in poor countries. Of course, even if a country is a
net importer, competition from subsidized imports will hurt the net sellers
of these products within the importing countries. However, there is a grow-
ing body of evidence—consistent with our evidence from Mexico—indi-
cating that the poorest individuals in the poorest countries are actually net
buyers of cereals and food and therefore benefit from lower food prices.*

Our econometric results are consistent with this evidence and suggest
that in many food-importing developing countries, OECD support poli-
cies are not correlated with the poverty rate or with income, even after con-
trolling for domestic policies such as openness to trade. Consequently, the
results suggest that OECD agricultural policies do not have a uniform im-
pact on developing-country incomes; net food-importing countries are
likely to gain, while food exporters are likely to be hurt.

In the high-profile case of Mexico, we find that NAFTA reduced the
wedge between the real producer price and the border price, making corn
production less profitable. We also find that the poorest corn farmers are
net food buyers, since they have little land per person and so are forced to
earn cash income in other ways in order to buy food. Therefore, the reduc-
tion in corn prices was unambiguously good for the majority of the poor-
est corn farmers. However, we also find that middle-income corn farmers
have been hit hard, as their real income from corn farming fell by more
than 50 percent while the average income of the largest corn farmers in-
creased by almost 40 percent. Although the price of corn is no longer di-

32. See, for example, Levinsohn and McMillan’s piece on Ethiopia (chap. 13 in this vol-
ume).
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rectly supported by the Mexican government, transfer payments to corn
farmers at all levels of income increased substantially between 1991 and
2000. Because these payments are often tied to amount of land cultivated
with corn, their increase may explain the puzzle of increasing corn pro-
duction in the face of falling corn prices.

Our findings may be taken as a note of caution in the context of argu-
ments for wholesale multilateral agricultural trade liberalization in indus-
trial countries as a means of alleviating poverty in developing countries.
The aggregate efficiency gains associated with trade liberalization, a topic
not addressed in this paper, may mask negative impacts for many develop-
ing countries, particularly the poorest. Trade negotiators may need to con-
sider means of protecting these countries from the negative effects of
higher commodity prices, at least in the short run, and developing coun-
tries may find it advantageous to advocate for more far-reaching liberal-
ization in the cotton, dairy, and sugar markets rather than in the markets

for bulk grain commodities that they import.

Appendix

Table 5A.1 Description of variables and data sources

Variable name Source Description

Head count World Bank PovertyNet Constant US$(1985); fraction of pop-

poverty rate
Log average in-

come per capita

SOI anomaly

OECDPOLICY

Penn World Tables 6.1

National Oceanic and Atmospheric
Administration data, available at ftp://
ftp.ncep.noaa.gov/pub/cpc/wd52dg/
data/indices/soi

SourceOECD agriculture support
estimates, available at http://oecd
publications.gfi-nb.com/cgi-bin/OECD
BookShop.storefront/EN/product/
512002093C3

USDA Economic Research Service
Trade Issues data, available at
http://usda.mannlib.cornell.edu/

ulation with income less than $1 per
day

Constant US$(1985), real GDP per
capita

Southern Oscillation Index anomaly

OECD average nominal protection
coefficient. Data included in regres-
sion as weighted average across com-
modities where weights are produc-
tion shares for major commodity
classes. These commodity classes are
wheat, maize, rice, other grains,
oilseeds, sugar, milk, beef, sheep
meat, wool, pig meat, poultry, eggs,
coffee, cocoa, roots and tubers, fruits,
and vegetables (including melons).
Data available from OECD for period
1987-2000 and ERS/USDA for
period 1982-87.

(continued)



Table 5A.1 (continued)

FAOSTAT data on agricultural produc-  Data included in regression as

tion of primary crops, available at weighted average across commodities
http://faostat.fao.org/faostat/collections ~ where weights are production shares
?subset=agriculture for major commodity classes listed
above in 1970. Production share data
from FAO.
Exports + World Development Indicators Exports and imports in constant
import/GDP US$(1985) at market exchange rate.
GDP is in PPP$(1985)
Ln (1 + inflation World Development Indicators Log of rate of inflation plus one
rate)
Table 5A.2 Rural poverty lines for Mexico
Monthly per capita poverty lines (1994 pesos) 1994 1996 1998 2000
Food poverty/extreme poverty 43.29 87.61 117.52 139.78
Asset poverty/moderate poverty 82.78 159.21 208.76 254.50
$1/day poverty line 68.51 124.29 173.8 219.24
$2/day poverty line 137.02 248.58 347.6 438.48

Sources: ENIGH, ENE, World Bank (2004).

Notes: Food poverty is defined as the income required to purchase a food basket to satisfy
minimum nutritional requirements. Asset poverty uses Engel coefficients to estimate the non-
food component of income. Since our income data are in real 1994 pesos and the poverty line
estimates were originally in 2000 pesos, we used the general CPI to convert the poverty lines
to real 1994 pesos. Income from corn farming is only reported in the last three years because
the available data for the earlier years do not correspond to the years available household
data.
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Comment Mitali Das

McMillan, Zwane, and Ashraf (hereafter MZA) have written an interest-
ing paper, which asks whether large agricultural subsidies in rich countries
affect rural incomes in poor ones. Many observers will agree that an answer
to this question is imperative in resolving the debate over and designing
the appropriate WTO policy on OECD agricultural subsidies. The simplest
story for a link is as follows: subsidies allow rich farmers to sell on the
world market at below-cost prices; these are transmitted to producer prices
in poor nations; and these in turn affect the incomes of the agrarian popu-
lation. Under this transmission from rich farmers’ subsidies to poor farm-
ers’ incomes, net exporters among poor nations would realize lower agrar-
ian incomes while net importers would benefit from higher ones. MZA test
this hypothesis empirically.

There are three key results of MZA that I note. First, MZA find that
agriculture subsidies in OECD nations do indeed affect rural incomes in
poor nations. They affect them in a nonlinear manner, but not in the ex-
pected manner: rural incomes among net importers are found to be de-

Mitali Das is an associate professor of economics at Columbia University.
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creasing as OECD support increases, while rural income for net exporters
is falling as OECD support for the commodities they grow increases. A sec-
ond result I discuss is ancillary to the paper (admittedly, it is also not dis-
cussed by the authors) but is implied by a robustness test that MZA carry
out. It suggests that once OECD subsidies are accounted for, growth (to
misquote Dollar and Kraay 2002) is no longer good for the poor. Finally, a
third finding is that in post-NAFTA Mexico, corn farmers’ incomes fell
substantially following the flood of heavily subsidized corn imports from
the United States.

The first result is the most tenuous. It is logically inconsistent with the
theoretical predictions of any reasonable model. Apart from poor data
quality, measurement error, and small sample size (which MZA point to),
the methodological implementation raises issues that very plausibly lead
to the unexpected results. These are elaborated upon below.

The second result is less tenuous but is nevertheless surprising. It is over-
looked in the paper but merits discussion for this simple reason: the ap-
proximate unit elasticity of the lowest quintile’s income to average income
is an empirical regularity that apparently withstands controls for country
fundamentals (GDP, exports/imports, inflation rates), social development
(secondary school enrollment, rule-of-law indexes), and financial-sector
development; see Dollar and Kraay (2002). Yet MZA’s inclusion of con-
trols for OECD support policy attenuates this elasticity until it is indistin-
guishable from zero. While this is possible in principle, the paper is void of
any discussion on this by-product of the empirical results. Explanations for
this finding will be suggested here.

I am in general agreement with the third result. There is broad consen-
sus about agrarian incomes in post-NAFTA Mexico, in both popular and
academic circles.! The raw data in MZA support this consensus. Causality
is still difficult to establish, however. There are two suggestions I will make.
One is to supplement their descriptive statistics with minimal regression
analysis or statistical tests of equality. The second is to balance the discus-
sion of income losses with the economic gains due to NAFTA (DeLong
2000) and discuss net welfare gains.

A more detailed discussion of the first two results follows. To this end, it
is useful to specify the model MZA estimate, which can be succinctly sum-
marized as
(1) Income of lowest quintile, = OECDpolicies, 3, + OECDpolicies?(3,

+X,y+eg,,

where OECDpolicies represents a measure of the OECD subsidy policies
that are relevant for (poor) nation i at time ¢, and X denotes controls.

1. See, e.g., “Dumping without Borders” (Oxfam 2003).
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Result 1: From Rich Farmers’ Subsidies to Poor Farmers’ Incomes

To approximate OECD subsidies on the commodities produced in poor
ones (i.e., to measure “OECDpolicies”), MZA adopt a quite reasonable
approach, using a weighted average of the net protection coefficient (NPC)
for each commodity produced by the rich nations. Commodities not pro-
duced get a zero NPC, and weights are the share of the commodity in the
poor nation’s output. Using this measure, instrumental variables estimates
are derived from the model in equation (1). Estimates of 3, and B, are
found to be negative and positive respectively, leading to the unexpected
U-shaped response of income of the lowest quintile to OECDpolicies men-
tioned earlier. Below, I suggest what could lead to this result, and I also sug-
gest methodological changes that could recover the expected result.

Point A: Net Importers and Net Exporters

How in fact might OECD subsidies be viewed from a poor nation’s per-
spective? It depends. For a net exporter, agrarian incomes are decreasing
in OECD subsidies (8, < 0, 8, = 0), while for a net importer the opposite
ought to be true (3, > 0, B, = 0). Without separating net exporters from
importers, therefore, a null hypothesis on 3, and §3, in equation (1) cannot
be formulated. This is a potentially leading cause of confounding the esti-
mates obtained in equation (1).

To address this, two approaches come to mind. One is to weight the NPC
nonmonotonically (from -1 to O for importers and 0 to 1 for net exporters).
This would fit nicely here because the relevant partial effect is evaluated at
a particular level of OECDpolicies, which is negative for net importers and
positive for exporters. With this specification, one could expect that the
sign of the effect on the lowest quintile’s income in net importers would be,
in general, inverted from that for net exporters.?> A limitation of this ap-
proach is that it would a priori require that the absolute effect of OECD
policies is identical for net importers and exporters. An alternative is in-
clusion of an interaction between the subsidy variable and an indicator for
exporter/importer status:

(2) Income of lowest quintile, = OECDpolicies, 3, + OECDpolicies?(3,
+ NetEx, - OECDpolicies, 3, + NetEx,
- OECDpolicies?p, + X'y + €,

where NetEx is an indicator for net exporters.

Here, the null hypotheses are {$, >0,8,=0,8,+ B,=0,8, + B, <0}.
Additionally, an interesting testable hypothesis is for symmetry in re-
sponses—that is, whether the reduction in poverty for net importers from

2. It would depend on the magnitude of the coefficient for the linear part.
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a unit increase in OECDpolicies is equivalent in absolute magnitude to the
increase in poverty for net exporters. Because net exporters’ incomes are
directly linked with reductions in price, while net importers’ income might
be less so, an asymmetric response could be expected. More generally,
some evidence indicates that income gains in poor nations accrue largely to
the upper quintile (Das and Mohapatra 2003).

I would recommend that MZA reestimate the alternative model in equa-
tion (2) and test each of these hypotheses directly.

Point B: Weighting Choices

Weights used in the MZA approach are the shares, in 1970, of the
OECD-subsidized commodity in the poor nation’s output. A potential
problem with this dating approach is of misstating the true effect of OECD
subsidies, because nations very likely adjust their crop allocation to the
most profitable combinations over time. For instance, net exporters might
appropriately shift away from commodities that are persistently heavily
subsidized in OECD nations, because they lead to lower world prices and
lowered profits.? Then, even if point A was irrelevant, the estimates would
be statistically biased and inconsistent. Because crop allocation and plan-
ning do not generally adjust instantaneously to foreign subsidy levels, one
suspects that current allocations are less likely to be determined by current
subsidy levels (MZA) and more likely to be affected by previous subsidy
levels.

To this end, I would recommend that MZA compare the 1970 shares of
the commodities in the poor nations’ output with more contemporaneous
ones, to determine whether it is appropriate to proceed with 1970 shares in
construction of the key variable OECDpolicies.

Result 2: Growth Is No Longer Good for the Poor?

I refer here to results obtained in table 5.8 (last column, first row).

To preserve comparability with other research on poverty, MZA per-
form a series of robustness tests. In particular, MZA include the set of con-
trols from Dollar and Kraay (2002) where income of the lowest quintile is
a function of average income, country fundamentals, social indicators,
financial sector variable and region effects. The elasticity of the poor’s in-
come to average income is found to be stable (approximately unity) and ro-
bust to a wide range of specifications; see Dollar and Kraay (2002). This
implies that the lowest quintile’s income rises approximately one-for-one
with income, and lays the basis for the “Growth is good for the poor” as-
sertion.

3. As a heuristic point, India’s export share of tea has reduced from 40 percent to approxi-
mately 13 percent between 1960 and 1992 (Indian Child).
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/ Lowest quintile’s income

Average income

OECD subsidy policies

Fig. 5C.1 Possible attenuation of the regression coefficient of average income

Primarily because this finding is robust to many potential determinants
of growth, it is surprising that the result attenuates (it is indistinguishable
from zero) when MZA include the controls for OECDpolicies. The OECD
policy variables themselves are by and large statistically significant, and
they indicate that OECD support is more important than average income
as a determinant of poverty. How shall we interpret this? Could OECD poli-
cies have sufficiently strong effects to wipe out the apparently robust rela-
tion between growth and poverty?

My intuition is pulled in two directions here.

On the one hand, in light of points A and B for result 1, instrumental
variables estimates of table 5.8 could be biased, and the suggested pattern
spurious. This is a plausible argument because the signs of the effects are
contrary to what might be expected.*

On the other hand, even if the specific results of table 5.8 are inaccurate
(because of, say, small samples), OECD policies could have strong enough
effects to make growth irrelevant (or less important) for the lowest quin-
tile’s income. One reason is the sheer size of the rural population in less-
developed nations, which the World Bank estimates to be 76 percent of the
total population in poor nations (see MZA’s table 5.1). Anecdotal evidence
indicates that the rural population derives a large share of their income di-
rectly from crops; for example, in 2000 data, Mexican farmers indicated
that 56 percent of their income was directly derived from corn and beans
(MZA’s table 5.11). In this way, a large fraction of income, for a large frac-
tion of the population, depends directly on prices for the crops they grow.
These prices affect not just the lowest quintile’s income but average income
as well (the share size of the rural population is well over 20 percent, as in-
dicated above). A schematic for this scenario is shown in figure 5C.1.

What this schematic implies for regression analysis is that, where OECD
policies and average income are both determinants of the lowest quintile’s
income and OECD subsidy policies are an important determinant of aver-
age income, the regression coefficient on the variable OECDpolicies could

4. The sums of the coefficients indicate that OECD policies lead to reductions in poverty or
increases in lowest quintile’s incomes, in all regions of the world except for Eastern and Cen-
tral Europe.
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simply denote the net effect (of the policies plus that of average income) on
the lowest quintile’s income. If OECD subsidy policies are negatively cor-
related with average income, as they should be for net exporters, the re-
gression coefficient on average income will attenuate. This is one explana-
tion for the finding in table 5.8.

However, MZA would also have to address net exporters and importers
(result 1A) in order to precisely estimate whether OECD subsidy policies
matter more than growth for poverty.

Conclusions

This paper is a good starting point in quantifying the impact of rich na-
tions’ food subsidies on poor nations’ incomes. The importance of this
topic is well understood in the policy literature, and MZA must be con-
gratulated for analyzing a quite difficult and contentious policy issue. The
empirical exercise raises challenges similar to those in other cross-country
regression analyses, and it is further complicated by small samples. The
usual interpretational issues arise, and causality is quite difficult to estab-
lish in the face of coincidental global and regional shocks.

Additional data could help resolve some of these problems. In particu-
lar, I would suggest the authors use larger samples to explore the premise
that I outline in result 2: is a key determinant of the relation between low-
est quintile’s income and average income operating simply through policies
such as the OECD subsidies?

The Mexico case study using microdata could potentially overcome
many of these problems, so future work might focus on understanding the
patterns of income growth and reduction using such micro-level data. This
is an important area of research, so I look forward to reading more of the
authors’ research on the matter.
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The Effects of the Colombian Trade
Liberalization on Urban Poverty

Pinelopi Koujianou Goldberg and Nina Pavenik

6.1 Introduction

The recent wave of trade reforms in the developing world has been fol-
lowed by an intense debate as to whether these reforms contributed to the
increase in wage inequality observed in many developing countries during
this period. While this debate has not delivered a unanimous answer, free
trade advocates emphasize that even if trade liberalization increased in-
equality (thus worsening the relative position of some groups in the popu-
lation), it may still have improved the absolute position of the entire pop-
ulation, thus reducing poverty. Proponents of this view accordingly
advocate a shift of focus from relative to absolute measures of well-being.

Despite the importance of the above argument, there has been little work
on the effects of trade policy on absolute measures of well-being, such as
poverty. The scarcity of studies on this topic is primarily due to the diffi-
culties associated with the measurement of poverty on one hand, and the
identification of the trade policy effects on the other. The present paper
takes a step toward filling this gap. While our analysis faces many of the
challenges encountered in previous attempts to establish a link between
trade liberalization and poverty reduction, we believe that the importance
of the issue from a public policy point of view justifies the attempt to more
closely study this link.

Our analysis focuses exclusively on the urban sector in Colombia, a
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country that underwent major unilateral trade liberalization in the late
1980s and early 1990s following its 1981 accession to the General Agree-
ment on Tariffs and Trade/World Trade Organization (GATT/WTO). The
focus on the urban sector is dictated by the nature of the policy experiment
we exploit to identify the relationship between openness and poverty re-
duction. The drastic tariff and nontariff barrier reductions between 1985
and 1992 were concentrated in the manufacturing sector, which is mainly
located in urban areas. The average tariff in manufacturing dropped from
50 to 13 percent between 1984 and 1998; in contrast, the average tariffs in
agriculture declined substantially less, from 26 to 12 percent. Given the
relatively small magnitude of trade liberalization in rural areas, we do not
expect the reforms to have had as significant an impact on rural poverty,
at least not in the short or medium run. Furthermore, the wide use of do-
mestic production and export-oriented agricultural policies by developed
countries suggests that agricultural prices in the developing world would
be potentially affected more by a multilateral liberalization of agricultural
trade, such as the one currently debated in the Doha WTO negotiations,
than a unilateral trade liberalization episode in a single country. Hence, al-
though poverty is particularly problematic in rural areas, we confine our
analysis to the urban sector. According to World Bank estimates, poverty
rates in urban Colombia lie well above the poverty rates in developed coun-
tries, even though they are consistently lower than in rural areas.!
Methodologically, we rely on a partial equilibrium approach to identify
the link between poverty and trade liberalization in the short or medium
run. To be more specific, we focus on the effects of trade liberalization on
urban poverty via the labor income channel. We examine whether the trade
reforms led to changes in employment conditions and wages in the short to
medium run, which may have affected poverty. The obvious shortcoming
of this approach is that we are not able to deliver an overall assessment of
the effect of trade liberalization on poverty. By focusing on the labor in-
come channel, we abstract from the effects that trade policy may have had
on poverty through the consumption or household production channels.?
Given that trade policy affects goods prices and that both consumption
and household production decisions are a function of these prices, these
channels are potentially important. This is demonstrated, for example, in
two recent studies that have adopted a general equilibrium approach to as-

1. In particular, the 2002 World Bank Poverty Assessment report for Colombia reports a
poverty rate of 55 percent for the urban sector in 1999, while the poverty rate in the rural sec-
tor is 79 percent. The national poverty rate is reported at 64 percent. The corresponding num-
bers for the “extreme” poverty rate in 1999 are 14 percent, 37 percent, and 23 percent re-
spectively. We discuss the precise definitions of these poverty rates and their measurement
in section 6.4.1.

2. For a discussion of the channels through which trade liberalization affects poverty see
Goldberg and Pavenik (2004) and Winters, McCulloch, and McKay (2004).
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sess the poverty effects of trade reforms (Porto 2006 and Chen and Raval-
lion 2004b).

In addition, we potentially ignore one of the most important channels
through which trade may affect poverty, namely growth. There is fairly ro-
bust evidence that growth reduces poverty (see Ravallion 2004, pp. 5-6 and
figure 2) in the long run. However, the relationship between openness and
growth has been more contentious. Given that establishing a clear link be-
tween free trade and growth has been empirically elusive (see Hallak and
Levinsohn 2004 and Winters, McCulloch, and McKay 2004 for recent
overviews), there is little hope that one could credibly demonstrate a rela-
tionship between free trade and poverty via the growth channel, especially
since the growth effects of trade liberalization probably spread over several
years.

On the positive side, the partial equilibrium approach does not require
the strong assumptions inherent in the general equilibrium framework (see
Goldberg and Pavcnik 2004 for a detailed discussion). Furthermore, the
partial equilibrium approach allows us to link poverty (or at a minimum
some of the variables that are highly correlated with it) to trade liberaliza-
tion using plausibly exogenous variation in trade policy over time, so that
identification of the pure trade policy effects is arguably more compelling.
Finally, there is still little known about the short- and medium-run effects
of trade reforms. Given that the adjustment costs associated with trade lib-
eralization are potentially high, a study of the short- or medium-run effects
is important from a policy point of view, especially since the negative
stance toward free trade is often attributed to the negative effects that re-
forms are expected to have in the short run.

Our analysis proceeds as follows. We start by providing a brief overview
of the policy experiment and the data we exploit in our empirical analysis.
Next, we discuss how we measure poverty and compare our poverty mea-
sures to those used by the World Bank and Colombian policymakers.
Based on these measures we then describe who is poor in urban Colombia.
The purpose of this exercise is to establish whether poverty is correlated
with particular conditions (e.g., unemployment, employment in sectors
that experienced large tariff cuts, work in the informal sector, compliance
with minimum wages) that are likely to be affected by trade liberalization.
If it is, then the next step in the analysis is to examine whether the trade re-
forms did indeed have an impact on these conditions. The advantage of this
step-by-step approach is that it allows us to infer not only whether trade
liberalization had an impact on poverty, but also the specific channels
through which this impact was realized. Finally, in the last step of the em-
pirical analysis, we make an attempt to directly relate our poverty mea-
sures among the employed to trade liberalization, in order to assess the
overall effect of the trade reforms on urban poverty via the labor income
channel.
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To preview our results, we find strong and robust evidence that urban
poverty is highly correlated with certain conditions such as unemploy-
ment, employment in the informal sector, and wages below the minimum
wage standard. However, we find little to no evidence that any of these con-
ditions were affected by the recent trade liberalization in a significant man-
ner. Perhaps not surprisingly, we then also fail to find any direct correlation
between poverty and trade reforms in urban Colombia using a partial equi-
librium approach. While it is premature to draw any general conclusions
regarding the relationship between trade liberalization and poverty in
developing countries based on a single-country study, our results seem to
point to growth and general equilibrium effects as being potentially more
important in reducing poverty.

6.2 The Policy Experiment: The Colombian Trade Liberalization

Starting in 1985 Colombia experienced gradual trade liberalization that
culminated in 1990-91. As we have argued in our earlier work, several fea-
tures of this trade liberalization episode make it attractive from an empiri-
cal point of view.?

First, because Colombia had not participated in the tariff-reducing ne-
gotiation rounds of the GATT/WTO, it used tariffs as one of the primary
trade protection tools prior to the reforms.* A big part of the Colombian
trade liberalization consisted of reducing tariffs to levels comparable to
those observed in other WTO members. The main advantage of tariffs rel-
ative to nontariff barriers to trade (NTBs) as a measure of trade policy is
that they are easy to measure and comparable across years.” NTBs were
also reduced as part of the reforms. Unfortunately, industry-level informa-
tion on NTBs is not consistently available on an annual basis. Fortunately,
the existing data suggest that tariff levels (and their changes) are positively
correlated with NTB levels (and their changes), so tariff changes are likely
to provide fairly accurate measures of the overall trade policy changes (al-
though the coefficients on tariffs in our regressions might overstate the
pure tariff effect).

A second appealing feature of the Colombian trade reforms is that they
affected not only the average level of protection but also its structure. In-
dicatively, although the correlation of industry tariffs between 1984 and
1986 was 0.94, the correlation between 1984 and 1992 (a year following the

3. See Attanasio, Goldberg, and Pavcnik (2004) and Goldberg and Pavenik (2003, 2005) for
a detailed description of the reforms and for tables and figures with descriptive statistics on
the tariff and nontariff barrier reductions.

4. Colombia became a GATT member in 1981 but chose to make use of the developing-
country exemption regarding tariff cuts (article XVII of GATT).

5. In particular, NTBs are measured by coverage ratios, which are notoriously problematic
measures of the trade restrictiveness of NTBs.
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peak of trade reform activity) was only 0.55. The changing structure arises
from the fact that the reforms had a differential impact on each sector: sec-
tors with initially high levels of protection (such as textiles and apparel)
experienced the largest tariff cuts; in contrast, in sectors with lower pre-
reform protection levels, the tariff cuts were more modest. It is this
cross-sectional variation in tariff reductions that we exploit in order to
identify the trade policy effects. In addition, this change in the trade pro-
tection structure was accomplished over the course of several years, which
provides ample variation over time in the data for the purpose of identify-
ing the trade policy effects.

Finally, because the main objective of the Colombian government was to
bring industry tariffs to an almost uniform level in accordance with WTO
guidelines, policymakers were less prone to succumb to industry pressure
or lobbying. This implies that tariff changes can be plausibly considered
exogenous.

These features of the Colombian trade reforms suggest that the cross-
sectional variation in tariff changes provides an appealing policy experi-
ment to study how trade policy changes have affected the Colombian econ-
omy. There are, however, two potential caveats associated with such an
exercise. First, although tariff changes arguably provide accurate measures
of the recent liberalization in Colombia, the “opening” of the Colombian
economy might have also affected other trade-related variables that are
not captured by tariffs. To address this concern we exploit changes in indus-
try imports and/or exports over time as additional measures of exposure
to trade. The use of quantity measures such as imports and exports is nat-
urally controversial, as such variables are endogenous to trade policy
changes.® The advantage of using them is that any changes in trade policy
that we may have missed by exclusively focusing on tariffs will probably
lead to changes in the import and export volumes so that these variables
may more accurately represent the cumulative effect of trade policy
changes. Along the same lines, we have considered including foreign direct
investment (FDI) in the analysis, especially as there is strong evidence that
FDI has had strong distributional effects in Mexico (see in particular Feen-
stra and Hanson 1996, 1997). Unfortunately, FDI data are not available for
Colombia at the industry level. However, FDI inflows in Colombia have
been small relative to Mexico, so it is unlikely that they have had any sig-
nificant impact on the labor market.

The second caveat is that the cross-sectional variation of tariff changes
is useful only to the extent that we study outcomes that are likely to differ
by industry (e.g., industry employment, wages). This is precisely the reason
that we focus on partial equilibrium effects of trade policy changes. We ab-

6. To alleviate these endogeneity concerns we employ lagged values of imports or exports
rather than their current values.



246 Pinelopi Koujianou Goldberg and Nina Pavcnik

stract from economy-wide implications of tariff policy changes, because,
while there is no doubt that economy-wide effects are important in the gen-
eral equilibrium, we do not have a way of separating these trade-induced
effects from other economy-wide shocks without imposing strong identifi-
cation assumptions.

6.3 The Household Survey Data

Our ultimate empirical goal is to link the trade policy changes described
above to poverty measures or to economic variables that are highly corre-
lated with poverty. To construct these variables we rely on the June waves
of the Colombian National Households Survey (NHS), which are admin-
istered biannually by the Colombian National Statistical Agency (DANE).
We focus on the June waves because these waves include a special module
on the informal sector of the economy (defined as the sector that does not
comply with labor market regulations). Given that the informal sector ac-
counts for 50 to 60 percent of urban employment and given that informal-
ity is a priori likely correlated with poverty, including information on those
employed in the informal sector in a study of urban poverty is particularly
important. To construct poverty measures we rely on the income informa-
tion provided in the NHS. While expenditure survey data may be prefer-
able for measuring poverty, the household expenditure survey in Colombia
is available for only one year, so it is not possible to analyze the evolution of
poverty using the expenditure data.

Our data cover urban areas in the years 1986, 1988, 1990, 1992, 1994,
1996, and 1998. This fourteen-year period covers several trade liberaliza-
tion episodes. We construct several variables that control for household
and individual demographics such as age, gender, marital status, family
size, whether a person is a household head, education, literacy, geographi-
cal location, whether a person was born in urban area, and how long the
person has resided in current residence. Based on the information on high-
est completed grade, we classify individuals by education as those with no
complete schooling, complete primary school, complete secondary school,
and complete university degree.

In addition, the survey contains detailed information on employment
characteristics and wages. Individuals who are older than eleven are clas-
sified into three categories: inactive, unemployed, and employed.” For
all categories, the NHS reports income from sources other than earn-
ings. For unemployed individuals, the survey reports the one-digit Inter-
national Standard Industrial Classification (ISIC) code of the industry

7. DANE classifies individuals aged twelve and older as inactive if they are not employed
and are not actively seeking work. The primary activity of inactive individuals is usually be-
ing a student, a homemaker, or a pensioner.



Effects of the Colombian Trade Liberalization on Urban Poverty 247

in which the individuals used to work and the industry in which they are
looking for new work. There is a total of nine single-digit ISIC indus-
tries.

For those who are employed, the survey reports earnings, occupation,
type of employer (i.e., private company, government, private household,
self-employed, unpaid family worker), and the two-digit ISIC code of the
industry in which the individuals are employed. There is a total of thirty-
three two-digit ISIC industries per year.® Based on the information on the
reported earnings and the number of hours worked normally in a week, we
construct hourly and monthly wages. We also create controls for whether
an individual works for a private company, government, or a private house-
hold, and whether he or she is an employer or self-employed. Furthermore,
the survey reports whether the worker’s employer contributes to the
worker’s social security fund. The employer’s compliance with the social
security legislation (and thus labor market regulation) provides an excel-
lent indicator for whether a worker is employed in the formal sector. Fi-
nally, based on the information on monthly minimum wage standard, we
generate an indicator for whether a worker’s monthly earnings are below
minimum wage standard.’

The main disadvantage of our data is that we do not have information on
unionization. However, Edwards (2001) and anecdotal evidence suggest
that unions do not have significant power in most Colombian industries
(with the possible exception of the public sector and the petroleum in-
dustry).

6.4 Who Is Poor in Urban Colombia

6.4.1 Measurement of Poverty

Poverty Lines

An operational definition of poverty presents many conceptual and
measurement problems (see Ravallion 2004 for a detailed discussion). One
of the most important ones is the distinction between absolute and relative
poverty. In the first case, the measurement of poverty relies on a poverty
line that has a fixed real value—the $1-per-day poverty line at 1993 pur-
chasing power parity (PPP), which is representative of poverty lines used in
poorest countries, provides an example of such a fixed line. In contrast, the
measurement of relative poverty relies on a line that increases with the
mean income. The two measures have very different implications for the as-
sessment of the impact of trade reforms on poverty. To see why, consider

8. We have tariff information for twenty-one of these industries (although tariffs are likely
to be zero in the industry categories for which no tariffs are reported—i.e., services).
9. Information on monthly minimum wages is from Maloney and Nunez (2003).
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the extreme case in which the (relative) poverty line moves proportionately
with mean income. A trade policy that raises all incomes by the same pro-
portion will in this case leave relative poverty unchanged. Still, the policy
has raised—in absolute terms—the incomes at the bottom of the income
distribution, reducing the (absolute) poverty of the lowest-income individ-
uals.

We focus on absolute poverty for several reasons. First, the value judg-
ment underlying the use of the relative poverty line is that well-being
should be measured in relative terms only. This view seems extreme, espe-
cially when applied to low- or middle-income developing countries such as
Colombia; while relative standing is certainly important for welfare, it is
hard to argue that absolute standards of living are irrelevant in a country
like Colombia. Second, when a relative measure of poverty is adopted, the
question of how trade policy has affected poverty becomes equivalent to
the question of how trade policy has affected inequality. The latter question
has been researched extensively in the literature—see, for example, At-
tanasio, Goldberg, and Pavcnik (2004) for a detailed analysis of how the
trade reforms have affected inequality in Colombia. However, the existing
literature has mostly abstracted from the link between absolute poverty
and trade policy.

Obviously, any measure of absolute poverty depends crucially on the
setting of the fixed poverty line. DANE calculates its own poverty line
based on some minimum calorie and nutrition requirements for an in-
dividual of average age. Urban poverty lines differ across cities. DANE
further distinguishes between two poverty lines: the “extreme” poverty
line and the regular poverty line, which according to the World Bank is 2
to 2.5 times higher than the extreme one (see World Bank 2002, p. 100,
for a detailed description). Unfortunately, DANE does not make its pov-
erty data publicly available, and the World Bank (2002) reports DANE
poverty lines only for selected years. Moreover, it is not clear whether the
consumption basket used in the DANE poverty calculations remains
fixed over time; a changing consumption basket would complicate com-
parisons of poverty across years even further. For these reasons, we de-
cided to adopt the “international” poverty lines that are based on mul-
tiples of the $1-per-day (in 1993 PPP terms) measure. Details on how this
line was chosen are provided in Chen and Ravallion (2001, 2004a).'° In
the context of Colombia, this line will be expressed in 1995 Colombian
pesos.

To make sure that our empirical results are not due to the particular
choice of the poverty line, we consider several multiples of the $1-per-day

10. Following Chen and Ravallion, we actually use the $1.08-per-day (in 1993 PPP terms)
line and its multiples, although this line is usually referred to as the “$1-per-day” poverty line.



Effects of the Colombian Trade Liberalization on Urban Poverty 249

measure ($2, $3, $4, $5, and $7) and conduct extensive sensitivity analysis.
In addition, we compare individuals in the bottom 10 percent and 20 per-
cent of the per capita income distribution in urban Colombia in 1986 to
those who fare better. The income for the bottom 10 percent of the income
distribution lies somewhere between the $2 and $3 poverty line; for the bot-
tom 20 percent of the income distribution, the income is between $3 and $4
per day. Overall, we consider eight distinct measures of poverty (six mea-
sures based on multiples of the $1-per-day line, and two measures based on
the income distribution). These measures should cover the entire spectrum
of plausible poverty measures.

Household Income Per Person

Household income is measured in the NHS on a monthly basis as the
sum of the incomes of all individuals in the household. Income of em-
ployed individuals consists of reported wages or earnings from self-
employment. The earnings of individuals who work as unpaid family
workers are set to zero. In addition, the survey asks all individuals older
than eleven (irrespective of their employment status) whether they have re-
ceived income from other sources (such as interest payments, dividends,
rents, pensions, public assistance, etc.). All monetary values are expressed
in 1995 pesos.

To obtain per capita household income we adjusted the household in-
come by the number of household members. To this end, we experimented
with two alternative adult-equivalency formulas:

1. The first formula follows Deaton and Paxson (1997), who compute
adult equivalency as (N, + o N.)®, where N, is number of adults in a house-
hold, N, is number of children (defined as individuals aged fifteen or less),
ais adult equivalency scale, and 6 is an economies-of-scale parameter. The
parameters « and 6 can take on the values 1, .75, and .5. This yields nine
measures of per capita household income. This is the formula most com-
monly used in developing countries, although there is no consensus on the
particular values of the parameters o and 6.

2. The second formula is the Organization for Economic Cooperation
and Development (OECD) formula for adult equivalence: 1 + .7(N,— 1) +
.5N, (based on World Bank Poverty Manual, online document, page 21).

Because there is little agreement in the development literature as to
which equivalency formula is more appropriate, we have computed per
capita income based on alternative equivalency and scale parameters, and
examined the correlations across these alternative definitions. The results
are reported in appendix table 6A.1 and suggest that alternative measures
of per capita income are highly correlated, with the correlations ranging
from 0.92 to 1. In general, the income measures seem more sensitive to
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changes in the scale parameter 6 than changes in the adult equivalency pa-
rameter a. As a further robustness check we have also computed poverty
head count ratios using the $1- and $2-per-day measures for alternative
adult equivalency formulas. The results are presented in appendix table
6A.2. While the exact head count ratio varies with the values of a and 6 (as
with table 6A.1, the estimates are more sensitive to the economies-of-scale
parameter than the adult equivalency parameter), the time trends regard-
ing the evolution of the poverty head count ratios are similar across alter-
native per capita income definitions. Hence, it is unlikely that different in-
come measures will yield different conclusions regarding the effects of
trade policy on poverty.

Given the high correlation coefficients across income definitions in table
6A.1 and the similar time trends in the poverty head count ratios, we chose
to focus on a per capita income measure based ona = 1 and 6 = 1 (in other
words, simple per capita household income without any adult equivalency
adjustment) for the rest of the analysis. This is consistent with the ap-
proach taken in Chen and Ravallion (2001, 2004a) and the World Bank
Poverty Report (World Bank 2002).

Poverty Head Count Ratios

Based on the per capita income measure discussed above, we computed
various poverty head count ratios, each corresponding to a different pov-
erty line. Our estimates are displayed in table 6.1.

To assess whether the numbers in table 6.1 appear reasonable, we com-
pared the head count ratios we obtained based on the $2-per-day measure
to those reported by the World Bank using the same measure (World Bank

Table 6.1 Poverty head count ratios

1984 1986 1988 1990 1992 1994 1996 1998
$1 .025 .025 018 .014 018 011 .022 .028
$2 .069 .067 .057 .051 .058 .037 .055 .073
$3 158 157 139 129 130 .100 127 159
$4 .263 259 243 241 239 182 214 248
$5 .366 377 336 344 341 278 311 .346
$7 528 541 516 513 .508 431 474 489
DANE poverty .55 0.482 0.55°
DANE extreme poverty 17 0.1# 0.14°

Notes: As in Chen and Ravallion (2001), $1-a-day line in 1993 PPP is $1.08-a-day line (same applies to
its multiples). All estimates are computed using survey weights. The first column refers to the poverty
line used in the computation of poverty rates in each row. The DANE poverty rate and extreme poverty
rate are from World Bank (2002, table 2) based on DANE poverty lines. These rates are available only
for selected years (1988, 1995, 1998).
*“Number is for 1995.

"Number is for 1999.
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2002, table 2, p. 12). Our estimates seem very close to those reported by the
World Bank."

Table 6.1 exhibits several interesting features. First, note that the poverty
rates based on the $1-per-day measure are extremely small. This is not sur-
prising given that Chen and Ravallion (2001) suggest that the $1 line is in-
dicative of poverty lines used in poor countries, and not of middle-income
countries such as Colombia. Second, while the $2-per-day line is presum-
ably more appropriate for Colombia, note that the poverty rates computed
based on this line are still well below the poverty rates reported by the
World Bank based on DANE poverty lines. This suggests that the standard
of living considered acceptable by Colombians is substantially higher than
the one corresponding to the $2-per-day measure. The urban poverty rates
computed by the World Bank based on DANE poverty lines (available for
selected years only in the World Bank Poverty Report; World Bank 2002,
table 2, p. 12) are displayed at the bottom of table 6.1. A comparison of
these rates to the ones we have computed based on multiples of $1-per-day
poverty lines suggests that the extreme poverty rate corresponds roughly to
a definition of poverty that uses the $3-per-day measure as the poverty line;
the regular poverty rate corresponds roughly to the definition that uses the
$7-per-day measure. It is worth noting that these poverty lines, which are
viewed as the appropriate benchmarks by Colombian policymakers, sug-
gest that poverty is still substantial in urban areas.'?

A final feature of table 6.1 worth noting is that even though the magni-
tudes of poverty rates differ depending on what poverty lines we use, they
all exhibit similar time trends. In all cases, poverty steadily declines be-
tween 1984 and 1994 and rises thereafter. Hence, it seems safe to conclude
that no matter what poverty definition we adopt, our empirical results con-
cerning the effects of trade policy on poverty will not depend on the par-
ticular choice of the poverty line.

6.4.2 Descriptive Results: Who Is Poor

Before investigating the relationship between trade policy and poverty,
we use the household survey data to describe which households are most

11. In particular, for 1988 we estimate the poverty rate based on the $2-per-day measure to
be 5.7 percent, while the World Bank reports a figure of 5 percent for the same year. The
World Bank estimate for 1995 is 3 percent. While we do not have data for that particular year,
our estimates for 1994 (3.7 percent) and 1996 (5.5 percent) seem in line with their estimates.
Similarly, we do not have data for 1999, but our poverty estimate for 1998 (7.3 percent) is
roughly in line with the World Bank estimate of 5 percent for 1999. Overall, it seems that our
estimates are slightly higher than those reported in the World Bank report, but given that the
World Bank uses a different wave of surveys (September instead of June) and that the years
they use in their calculations differ from those we have available in our survey waves, the num-
bers seem to match up quite well.

12. These estimates are also in line with Porto’s (2006) poverty numbers for Argentina,
which imply extensive urban poverty when the internal Argentinean poverty line is used, es-
pecially in the period covering the Argentinean financial crisis.



252 Pinelopi Koujianou Goldberg and Nina Pavcnik

Table 6.2 Poverty head count ratios by household head characteristics
$1 $2 $3 $4 $5 $7 Bottom 10% Bottom 20%
Employment
Inactive .028 .078 151 .246 .360 516 15 .196
Unemployed .188 310 A77 .594 704 814 .388 527
Employed .016 .052 141 245 363 531 .091 .184
Education
No school .042 118 261 405 553 726 185 323
Elementary .022 .061 .149 263 .393 577 .100 197
Secondary 011 .018 .053 .087 150 296 .030 .065
University .006 .006 .008 .014 .037 077 .007 011
Age
=20 .043 115 154 261 .339 572 .145 176
21-30 .026 .064 .145 264 400 567 .098 193
31-40 .030 .083 .190 .296 421 581 131 236
41-50 .023 .063 159 264 373 .548 .104 203
51-60 .020 .051 130 213 328 486 .083 163
>60 .030 .084 .169 232 331 481 .106 179
Female .030 .084 .169 267 379 523 125 208
Male .024 .063 154 .258 376 .545 .103 .198

Notes: Households are grouped by the characteristics of the head of the household. Column headings
refer to the poverty line used in the calculations of the head count ratio in each column. Bottom 10%
(20%) refers to the individuals living in the bottom 10% (20%) of the income distribution in 1986. All fig-
ures are based on 1986 data, the first year of data with all relevant variables. All estimates are computed

using survey weights.

affected by poverty. Correlations between poverty and various demo-
graphic and employment-related characteristics can give us a preliminary
idea as to how likely it is that trade policy has had an impact on Colombian
urban poverty.

Table 6.2 presents the fraction of individuals classified as poor in 1986
by the following characteristics of household head: employment status, ed-
ucation, age, and gender. As with our earlier tables, the magnitudes of the
poverty rates differ depending on the poverty line used in the calculations,
but the comparisons across different household groups exhibit the same
patterns. We therefore focus most of our discussion on the $3-per-day mea-
sure.

The most interesting pattern emerging from table 6.2 is that poverty is
highly correlated with unemployment. For example, for the $3-per-day
measure, our calculations suggest that 47.7 percent of individuals living in
households with an unemployed household head are poor; for the $7-per-
day line this proportion is as high as 81.4 percent. Clearly, one cannot con-
template a poverty reduction in urban Colombia without addressing the is-
sue of unemployment.

Having said that, it is worth noting that even among the employed, the
poverty rates are not negligible. The $3-per-day line implies that 14 percent
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of individuals living in households with an employed household head live
in poverty; if one uses the $7-per-day line as the benchmark, as Colombian
policymakers do, then the poverty rate among the employed becomes 53
percent. These are sizable numbers!

The patterns revealed in table 6.2 are also evident in table 6.3, in which
we examine the same correlations in a regression framework; this allows us
to obtain correlations between poverty and employment-related variables
conditional on demographics such as education, age, and so on. Consistent
with the results based on the unconditional means in table 6.2, the esti-
mates indicate that lack of education is associated with a higher probabil-
ity of being poor. More important, we again find that, even conditional on
education, poverty is highly correlated with unemployment (inactive is the
base group). A comparison of the R-squares from regressions with and
without employment indicators further suggests that employment status
(i.e., employed, unemployed, inactive) has substantial explanatory power.
For example, conditional on demographic and educational indicators,
employment indicators account for 3.1 percent of the overall variance in
poverty and 29 percent of the explained variance in poverty in the case of
the $3-a-day poverty line.

As noted earlier, poverty rates among the employed are not negligible
either. We therefore turn our attention next to poverty among individuals
living in households with an employed head of household. Which demo-
graphics and employment characteristics of such households are cor-
related with poverty? This question is addressed in tables 6.4 and 6.5. As be-
fore, we present our results both as unconditional correlations (table 6.4) and
in a regressions framework that conditions on various demographics (table
6.5).

First, the results in table 6.4 suggest that poverty rates vary by industry
of employment: at the one-digit ISIC level, the sectors of construction and
of wholesale and retail trade are associated with the highest poverty rates.
Using the $3-per-day line, we find that 19 percent and 18.4 percent of in-
dividuals living in a household where the household head is employed in
these two sectors respectively live in poverty; the financing, insurance, and
business sector presents the lowest poverty rates (7 percent), while manu-
facturing is somewhere in the middle (11.5 percent). A further breakdown
of employment by two-digit ISIC code shows that poverty rates also vary
across two-digit ISIC codes. This variation is likely to be relevant for the as-
sessment of the effects of trade policy on povertys; if tariff reductions are
disproportionately concentrated on industries with higher poverty rates,
leading to a decline in relative prices and potentially wages in these sectors,
then trade liberalization may have adverse effects on poverty in the short
run.

Second, no matter what poverty definition one adopts, poverty rates
are substantially higher for individuals living in households where the



‘[oA9] Jud1d ()1 2y} B JUBOYIUSIS,,
“ToAd 1udIad ¢ 9yl JB JUBOYIUSIS,, 4
“[9AS] 1udd13d | 9Y) 1B JUBOYIUTIS . . e
‘BIEP 9861 Ul spjoyssnoy

JO IoqUINU 0) SI9JAI SUONBAIISQO JO JOQUINN] 'SO[QBLIBA JUBAD[QI [[€ IIM BIED JO JBOA ISI ) ‘BJep 986 UO Paseq a1k saIngy [y ‘siojedrpur judwkojdwoun pue
juowKo[dwa apnjoul JOU S0P JeY} UOISSAITAI B WOIJ ;3 0} SIQJAI 1y "986[ Ul UOINGLIISIP SWOIUI Y3 JO (2407) %01 WO0310q Y} Ul SUIAI] S[ENPIAIPUI 3Y) O} SI9JoI
(%%02) %01 WO10g "UWN[0d UIAIS B UI J0IBIIPUI A110A0d 93 918310 01 pasn aul[ A110Aa0d a3 9jeorpur s3urpeay uwnjo)) sasayjuared ur pajrodar are sonfea-d 210N

€€691 €€6°91 €€6°91 €€6°91 £€6°91 £€6°91 £€6°91 €€6°91 SUOTIBAIASQO JO "ON
1z 060° 60T LT 248 901" 9L0° 050’ A
S60° ¥50° 661" 091" wr SLO S€0° 600’ 2
(€100 ¥10°0) (L00°0) (+80°0) (811°0) (860°0) 010°0) (¥00°0)
#%CPC0°0~ #£1610°0— s23:L0E0°0— %S610°0— €910°0- #L¥10°0— 42891070~ s VC10°0~ pakorduy
(0000 (000°0) (000°0) (000°0) (000°0) (0000 (0000 (000°0)
#x%x096C°0 #5xx8LLT 0 5% 1C1T0 %1980 #2x%x066C°0 #x%x9C0€°0 % 1 VPC0 #5x0SST1°0 pakordwaun
(000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (S6t°0)
#xx06C0°0 #xxSV10°0 #xx 115070 +xxC9Y0°0 +x%x86€0°0 #xx07C0°0 s4xLL00°0 000°0— 9ZIS p[oYasnoH
(000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (000°0)
#xxS18C°0— #xx0P91°0— #xx01C9°0— +xx808%°0— #5xSPPE 0~ s LVCT 0™ #2750 1°0~ #5x05€0°0~ AyszoAtup)
(0000 (000°0) (000°0) (000°0) (000°0) (0000) (0000 (000°0)
2x5:9LY 0~ 2x3x8€S 10— 2x379EP 0~ #x%056€°0— x5 186C°0— 2xx8861°0— 2% 1€01°0— 2x3x£€€0°0— Arepuooag
(000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (000°0)
+3x0€€1°0— #xx9760°0— 24865170~ 53xV0LT 0~ #5597V 10— 542 CSTT0™ 5412900~ $4xL€C0°0~ Arejuawiad[yg
(000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (¥00°0)
#5x£090°0~ 2L 9E0°0— 45 16€0°0~ s537590°0— #4x9190°0~ s EPP0°0~ #4:88C0°0~ #32600°0~ PaLLIEN
(9L1°0) (96£°0) (200°0) (110°0) 917°0) (€€8°0) (66t°0) (6L9°0)
€210°0 79000~ 5 1€€0°0 +%8920°0 7100 8100°0— 14000~ 9100°0 SN
(191°0) F11°0) (000°0) (000°0) (L£070) (1€T°0) (82T0) (€2t°0)
0 0 #3:1000°0 #231000°0 #%0000°0 0 0 0 parenbs o3y
(100°0) (50070 (000°0) (000°0) (000°0) (+00°0) (0£0°0) (L9€°0)
142 €700°0~ #:800°0~ #:0210°0~ #42 101070~ #4:1900°0~ 442 C€00°0~ #+8100°0~ $000°0— a3y
%07 wonog %01 wonog L$ s v$ €$ [ 1$
(S)[NS31 UOISSAIFII) SINSLIIBIRYD PEIY PIOYISNOY pUe £)I9A0] €'99[qe],



Table 6.4

Head count ratios by household head characteristics for households with employed

household head
Bottom Bottom
$1 $2 $3 $4 $5 $7 10% 20%

Agriculture and hunting 020 046 167 292 377 .509 .100 215
Forestry and logging .000 .000 063  .337 337 337 .000 337
Fishing .000 094 172 172 172 480 .094 172
Coal mining .000 .000 .071 .071 233 .527 .071 .071
Petroleum and natural gas .000 .000 .014  .034 .090 .205 .000 .034
Metal ore mining .000 .000  .000 .000 .000 .229 .000 .000
Other mining 119 .143 306 .634 778 778 .195 .336
Food .008 .038 117 237 361 538 .081 .168
Textile, apparel, leather 011 .031 120 216 344 553 .063 152
Wood .006 .044 129 242 460  .607 .086 .170
Paper .015 .015 .048 120 215 .375 .023 .059
Chemical .008 026 093 167 276 440 .058 127
Non-metallic mineral

products .022 076 162 241 458  .680 .099 173
Basic metal industry .000 .021 146 215 419 576 .021 204
Machinery and equipment 014  .030 .115 235 327  .533 .061 .165
Other manufacturing .006 .033 107 154 263 426 .064 107
Electricity, gas, steam 000 .052 123 .194 303 449 .059 167
Water works and supply .000 .063 099 219 368  .600 .085 146
Construction .013 .058 191 326 488  .675 .109 .246
Wholesale trade .004  .004 .054 118 .137  .324 .009 .063
Retail trade .030 099 190 299 409  .560 .145 244
Restaurants and hotels .026 .063 177 291 414 612 123 227
Transport and storage .015 039 122 233 351 531 .082 167
Communication .000 .000 .053 .073 .163 313 .000 .073
Financial institutions .000 .000 .007 .0l16 .075 214 .002 .009
Insurance .000 .000  .000 .000 .091 .177 .000 .000
Real estate and business .003 011 081  .192 302 441 .034 .105
Public administration .000 .007 044 136 232 449 .015 .068
Sanity .000 .000  .100 .300 .581  .759 .050 235
Social and community

services .001 .008 .048  .105 .183  .285 .025 .068
Recreation and culture .013 .053 131 209 357 490 .089 187
Household and personal

services .029 .093 243 366 492 664 158 .298
International bodies .000 .000 .000 .000 .525  .525 .000 .000
Agriculture .019 .046 164 291 373 505 .098 217
Mining .041 .049 125 247 350 465 .081 144
Manufacturing 011 .034 115 215 347 535 .067 152
Utilities .000 056 114 202 325  .500 .068 .160
Construction .013 .058 191 326 488  .675 .109 .246
Wholesale and retail trade .029 090 184 292 401 @ .561 138 .236
Transport .014  .037 118 224 340 .519 .077 161
Financing, insurance,

business .002 .007  .053 126 219 355 .022 .069

(continued)
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Table 6.4 (continued)
Bottom Bottom
$1 $2 $3 $4 $5 $7 10% 20%
Community, social, personal
services .013 046 135 230 340 497 .083 174
Formal .001 013 .081 .127 286  .456 .036 111
Informal 026 .080 186  .298 419  .586 131 237
Paid above minimum wage .000 .008 068 154 273 450 .030 .097
Paid below minimum wage .074 215 410 577 697 832 315 .502
Unpaid family worker A87 271 385 .670 707 .966 .385 445
Private-sector employee .005 .027 125 240 374 557 .064 167
Government employee .001 .006 .044 120 216  .389 .019 .073
Domestic employee 022 .083 310 424 528  .736 .168 .345
Self-employed .041 A15 224 340 453 608 174 279

Note. See notes to table 6.2.

household head works in the informal (rather than the formal) sector.
Third, a wage below the minimum wage standard is an excellent predictor
of poverty: 41 percent of individuals living in a household where the house-
hold head is paid below the minimum wage live in poverty (according to the
$3-per-day line).'> While this is not surprising (obviously a poverty defini-
tion based on an income measure will be highly correlated with wage-
related variables), it serves as a confirmation that individuals receiving
minimum wages in their primary employment do not have other sources of
income that would considerably improve their financial situation. Finally,
poverty depends on the type of employer: unpaid family workers and mem-
bers of their household are most likely to be poor, while government em-
ployees fare the best.

These empirical patterns are confirmed in the regression analysis con-
ducted in table 6.5. The table reports results from regressions based on the
$3-per-day and $4-per-day poverty lines respectively; additional results
based on alternative poverty definitions can be found in appendix tables
6A.3, 6A.4, and 6A.5. Apart from confirming the robustness of the afore-
mentioned correlations, the regression results allow us to assess the explan-
atory power of various characteristics of employed household heads in
explaining poverty. First, the two-digit ISIC industry indicators (retail is the
omitted one) are jointly significant. Comparisons of the R-squares across
specifications that do and do not include industry indicators suggest that,
conditional on demographic characteristics, industry indicators account

13. Minimum wages in Colombia are set at the national level. The monthly minimum wage
over our sample period (expressed in 1995 pesos) lies well above the poverty lines used by
DANE; in particular, it is about 4 times the extreme poverty line ($3 per day) and 1.7 times
the regular poverty line ($7 per day).
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for 1.5 percent of the overall variance and 14 percent of the explained vari-
ance in poverty among households with employed heads. These regres-
sions suggest that industry affiliation is correlated with poverty. Thus, if
trade policy affects industry wages and trade policy changes differed across
industries, the reforms may have in principle impacted the poverty rate.
Second, the results in table 6.5 also point to an important role for infor-
mality and minimum wage in explaining poverty. Conditional on demo-
graphics and industry indicators, informality accounts for .7 percent of the
overall variance and 6 percent of the explained variance in poverty. Condi-
tional on demographics, industry indicators, and informality, the “below
the minimum wage” indicator accounts for 12.5 percent of the overall vari-
ance and 53 percent of the explained variance in poverty (when the $3-per-
day measure is used).

6.4.3 Summary

Our descriptive analysis yields several findings that motivate our further
work. First, poverty in urban Colombia is highly correlated with unem-
ployment. A natural question is therefore whether the trade liberalization
has had a significant impact on unemployment. However, poverty rates
among the individuals living in households with employed heads are also
high, ranging from 14 percent to 53 percent depending on the poverty line
used. Within this group, poverty is highly correlated with employment of
the household head in the informal sector and a wage below the minimum
wage standard. The industry of employment also seems to matter. Given
these patterns, it is natural to ask how the trade reforms affected the prob-
ability of a worker working in the informal sector, and whether trade liber-
alization affected compliance with minimum wage legislation. Further-
more, trade policy could also have affected poverty through its effects on
worker wages. We take up these questions in the next section.

6.5 Trade Policy and Poverty

6.5.1 The Evolution of the Aggregate Poverty Rate:
The Aggregate Trends

Before investigating the relationship between trade liberalization and
poverty, it is useful to examine some aggregate trends in the evolution of
poverty rates over our sample period. A clear pattern emerging from table
6.1 is that no matter what poverty definition one adopts, poverty rates seem
to steadily decline between 1984 and 1994-95 and increase thereafter. By
1998 the poverty rates are close to the rates observed in 1984. The usual
explanation offered in the literature for the 1996-98 increase in urban
poverty is the recession (see World Bank 2002). The reasons for the steady
decline of urban poverty between 1984 and 1995, however, are less clear.
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Given that 1985-94 was the period of trade reformes, it is tempting to attri-
bute the decrease of urban poverty to the changes initiated by the reforms.

To obtain a preliminary idea of what factors lowered the poverty rate be-
tween 1984 and 1994 we start our analysis by asking whether the decline in
the poverty rate was primarily driven by a decline in unemployment or a
decline in the poverty rate within the set of unemployed individuals. In par-
ticular, we decompose the decline in the poverty rate between 1986 and
1994, AP, into two components, the reduction in unemployment (the be-
tween component) and the reduction of poverty within the unemployed
(the within component):'*

AR=PR-P =3 AUp +3 ApU.
7 7

where j indicates the employment status of the household head (inactive,
employed, or unemployed), U, indicates the share of individuals living in
households with status j in year ¢, p, is the poverty rate within status j at
time 7, U. = .5(U, + U,),and p,. = .5(p, + p;,)."

The results are displayed in table 6.6. The top of the table includes all in-
dividuals, while the middle part of the t ‘le focuses only on those living in
households whose household head is in the labor force (thus excluding the
inactive category). What is striking about the decomposition in table 6.6 is
that the within component accounts for over 90 percent of the decline in
the poverty rate between 1994 and 1986. Hence, the decline in the poverty
rate between 1986 and 1994 is explained mostly by an improvement in the
position of household heads within each of our employment categories,
rather than by movements out of unemployment. This is a rather surpris-
ing result, as we would have expected the decline in poverty to be associ-
ated with a decline in unemployment. The contribution of the within com-
ponent is also significant for explaining the increase in the poverty rate
between 1994 and 1998, although its magnitude is smaller than the one
for the 1986-94 period. Thus, the results for the second subperiod of our
sample (1994-98) are more consistent with the anecdotal claim that the in-
crease in poverty during the late 1990s is due to the recession, as they sug-
gest a larger role of the between component (movement into unemploy-
ment).

We next focus on poverty changes among the individuals living in house-
holds with employed household heads. In particular, we have further de-
composed the decline in the poverty rate among the individuals living in
households with an employed household head into within and between

14. In this decomposition, we focus on 1986 rather than 1984 because 1986 is the first year
in our data with all available variables.

15. This decomposition is similar to the one often used in the literature on skill upgrading
in order to decompose the increase in the share of skilled workers into a within-industry and
between-industries component.
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components for each of the variables highly correlated with poverty: in-
dustry affiliation, employment in the informal sector, and a wage below the
minimum wage. The results from these decompositions are displayed at the
bottom of table 6.6, and they exhibit the same pattern as the ones regard-
ing unemployment: the within component dominates the between compo-
nent in every case. With respect to industry affiliation and informality in
particular, the share of the within component exceeds 90 percent, while for
the minimum wage it is smaller but still significant (60 percent). Hence, the
decline in poverty occurred predominately through improvements in the
position of individuals at their current jobs, rather than changes in their
employment.'®

What does the above analysis imply about the role of trade policy in re-
ducing poverty? Given that the trade policy changes were concentrated in
the early period, when the between movements are small, it seems unlikely
that any effect that trade liberalization may have had on poverty was driven
primarily by movements of people out of categories associated with high
poverty (e.g., unemployment, informality) and into categories with lower
poverty (employment, formal-sector employment, minimum wage). It is
possible, however, that trade policy affected poverty by impacting the
wages of employees within the above-defined categories. In addition, trade
liberalization could be relevant for explaining the between component of
poverty changes, small as this may be. We therefore turn now to a more sys-
tematic investigation of the relationship between trade liberalization and
poverty.

6.5.2 Trade Policy and Unemployment

The high incidence of poverty among the unemployed leads to the ques-
tion of how trade liberalization has affected unemployment. Unfortu-
nately, this is not a question that can be answered convincingly with the
available data. Ideally, one would like to identify the relationship between
trade policy and unemployment by relating detailed industry tariff changes
to changes in industry unemployment. However, the lack of detailed data
on industry affiliation of the unemployed in the NHS precludes such an
analysis. The unemployed workers who were previously employed report
the last industry of employment at the one-digit ISIC level. Similarly, the
unemployed individuals who were not previously employed report the in-
dustry in which they are seeking employment at the one-digit ISIC level.
This leads to nine industry observations per year, and only six of these nine

16. We have also replicated the analysis in table 6.6 focusing only on individuals that are in
the labor force and using their own employment characteristics for decomposition (rather
than the characteristics of the household head). This addresses the concern that numbers in
table 6.6 might understate the between movements, if secondary breadwinners are more likely
to lose jobs during a recession. Although (as expected) the between component increases
somewhat, the within component continues to play the dominant role.



264 Pinelopi Koujianou Goldberg and Nina Pavcnik

industries have available tariffs. Most important, most of the time-
variation in tariffs occurred within the manufacturing industries, which are
now treated as a single sector.

Nevertheless, given the importance of unemployment in explaining pov-
erty in urban Colombia, we conduct two exercises to obtain a rough idea
about the role of trade policy in affecting unemployment.

The first exercise is to examine whether the change in the probability of
being unemployed over the time of trade reform was greater for workers
employed in traded-good sectors (such as manufacturing) than for work-
ers with the same observable characteristics in nontraded-good sectors
(such as wholesale and retail trade, restaurants, hotels, construction, etc.).
This exercise was conducted in one of our previous papers (Attanasio,
Goldberg, and Pavcnik 2004, section 8). In particular, we regressed an in-
dicator for whether an individual was unemployed, on one-digit ISIC in-
dustry indicators (the omitted category was wholesale trade, retail trade,
and restaurants and hotels [ISIC 6]), an indicator for a year following the
trade reform, the interaction of industry indicators with the year indicator,
and a set of worker characteristics (age, age squared, male, married, head
of the household, education indicators, literate, lives in Bogota, born in ur-
ban area, time in residence, urban birth interacted with time in residence).
If the probability of being unemployed increased (decreased) relatively
more over time in manufacturing relative to a sector such as wholesale and
retail trade and restaurants and hotels (i.e., the coefficient on the interac-
tion of the manufacturing indicator with year indicator were positive [neg-
ative] and significant), this could provide some indirect (and suggestive) ev-
idence that trade reforms were associated with increases (decreases) in the
probability of unemployment.

To summarize the results from that exercise, we found no evidence that
the probability of unemployment changed significantly in the manufactur-
ing sector relative to most nontraded-good sectors between 1984 and 1998,
even though the manufacturing sector experienced drastic tariff declines.
Given that the comparison of years 1984 and 1998 could have potentially
missed short-term adjustments to trade reform, we also considered the un-
employment adjustment in periods right before and after the major tariff
declines by focusing on changes in unemployment between 1988 and 1992.
The coefficient on the interaction of the manufacturing indicator with the
post-trade-reform year indicator indicated in this case a decrease in the
probability of becoming unemployed in the manufacturing sector relative
to the wholesale and retail trade sector. It is not clear, however, whether this
decline was due to the trade reforms per se or to the exchange rate depre-
ciation in 1990-91 that lowered the demand for nontraded goods relative
to traded goods. This decrease, however, seems short-lived. In the long run
(i.e., 1984-98), we do not find any evidence that the probability of unem-
ployment changed in traded sectors relative to nontraded sectors.
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Table 6.7 Unemployment and trade exposure
M @
Tariff .006 .042
(0.596) (0.454)
Lagged imports 0.00003%*
(0.003)
Lagged exports —0.00002
(0.773)
Industry indicators Yes Yes
Year indicators Yes Yes
R? 0.073 0.073
No. of observations 304,393 304,393

Notes: p-values based on standard errors that are clustered on industry are reported in paren-
theses. All regressions also include controls for age, age squared, gender, whether a person is
married, head of the household, education indicators, household size, literacy indicator,
whether a person lives in Bogota, whether a person was born in urban area, time in current
residency, and the interaction of urban birth with time in currency residency. Tariff, lagged
imports, and lagged exports are for one-digit ISIC industry of previous employment (or in-
dustry in which a person is looking for work for the first-time job seekers). Industry indica-
tors are on one-digit ISIC level. Observations refers to number of employed or unemployed
individuals, which includes those in industries that did not report tariffs but where tariffs were
likely (and were thus assumed) to be zero.

**Significant at the 5 percent level.

The second exercise is to directly relate the probability of becoming un-
employed to trade-related variables, such as tariffs, lagged imports, and
lagged exports. These variables refer to the (one-digit SIC) industry in
which the currently unemployed person used to work (or, for the first-time
job seekers, the industry in which a person is looking for work). In partic-
ular, we regress an indicator of whether an individual is unemployed on his
or her demographic characteristics (listed in the note to the table), one-
digit industry dummies, year dummies, one-digit SIC tariff rates, lagged
imports and lagged exports. For industries for which National Planning
Department (DNP) does not report tariffs we set the tariff rate equal to
zero.'” When interpreting the results of this regression it is important to
keep in mind that we only have variation in tariff rates in nine one-digit
ISIC industries, some of which never actually experienced tariff changes.
Hence, due to the high level of aggregation, we may not have sufficient vari-
ation in the data to identify the link between trade-related variables and
unemployment, even though such a link might be evident at a finer level of
aggregation.

The results are presented in table 6.7 and show no association between
tariff and unemployment. Furthermore, there is no evidence that there is a

17. This is probably not a bad assumption because all these industries are services.
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relationship between exports and unemployment. We do find, however,
that as (lagged) imports increase, the probability of becoming unemployed
increases. Overall, the evidence seems mixed and inconclusive. Although,
as emphasized above, the results are only suggestive given the high level of
aggregation and the potential endogeneity of some of the variables we em-
ploy on the right-hand side (such as imports or exports), it seems fair to say
that whatever effects the trade reforms may have had on unemployment,
they were not substantial enough to be evident in the raw data, at least not
at the one-digit SIC level of aggregation. Even at a more disaggregate level,
the stability of industry employment shares we observe over this period
does not seem to support the idea that trade liberalization had a significant
impact on unemployment. Specifically, in Attanasio, Goldberg, and Pavc-
nik (2004) we computed the employment shares by two-digit SIC industry
for periods before and periods after the trade reforms. The changes were
found to be surprisingly small, suggesting that despite the magnitude of
tariff cuts and the extent of the overall reform, there was neither increased
nor decreased unemployment at the industry level.

In sum, the above two exercises do not provide strong evidence that trade
policy affected the probability of becoming unemployed in either direction.

So far, our analysis has concentrated on the question of whether unem-
ployed individuals are unemployed because of trade-related reasons. A
somewhat different question, yet one that is relevant for the poverty dis-
cussion, is whether, within the set of unemployed individuals, those who
became unemployed because of trade-related reasons fare worse, in the
sense of being poorer than the rest. This could be the case, for example, if
individuals who were laid off from industries facing intense import com-
petition have a harder time finding a new job, so that they remain unem-
ployed for a longer period of time, or if increased import competition had
affected their earnings in the past, when they were employed, leading to
lower interest income when they became unemployed. Unfortunately, it is
not possible to answer these questions definitively without panel data that
would allow us to track individuals over time, trace their earnings, and
compute unemployment hazard rates. But as before, we can obtain a rough
idea about the empirical relevance of the above considerations by trying to
link poverty within the unemployed directly to trade-related variables. In
unreported regressions, we have regressed the likelihood of being poor
among the unemployed on tariffs, lagged imports, lagged exports, industry
indicators, and the aforementioned individual demographic characteris-
tics. The results were again mixed and not robust across different defini-
tions of poverty.

Overall, although poverty in urban Colombia is clearly highly correlated
with unemployment, we do not find any strong and conclusive evidence
that the trade reform activity affected unemployment in either direction.
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6.5.3 Trade Policy and Informality

Having found no evidence of a link between trade liberalization and
changes in unemployment at the industry level, we next turn to the ques-
tion of whether the trade reforms affected poverty within the set of em-
ployed individuals. Given that within the set of employed individuals
poverty rates were particularly high for those working in the informal sec-
tor, we start by examining whether trade liberalization led to worker real-
location across the formal and informal sectors.

In a previous paper (Goldberg and Pavcnik 2003) we presented evidence
that the tariff declines in Colombia were associated with an increase in the
probability of being employed in the informal sector, although the effects
were small and applied only to the period preceding the labor market re-
form (but not thereafter).!®* Moreover, we have found that informal work is
associated with lower benefits and worse working conditions, and that in-
formal workers face lower wages than workers with the same observable
characteristics in the formal sector. Of course, these correlations do not
necessarily imply that informal workers are worse off than formal workers,
given that there may be sorting into the informal sector based on unob-
servable characteristics—for example, workers may self-select into the in-
formal sector because they value the flexible hours that informal employ-
ment offers. Nonetheless, given that our descriptive results in section 6.4.2
suggest that a nonnegligible share of informal workers are not just worse
off than formal workers in terms of monetary compensation but actually
poor (especially when one considers the higher poverty lines), the concern
arises that trade policy may have contributed to poverty by leading to a re-
allocation of labor toward the informal sectors."

To examine this possibility more thoroughly we repeat the analysis of
our earlier paper (that focused on a pooled sample of employed individu-
als) both for the entire sample and for subgroups of employed who might
a priori face a higher likelihood of being pushed into the informal sector
when the economy opens up to import competition. In particular, in table
6.8 we regress an indicator of whether an employed individual works in
the informal sector on demographic characteristics (listed in the note to
the table), industry indicators, year dummies, tariffs, and the interaction of
tariffs with an indicator for whether the time period was covered by labor
market reform. This approach is similar to the two-stage approach we have
employed in our earlier work, and the results are similar. Column (1) of the

18. In 1990, Colombia instituted a labor market reform that significantly reduced the cost
of hiring and firing workers (Kugler 1999; Edwards 2001).

19. For a detailed analysis of the arguments why this may happen and a formal model link-
ing trade liberalization with changes in informal employment, see Goldberg and Pavcnik
(2003).
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table corresponds to the specification we have used in our earlier work, ex-
cept for the fact that our sample now includes unpaid family workers. It
confirms our previous findings and suggests that higher tariff reductions
are associated with a higher probability of being employed in the informal
sector, but only in the period prior to the labor reform. In columns (2)
through (7) we repeat the estimation separately for each of the following
subgroups: men, women, unskilled workers, skilled workers, workers em-
ployed in large firms (eleven or more people) and workers employed in
small firms (less than eleven people). It is often alleged that women and
unskilled workers are the most likely to switch to informal employment
during trade reforms. The results in table 6.8 seem to provide some support
for this claim, as the increase in informality prior to the labor market re-
form is more likely to occur among women than men (compare columns [2]
and [3]) and among unskilled than skilled workers (compare columns [4]
and [5]), even though both of these estimates lie within each other’s confi-
dence intervals. Note also that the results in columns (6) and (7) indicate
that the increases in informality associated with the tariff declines prior to
the labor reform occur mostly in small establishments (employing less than
eleven people). Columns (8) through (14) repeat the analysis that excludes
the self-employed, and they yield similar findings.

Table 6.9 extends the analysis by including, in addition to tariffs, lagged
imports and exports as measures of trade exposure. The results regarding
the effects of the tariff declines remain robust (although we now find evi-
dence of increases in informality associated with the tariff declines in both
large and small firms prior to the labor reform). What is interesting is that
the results for exports suggest that higher exports are associated with lower
probability of working in the informal sector. This result is mainly driven
by large firms. The negative association between exports and informal em-
ployment is consistent with anecdotal evidence suggesting that large ex-
port firms are more likely to offer more permanent jobs, higher benefits,
and better working conditions, possibly out of concern for public scrutiny.

Overall the results are in line with the evidence presented in our earlier
work, suggesting that the Colombian tariff reductions were associated with
a slight increase in informal employment, but only in the period preceding
the labor market reform. Given that the poverty rate is higher in the infor-
mal sector, one would then have expected an increase in the aggregate
poverty rate.?! This is clearly not the case; the aggregate poverty rate de-
creases during the 1986-95 period. Moreover, the decomposition in table
6.6 suggests not only that the role of between movements was limited, but
also that to the extent that worker reallocation across the formal and in-

20. Our definition of large firms is driven by the survey question (which does not distinguish
among the size of establishments that employ more than eleven people).

21. Of course, this is only true to the extent that the wages paid to informal workers did not
simultaneously increase.
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formal sectors contributed to the poverty reduction, this happened by
workers moving out of the informal and into the formal sector. This is pre-
cisely the opposite of the effect attributed to tariff reductions. Hence, it ap-
pears that the tariff-induced changes in informal employment not only did
not contribute to the poverty reduction witnessed during this period but, if
anything, went in the opposite direction. It is important to keep in mind,
however, that the estimated effects are small and disappear once the labor
market reform becomes effective.?

6.5.4 Trade Policy and Compliance with Minimum Wage Legislation

A different channel through which trade liberalization could have
affected poverty is by increasing the noncompliance of firms with mini-
mum wage legislation.?* Noncompliance is definitely an issue in Colombia;
according to our calculations, the percentage of earners receiving wages
below the minimum wage standard ranges from 17 percent to 30 percent in
individual years, with no clear time trend evident in the data. It is interest-
ing to note, however, that noncompliance peaks in 1992, a year following
the most drastic tariff reductions.

To examine whether noncompliance was affected by the trade reforms
we employ the same approach as before and regress an indicator for
whether an employed individual receives a wage above the minimum wage
on demographic characteristics (see notes to table 6.10 for details), indus-
try indicators, year dummies, and various measures of trade exposure. Al-
though our preferred trade exposure measure is tariffs, we also consider
lagged imports and exports. We estimate this relationship on a sample of
employees (excluding self-employed and unpaid family workers) and ex-
periment with different subsamples of these workers. To summarize the re-
sults, shown in table 6.10, there is no evidence that tariff declines are asso-
ciated with changes in the compliance with minimum wage standard in the
sample as a whole (columns [1] and [10]) or in various subsamples of work-
ers.”* We also find no association between (lagged) exports and noncom-
pliance in the sample as a whole (column [10]). However, higher (lagged)
imports are associated with greater noncompliance with minimum wage
laws in the overall sample (column [10]), and this relationship holds in most
subsamples of the data. Reassuringly, this relationship holds among the

22. Although tariffs are our preferred measure of exposure to trade, the results for exports
suggest that because Colombian exports increased between 1986 and 1994, higher exports
could have in principle contributed to 1994-1986 poverty reductions through reallocations of
workers from informal to formal sector. However, as emphasized before, the reallocation (i.e.,
between) component of poverty declines accounts for a very small part of poverty reduction
between 1986 and 1994.

23. Maloney and Nunez (2003) provide details on minimum wage legislation in Colombia.

24. Negative association between tariffs and noncompliance among men and in small firms
in columns (4) and (9), respectively, is not robust to inclusion of lagged imports and exports.



‘[oA9] 1ud0Iad ()] Y1 1B JUROYIUSIS,,

“[oA9] 1ud01ad G 9Y) 1B JUBOYIUSIS .,

“[9A9] 1u2013d [ 3Y) 18 TUBOYIUSIS ;1

‘s1a10Mm ATrurey predun pue pakojdune-J[as apnjoxe SUOISSAITAI 9SAY T, H86] Ul [qe[IRAR 10U ST AJ[RULIOJUT U0 UOTIBWLIOJUT ) asneo3q (0]) pue ‘(6) (€) ‘(7)

SUWN[0J Ul J9MO[ ST SUOIIBAIdSQO JO Joquinu oy ], “eep paimbai [[2 yiim sjenpiarpul pasojdws Jo 19quinu 0} SI9Ja1 SUOTBAIISQO JO IdquUnN AOUIPISAI JULIND U SWI YIIM [1IIq UBGIN JO UOIORIIUI ) PUB ‘AOUIP
-1SQ1 JULIND UI SWI) ‘BaIR UBQIN Ul U10q Sem uosiad B 1ay1oym ‘s101eo1pur Jokojduws jo ad4) ‘s1oreorpur uonednodso ‘e103o0¢ ur soAl] uosiad B 1oy1oym 10JeIIpul A9BI)] ‘9ZIS P[OYISNOY ‘SI0JBIIPUI UOHBINDPD ‘P[OY
-9SnoY A1} JO PeaY ‘parLrew st uosiad € 19Y)oym Topuas ‘parenbs o3k 9. 10J S[OIIUOD OPN[OUT OS[ SUOISSAIFI [ "sosdyjuared ur peyrodar are A13snpur uo paIdIsniod aIe Jey) SIOLId PIEPUL]S U0 Paseq san[eA-d :Sa70\7

SUOIBAIISQO
069°€€ 6L9FE  690PT PI1°8S 697°€E Y16°8y 900T€  0€6'SE €81°78  069°€E  6L9VE 690%C  PII'SS  69TE€E  +I6'8F 900TE  0£6'SE  €81°T8 JooN
681°0 6600 #60°0 £81°0 LOT0 991°0 SLO'O L61°0 80T°0 6810 6600 600 T8I0 LOTO  S9I'0  SLOO  L61'0  80T0 A

s1oyeoIpul
SOX SOX SOX SOX SOX SOX SOx SOX SOX SOx SOX SOX SOX SOX SOX SOx SOX SOX Ansnpuy
SOX SOX SOX SOX SOA SON SOx SOA SOX SOx SON SOX SoX SOX SoX SOX SOX SOX SIOILIIPUL JBIX
uLy wLy wLy wLy
Irews oBIeT IS PIAB[SU)  USWOM U [ewiof  [ewojuf I [lews  93IET  PID[S PI[[SU) USWOA\ UDN  [PULIO [EWIOJU [V aduwreg
(zLeo)  (€1L°0) (100°0) (89200 (80t°0) #820)  (LS0'0)  (6S1°0) (9€L°0)
#1000°0  €00000 520000 S1000°0—  TTOOO0 1100070~ 110000  L1000°0 £0000°0— spiodxe pagse|
(€000)  (+11°0) (628°0) (1000) (5900 00000 (19000 (19+°0) (£00°0)

##2L1000°0 €0000°0 0 4710000 4TTO000  4%x80000°0  xS00000  S00000  +xx01000°0 s1roduur pagge]
(687°0)  (586°0) (98°0) (orz0) #9900 (0z1rro) (99600 (005°0) (115°0)  (€s0'0) (128°0) (S€v'0)  (862°0)  (#£9°0)  (#S0°0) (66T°0)  (OL1°0)  (99T°0)
81500~ SS0000~  61¥00°0 WPTo0-  1THC00 TIOE0'0— 690000~ [90¥0°0—  HITI00~ +C80°0— 9000~ 8100~ LIO0- #1000~ «LT00— LIOO- €900~ #1070~ puer
(81 @n (2] (sD 1) (€1 ((40] an o1 6) (8) (L) (©)] ©) ) (€) @ [§0)

aimsodxa spen) pue sme[ I5eam wmnururu PIs duerduwoduoN 01°9 d[q.L



Effects of the Colombian Trade Liberalization on Urban Poverty 273

unskilled workers, but not among the skilled workers (for whom the mini-
mum wage legislation is less likely to be binding).

What does this imply about the role of trade policy in reducing poverty?
Given that the massive trade liberalization of the late 1980s and early 1990s
led to an increase in imports, the results in table 6.10 seem to suggest that,
if anything, trade liberalization should have led to lower compliance with
minimum wages, and hence to an increase in poverty. Hence, our results re-
garding the effects of trade liberalization on poverty via the minimum wage
channel are similar to the ones we obtained regarding the informality
channel: in both cases we find some evidence that trade liberalization
affected the relevant variables (compliance with minimum wage laws in the
first case, employment in the informal sector in the second case), but in
both cases the direction of the effect suggests that trade liberalization
should have led to an increase in poverty. Thus, it seems safe to conclude
that the poverty reduction we observe between 1986 and 1994 cannot be at-
tributed to trade-policy-induced changes in informality or to minimum
wage compliance.

6.5.5 Trade Policy and Poverty: A Direct Assessment

Our empirical analysis so far has failed to find any strong link between
the Colombian trade liberalization and variables that could be related to
the poverty reduction between 1986 and 1994. This is consistent with the
results in table 6.6 that show that the poverty reduction occurred mostly
through within-group changes in poverty rates rather than movement of
people between groups, regardless of whether the groups are defined in
terms of employment, informality, or compliance with minimum wage
laws. What remains as a residual explanation is the possibility that trade
liberalization affected poverty by directly affecting worker wages.

In earlier work (Goldberg and Pavcnik 2005; Attanasio, Goldberg, and
Pavcnik 2004) we have examined the impact of the Colombian trade liber-
alization on relative wages and found that the trade reforms have con-
tributed to an increase in relative wage dispersion. This evidence was based
on analyzing the response of industry wage premia to the tariff declines;
specifically, our work showed that industry wage premia declined more in
sectors that experienced the largest tariff cuts. Given that these sectors
were sectors that had lower wage premia prior to the trade reforms and em-
ployed a higher share of unskilled workers (in industries like textiles and
apparel, footwear, wood and wood products), the decline in the wage pre-
mia further widened the gap between the rich and poor.? Furthermore, our
work found some suggestive evidence that the well-documented increase in
the economy-wide skill premium over that period could be partly due to

25. The terms skilled and unskilled were defined based on education. In particular, we de-
fine as “unskilled” workers who have at most primary education.
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the trade reforms. In particular, we documented that the largest increases
in the share of skilled workers in each sector occurred in the sectors that
had the largest tariff cuts. Hence, there are indications that the skill-biased
technological change may have been in part induced, or at a minimum re-
inforced, by the trade reforms.

Given these previous results on the effects of the trade reforms on rela-
tive wages, trade liberalization would have had to have a large positive
effect on absolute wages in order to reduce poverty. As we pointed out in
the introduction, this effect would have been most likely realized through
growth. However, the effect of trade policy changes on aggregate growth
cannot be identified, as they cannot be separated from other policy
changes and events that may have concurrently affected growth.

We therefore resort to the same partial equilibrium identification strat-
egy we used in the earlier exercises to examine whether the trade policy
changes can be directly linked to changes in the poverty rates by sector of
employment. This identification strategy relies on the fact that the tariff re-
ductions in the Colombian trade reforms affected industries differentially.
Given our earlier results, we would be surprised if we found any effects.
Nevertheless, examining the link between trade liberalization and poverty
reduction in a direct way serves as a check that we haven’t missed any other
important channels through which the trade reforms may have affected
poverty at the industry level.

In table 6.11, we regress an indicator for whether an employed individ-
ual is poor on individual characteristics, two-digit ISIC industry dummies,
year dummies, and trade exposure measures.?® While we do not find any ro-
bust evidence regarding the effects of tariff declines on poverty, higher im-
ports are associated with higher poverty rates at the sectoral level, while
higher exports are associated with lower poverty rates (although the latter
results depend in part on the poverty line we use). Furthermore, we find
that, conditional on imports and exports, lower tariffs are associated with
a higher probability of being poor when the lower poverty lines ($1, $2, and
$3 per day) are used.

This evidence on the direct relationship between trade liberalization and
poverty among the employed at the sectoral level is consistent with our ear-
lier findings concerning the effects on informality and minimum wage com-
pliance, and most likely partly driven by them. In all cases the empirical
analysis suggests that either trade liberalization had no effects on poverty,
or—to the extent that it had any—these effects went in the direction of in-
creasing poverty.

26. For a discussion of the analysis of the same relationship for unemployed individuals, see
end of section 6.5.2.
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6.6 Conclusions

Between 1985 and 1995 Colombia experienced massive trade liberaliza-
tion. At the same time urban poverty declined by approximately 10 per-
cent. The chronological coincidence of trade liberalization and poverty re-
duction raises the question of whether the former has contributed to the
latter. In this paper we have tried to establish a link between the trade re-
forms and the changes in urban poverty, approaching the task from many
different angles.

To summarize our findings, we fail to find evidence of such a link. Our
descriptive results establish that poverty in urban areas is highly correlated
with unemployment, employment in the informal sector, and noncompli-
ance with minimum wages. The poverty rates among the employed also
differ by industry, suggesting a potential role of industry affiliation in ex-
plaining poverty. However, we find no evidence that the trade reforms im-
pacted any of the above variables in a significant way. To the extent that we
find any effects, the effects are small and go in the wrong direction, sug-
gesting that the trade reforms may have contributed to an increase in ur-
ban poverty. Perhaps more surprisingly, we find that most of the reduction
in urban poverty between 1986 and 1994 is accounted for by within-group
changes in poverty rather than movements of people out of groups with
high poverty rates, such as the unemployed, informal-sector workers, and
below minimum wage earners. Given these patterns, it is not surprising
that we also fail to find any evidence of a direct link between the trade re-
forms and the poverty reductions by sector.

These results contrast with the ones reported in chapter 7 in this volume
by Petia Topalova, who examines the effects of the Indian trade liberaliza-
tion on poverty and finds that trade liberalization led to an increase in
poverty in those regions that were more affected by the trade reforms. What
accounts for the difference between the two sets of results? Before we try to
answer this question it is worth noting the many similarities between the
two papers in terms of methodological approach. Both papers use micro-
data to investigate the impact of trade reforms; both papers exploit plau-
sibly exogenous variation in trade policy, measured by sizable tariff reduc-
tions; and finally, both papers exploit the fact that the tariff reductions
differed by sector. In the Topalova paper this differential tariff reduction by
sector translates into regional variation in the degree of trade liberalization
given that different sectors are concentrated in different regions of the
country, and she exploits the latter to identify the effects of the trade pol-
icy reform. Note also that both studies focus on a trade policy experiment
(tariff reductions) whose immediate effect is to intensify import competi-
tion rather than expanding exports. Given these similarities, it is not sur-
prising that the two papers yield similar results regarding many issues, such
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as the extent of labor mobility (which in both cases is documented to be
low) and the decrease of relative wages in sectors or regions that were hit
harder by the tariff declines. Yet the two studies differ in their findings re-
garding the effect of increased openness on poverty.

While the reasons for this difference cannot be pinned down with cer-
tainty without further investigation, the most plausible explanation hinges
on the differential impact of the two liberalization episodes on agriculture.
Agricultural trade liberalization in Colombia was limited; given that most
of the poor are concentrated in the rural areas, it is not a surprise that their
fates were not altered (at least not in the short run) by a trade liberalization
wave that affected mostly the manufacturing sector in the urban areas. In
contrast, the Indian trade liberalization included significant tariff reduc-
tions in the agricultural sector, which are explicitly accounted for in Topa-
lova’s comprehensive study. Interestingly, Topalova documents that the
poverty increase was concentrated in rural areas and agricultural sectors.
The results of the two papers taken together seem thus to suggest that
liberalization of the agricultural sector may have a significant effect on
poverty in the short and medium run. There will certainly be many oppor-
tunities to put this claim to the test in the near future as many developed
countries consider reforming their domestic agricultural policies in ways
that would certainly impact the developing world. Furthermore, Topa-
lova’s results indicate that the issue of labor mobility may be a first-order
concern when it comes to assessing the effects of trade liberalization on
poverty; one of the reasons that people in areas affected by tariff reductions
become poorer is that they do not move to regions or sectors that are bet-
ter off. Similarly, in the case of Colombia, the decline of relative wages of
unskilled workers is partly explained by the fact that these workers do not
move quickly enough to industries with higher wages. Taking measures to
increase labor mobility could potentially ease adjustment to trade reforms
and mitigate some of the potentially adverse effects of trade liberalization
in the short and medium run.

We are still left with the question of how to explain the Colombian poverty
decline between 1986 and 1994. The residual explanation left to us is that
there was an economy-wide increase in absolute wages, pronounced enough
to compensate for the worsening of the relative position of individuals at the
left tail of the income distribution. Whether this increase was brought about
through the trade reforms is a question we cannot answer, given that the
trade policy changes coincide with other reforms (e.g., labor market reform)
and other events that may have also affected wages. But it seems fair to con-
clude that to the extent trade liberalization had any role at all in the decline
of poverty during that period, this was through the operation of general
equilibrium effects, the potential effects of lower tariffs on the prices of con-
sumer goods, and the potential impact of free trade on growth.



Appendix

Table 6A.1 Correlation of per capita household income measures based on different adult
equivalency scales

a=1, «a=075 oa=05 a=1, a=075 a=05 oa=1, a=0.75 a=0.25,
6=1 6=1 6=1 06=.75 6=.795 06=.75 6=.5 0=.5 6=.5 OECD

a=1,0=1 1.00

a=0750=1 1.00 1.00

a=050=1 99 1.00 1.00

a=1,0=.75 98 99 99 1.00

a=0.750=.75 98 98 99 1.00 1.00

a=0.560=.75 97 98 98 1.00 1.00 1.00

a=1,06=.5 93 94 94 98 .99 99 1.00

a=0.7560=.5 93 94 94 98 98 99 1.00 1.00

a=050=.5 92 93 94 98 .98 99 1.00 1.00 1.00

OECD 99 99 99 1.00 1.00 1.00 97 97 97 1.00

Table 6A.2 Sensitivity of head count ratios to adult-equivalency scales

a 0 1984 1986 1988 1990 1992 1994 1996 1998
A. $1-per-day poverty line

1 1 .025 .025 .018 .014 .018 011 .022 .028

0.75 1 .021 .023 .016 .012 015 .010 .020 .024

0.5 1 .019 .020 .013 011 .013 .009 .018 .022

1 0.75 .016 .018 .011 .010 .012 .008 .017 .019

0.75 0.75 .015 .017 011 .009 011 .008 .015 .019

0.5 0.75 .014 .015 .010 .008 .010 .007 .014 .017

1 0.5 .012 .014 .009 .007 .009 .007 .014 .015

0.75 0.5 .012 .013 .009 .007 .009 .007 .013 .015

0.5 0.5 .012 .013 .009 .006 .008 .007 .013 .014

OECD .017 .018 011 .010 011 .008 .017 .020
B. 82-per-day poverty line

1 1 .069 .067 .057 .051 .058 .037 .055 .073

0.75 1 .054 .055 .043 .038 .043 .028 .045 .058

0.5 1 .041 .042 .034 .026 .035 .020 .038 .048

1 0.75 .032 .035 .028 .020 .027 .016 .031 .036

0.75 0.75 .029 .031 .023 .017 .024 .014 .027 .033

0.5 0.75 .025 .027 .020 .015 .019 .013 .024 .030

1 0.5 .021 .023 .016 .013 015 011 .021 .025

0.75 0.5 .020 .022 .015 .013 .014 011 .020 .024

0.5 0.5 .018 .020 .013 .012 .013 .010 .019 .023

OECD .034 .035 .028 .020 .027 .016 .031 .038
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Comment Chang-Tai Hsieh

This paper by Goldberg and Pavenik measures the effect of trade liberal-
ization in Colombia on poverty reduction. There are two central facts that
motivate this paper. First, Colombia undertook a substantial liberalization
of its trade regime in the early 1990s: the average tariff rate in the manu-
facturing sector fell from 50 percent in 1984 to 13 percent in 1998. Second,
there was an economic boom in Colombia over the same time period that
had the effect of lowering poverty. For example, the head count ratio fell by
5 percentage points from 1984 to 1994.

The paper presents three pieces of evidence to measure the causal link
between trade liberalization and poverty reduction. First, using successive
cross-sectional data sets from Colombia’s national household survey, the
authors show that poverty is associated with unemployment, with informal
employment (measured as somebody working in a firm that does not pay
social security taxes), with pay lower than the minimum wage, and with
work in low-wage industries (such as personal services). Second, the paper
uses a between-within decomposition widely used in the skill-biased tech-
nical change literature to show that the decline in poverty is not due to
changes in cross-sectional correlates of poverty. Specifically, the authors
show that changes in the unemployment rate, in the share of workers in the
informal sector, in the fraction of workers paid the minimum wage, or in
the share of workers in low-wage industries are not responsible for the de-
cline in poverty. Finally, the core of the paper exploits the differential im-
pact of the tariff decline across industries to measure the effect of trade lib-
eralization. Specifically, the authors show that the extent of tariff decline in
an industry is not associated with unemployment, informality, industry, or
fraction of workers paid less than the minimum wage. The paper thus con-
cludes that there is little evidence that the poverty decline was due to trade
liberalization.

There are two things I find puzzling about this paper. First, it’s not clear
to me why the paper focuses most of its attention on the correlates of
poverty rather than on poverty itself: there is only one table in the paper
that measures the link between poverty and trade liberalization. Before
looking at the correlates of poverty, one should first determine whether the
poverty decline was associated with the trade liberalization. In addition,
the correlates of poverty that the paper focuses on seem to be weak corre-
lates. The R-squares from the cross-sectional regression of poverty on the
indicators of poverty (informality, unemployment, etc.) seem quite low.
Thus, by focusing on variables that have limited power to explain poverty,
the research design seems set up to find no effect of trade policy. The low

Chang-Tai Hsieh is an associate professor of economics at the University of California,
Berkeley, and a faculty research fellow of the National Bureau of Economic Research.
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explanatory power of the cross-sectional regression is particularly puzzling
since the measure of poverty is basically based on income, the explanatory
variables include all the variables typically included in a Mincerian wage
regression, and we know that a standard Mincerian wage regression typi-
cally yields R-squares of 20 to 30 percent.

Second, using their simple accounting decomposition, the authors show
that the decline in poverty cannot be attributed to changes in their corre-
lates of poverty. Given this fact, however, the core of the paper—the cor-
relation between the extent of trade liberalization and changes in the cor-
relates of poverty—seems beside the point. Put differently, if we already
know that changes in the correlates of poverty are not important in ex-
plaining the poverty decline, why are we bothering to measure the extent to
which trade liberalization is associated with changes in the correlates of
poverty?

Finally, more broadly, it seems difficult to make the case that one can use
the differential impact of the trade reform across industries to measure its
effect on poverty. There are (at least) two reasons for this. First, if the mag-
nitude of job creation and destruction is at least as high in Colombia as it
is in the United States, it seems difficult to pick up the effect of a sectoral
shock by looking at workers in a given industry. For example, it could well
be the case that trade liberalization was responsible for large losses for
many people in protected sectors. However, if unemployment spells were
short for most people, it would be difficult to pick up this effect from the
cross-industry correlation of poverty and trade liberalization. One way to
deal with this problem might be to use the differential regional impact of
the trade reform, with the argument that interregional migration is lower
than intersectoral movement.

Second, Colombia underwent many other policy reforms at exactly the
same time. For example, it underwent a banking reform and labor market
reform in 1990, liberalization of foreign direct investment and of the capi-
tal account in 1991, and a significant social security reform in 1993. It
seems likely that many of these reforms would have a differential effect
across industries. For example, social security reform presumably would
have a different effect in industries that, prior to the reform, were paying
social security taxes relative to firms that were not. The question, obvi-
ously, is the extent to which the differential effect of these other reforms is
correlated with the differential impact of trade liberalization.



Trade Liberalization, Poverty,
and Inequality
Evidence from Indian Districts

Petia Topalova

7.1 Introduction

After the Second World War, India, along with other developing coun-
tries, chose a strategy of import substitution as a means of industrializing.
In the past two decades, however, many countries have begun to favor
global economic integration, and in particular trade liberalization, as a de-
velopment strategy. Although there is a general presumption that trade lib-
eralization results in a higher gross domestic product (GDP), much less is
known about its effects on income distribution. The distributional impacts
of trade are particularly important in developing countries, where income
inequality is typically pronounced and there are large vulnerable popula-
tions. If economic integration leads to further growth in income inequality
and an increase in the number of poor in developing economies, the bene-
fits of liberalization may be realized at a substantial social cost unless ad-
ditional policies are devised to redistribute some of the gains from the win-
ners to the losers.

Standard economic theory (Heckscher-Ohlin model) predicts that gains
to trade should flow to abundant factors, which suggests that in develop-
ing countries unskilled labor would benefit most from globalization. The
rising skill premium in the United States is often cited in support of stan-
dard trade theory. However, recently these sharp predictions have been

Petia Topalova is an economist at the International Monetary Fund.

I am indebted to Abhijit Banerjee, Esther Duflo, Sendhil Mullainathan, and Nina Pavcnik.
This paper also benefited from discussions with Robin Burgess, Shawn Cole, Eric Edmonds,
Ivan Fernandez-Val, Rema Hanna, Ann Harrison, Andrei Levchenko, and the participants
in the development lunches at the Massachusetts Institute of Technology and the National
Bureau of Economic Research Conference on Globalization and Poverty.
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challenged.! According to the new theories, trade liberalization could re-
duce the wages of unskilled labor even in a labor-abundant country,
thereby widening the gap between the rich and the poor. Moreover, even if
global economic integration induces faster economic growth in the long
run and substantial reductions in poverty, the adjustment might be costly,
with the burden falling disproportionately on the poor (Banerjee and New-
man 2004). Due to the ambiguity of the theory, the question of how trade
liberalization affects poverty and inequality remains largely an empirical
one.

Recent empirical work has attempted to address the question, focusing
mostly on the effect of trade liberalization on within-country income in-
equality. Studies using cross-country variation typically find little relation-
ship between trade liberalization and levels or rates of change of inequal-
ity.> However, these studies face significant problems: cross-country data
may not be comparable, sample sizes are small, and changes in liberaliza-
tion may be highly correlated with other variables important to income
processes. A promising alternative is to use microevidence from household
and industry surveys. Several studies examine the relationship between
trade reforms and skill premia, returns to education, industry premia, and
the size of informal labor markets. However, the findings of these studies
are typically based on correlations and may not always be given a causal in-
terpretation. And while there is some evidence on the effect of liberaliza-
tion on industrial performance and wage inequality, the literature has so
far ignored the next logical step: the impact of these performance changes
on poverty.

This paper investigates the impact of trade reforms on poverty and in-
equality in Indian districts. Does trade liberalization affect everyone
equally, or does it help those who are already relatively well off while leav-
ing the poor behind? How does it affect income distributions within rural
and urban areas? And is the effect of liberalization felt equally across re-
gions in India?

India presents a particularly relevant setting in which to seek the answers
to these questions. First, India is the home of one-third of the world’s poor.?
Second, the nature of India’s trade liberalization—sudden, comprehen-
sive, and largely externally imposed—facilitates a causal interpretation of
the findings. India liberalized its international trade as part of a major set
of reforms in response to a severe balance-of-payments crisis in 1991. Ex-
tremely restrictive policies were abandoned: the average duty rate declined

1. See Davis (1996), Feenstra and Hanson (1997), Stiglitz (1970), Cunat and Maffezzoli
(2001), Banerjee and Newman (2004), and Kremer and Maskin (2003).

2. See Edwards (1998), Lundberg and Squire (2003), Rama (2003), Dollar and Kraay
(2002), and Milanovic (2002).

3. Based on 2001 World Bank estimates. See http://www.worldbank.org/research/pov
monitor/.



Trade Liberalization, Poverty, and Inequality 293

by more than half, and the percentage of goods importable without license
or quantitative restriction rose sharply. The lower average tariffs, combined
with changes in the tariff structure across industries, provide ample varia-
tion to identify the causal effects of trade policy on income processes.

Coincident with these tariff reductions were significant changes in the
incidence of poverty and income inequality. To determine whether there is
a causal link between liberalization and changes in poverty and inequality,
this paper exploits the variation in the timing and degree of liberalization
across industries, and the variation in the location of industries in districts
throughout India. The interaction between the share of a district’s popula-
tion employed by various industries on the eve of the economic reforms
and the reduction in trade barriers in these industries provides a measure
of the district’s exposure to foreign trade. In a regression framework, this
paper establishes whether district poverty and inequality are related to the
district-specific trade policy shocks. Because industrial composition is pre-
determined and trade liberalization was sudden and externally imposed,
it is appropriate to causally interpret the correlation between the levels
of poverty and inequality and trade exposure. Of course, if there were mi-
gration across districts in response to changes in factor prices, an analysis
comparing districts over time may not give the full extent of the impact of
globalization on inequality and poverty in India. However, the analysis still
gives a well-defined answer to the question of whether inequality and pov-
erty increased more (or less) in districts that were affected more by trade
liberalization.

The study finds that trade liberalization led to an increase in poverty rate
and poverty gap in the rural districts where industries more exposed to lib-
eralization were concentrated. The effect is quite substantial. According to
the most conservative estimates, compared to a rural district experiencing
no change in tariffs, a district experiencing the mean level of tariff changes
saw a 2 percent increase in poverty incidence and a 0.6 percent increase in
poverty depth. This setback represents about 15 percent of India’s progress
in poverty reduction over the 1990s.

It is important to note that this exercise does not study the level effect of
liberalization on poverty in India but rather the relative impact on areas
more or less exposed to liberalization. Thus, while liberalization may have
had an overall effect of increasing or lowering the poverty rate and poverty
gap, this paper captures the fact that these effects were not equal through-
out the country, and certain areas and certain segments of the society ben-
efited less (or suffered more) from liberalization.

The finding of any effect of trade liberalization on regional outcomes is
puzzling in the trade theorist’s hypothetical world, where factors are mo-
bile both across geographical regions within a country and across indus-
tries. Factor reallocation would equate incidence of poverty across regions.
In a closely related study (Topalova 2004b), I present evidence that the
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mobility of factors is extremely limited in India. The geographical in-
equalities are explained by the lack of relocation: migration is remarkably
low, with no signs of an upward trend after the 1991 reforms. In the study
I further examine the mechanisms through which trade liberalization
affected poverty and inequality, establishing that the lack of geographical
mobility is combined with a lack of intersectoral mobility. Changes in rel-
ative output prices led to changes in relative sector returns to sector-
specific factors. As those employed in traded industries were not at the top
of the income distribution on the eve of the trade reform, the reduction in
income caused some to cross the poverty line or fall even deeper into
poverty.

This study is related to several strands of literature. First, it fits into the
recent large empirical literature on the effects of trade reforms on wage
inequality. This literature has largely dealt with the experience of Latin
American countries: Cragg and Epelbaum (1996), Revenga (1996), Han-
son and Harrison (1999), Feliciano (2001), Goldberg and Pavcnik (2001),
and Attanasio, Goldberg, and Pavcnik (2004). Currie and Harrison (1997)
study the effect of trade liberalization in Morocco. These papers typically
find small effects of trade on wage inequality of workers in the manufac-
turing sector. This paper extends this type of analysis by focusing not only
on the effect of trade reforms on relative wages in manufacturing but on re-
gional outcomes in general, thus capturing how trade effects seeped from
the directly affected manufacturing and agricultural workers to their de-
pendents, as well as people involved in nontraded-goods sectors.

This is also one of the first studies to examine the link between trade lib-
eralization and poverty. So far Porto (2004) and Goldberg and Pavcnik
(2004) have analyzed the relationship between trade and poverty in the
case of Argentina and Colombia respectively. Porto’s approach has the ad-
vantage of providing a general equilibrium analysis of the relationship be-
tween trade liberalization and poverty, by simultaneously considering the
labor market and consumption effects of trade liberalization, but his re-
sults rely on simulations based on cross-sectional data. Goldberg and
Pavcnik (2004), exploiting cross-sectional and time series variation at the
industry level, find little evidence of a link between the Colombian trade re-
forms and poverty. Yet, as the study focuses on urban areas and people in-
volved in manufacture, it may be missing the really poor. This paper relates
plausibly exogenous changes in trade policy to poverty and inequality,
studying both manufacturing and agricultural workers in both urban and
rural areas. In addition, by defining the district as the unit of observation,
it overcomes important selection and composition effects that studies at
the industry level may face. Finally, the paper contributes to the literature
on industry wage premia and their relation to trade protection.

The remainder of the paper is organized as follows. Section 7.2 describes
the Indian reforms of 1991 focusing on trade liberalization, while section
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7.3 presents the data used in the analysis. In section 7.4 the empirical strat-
egy is explained, and the results follow in section 7.5. Section 7.6 con-
cludes.

7.2 The Indian Trade Liberalization

India’s postindependence development strategy was one of national self-
sufficiency and stressed the importance of government regulation of the
economy. Cerra and Saxena (2000) characterized it as both inward looking
and highly interventionist, consisting of import protection, complex in-
dustrial licensing requirements, pervasive government intervention in fi-
nancial intermediation, and substantial public ownership of heavy indus-
try. In particular, India’s trade regime was among the most restrictive in
Asia, with high nominal tariffs and nontariff barriers, including a complex
import licensing system, an actual user policy that restricted imports by in-
termediaries, restrictions of certain exports and imports to the public sec-
tor (canalization), phased manufacturing programs that mandated pro-
gressive import substitution, and government purchase preferences for
domestic producers.

It was only during the second half of the 1980s, when the focus of India’s
development strategy gradually shifted toward export-led growth, that the
process of liberalization began. Import and industrial licensing were eased,
and tariffs replaced some quantitative restrictions, although even as late as
1989-90 a mere 12 percent of manufactured products could be imported
under an open general license; the average tariff was still one of the high-
est, greater than 90 percent (Cerra and Saxena 2000).

However, the gradual liberalization of the late 1980s was accompanied
by a rise in macroeconomic imbalances—namely, fiscal and balance-of-
payments deficits—which increased India’s vulnerability to shocks. The
sudden increase in oil prices due to the Gulf War in 1990, the drop in re-
mittances from Indian workers in the Middle East, and the slackened de-
mand of important trading partners exacerbated the situation. Political
uncertainty, which peaked in 1990 and 1991 after the poor performance
and subsequent fall of a coalition government led by the second largest
party (Janata Dal) and the assassination of Rajiv Gandhi, the chairman of
the Congress Party, undermined investor confidence. With India’s down-
graded credit rating, commercial bank loans were hard to obtain, credit
lines were not renewed, and capital outflows began to take place.

To deal with its external payments problems, the government of India
requested a standby arrangement from the International Monetary Fund
(IMF) in August 1991. The IMF support was conditional on an adjust-
ment program featuring macroeconomic stabilization and structural re-
forms. The latter focused on the industrial and import licenses, the finan-
cial sector, the tax system, and trade policy. On trade policy, benchmarks
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for the first review of the standby arrangement included a reduction in the
level and dispersion of tariffs and a removal of a large number of quantita-
tive restrictions (Chopra et al. 1995). Specific policy actions in a number of
areas—notably industrial deregulation, trade policy and public enterprise
reforms, and some aspects of financial-sector reform—also formed the ba-
sis for a World Bank Structural Adjustment Loan, as well as sector loans.

The government’s export-import policy plan (1992-97) ushered in radi-
cal changes to the trade regime by sharply reducing the role of the import
and export control system. The share of products subject to quantitative
restrictions decreased from 87 percent in 1987-88 to 45 percent in 1994
95. The actual user condition on imports was discontinued. All twenty-six
import licensing lists were eliminated, and a negative list was established
(Hasan, Mitra, and Ramaswamy, 2003). Thus, apart from goods in the neg-
ative list, all goods could be freely imported (subject to import tariffs;
Goldar 2002). In addition to the easing of import and export restrictions,
there were drastic tariff reductions (figure 7.1, panels A and B). Average
tariffs fell from more than 80 percent in 1990 to 37 percent in 1996, and the
standard deviation of tariffs dropped by 50 percent during the same pe-
riod. The structure of protection across industries changed (figure 7.1,
panel G). Panel H of figure 7.1 shows the strikingly linear relationship be-
tween the prereform tariff levels and the decline in tariffs the industry ex-
perienced. This graph reflects the guidelines according to which tariff re-
form took place, namely reduction in the general level of tariffs, reduction
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of the spread or dispersion of tariff rates, simplification of the tariff system,
and rationalization of tariff rates, along with the abolition of numerous ex-
emptions and concessions.* Agricultural products, with the exception of
cereals and oilseeds, faced an equally sharp drop in tariffs, although the
nontariff barriers (NTBs) of these products were lifted only in the late
1990s (figure 7.1, panels C—F). There were some differences in the magni-

4. The guidelines were outlined in the Chelliah report of the Tax Reform Commission con-
stituted in 1991.
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tude of tariff changes (and especially NTBs) according to industry use
type: consumer durables, consumer nondurables, capital goods, and inter-
mediate and basic goods (figure 7.1, panels D and F). Indian authorities
first liberalized capital goods, basic goods, and intermediates, while con-
sumer nondurables and agricultural products were slowly moved from the
negative list to the list of freely importable goods only in the second half of
the 1990s. The Indian rupee was devalued 20 percent against the dollar in
July 1991 and further devalued in February 1992. By 1993, India had
adopted a flexible exchange rate regime (Ahluwalia 1999).

Following the reduction in trade distortions, the ratio of total trade in
manufactures to GDP rose from an average of 13 percent in the 1980s to
nearly 19 percent of GDP in 1999-2000 (fig. 7.2). Export and import vol-
umes also increased sharply from the early 1990s, outpacing growth in real
output (fig. 7.2). India’s imports were significantly more skilled-labor
intensive than India’s exports and remained so throughout the 1990s, as
shown in figure 7.3, which plots cumulative export and import shares by skill
intensity in 1987, 1991, 1994, and 1997.

India remained committed to further trade liberalization, and since 1997
there have been further adjustments to import tariffs. However, at the time the
government announced the export-import policy in the Ninth Plan (1997-
2002), the sweeping reforms outlined in the previous plan had been under-
taken and pressure for further reforms from external sources had abated.

7.3 Data

The data for this analysis were drawn from three main sources. House-
hold survey data are available from the 1983-84, 1987-88, 1993-94, and
1999-2000 (thick) rounds of the Indian National Sample Survey (NSS).
The NSS provides household-level information on expenditure patterns,
occupation, industrial affiliation (at the three-digit National Industrial
Classification [NIC] level), and various other household and individual
characteristics. The surveys usually cover all states in India and collect in-
formation on about 75,000 rural and 45,000 urban households.’ Using
these data, I construct district-level measures of poverty (measured as head
count ratio and poverty gap) and inequality (measured as the standard de-
viation of the log of per capita expenditure and the logarithmic deviation
of per capita expenditure).® Following Deaton (2003a, 2003b), I adjust
these estimates in two ways. First, I use the poverty lines proposed by
Deaton as opposed to the ones used by the Indian Planning Commission,

5. The NSS follows the Indian census definition of urban and rural areas. To be classified
as urban, an area needs to meet several criteria regarding size and density of the population,
and the share of male working population engaged in nonagricultural pursuits.

6. The poverty measures are explained in detail in section 7.4.2. The head count ratio rep-
resents the proportion of the population below the poverty line, while the poverty gap index
is the normalized aggregate shortfall of poor people’s consumption from the poverty line.
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which are based on defective price indexes over time, across states, and be-
tween the urban and rural sectors. The poverty lines are available for the
sixteen bigger states in India and Delhi to which I restrict the analysis.” In

7. Poverty lines were not available for some of the smaller states and union territories, namely
Arunachal Pradesh, Goa, Daman and Diu, Jammu and Kashmir, Manipur, Meghalaya, Mizo-
ram, Nagaland, Sikkim, Tripura, Andaman and Nicobar Islands, Chandigarh, Pondicherry,
Lakshwadweep, Dadra Nagar, and Haveli. The results are not sensitive to the inclusion of these
states, with poverty lines assumed to be the same as those of the neighboring states.



302 Petia Topalova

190
-
J90

1991
- ] . o o - . o o
4 AT . -7’
L
@ H , @ ?
] ; ¢
L o L
o . o
ol et oL eaiat”
0 s 0 s
skil_unskil90 skill_unskil90
k j50 i 190 k )50 e i 190
g 1994 g 1997
- . .« o - 3 . . e
Eo ” 5 5@ /",,’
4
© ., © / L4
« < ~
1 & 1 4
“ 4 “ 4
o .-i-/ o o-J
0 il unskiiso 1 1.5 0 5 15
skill_uns| skil_unskil90
13 J90 . i 190] 3 J90 . i J90

Fig. 7.3 Pattern of Indian trade, XM shares on skilled-unskilled ratio 90

addition, the 1999-2000 round is not directly comparable to the 1993-94
round. The 1999-2000 round introduced a new recall period (seven days)
along with the usual thirty-day recall questions for the household expen-
ditures on food, pan, and tobacco. Due to the way the questionnaire was
administered, there are reasons to believe that this methodology leads to
an overestimate of the expenditures based on the thirty-day recall period,
which in turn affects the poverty and inequality estimates. To achieve com-
parability with earlier rounds, I follow Deaton and impute the correct dis-
tribution of total per capita expenditure for each district from the house-
holds’ expenditures on a subset of goods for which the new recall period
questions were not introduced. The poverty and inequality measures were
derived from this corrected distribution. Throughout the 1990s there were
substantial changes in the administrative division of India, with districts’
boundaries changing as new districts were carved out of existing ones. As
I compare districts over time, I construct consistent time series of district
identifiers using census atlases and other maps of India. These were also
used to match the NSS and census district definitions.

For industrial data, I use the Indian census of 1991, which reports the in-
dustry of employment at the three-digit NIC code for each district in India.
Because the census does not distinguish among crops produced by agricul-
tural workers, [ use the forty-third round of the NSS to compute agricultural
employment district weights. There are about 450 industry codes, of which
about 190 are traded agricultural, mining, or manufacturing industries.
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Finally, I use tariffs to measure changes in Indian trade policy. While
NTBs have historically played a large role in Indian trade policy, data are
not available at a disaggregated enough level to allow the construction of a
time series of NTBs across sectors.® Instead, I construct a database of an-
nual tariff data for 1987-2001 at the six-digit level of the Indian Trade Clas-
sification Harmonized System (HS) code based on data from various pub-
lications of the Ministry of Finance. I then match 5,000 product lines to the
NIC codes, using the concordance of Debroy and Santhanam (1993), to
calculate average industry-level tariffs. The few available data on NTBs
come from various publications of the Directorate General of Foreign
Trade as well as the 1992 study of the Indian trade regime by Aksoy (1992).

7.4 Empirical Strategy

The Indian liberalization was externally imposed and comprehensive,
and the Indian government had to meet strict compliance deadlines. The
period immediately before the reform and the five-year plan immediately
following give rise to an excellent natural experiment. India’s large size and
diversity (India was divided into approximately 450 districts in twenty-
seven states at the time of the 1991 census) allow for a cross-region research
design. The identification strategy is straightforward: districts whose in-
dustries faced larger liberalization shocks are compared to those whose in-
dustries remained protected. Gordon Hanson employs a similar strategy in
his study of the effect of globalization on labor income in Mexico in chap-
ter 10 of this volume.

However, unlike Hanson’s, the identification strategy of this paper ex-
ploits variation in the “initial” industrial composition across districts in In-
dia and the timing of liberalization across industries. I construct a measure
of district trade exposure as the average of industry-level tariffs weighted
by the workers employed in that industry in 1991 as a share of all registered
workers. The variation in industrial composition will generate differential
response of the district-level trade exposure to the exogenous changes in
tariffs. In a regression framework, the baseline specification takes the fol-
lowing form:

(1) Y, =a+p-Tarff,, +v,+3,+¢,,

where y,, is district-level outcome such as measures of poverty and in-
equality, and Tariff,,, is the district exposure to international trade. The co-
efficient of interest, 3, captures the average effect of trade protection on

8. In addition, the experience of other developing countries shows that NTB coverage ra-
tios are usually highly correlated with tariffs; thus, estimates based on tariffs may capture the
combined effect of trade policy changes (Goldberg and Pavcnik 2004). This relationship
seems to hold in the case of India as well, based on the patchy data available.
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regional outcomes. The inclusion of district fixed effects (8,) absorbs un-
observed district-specific heterogeneity in the determinants of poverty and
inequality, while the year dummies (,) control for macroeconomic shocks
that affect all of India equally.

The above methodology will capture the short- to medium-run effect of
trade liberalization in a specific district. Note that in the presence of per-
fect factor mobility across regions, one would expect no effect of liberal-
ization on regional outcomes. If workers can easily migrate in response to
adverse price changes, the effect of liberalization captured in B would be
zero. A further advantage of this identification strategy is that it will un-
cover the general equilibrium effect of trade liberalization within a geo-
graphical unit. Previous studies have focused on the effect of trade open-
ing on manufacturing workers, who, in developing countries, typically
represent a small fraction of the population, though often a large share of
income. This strategy will capture the effect of trade liberalization not only
on manufacturing and agricultural workers but also on their dependents
and individuals in allied sectors.

It is important to emphasize that this empirical strategy cannot tell us
anything about the first-order effect of trade on poverty. First, trade liber-
alization is likely to have effects common across India, through prices,
availability of new goods, faster growth, and so on.’ Second, it would be
very difficult to draw a causal lesson using only time variation in trade lib-
eralization and poverty levels, since the Indian economy was subject to nu-
merous other influences over the period studied. This study, based on re-
gional variation, does not reflect these effects and does not seek to answer
questions about overall levels. Instead, it answers the question of whether
all districts derived similar benefits (or suffered similar costs) from liberal-
ization or whether some areas suffered disproportionately. This is an im-
portant question for policymakers, who might need to devise additional
policies to redistribute some of the gains from the winners to those who do
not win as much in order to minimize potential social cost of inequality.

The balance of this section addresses two potential complications. First,
the process of trade liberalization is explored in detail, including the pos-
sibility that liberalization was correlated with other factors that affect
regional poverty and inequality. Second, the measures used to quantify
poverty and inequality are described, including careful attention to pos-
sible problems with the data, and their solution.

7.4.1 Endogeneity of Trade Policy

There are strong theoretical reasons (Grossman and Helpman 2002) to
believe that in the absence of external pressure, trade policy is an endoge-

9. To a certain extent the effect of cheaper goods should be reflected in the deflators for the
poverty lines.
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nous outcome to political and economic processes. As the empirical strat-
egy of this paper exploits the interaction of regional industrial composition
and differential degree of liberalization across industries to identify the
effect of trade liberalization on poverty and inequality, understanding the
source of variation in the tariff levels is of utmost importance. In particu-
lar, there are two dimensions that suggest that endogeneity of trade policy
may be a concern. First, the initial decrease in tariffs might have been just
a continuation of a secular trend. The timing of trade reform might have
reflected Indian authorities’ perception of domestic industries as mature
enough to face foreign competition, and labor and credit markets as flex-
ible enough to ease the intersectoral reallocation that would ensue. Sec-
ond, the cross-sectional variation in levels of protection might be related to
economic and political factors. The relatively less efficient industries might
have enjoyed a higher degree of protection; the political strength of labor
as well as business is also often cited as a determinant of trade protection.
If less productive industries or industries with higher lobbying ability are
more concentrated in poorer areas, then one might see a positive correla-
tion between district poverty rates and the district level tariffs. These two
concerns are addressed in sequence below.

As already discussed in section 7.2, the external crisis of 1991 opened the
way for market-oriented reforms in India, such as trade liberalization. The
Indian government required IMF support to meet external payment obli-
gations, and was thus compelled to accept the conditions that accompa-
nied the support. Given several earlier attempts to avoid IMF loans and
the associated conditionalities, the large number of members of the new
cabinet who had been cabinet members in past governments with inward-
looking trade policies and the heavy reliance on tariffs as a source of rev-
enues, these reforms came as a surprise (Hasan, Mitra, and Ramaswamy
2003). According to a study on the political economy of economic policy
in India, the new policy package was delivered swiftly in order to complete
the process of changeover so as not to permit consolidation of any likely
opposition to implementation of the new policies: “The strategy was to ad-
minister a ‘shock therapy’ to the economy. . . . There was no debate among
officials or economists prior to the official adoption. . .. The new eco-
nomic policy did not originate out of an analysis of the data and informa-
tion or a well-thought-out development perspective” (Goyal 1996).°

Varshney (1999) describes the political environment in which the trade
reforms were passed. Mass political attention at the time was focused on

10. This view is confirmed in a recent interview with Dr. Raja Chelliah, one of the master-
minds of the reforms, who said, “We didn’t have the time to sit down and think exactly what
kind of a development model we needed. . . . There was no systematic attempt to see two
things; one, how have the benefits of reforms distributed, and two, ultimately what kind of so-
ciety we want to have, what model of development should we have?” (July 5, 2004, http://in
.rediff.com/money/2004/jul/0Sinter.htm).
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internal politics (ethnic conflict in particular), and trade reforms pushed
through by a weak coalition government apparently escaped general at-
tention, in contrast to the failed reform attempts of the much stronger
Congress Party in 1985. As late as 1996, fewer than 20 percent of the elec-
torate had any knowledge of the trade reform, while 80 percent had opin-
ions on whether India should implement caste-based affirmative action.
While some liberalization efforts (for example, privatization) were diluted
or delayed due to popular opposition, trade liberalization was generally
successful. As Bhagwati wrote, “Reform by storm has supplanted the re-
form by stealth of Mrs. Gandhi’s time and the reform with reluctance un-
der Rajiv Gandhi” (Bhagwati 1993).

There are several reasons why trade policy remained part of elite politics.
Trade constitutes a relatively small part of GDP in India. Although tariffs
were vastly reduced, consumer goods and agricultural products were ini-
tially not liberalized. And although there surely is an important link be-
tween mass welfare and trade policy, even when trade is a small share of the
national product, these links are subtle and not yet established empirically.

Even if the timing of the sharp drop in average tariffs (fig. 7.1) appears
exogenous, there is significant variation in the tariff changes across indus-
tries, which could confound inference. More precisely, it is important to
understand whether the changes in tariffs reflected authorities’ percep-
tions of industry’s ability to compete internationally, or the lobbying power
of the industry. Ideally, this concern could be alleviated by knowledge of
the true intentions of Indian policymakers or, failing that, through a de-
tailed study of the political economy behind tariff changes in India over the
period. In the absence of objective and detailed analyses of such policy
changes, the data may be examined for possible confounding relationships.

First, I examine to what extent tariffs moved together. An analysis of the
tariff changes of the 5,000 items in the data set for 1992-96, the Eighth
Plan, and for 1997-2001, the Ninth Plan, suggests that movements in tar-
iffs were strikingly uniform until 1997 (fig. 7.4). During the first five-year
plan that incorporated the economic reforms of 1991, India had to meet
certain externally imposed benchmarks, and the majority of tariff changes
across products exhibited similar behavior (either increased, decreased,
or remained constant). After 1997, tariff movements were not as uniform.
This suggests that policymakers were more selective in setting product
tariffs during 1997-2001, and the problem of potential cross-sectional en-
dogenous trade protection is more pronounced.

Second, there is no evidence that policymakers adjusted tariffs accord-
ing to industry’s perceived productivity during the Eighth Plan (i.e., until
1997). In a related study (Topalova 2004a), I tested whether current pro-
ductivity levels predict future tariffs—a relationship one would expect if
policymakers were indeed trying to protect less efficient industries. I found
that the correlation between future tariffs and current productivity, and fu-
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ture tariffs and current productivity growth, is indistinguishable from zero
for the 1989-96 period. For the period after 1997, however, future tariff lev-
els seem to be negatively and statistically significantly correlated with cur-
rent productivity. This evidence and the evidence on uniformity in tariff
movements until 1997 suggest that it may not be appropriate to use trade
policy variation after 1997. This study thus focuses on the 1987-97 period.

A third check uses data from the Annual Survey of Industries (ASI) to
test for political protection. Even if the change in industry tariffs appears
uncorrelated with the initial productivity of the industry, tariffs may be cor-
related with politically important characteristics of the firm. Using data
from the ASI (which covers manufacturing and mining sectors), and fol-
lowing the literature on political protection, I regress the change in tariffs
between 1987 and 1997 on various industrial characteristics in 1987."
These characteristics include employment size (a larger labor force may
lead to more electoral power and more protection), output size, average
wage (policymakers may protect industries where relatively low-skilled or
vulnerable workers are employed), concentration (as measured by the av-
erage factory size, this captures the ability of producers to organize politi-
cal pressure groups to lobby for more protection), and share of skilled

11. T use 1987 as the prereform year since the data on prereform poverty and inequality
come from the forty-third round of the NSS, which was collected in 1987. The results are ro-
bust to using 1988 or 1990 as the prereform year.
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workers. The results are presented in table 7.1, panel A. Tariff changes are
not correlated with any of the industry characteristics.

Because agricultural workers are not included in the ASI data but com-
prise a large share of India’s population, I conduct a similar exercise using
data from the 1987 NSS. I estimate for all industries the average per capita
expenditure, wage, poverty rate, and poverty depth at the industry level,

Table 7.1 Tariff declines and prereform industrial characteristics (dependent variable:
Tariff1987 — Tariff1997)
TG B R O B © B O N ¢) B O
A. Evidence from the ASI
Log real wage 0.037
(0.062)
Share of nonproduction 0.312
workers (0.399)
Capital-labor ratio 0.013
(0.025)
Log output 0.019
(0.020)
Factory size 0.000
(0.000)
Log employment -0.002
(0.016)
Growth log output -0.038
1982-87 (0.061)
Growth log employment 0.024
1982-87 (0.083)
R? 0.093 0.096  0.091 0.096  0.094  0.090 0.092  0.091
No. of observations 135 135 135 135 134 135 135 135
B. Evidence from the NSS, rural and urban pooled
Log per capita —-0.040
expenditure (0.051)
Log wage —-0.002
(0.033)
Poverty rate 0.019
(0.113)
Poverty depth -0.205
(0.339)
R? 0.06 0.07 0.06 0.06
No. of observations 315 274 315 315

Notes: Robust standard errors in parentheses. All regressions include indicators for industry use type:
capital goods, consumer durables, consumer nondurables, and intermediate. In panel A, regressions are
weighted by the square root of the number of factories. Data are from the 1987 ASI and cover mining
and manufacturing industries. In panel B, regressions are weighted by the square root of the number of
workers in each industry in the 1987 NSS. Urban and rural sample are pooled, and an indicator for ur-
ban is included. Separate regressions for the urban and rural sample exhibit similar patterns. Note that
cereal and oilseed cultivation has been treated as a nontraded industry, because imports of these agri-
cultural products were canalized (restricted only to state trading monopolies) until 2000.
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and I check whether there is a correlation between these industry charac-
teristics and tariff declines. The results, presented in table 7.1, panel B,
show no significant relationship between tariff changes and these measures
of workers’ wellbeing, once controls for industry use type are included.

A possible explanation for these results can be found in Gang and
Pandey (1996). They conducted a careful study of the determinants of pro-
tection across manufacturing sectors across three plans, 1979-80, 1984
85, and 1991-92, showing that none of the economic and political factors
are important in explaining industry tariff levels in India.'? They explain
the phenomenon with the hysteresis of policy: trade policy was determined
in the Second Five-Year Plan and never changed, even as the circum-
stances and natures of the industries evolved.

The evidence presented here suggests that the differential tariff changes
across industries between 1991 and 1997 were as unrelated to the state of
the industries as can be reasonably hoped for in a real-world setting.

One big exception to the otherwise haphazard pattern of tariff reduc-
tions comprises two major agricultural crops: cereals and oilseeds.
Throughout the period of study, the imports of cereals and oilseeds re-
mained canalized (only government agencies were allowed to import these
items), and no change in their tariff rates was observed (the tariff rate for
cereals was set at zero). Thus, they were de facto nontraded goods. The de-
lay in the liberalization of these major agricultural crops was due to rea-
sons of food security. However, the cultivators of these crops were also
among the poorest in India. This brings some additional complications to
the analysis, which are discussed at length in the following sections.

7.4.2 Measurement and Basic Patterns of Poverty and Inequality

Measuring poverty and inequality is not a trivial task. For poverty, [ use
both the head count ratio (HCR) and the poverty gap. The former, which I
refer to as the poverty rate, represents the proportion of the population be-
low the poverty line. While the HCR is widely used, it does not capture the
extent to which different households fall short of the poverty line, and it is
highly sensitive to the number of poor households near the poverty line.
Thus, I also analyze the poverty gap index, defined as the normalized ag-
gregate shortfall of poor people’s consumption from the poverty line.'?

12. In other developing countries, protection tends to be highest for unskilled, labor-
intensive sectors. See Goldberg and Pavcnik (2001), Hanson and Harrison (1999), and Cur-
rie and Harrison (1997) for evidence from Colombia, Mexico, and Morocco, respectively.

13. Both the HCR and the poverty gap are members of the Foster-Greer-Thorbecke class
of poverty measures, defined as P, = J;’, [(z = »)/z1*f(y)dy, where z is the poverty line and in-
comes are distributed according to the density function f(y). The head count ratio is calcu-
lated by setting « to be 0, and the poverty gap by setting o to be 1. Since the survey design
changed for the 1999-2000 round of the NSS, in order to obtain internally consistent mea-
surements of poverty and inequality, the per capita expenditure data were adjusted at the dis-
trict level, following Deaton (2003a, 2003b; Deaton and Tarozzi 2005).
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Fig. 7.5 Trends in urban and rural poverty and inequality: 4, evolution of the head
count ratio; B, evolution of the poverty gap; C, evolution of the log deviation of con-
sumption; D, evolution of the standard deviation of log consumption

Notes: Deaton’s adjusted poverty lines and price indexes were used (Deaton 2003a, 2003b;
Deaton and Tarozzi 2005). The 55th-round data were adjusted for the change in questionnaire
design.

Figure 7.5 plots the evolution of poverty in India, and indicates a substan-
tial decline over the past two decades.

I chose two measures of inequality, the standard deviation of log con-
sumption and the mean logarithmic deviation of consumption,'* both be-
cause they are standard measures and because similar values are obtained
when they are estimated from either the microdata or the estimated distri-
butions. In contrast to poverty’s steady decline, inequality follows a more
complicated pattern. Although it registered a substantial decline between
1987 and 1993, both measures record a break in that trend and a slight in-
crease in inequality after 1993 in rural India. In urban India, after a period
of decline, inequality rose between 1993 and 1999.

As mentioned above, the measure of trade policy is the tariff that a dis-
trict faces, calculated as the 1991 employment-weighted average nominal

14. The mean deviation of consumption is part of the family of generalized entropy coeffi-
cients. It is calculated according to the following formula:

10) = | f log(%)f(y)dy,

where . is mean income.
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ad valorem tariff at time 7.'*> Appendix table 7A.1 provides summary sta-
tistics of the variables included in the analysis at the district level, includ-
ing a breakdown of the workers across broad industrial categories. In the
average rural district about 80 percent of main workers are involved in agri-
culture, of whom 87 percent are involved in cultivation of cereals and
oilseeds.'® Mining and manufacturing account for about 6 percent of the
workers, and the remaining 12 percent are involved in services, trade,
transportation, and construction. In urban India, agricultural workers
represent only 19 percent, of which 73 percent are cultivators of cereals
and oilseeds. Manufacturing and mining workers account for another fifth
of the urban population, and the remaining three fifths comprise workers
in services and the like.
The district level tariffs are computed as follows:

Tariff zﬂ.Workerdi1991 - Tariff,,
ariff,, = :
! Total Worker,, o,

Tariff, is a scaled version of district tariffs. In this measure, workers in
nontraded industries are assigned zero tariff for all years. These are work-
ers in services, trade, transportation, and construction as well as all work-
ers involved in the growing of cereals and oilseeds. The latter assumption
is justified by the fact that all product lines of these two industries were
canalized (imports were allowed only to the state trading monopoly) as late
as 2000."” Furthermore, the tariffs of all product lines under the growing-
of-cereals industry are zero throughout the entire period of interest.

One concern with the use of Tariff,, is that it is very sensitive to the share
of people involved in nontraded industries, the majority of whom are the
cereal and oilseed growers. Since agricultural workers are usually at the
bottom of the income distribution, Tariff,, is correlated with initial poverty
levels. The interpretation of results based on this measure may be unclear
if there were (for other reasons) convergence across districts. In particular,
poorer districts, which have a large fraction of agricultural workers, may
experience faster reduction in poverty due to mean reversion or conver-
gence. These districts may also record a lower drop in tariffs, since initially

15. As described in the data section (7.3), the 1991 population and housing census is used
to compute employment by industry for each district. The employment data are available for
the urban and rural sectors separately by industry at the three-digit NIC level for all workers
except agricultural workers. To match agricultural workers to the tariff data, I compute dis-
trict employment weights from the forty-third round of the NSS (July 1987-June 1988).

16. The 1991 Indian census divides workers into two categories: main and marginal work-
ers. Main workers include people who worked for six months or more during the year, while
marginal workers include those who worked for a shorter period. Unpaid farm and family en-
terprise workers are supposed to be included in either the main worker or marginal worker
category, as appropriate.

17. These products also have minimum support prices fixed by the government of India.
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the Tariff,, measure is low. Thus, one might find a spurious negative rela-
tionship between tariffs and poverty and erroneously conclude that trade
liberalization led to a relative increase in poverty at the district level. Al-
ternatively, if workers in nontraded activities are on a different growth path
than those in traded industries, Tariff,, might capture this differential
growth rather than the effect of trade policies. To overcome this shortcom-

ing, I instrument Tariff,, with TrTariff,,, defined as
2 ; Worker,,; oo, + Tariff,,
zi Workerd,i,l99l

TrTariff, ,, nonscaled tariffs, ignores the workers in nontraded industries. It
weighs industry tariffs with employment weights that sum to one for the
share of people in traded goods in each district. Thus, a district that has 1
percent workers in traded industries and another district where 100 per-
cent of workers are in traded industries will have the same value of Tr-
Tariff, if, within the traded industries, the industrial composition is the
same. Since the variation in TrTariff,, does not reflect the size of the traded
sector within a district, the non-scaled tariff would overstate the magnitude
of any effect trade policy might have. Yet TrTariff,, forms a good instru-
ment, as it is strongly correlated with the scaled tariffs and overcomes the
correlation with district initial poverty that is there by construction in
Tariff,,. Table 7.2 presents the results from the first stage. Following equa-
tion (1), I estimate the following specification:

TrTariff,, =

(2) Tariff,, = « + B - TrTariff,, + v, + 8, + ¢

d,t>

with v, and §, defined as above. Columns (1) and (3) present the correlation
between the scaled and nonscaled tariffs. There is a very strong relation-

Table 7.2 First stage: Relationship between scaled and nonscaled tariffs (dependent
variable: Tariff)

Rural Urban
(0] (2) 3) 4)
TrTariff 0.356%%* 0.633%%* 0.407%** 0.687%**
(0.090) (0.089) (0.091) (0.150)
TrTariff - Post 0.288%%* 0.214*
(0.051) (0.118)
RrR? 0.84 0.86 0.91 091
No. of observations 728 728 724 724

Notes: All regressions include year and district dummies. Standard errors (in parentheses) are
corrected for clustering at the state year level. Regressions are weighted by the square root of
the number of people in a district.

***Significant at the 1 percent level.
*Significant at the 10 percent level.
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ship between the nonscaled and scaled tariffs in both urban and rural
India.

Another instrument is suggested by figure 7.1, panel G: tariff changes
are linearly related to initial tariffs. One important principle in the tariff
changes was to standardize the tariffs (reduce the standard deviation). A
natural consequence of this is that the higher the tariff initially, the greater
the reduction. Thus, I use prereform unscaled tariffs times a post dummy, in
addition to the unscaled tariffs, as instruments for tariff reduction, namely:

(3) Tariff,, = a + B - TrTariff, + 6 - Post, - TrTariff i, + v, + 8, + g,

Columns (2) and (4) of table 7.2 include the interaction of the initial un-
scaled tariff and a postliberalization dummy. The interaction of the non-
scaled tariffs times a post dummy is also strongly correlated with the scaled
tariffs and adds explanatory power in all rural subsamples. In the urban
sector, the relationship is not as strong.

Data on outcome variables are available for three years—1987, 1993,
and 1999—while tariff data are available annually. It is not known how
soon national policy changes affect regional outcomes, although there is
probably some lag. If the 1993 outcomes were matched to the 1991 tariffs,
1993 would count as a pre year, while if they were matched to the 1992
tariffs, it would be a post year. To avoid this problem, 1993 is omitted from
the analysis. I use the earliest available data, 1987, for the prereform tariff
measure, and the 1997 data as the post measure.

7.5 Results

I estimate four versions of equation (1): the ordinary least squares (OLS)
relationship using Tariff,,; a reduced form using TrTariff, ,; instrumenting
for ¢ using TrTariff, ; and finally instrumenting for Tariff,, with both Tr-
Tariff,, and with TrTariff, ,,,, - Post,, where Post, is a dummy equal to 1 in
year 1999. Since the dependent variable is an estimate, I weight the obser-
vations by the square root of the average number of households in a district
across rounds. Year dummies are included to account for macroeconomic
shocks and time trends that affect outcomes equally across India, while dis-
trict fixed effects absorb district-specific time-invariant heterogeneity. Out-
comes of districts within a state might be correlated, since industrial com-
position may be correlated within a state; thus, I cluster the standard errors
at the state year level. The results for the four outcomes of interest are pre-
sented in table 7.3: those for rural India in columns (1)-(4) and those for
urban India in columns (5)—(8). Each panel gives the results for a different
dependent variable. Columns (1) and (5) give the OLS relationship, col-
umns (2) and (6) the reduced form, and columns (3), (4), (7), and (8), the
instrumental variables (IV) results. In columns (4) and (8), I use both the
unscaled tariffs and the prereform unscaled tariffs times a postreform
dummy as an instrument.
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In rural India, for both measures of poverty, there is a strong statistically
significant negative relationship between district-level tariffs and poverty.
The decline in tariffs as a result of the sharp trade liberalization appears to
have led to a relative increase in the poverty rate and poverty gap in districts
whose exposure to liberalization was more intense. The average district ex-
perienced a 5.5 percentage point reduction in the scaled district tariffs. The
point estimates of the various specifications are similar and suggest that
this 5.5 percentage point drop would lead to an increase in the poverty rate
of 3.2 to 4.6 percentage points, and a 1.1 to 1.8 percentage point increase
in the poverty gap. Given that poverty rate in the average district decreased
by 12.7 percentage points and that poverty gap decreased by 4 percentage
points during the entire decade, the effects of exposure to liberalization are
rather large. Surprisingly, there is no statistically significant relationship
between trade exposure and poverty in urban India. Although the point es-
timates are still negative, the magnitude of the coefficients is much smaller
than in rural India. There is no statistically significant relationship be-
tween trade liberalization and either measure of inequality for the average
district in either rural or urban India.

7.5.1 Why Rural?

The empirical literature on trade liberalization so far has focused pre-
dominantly on the manufacturing sector and urban areas because these
were the areas most commonly affected by trade liberalization (Goldberg
and Pavcnik 2004). Thus, it is rather surprising that the effect of trade lib-
eralization on districts is more pronounced in rural India than in urban
India.’® A close look at the evolution of tariff barriers and NTBs in figure
7.1 suggests an explanation. Agriculture was not omitted from the 1991 re-
forms in India. Tariffs of agricultural products fell in line with tariffs of
manufacturing and other goods. While quantity restrictions and licensing
requirements on both the import and export of agricultural products (out
of a concern for food security) were removed later than on other goods, the
share of agricultural products that could be freely imported jumped from
7 percent in 1989 to 40 percent in 1998. Between 1998 and 2001 this num-
ber reached more than 80 percent.

In addition, the agricultural tariffs and NTBs are strongly correlated.
The postliberalization data (the fifty-fifth round of the NSS) was collected
from mid-1999 to mid-2000, right when the bulk of the removal of NTBs
was taking place. Thus, the tariff measure may be capturing the effect of
both tariff barriers and NTBs and reflect the short-term effect of the
change in relative price of agricultural products on the extensive rural pop-

18. On the other hand, rural areas are where the poor people in India are concentrated. On
the eve of the 1991 reforms, both poverty rates and poverty depth were almost double in ru-
ral areas (40 versus 22.8 percent poverty rate and 9 versus 4.7 percent poverty depth).
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ulation. I construct separate measures of agricultural tariffs and mining
and manufacturing tariffs that a district faces and regress district poverty
and inequality on these measures of trade policy. Appendix table 7A.2 re-
veals that the results are driven by agricultural tariffs.!® There is little rela-
tionship between mining and manufacturing tariffs and district outcomes,
although, due to the large standard errors of the point estimates, I can not
reject for any of the outcomes and for any of the subsamples that the effect
of mining and manufacturing tariffs and of agricultural tariffs is the same.
The finding is not that surprising; manufacturing and mining workers rep-
resent only 6 percent of workers in the typical rural district—thus, it is
plausible that even if trade liberalization had a sizable effect on their well-
being or relative earnings, it would not be reflected in district-level out-
comes.

Furthermore, people involved in agriculture are the most vulnerable, of-
ten with little access to insurance devices. There is no shortage of press ac-
counts of farmers committing suicide in the face of adverse shocks in In-
dia. Manufacturing workers, on the other hand, tend to be relatively richer
than agricultural workers: significant decline in income may not be enough
to push them below the poverty line.

7.5.2 Robustness

The effects of liberalization identified in this paper could be incorrect if
measures of trade liberalization were correlated with omitted time-varying
variables that affect poverty and inequality. In this section, I first examine
whether districts with different initial industrial compositions were on
different growth paths. I then determine whether preexisting conditions
within districts are correlated with subsequent tariff changes. Finally, 1
measure whether initial (1987) conditions other than industrial composi-
tion in districts are correlated with subsequent changes in poverty and, if
so, whether they are driving the results.

To address the concern that districts with different industrial composi-
tion may be experiencing different time trends in poverty and inequality
that are (spuriously) correlated with tariff changes, I perform a falsification
test. In particular, I test whether changes in poverty and inequality in the
two periods prior to the reform (from 1983 to 1987) are correlated with
measures of trade liberalization from 1987 to 1997.% I use the four specifi-
cations (OLS, reduced form, and both IV specifications), but now using
1983 and 1987 outcomes as pre and post, rather than the 1987 and 1999
outcomes. The results are presented in table 7.4. In both urban and rural

19. Note that the magnitudes of the coefficients in appendix table 7A.2 are not inter-
pretable, as the measures of agricultural and mining and manufacturing tariffs are not scaled
by the share of population employed in the particular sector.

20. Note that the analysis can be performed only at the region level, as district identifiers
are not available in the thirty-eighth round of the NSS.
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areas, there seems to be no correlation between tariff changes and the pre-
reform trend in any of the outcomes.

In tables 7.5 and 7.6, I investigate the possibility that the results might be
driven by convergence or omitted variables.?! I control for time-varying
effect of various prereform district characteristics as well as initial levels of
outcomes, by including the interaction of these initial characteristics and a
postliberalization dummy, estimating:

4) Y, = o+ B-Tariff,, + 0 - Post, - X, o, +v,+8,+¢,

In all specifications I include in X, ,, initial industrial composition in
the district (namely, percentage of workers in agriculture, manufacturing,
mining, trade, transport, and services; workers in construction are the
omitted category), percentage literate, and the share of scheduled caste
and scheduled tribes population. I sequentially add as controls the initial
level of the log of mean per capita expenditure in the district, the prereform
trend in the outcome variable (the difference between its 1983 and 1987
value), and finally the initial value of the dependent variable itself instru-
mented by its value in 1983. T also allow for differential time trends in dis-
trict outcomes across states with pro-employer, pro-worker, and neutral la-
bor laws by including post times labor law fixed effects.??> In columns (1)-
(4), Luse only TrTariff,, as an instrument for Tariff,,, while in columns (5)—
(8), I instrument the scaled tariff with both TrTariff,, and the initial level
interacted with a postliberalization dummy. Columns (4) and (8) include
the instrumented value of the lagged dependent variable, where the 1983
level is used as an instrument for the 1987 level.?

The inclusion of district initial characteristics does not substantially
change the results at the district level. Controlling for initial per capita ex-
penditure or prereform outcome reduces the size of the point estimates
(from 0.8 to 0.44 for poverty rate and from 0.32 to 0.12 for poverty gap
when the nonscaled tariff is the only instrument, and from 0.68 to 0.45 for
poverty rate and from 0.21 to 0.12 for poverty gap when both the nonscaled
tariff and its initial level are used as instruments). It may be that some of
the variation in poverty depth and incidence that equation (1) attributed to
trade liberalization was in fact due to convergence. According to these cor-
rected estimates, the decline in tariffs increased relative poverty incidence
by about 2 and poverty gap by 0.6 percentage points in the average district.

I also address the concern that some other reforms concurrent with trade

21. I present the analysis only for the rural sample from now on, as the effect of trade lib-
eralization in the urban sector cannot be precisely estimated.

22. Indian states are classified as having pro-worker, neutral, or pro-employer labor laws by
Besley and Burgess (2004).

23. Including the actual value would be equivalent to regressing changes on levels: if there
is mean reversion and measurement error, the coefficient could be biased. In fact, the size of
the coefficient on the initial level of the outcomes suggests implausibly strong convergence.



Table 7.5 Effect of trade liberalization on poverty and inequality in rural India controlling for
initial characteristics and other reforms (district level)
IV-TrTariff IV-TrTariff, Init TrTariff
M @ 3 @ ©) ©) ™ ®)
A. Dependent variable: Poverty rate
Tariff Measure  —0.607***  —0.434**  —0.441 —0.444%F  _0.418%FF  _0.426%*F*  —0.522%%  —0.456%**
(0.232) (0.217) (0.281) (0.208) (0.141) (0.163) (0.206) (0.134)
Logmean 0.469%+*  (.340%** 0.469%+*  (.338%**
(0.035) (0.044) (0.034) (0.041)
Trend —0.322%%* —0.322%%*
(0.067) (0.067)
Lagged 43 —0.419%+* —0.417%%*
(0.123) (0.120)
B. Dependent variable: Poverty gap
Tariff Measure  —0.235%**  —0.175%**  —0.196**  -0.118* —0.121%%  —0.124%*  —0.177**  —0.118***
(0.075) (0.066) (0.090) (0.069) (0.062) (0.063) (0.080) (0.041)
Logmean 0.161%%  0.126%%* 0.162%**  0.126%**
(0.015) (0.013) (0.015) (0.013)
Trend —0.319%** —0.318***
(0.064) (0.064)
Lagged 43 —0.576%+* —0.576%**
(0.144) (0.131)
C. Dependent variable: StdLog consumption
Tariff Measure  —0.192 -0.244 -0.268 -0.057 -0.083 -0.078 -0.175 0.006
(0.258) (0.260) (0.249) (0.232) (0.197) (0.203) (0.187) (0.202)
Logmean —0.140%**  —0.047 -0.136%**  —-0.045
(0.035) (0.040) (0.035) (0.041)
Trend —0.635%%* —0.635%%*
(0.063) (0.063)
Lagged 43 -0.382 -0.410
(0.278) (0.261)
D. Dependent variable: Log deviation of consumption
Tariff Measure  —0.009 -0.037 -0.095 0.044 —0.005 -0.004 -0.079 0.020
(0.131) (0.120) (0.098) (0.108) (0.081) (0.082) (0.074) (0.097)
Logmean —0.078%**  —0.031* —-0.077%**%  -0.030
(0.018) (0.018) (0.019) (0.019)
Trend —0.584%%* —0.584%+*
(0.100) (0.100)
Lagged 43 -0.570%* —0.547*
(0.309) (0.309)

Notes: No. of observations = 725. All regressions include year, district dummies, and state labor law year dummies, as
well as prereform literacy, share of SC/ST population, and industrial structure, which are interacted with a post dummy.
Regressions are weighted by the square root of the number of people in a district or region. The data are from the 43rd
and 55th rounds of the NSS. Standard errors (in parentheses) are corrected for clustering at the state year level. In col-
umns (1)—(4), the district tariff is instrumented by the nonscaled tariff. In columns (5)—(8), the district tariff is instru-
mented by the nonscaled tariff and the interaction of prereform nonscaled tariff and a post dummy. In columns (4) and
(8) the level of the lagged dependent variable is instrumented with the value of the dependent variables in 1983.

***Sjgnificant at the 1 percent level.

**Significant at the 5 percent level.
*Significant at the 10 percent level.



Table 7.6 Effect of trade liberalization on poverty and inequality in rural India controlling for
initial characteristics and other reform (district level)
IV-TrTariff IV-TrTariff, Init TrTariff
M @ ® @ ©) ©) @ ®)
A. Dependent variable: Poverty rate
Tariff Measure —0.573*%*% _0.446%* —0.428 —0.447%%  —0.413%F% _0.402%%F —0.495%*  —0.445%F*
0.222)  (0201)  (0.274) 0.202)  (0.149)  (0.152)  (0.203)  (0.129)
Logmean 0.485%+*  (.353%** 0.486*+*  0.350%**
0.034)  (0.043) (0.033)  (0.040)
Trend —0.310%** —0.310%**
(0.063) (0.068)
Lagged 43 —0.441%%* —0.441%%*
(0.135) (0.133)
FDI opened -0.051 —0.215%%* —0.134* —0.152%**% —0.055 —0.216%** —0.132%  —0.152%**
0.059)  (0.057)  (0.073) 0.055)  (0.059)  (0.054)  (0.069)  (0.052)
License industries 0.008 0.050 0.069 0.020 0.012 0.051 0.067 0.021
0.059)  (0.077)  (0.074) 0.074)  (0.059)  (0.075)  (0.074)  (0.073)
Bank branches per capita  3,802%%* 1,013 1,285 1,293 3,787%%* 1,001 1,304 1,291
(789) (766) (861) (1,125) (771) (770) (894) (1,117)
B. Dependent variable: Poverty gap
Tariff Measure —0.224%%*% —0.181*** —0.190%*  -0.118 -0.122%  —0.117% = -0.169%* —0.115%**
0.073)  (0.069)  (0.093) 0.073)  (0.066)  (0.063)  (0.082)  (0.042)
Logmean 0.166%+*  0.128%** 0.168***  (.129%**
0.017)  (0.015) 0.017)  (0.014)
Trend —0.3]3%** —0.312%%*
(0.063) (0.063)
Lagged 43 —0.604%** —0.607***
(0.160) (0.147)
FDI opened industries ~ —0.008 -0.064*** —0.028 -0.039**  -0.011 -0.066*** —0.028 —0.040%**
0.018)  (0.020)  (0.024) 0.016)  (0.019)  (0.021)  (0.024)  (0.015)
License industries -0.002 0.012 0.021 0.005 0.000 0.014 0.022 0.005
0.017)  (0.021)  (0.021) 0.019)  (0.017)  (0.021)  (0.022)  (0.019)
Bank branches per capita 1,213%** 260 330 115 1,204%%* 242 324 110
(232) (224) (267) (366) (224) (219) (268) (342)
C. Dependent variable: Log deviation of consumption
Tariff Measure -0.175 -0.213 -0.244 -0.066 -0.061 -0.063 -0.162 0.004
(0.255)  (0.260)  (0.251) (0.228)  (0.201)  (0.208)  (0.193)  (0.204)
Logmean —0.147%%% —0.050 —0.142%%*% —0.048
(0.036)  (0.038) (0.036)  (0.039)
Trend —0.622%%%* —0.622%%%*
(0.069) (0.068)
Lagged 43 -0.316 -0.356
(0.324) (0.295)
FDI opened industries ~ —0.089%  —0.040 -0.054 -0.054 -0.092%  -0.045 -0.057 -0.051
(0.049)  (0.049)  (0.052) (0.053)  (0.049)  (0.050)  (0.051)  (0.052)
License industries 0.067 0.054 0.033 0.037 0.070 0.059 0.035 0.035
(0.042)  (0.045)  (0.051) (0.052)  (0.044)  (0.046)  (0.052)  (0.051)
Bank branches per capita 1,119 1,964* 1,249 1,090 1,109 1,922% 1,226 1,081
(1,057)  (1,091) (964) (1,032) (1,075  (1,109) (962) (1,042)
D. Dependent variable: Log deviation of consumption
Tariff Measure -0.002 -0.022 -0.089 0.040 0.008 0.007 -0.070 0.021
0.119)  (0.116)  (0.097) (0.104)  (0.081)  (0.083)  (0.076)  (0.095)
Logmean —0.078%** —0.029* —0.077%** —-0.028*
(0.018)  (0.017) (0.018)  (0.017)
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Table 7.6 (continued)
IV-TrTariff IV-TrTariff, Init TrTariff
@ 2 3) (€] ©)] (6) (@) ®)
Trend —0.579%%* —0.579%**
(0.102) (0.102)
Lagged 43 -0.492 —0.463
(0.404) (0.388)
FDI opened industries ~ —0.055%*  —0.029 —-0.039 -0.023 -0.056%*  -0.030 —-0.039 -0.025
(0.023) (0.022) (0.026) (0.033) (0.023) (0.023) (0.026) (0.032)
License industries 0.044%*  0.037%*  0.024 0.013 0.044%*  0.038%*  0.025 0.015
(0.017) (0.018) (0.023) (0.027) (0.018) (0.019) (0.024) (0.026)
Bank branches per capita 258 704 423 251 257 696 418 253
(510) (518) (436) (458) (509) (519) (436) (455)
Note: See notes to table 7.5.

***Significant at the 1 percent level.

#*Significant at the 5 percent level.

*Significant at the 10 percent level.

liberalization may be driving the results. In particular, in 1991 the govern-
ment of India increased the number of de-licensed industries and specified
a list of industries for automatic approval for foreign direct investment
(FDI).>* Substantial reforms were initiated in the financial and banking
sector as well. Following the same methodology as in the construction of
district tariffs, I construct district employment-weighted share of license-
industries and district employment-weighted share of industries that are
open to FDI.?* The number of bank branches per capita in a district cap-
tures the potentially confounding effect of banking reforms.?

In table 7.6, I replicate the specifications presented in table 7.5 including
these time-varying district-level measures of reforms. The effect of trade
liberalization on poverty is completely insensitive to the additional con-
trols. There is no correlation between poverty and the number of bank
branches per capita or share of industries under a license. A larger share of
industries open to FDI, however, is associated with faster reduction in
poverty. As globalization is typically defined as not only trade liberaliza-
tion but also opening to foreign investment, it is important to emphasize

24. Foreign investment was tightly regulated prior to 1991. Foreign companies needed to
obtain specific prior approval from the Indian government, and foreign investment was lim-
ited to 40 percent. In 1991, the government created a list of high technology and high invest-
ment-priority industries with automatic permission for foreign equity share up to 51 percent.
Over the 1990s this list was gradually expanded.

25. Data on policies regarding industrial delicensing and opening to FDI were compiled
from various publications of the Reserve Bank of India Handbook of Industrial Statistics.

26. The Indian government heavily regulates private and public banks, as it considers the
banking system an integral tool in its efforts to meet a number of social goals, such as poverty
reduction. Indeed, Burgess and Pande (2005) have shown that rural bank branch expansion
over the 1980s led to reduction in poverty.
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this finding. It also reconciles Hanson’s conclusion in chapter 10 of this
volume, which employs similar methodology, that more globalized areas in
Mexico experienced a larger increase in labor income with the finding that
trade liberalization slowed poverty reduction in more exposed districts in
India. Hanson’s definition of exposure to globalization takes into account
the share of maquiladora value added in state GDP, the share of FDI in
state GDP, and the share of imports and exports in state GDP, while the
main findings of this study concern the consequences of tariff liberaliza-
tion.

In appendix table 7A.3 I investigate the role of imports versus exports, in
addition to FDI, by including the district employment-weighted industry
imports and exports. I use 1987 import/export data for the prereform pe-
riod, and the 1993-97 annual average for the postreform period. Since im-
ports and exports are the endogenous response to trade policy, exchange
rate shocks, foreign demand, and so on, these regressions do not warrant a
causal interpretation, yet they illustrate that imports are associated with
higher, and exports with lower, incidence of poverty. These correlations are
in line with the findings in Goldberg and Pavcnik’s study in chapter 6 of this
volume. Goldberg and Pavcnik investigate the effect of Colombia’s trade
liberalization on urban unemployment, informality, minimum wage com-
pliance, and poverty, by exploiting variation in the timing and magnitude
of tariff reductions across manufacturing sectors. While they find no robust
relationship between tariff changes and various labor market outcomes,
higher exposure to import competition is associated with greater likeli-
hood of unemployment, informality, and poverty, while higher exports
correlate with lower informality, lower poverty, and better minimum wage
compliance.

7.6 Discussion and Conclusion

So far this paper has established that, whatever the India-wide effects of
trade liberalization were, rural areas with a high concentration of indus-
tries that were disproportionately affected by tariff reductions experienced
slower progress in poverty reduction. However, for these areas, there was
no discernible effect on inequality.

The regionally disparate effects of liberalization are not consistent with
standard trade theory. In the hypothetical world of a standard trade model,
with perfect factor mobility across regions, labor would migrate in re-
sponse to wage and price shocks, equalizing the incidence of poverty across
regions. Estimating equation (1) would yield an estimate of B equal to zero,
indicating that the local intensity of liberalization has no effect on local
poverty.

The interpretation of estimates of equation (1) as effects of liberalization
on regional outcomes is correct only if labor is immobile across geograph-
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ical districts within India in the short to medium run—that is, if each dis-
trict represents a separate labor market. While this represents an immedi-
ate departure from standard trade theory, the assumption is realistic for the
case of India: the absence of mobility is striking. Moreover, the pattern of
migration has remained remarkably constant through time, with no visible
increase after the economic reforms of 1991.

Table 7.7 presents some estimates of migration for urban and rural India
based on the three rounds of the NSS (1983, 1987, and 1999) that included
questions on the migration particurlars of household members. Overall
migration is not low; 20 to 23 percent of rural and 31 to 33 percent of ur-
ban residents have changed location of residence at least once in their life-
time. Most migrants are women relocating at marriage: around 40 percent
of females in rural and urban India report a change in location, versus 7
percent of men in rural and 26 percent of men in urban locations. However,
the migration most relevant for this study is short-run movement (within
the past ten years) of people across district boundaries or within district
across different sectors (i.e., from an urban area to a rural one, or vice
versa). Only 3 to 4 percent of people living in rural areas reported chang-
ing either district or sector within the past ten years. Again, the percentage
of women so doing is double the share of men. For people living in urban
areas, the percentage of migrants is substantially higher. Yet less than 0.5
percent of the population in rural and 4 percent of the population in urban
areas moved for economic considerations (or employment).

These low migration figures, combined with a second characteristic of
India’s economy—namely, the large and growing disparities in income
across Indian states—challenge the standard theoretical framework.
Ah