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Preface 

The regulation or control of monopoly is being reconsidered today in 
economies as different as those of China and Singapore, or the United 
States and the Soviet Union. Beneath catchwords like privatization, lib
eralization, deregulation, or perestroika lies a fuller awareness of the pit
falls in both private and public ownership of monopoly enterprises than 
ever existed before. Governments seem willing to consider introducing 
new institutions on the basis of their expected effects rather than their 
ideological bloodlines alone, and to undertake radical reform. It is a good 
time to consider the purposes of regulatory institutions and to attend to 
their design. 

There is a vast economics literature on optimal pricing and technologi
cal choices. Anyone at all familiar with it must be struck by how it seems 
to differ from daily experience. One of our aims here is to present a large 
portion of that admirable normative material, in up-to-date form, and 
to explain the welfare representations underlying it .  But we also want to 
stress that little has been done to adopt means of pursuing welfar goals 
in the absence of competition. Our institutions of monopoly regulation 
were not carefully designed for pursuing economic welfare or efficiency, 
at least not by today's standards. Experiments with new institutions of 
monopoly regulation will be valuable in the challenging design task that 
remains to be accomplished. 

This book was begun more than five years ago as a set of notes for a 
graduate course in regulation at the University of Virginia. Only elemen
tary mathematics, mainly calculus, is employed, frequently in straight
forward constrained optimization problems. The important ideas are de
veloped from what undergraduate economics students encounter fairly 
early in their studies. I have used some of the chapters successfully as class 
notes with undergraduates who found them understandable, and ·I think 
the book should be useful in upper-level undergraduate courses as well as 
in graduate courses. I also hope that it will serve those concerned with the 
practice of regulation. 

Work on the book has been interrupted often for long periods .  This 
makes me especially grateful to the Rockefeller Foundation Study Cen
ter in Bellagio, Italy, the Oxford University Institute of Economics and 



        
       

x Preface 

Statistics, and the University of Sydney for most hospitable visits that en
abled me to complete the book, and to the University of Virginia for mak
ing those visits possible. I am grateful also to the publishers for letting me 
reprint from papers that appeared previously in books and journals, and 
to the National Science Foundation for support of some of that work . 
These earlier papers have been modified and abbreviated so they join 
smoothly with the remainder of the text . Passages from "Congestion In
terdependence and Urban Transit Fares," Econometrica, May 1971, ap
pear in Chapters 4 and 10. Several pages from "The Rate-of-Return Reg
ulated Public Utility is Schizophrenic," Applied Economics, March 1972, 
Chapman and Hall, publishers, appear in Chapter 8. Chapter 5 contains 
modified pages from "Second-Best Pricing with Stochastic Demand" (with 
Michael Visscher), American Economic Review, March 1978, and pages 
from "Second-Best Pricing for the U.S. Postal Service" (with Anthony 
George), Southern Economic Journal, January 1979. Chapter 9 contains 
material from "Pricing Inefficiency under Profit Regulation," Southern 
Economic Journal, October 1981. In Chapters 4, 5, and 9 are parts of 
"Rate-of-Return Regulation and Two-Part Tariffs" (with Michael Vis
scher), February 1982, Quarterly Journal of Economics, copyright© John 
Wiley & Sons, Inc. , 1982, by permission John Wiley & Sons, Inc. Chap
ters 7 and 9 contain passages from "ls  Public Utility Regulation Beyond 
Hope?" reprinted by permission of the publisher, from Current Issues in 
Public Utility Regulation, edited by A. L. Danielsen and D. R. Kamer
schen ( Lexington, Mass. :  Lexington Books, D. C. Heath and Company, 
copyright 1983, D. C. Heath and Company). And Chapter 10 contains 
parts from "Pricing Behavior of the Budget-Constrained Public Enter
prise," Journal of Economic Behavior and Organization, 1983 (Elsevier 
Science Publishers B.V. , P.O. Box 1991, 1000 BZ Amsterdam, copyright 
1983, Elsevier Science Publishers).  

It is doubtful that anyone ever had more skillful help in turning raw be
ginnings into a finished book. That task was begun with relish by Esther 
Cash and Marie Childress. The manuscript was completed (many times 
over) by Peggy Claytor who, instead of introducing errors, actually made 
it better than it was originally. Working with copyeditor Vicki Macintyre 
and others at Cambridge University Press was a pleasure throughout. 

Although they bear no blame for remaining flaws, Charlie Holt, Len 
Mirman, and David Sappington commented very helpfully on parts of the 
manuscript. For the preciseness he added, readers should be especially 
grateful to Len Mirman. Many former students also improved the book, 
including Tony Creane, Cathy Eckel, Jeffrey Eisenach, Eric Engen, An
thony George, Philip Jefferson, Marios Karayannis, Michael Kehoe, Todd 



        
       

Preface xi 

McCallister, John Mullahy, and Zhen-hui Xu . The most help came from 
a former student who became an especially dear friend, the late Michael 
Visscher, who coauthored some of the work that is included here. The 
book is dedicated to our memory of him. 
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CHAPTER I 

The regulation of monopoly 

1.1 Introduction 

Market economies face the same problem throughout the world : how to 
deal with technologies that complicate the smooth functioning of compe
tition. Television, telephone, water, natural gas, electricity, and railroad 
transportation illustrate large and/or complex technologies, the use of 
which, for one reason or another, is guided in many countries by admin
istrative institutions rather than competitive markets. Our aim is to ex
amine the circumstances that cause alternative means of regulation to be 
substituted for competition, and to consider the approaches taken. We 
shall find that although normative guidelines can be developed for the al
ternative institutions, incentives to use them are weak or nonexistent . De
signing institutions so they will pursue social goals is not a simple matter, 
and creating real institutions with that aim is even more difficult . 

In the United States an unusual solution to the regulatory problem 
was chosen for many services. The services are still provided by privately 
owned firms, but those firms are regulated by public agencies. The firms 
are called public utilities, a title traceable to their nineteenth-century ori
gin, and they are seen as providing goods or services in which the general 
public has a great interest. The public regulatory agencies that oversee 
them are commonly operated at the state level, as a Public Service Com
mission, State Corporation Commission, or similarly titled agency. The 
vast majority of electricity, natural gas, television, and local telephone 
service, plus large amounts of water, public transportation, and other ser
vices are provided by privately owned and governmentally regulated pub
lic utilities. 

Public rather than private ownership is common in many countries. It 
may be accomplished through substantial government ownership of an 
otherwise private firm, through independent wholly state-owned, or pub
lic, enterprises, or otherwise through government departments or bureaus. 
Organized as public enterprises in the United States are the U.S. Postal 
Service, the Tennessee Valley Authority, and the Corporation for Public 
Broadcasting, among many others (Walsh 1978) . Postal service in the 
United States was provided by a government department, the Post Office 
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Department, for many years prior to its reorganization in 1970 as a pub
lic enterprise called the U.S .  Postal Service. 

Here we are concerned with principles that can be used to guide the de
sign and operation of public enterprises and public utility firms. We begin 
in this chapter by describing the circumstances in which public enterprises 
or public utilities come to replace competition - circumstances in which 
competition fails to serve the public wel l .  We then indicate how economic 
welfare standards might be used for judging when price and output poli
cies are ideal . We also point out that it is difficult to induce an organiza
tion to pursue welfare, and we briefly sketch how public enterprises and 
public utilities are regulated. The two other chapters in Part I examine 
representations of economic welfare that can serve as goals for regulation 
and show how difficult it is, in the absence of competition, to induce or
ganizations to pursue those goals. 

Parts II and III are devoted to normative principles and to features of 
existing institutions, respectively. Part II develops ideal pricing for maxi
mizing economic welfare, implicitly assuming that regulation can induce 
organizations to pursue welfare even if incentives for doing so are not 
provided. The problems of institutional goals and incentives are taken up 
in Part I I I ,  where two major institutions of regulation - public enterprises 
and rate-of-return regulated public utilities - are analyzed and evaluated 
for some of the incentives they engender. They will be found lacking in 
incentives to pursue general welfare. Indeed, a major purpose of the book 
is to show that institutions for the regulation of monopoly have not been 
designed as well as they might be. Part IV briefly discusses possible im
provements in regulation. Most of these improvements are expected to 
come from the application of ideas discussed in Chapter 3.  

1.2 Problems for competition 

Competition coordinates decentralized economic choices by individuals 
so they will serve a community well . For such a system to function ideally, 
each person alone must face the full cost and/or benefit consequences of 
his or her decisions. This requirement is not met when your neighbor plays 
a television too loudly and forces you to bear the cost of listening when 
you would prefer not to. Such spillover effects are called externalities, 
and they cause problems for competition. I f  a factory spews unhealthy 
wastes into the air, it imposes costs on others in the form of air pollution. 
Such externalities are not usually weighed or measured, so they cannot be 
charged to the factory and recovered in the price of its output . With wide
spread externalities , costs and benefits are not reflected fully in market 
prices, whether they are negative ones such as air pollution or positive 



        
       

1.2 Problems for competition 5 

ones such as planting flowers or keeping the lawn mowed at your house. 
When costs of such externalities can be estimated, decentralized choices 
can be modified by taxes or subsidies, however, and then competition may 
serve effectively to regulate resource use . 

In addition, unregulated competitive markets may not function ade
quately if the failure of an individual firm imposes large burdens on con
sumers. Under competition, we must expect that less efficient firms will 
fail .  Ordinarily, consumers can then turn hopefully to other, more effi
cient, firms where they will be better served. But what if the consumer de
pends for service on the continued existence of a particular firm? As an 
example, consumers carrying life insurance policies with a particular firm 
can suffer enormous losses if that firm fails. Or if a bank fails, depositors 
may lose their savings. And neither insurance policyholders nor bank de
positors can really be expected to detect financial weaknesses reliably in 
the firms that serve them. In such cases, mainly of banks and insurance 
companies, regulation has been imposed in order to prevent failure ( Le
reah 1983) .  The regulation may require procedures and practices that en
sure protective reserves and encourage conservative decisions. Sometimes 
insurance such as Federal Deposit Insurance for banks can moderate the 
effects of firm failure on consumers, but usually other forms of regulation 
are also employed in an effort to reduce the probability of failure. 

Another problem that can affect the functioning of competition is a 
property of technology called economies of scale. Suppose a particular 
technology that produces a well-defined product or service requires a high 
fixed cost and a small constant variable cost ; when all demand is satisfied 
at a price equal to marginal cost , the average rost per unit is still falling 
with output and is above marginal cost. Several firms competing in this 
situation will drive price equal to marginal costs, so all will lose money. 
The high fixed cost makes large-scale operation more economical . Indeed, 
with this technology one producer obviously is the lowest cost form of 
market organization, but with only one firm there might appear to be no 
competition. Another property of technology that can raise problems for 
competition is called economies of product scope. When economies of 
scope exist, one firm can produce several products at lower cost than any 
combination of several firms could. Since our focus is on monopoly regu
lation, economies of scale and economies of scope will concern us more 
than any other source of competitive market failure, because they make 
monopoly the lowest cost way to organize production. And they arise pri
marily when fixed costs involve long-term commitments that are durable 
and cannot easily or quickly be reversed. 

The competitive market process is particularly handicapped when the 
most efficient form of capital input into production is highly durable, 
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inflexible, and costly. The cost of such an input is "sunk," in that it is com
mitted to one use and cannot be changed. With perfect certainty in a sta
tic world, no serious problem might arise even from great durability. But 
when circumstances are changeable, large sunk costs can handicap the 
competitive process because they discourage entry. Ordinarily, when price 
rises above average cost in an industry, new entry will be attracted. But 
when the new entrant knows there can be no exit from the industry for a 
very long and uncertain time, its response will not be so immediate and 
price may be quite high without inducing entry.1 

Of course, capacity may be engineered so that its durability is consis
tent with the time period over which it will be reliably used, or it may be 
designed to be flexible and have other uses.2 But as a result production is 
likely to be more costly per unit . Then, with stockholders unwilling to 
bear the high risks and uncertainties associated with investment in very 
durable equipment, separate competing firms might maintain less durable 
and more flexible capacity, which is less efficient. Much of the uncertainty 
that invites this action may be due to lack of knowledge by each firm 
about others' actions. If that strategic source of risk could be removed, 
durable and more efficient equipment might be used. By reducing uncer
tainty and fostering more coherent long-run planning, monopoly organi
zation might permit more efficient production. 

This problem of nonoptimal technological choice arises in competition 
when sunk costs are large. If each of several competing firms had a great 
proportion of fixed cost and a low proportion of variable cost in the short 
run, their bad times could be protracted; disequilibrium capacity condi
tions might cause losses for several years. To avoid being caught in an 
unprofitable condition over such a long period, each competitor might 
prefer a less efficient but more flexible, or less long-lived, form of capac
ity. This could even be a desirable development if it brought forth invest
ment capital more readily, but the result also could be much less efficient 
than using the technique with the more durable inputs. So regulated mo
nopoly might be considered in place of competition in order to reduce 
investor risk and thereby allow more efficient technological choice. Build
ing a dam for electricity generation and also water supply (and even rec
reation) serves as an extreme example. Undertaking large durable invest
ments collectively through a public institution does not avoid the risks 
inherent in them, but it does spread those risks over so many individuals 
that each bears only a small amount (Arrow and Lind 1970; McKean and 
Moore 1972). 

1 This argument is set out in Baumol and Willig (1981). See also von Weizsacker (1980). 
2 Stigler (1939) examined such possible effects of production flexibility. For a more recent 

treatment, see Mills (1984, 1986) and Mills and Schumann (1985). 
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The need for coordination of large investments can be overemphasized 
as a reason for accepting monopoly rather than competitive markets. For 
example, coordination has been claimed necessary for the connection of 
telephone callers, which could be complicated if each caller had to deter
mine which (of many) firms served the party being called and then have his 
or her own company try to arrange the connection. But long-distance tele
phone service recently was deregulated in the United States, on grounds 
that contracts for service could foster sufficient coordination for efficiency 
to be achieved, aided by competition among suppliers. Similarly, digging 
up streets to lay electricity or communication lines may be claimed to in
terfere less with street use if one organization plans it rather than many 
separate ones. But if we charged firms when they dug up city streets, we 
might be able to create incentives that would help to determine just how 
valuable coordination is .  

Uncertain and unreliable product quality can greatly reduce the effec
tiveness of a competitive market when information is costly for consum
ers to obtain.  If the product or service involved is one that is important 
to society, information problems under competitive market organization 
may not be tolerated, and monopoly may be imposed in its place. Before 
New York City built magnificent underground tunnels that could bring 
water from mountain reservoirs, for example, it relied on competitive 
markets for drinking water. Anyone who owned a pond and a long hose 
seemed to be in the water business, and there were serious problems of 
contamination. Quality standards enforced by inspection might have con
trolled the situation without resort to monopoly, however. If informa
tion is not easy to convey, then regulation in the form of quality stan
dards could be effective. Of course, reliability or quality standards must 
still be decided upon and enforced, for when a monopoly seeks to evade 
them, consumers may be harmed more than under competition because 
they have no competing supplier to turn to. I f  consumers themselves can 
become well informed about brand quality, competition may even serve 
them better. Competing firms meeting safety, quality, or reliability stan
dards, as in the airlines, automobile parts, drugs, lawn mowers, and other 
industries, may then perform better than monopoly by giving consumers 
a choice. 

Thus externalities, the possibility of firm failure, technologies with econ
omies of scale or scope that require great sunk cost, and imperfect infor
mation about quality all can cause functional problems for competitive 
markets. Regulation of economic activity by means other than competi
tion may or may not perform better, and to evaluate outcomes some stan
dard of performance is needed. Such a standard can be found in repre
sentations of economic welfare. 
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1.3 The idea of economic welfare 

When we say that competition could regulate economic activity "well" in 
the right circumstances, we have in mind a notion of what is desirable 
that goes beyond the process of competition. In asking a monopoly sup
plier to choose socially desirable prices, we clearly must be able to de
scribe what "desirable" prices are . In the field of welfare economics, a set 
of precise concepts for thinking about such welfare questions has been 
developed over many years, and many of these concepts have been re
lated in various ways to observable measures that can have useful appli
cation. Even ideas that cannot be applied directly can inform one's think
ing about regulatory issues. Since regulation presumably is undertaken to 
advance economic well-being, it cannot be fully understood without some 
knowledge of welfare economics .  

The most appealing notion of  economic welfare is called Pareto opti
mality.3 It simply requires that no action remain untaken that, without 
harming another, could improve one person's situation as that person 
sees it. The attractive feature of this criterion is its dependence on in
dividuals' own evaluation of their situations, rather than on the value 
judgments of outside observers. The disadvantage is that there are many 
Pareto optimal positions, one for every possible distribution of income. 
Choices between Pareto optimal positions, in which some persons gain 
while others lose, are usually required in public decisions . But the Pare
to criterion alone only identifies Pareto positions; it offers no basis for 
choosing among them. A stronger representation of social welfare can be 
created in which individual consumers are assigned specific weights, and 
a unique policy can then maximize the representation. Although this ap
proach requires stronger assumptions in the form of the weights assigned 
to individuals, it is more generally useful for analyzing regulatory prob
lems. We demonstrate alternative representations for this kind in Chap
ter 2. In Part I I ,  this approach is applied to a number of pricing problems 
and related also to income distribution. 

Let us summarize how an ideal market economy can achieve Pareto 
optimality. The Pareto conditions are clearly virtues however they may 
be attained, and understanding them equips one to think clearly about 
economic efficiency. The first condition may be called consumption effi
ciency; it is met when every consumer has the same ratio of marginal valu
ations between two goods, and therefore the same willingness to exchange 

3 This condition is named for the man who first described it, the Italian economist and 
sociologist, Vilfredo Pareto. For a brief summary of his contributions to economics, see 
Allais (1968). 
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them, for every pair of goods. This result occurs when no exchange can 
benefit one person without harming another, for if two persons differ in 
the values they attach to marginal units of two goods an exchange can 
benefit them. (Each gives up some of the less valued good for some of the 
more valued good.)  The second condition may be called production effi
ciency, when a comparable condition among producers holds for the in
puts they use , namely that every producer has the same ratio of marginal 
productivities for every pair of inputs .  If this condition were not satis
fied between two producers, an exchange of inputs from the low-valued 
use to the high-valued use could increase output. Achieving efficient pro
duction and efficient consumption separately will not ensure overall eco
nomic efficiency. For that, the relative marginal costs of any two goods in 
production must match the common ratio of marginal valuations of con
sumers. Otherwise the efficiently produced goods are not going to satisfy 
consumers' strongest needs, and for that reason the result is not ideal. 
Production of the less valued good should be reduced while production 
of the more valued good is increased, thereby giving more satisfaction to 
consumers from the same resources, until consumers' ratios of marginal 
valuations for all pairs of goods exactly equal the ratios of marginal costs 
for those same goods. 

Notice that beyond a "more-is-preferred-to-less" efficiency maxim, Pa
reto optimality does not make any measure of social welfare explicit . For 
that , some measure of individual satisfaction must be aggregated into so
cial welfare, as we do in Chapter 2. Economic welfare is represented by 
a summation of welfare for separate individuals, where the summation 
requires a weighting of individuals that can be accomplished by specify
ing an income distribution. The Pareto features we have described - of 
consumption efficiency, production efficiency, and overall economic effi
ciency - can then be shown under reasonable assumptions to yield a unique 
Pareto optimum, a maximum of such economic welfare for the given dis
tribution of income. Practical measures of welfare, such as consumer sur
plus (which usually can be inferred from demand information) and pro
ducer surplus (which is related to profit), can be derived. They are valuable 
for evaluating prices and other policies in the absence of competition, 
and in interpreting a host of regulatory issues. 

Representing welfare is discussed in Chapter 2.  Although competition 
can discipline firms and force them to pursue economic welfare, no such 
mechanism exists under monopoly. Problems inducing the pursuit of wel
fare under monopoly regulation are the topic of Chapter 3 .  Ideally, the 
choice of regulatory institution will be influenced by the extent to which 
it can lead the monopoly to pursue welfare. 
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1.4 The pursuit of economic welfare 

When technology affords economies of scale or economics of scope, the 
lowest total cost to society can be obtained if production is concentrated 
in a single firm rather than being shared by many competing firms. It is 
conceivable that competition for the position of single supplier can force 
efficient production of desirable output, if capacity costs have alternative 
uses and so are not "sunk" when committed to this industry. If prices can 
then be found that sustain the monopoly and prevent inefficient entry, 
the market is called contestable.4 A new firm can enter to challenge the 
existing supplier whenever its price rises above the average cost that effi
cient use of technology allows, so price will be forced to equal average 
cost . Free entry pressures the incumbent to control costs. Free entry also 
tends to prevent cross-subsidization and so can avoid the redistribution 
of income. Indeed, free entry makes an incumbent supplier try to pursue 
economic welfare. 

What if capacity cost is sunk when it is undertaken in the industry? A 
new entrant will then be reluctant to challenge an established firm be
cause entering will commit excessive resources to the industry and thus 
almost certainly lead to low prices.  In that case the market is not con
sidered contestable, and competition through entry may not yield an effi
cient result. A statutory monopoly may be created instead, because one 
firm is thought able to achieve low cost, and is regulated in an effort to 
prevent it from taking unfair advantage of its position. Professional en
gineering standards may contribute positively to technical decisions and 
devoted bureaucrats may attempt faithfully to serve the public, but the 
incentives in such a monopoly organization do not impel it to maximize 
economic welfare. Indeed, a welfare goal is even hard to describe in con
crete terms, and eliciting its pursuit through some sort of incentive scheme 
is an ambitious aim . 

Without competition in the form of free entry, a single supplier must 
be expected to follow many understandable tendencies of monopolies. To 
raise revenues, prices may be adjusted so that markets with less elastic de
mands will have prices proportionately farther above marginal costs; and 
more subtle discrimination by price may be attempted, again because it 
allows more revenue to be raised . Unless quality is clearly defined and 
easily monitored, it may be altered. Reliability of service may suffer, for 

4 This possibility of a "contestable" market is described in Baumol et al. ( 1977), Baumol 
and Willig ( 1981),  and Baumol et al. (1982). For criticism, see Shepherd (1984). For dis
cussion of possible competition in electricity see Cohen ( 1979), Joskow and Schmalensee 
(1983), Primeaux (1986), Schmalensee and Golub ( 1984), and Schulz ( 1980); and in airlines 
see Levine (1987). 
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example, when there is no threat from alternative suppliers, and consum
ers may be forced to wait for service. Costs rise too as managers shirk or 
avoid difficult decisions. Innovation may not occur either, for the enter
prise has no great incentive to make its own ways of doing things obso
lete. These tendencies are natural in any organization. Although they can 
be driven out when competition reigns, they must be reckoned with in 
some way when competition is forgone. 

The incentives that might be created in the monopoly firm will depend 
in part on whether it is privately or publicly owned. Private ownership of 
means of production raises many kinds of issues, but most observers agree 
on one consequence it can have: strong incentives that arise from profit 
seeking. When disciplined by competition, this profit incentive can induce 
socially desirable outcomes, but without competition it can bring the so
cially perverse monopoly behavior we have noted, which is harmful to 
consumers. Regulation, on the other hand, may destroy the profit incen
tive, and lead to an inefficient bureaucracy. 

Admittedly, less strong, or less narrow, incentives than those in pri
vately owned firms may sometimes be preferable in an institution of pub
lic service. When goals or purposes are many and diffuse, a bureaucracy 
of professional staff may serve better, in part because their self-interest is 
less apt to interfere with institutional purposes. So service quality may be 
better maintained, for example. Also, a publicly owned enterprise which 
is devoted to a well-defined purpose may accomplish desired goals, such 
as pricing at marginal cost or redistributing income through pricing poli
cies, which a privately owned firm might find difficult to pursue. When 
aims are clear enough for a public enterprise to be formed, however, ways 
usually can be designed to accomplish them through private firms. In
deed, mixed public and private ownership may be an effective arrange
ment that combines the incentives of private ownership with responsibil
ity to the public. 

The profit incentive of private ownership originates in the shareholder, 
who is expected to hire and fire management to enforce pursuit of profit, 
and extends from there through the organization. Making the shareholder 
interest salable enhances this profit incentive by making it operate even in 
a protected monopoly. If the salable monopoly is not yielding as much 
profit as is possible, it will be worth someone's while to purchase it and 
make it do so, as long as the cost of carrying out such a large transac
tion is not too great (Williamson 1975). But will these incentives be pre
served if the privately owned and salable monopoly is to be regulated? 
That question, along with the question of whether antisocial monopoly 
behavior can be tamed, will determine whether a sound institution of reg
ulation can be designed for a monopoly firm. 
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Considering the institution of private ownership coldly for its instru
mental effectiveness in promoting efficiency, rather than accepting or re
jecting it because of its ideological foundation, is quite a new approach. 
Many nations are seeing debates today about how to organize public ser
vices. Planned economies are making growing use of markets, and mar
ket economies are taking some steps toward privatization of firms that 
formerly were publicly owned. Wherever these trends may ultimately set
tle, the idea of evaluating economic institutions on the basis of their prob
able effectiveness for specific purposes is bound to be a constructive force. 

1.5 Institutions of monopoly regulation 

This discussion is concerned primarily with two forms of organization 
that provide most goods or services under a monopoly market structure: 
public enterprises and public utilities. A public enterprise is one that is 
government owned. This type of organization is more common in Eu
ropean countries than in the United States, where it is also quite widely 
used. Although its history goes back to ancient times, it did not come into 
wide use until after World War I I .  Normally created by a legislative body, 
each public enterprise is a creature with its own distinctive features. The 
U.S. Postal Service, the Corporation for Public Broadcasting, the Fed
eral Deposit Insurance Corporation, the St . Lawrence Seaway Corpora
tion, and the Tennessee Valley Authority are public enterprises at the fed
eral level, and there are thousands of others at the state and local level 
(Walsh 1978). These enterprises are overseen in many different ways that 
are difficult to characterize, but in general some rule limits the profit or 
Joss that each enterprise is allowed to earn (Aharoni 1986). 

In West Germany the railway, postal, and telephone services are pro
vided by special public enterprises like government departments, in that 
employees are civil servants, but with finances separated from the federal 
budget. Local communities in West Germany typically use public enter
prises for electricity distribution, but many other forms of organization 
exist, including mixtures of public and private ownership. Federal legis
lation coordinates electricity service through a national grid and imposes 
some broad requirements for pricing policy and data provision. It also 
exempts the enterprises from cartel (antitrust) Jaw. France has a renowned 
public enterprise providing electricity nationally, Electricite de France 
(EdF), which has Jed the world in applications of economics to problems 
of pricing. It was created in 1946 out of many formerly private concerns, 
much damaged by war, and was extremely successful in developing an 
admirable national electricity network. Another well-known public enter
prise is the Japanese National Railways, which has achieved the fastest 
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train service in the world. At  the same time, private firms provide elec
tricity in Japan (Yoshitake 1973),  and the Nippon Telegraph and Tele
phone Corporation (NTT) was sold to the public in 1986 and 1987 at re
markably high prices (with price/earnings ratios above 200, for example). 
In the United Kingdom "privatization" has proceeded beyond the aero
space, cable and wireless, automobile, and oil industries to gas and tele
communications, and the sale of public electricity and water enterprises 
is also planned. 5  Modest movement in the same direction has occurred in 
France, Italy, Spain, and West Germany. 

Virtually all countries provide postal service either through a govern
ment department or a public enterprise. Sometimes postal and telecom
munications services are provided by the same enterprise, as they were in 
the United Kingdom until telecommunications were separated and sold 
to private shareholders as British Telecom. A public enterprise ordinarily 
is responsible for collecting its own revenue, out of which it pays for ex
penses it decides to incur. In contrast, a government department usually 
has its expenditures approved through a governmental budgeting process, 
and often the revenues from its services go into the government's trea
sury. But the public enterprise may need governmental approval for some 
of its expenditures, especially on major investments, and because it often 
has very limited authority to borrow, its spending can be confined to the 
level of its revenue. 

Robson (1960) has identified five distinguishing characteristics of pub
lic enterprises. Note, however, that he was focusing primarily on Great 
Britain at perhaps the height of post-World War I I  success for public en
terprises in Europe. First, they are free from legislative inquiry into man
agement, although subject to it with respect to policy. Second, employees 
are not part of the civil service. Third, public enterprises are independent 
financially, separate from the government budget. Fourth, members of 
their government boards are to be appointed for a fixed term of years and 
thus are not given the permanent tenure of civil servants nor do they face 
the threat of sacking that goes with ministerial service. I have saved for 
last the characteristic of "disinterestedness," which Robson saw as part 
of such organizations in undertaking a broad but well-defined goal with
out narrow concern for profit. He quoted with approval the following 

5 The British spelling, "privatisation," may be appropriate here because Britain started the 
conversion of nationalized industries to largely private ownership in the last decade, and 
even in other languages the phenomenon is called "privatisation." For accounts, see Kay 
and Thompson (1986), Kay, Mayer, and Thompson (1986), Veljanovski ( 1987), Vickers 
and Yarrow (1985), and Waterson (1988). Planned economies seeing major change to
ward greater use of market processes include Bulgaria, China, Czechoslovakia, Hungary 
(which recently introduced an income tax), Poland, and the Soviet Union. For an account 
emphasizing problems of change in the Soviet Union, see Goldman (1987). 
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statement of Lord Morrison (1933) ,  who provided part of the intellectual 
foundation for Labor Party nationalization of industries in Great Britain 
after World War I I :  

The public corporation must be n o  mere capitalist business, the be-all and end-all 
of which is profits and dividends, even though it will , quite properly, be expected 
to pay its way. It must have a different atmosphere at its board table from that of 
a shareholders' meeting; its board and its officers must regard themselves as the 
high custodians of the public interest . 

Disinterestedness may have real meaning when one is considering the 
Royal Mint or the Scottish Development Agency in the United Kingdom, 
or the National Science Foundation in the United States, because these 
organizations clearly have goals beyond profit making. But when applied 
to enterprises in monopoly market positions, including even postal ser
vice, the idea may be more wishfully applied, with hope that the organi
zations will be effective in place of competitive markets. The means of 
bringing about reliable public service in such circumstances are not self
evident. 

Public enterprises usually face some degree of regulation, either by a 
ministry of government or by a regulatory commission, although the legal 
foundations are so new in many instances that oversight arrangements are 
still developing. One advantage of organizing services through public en
terprises is that the government as owner can obtain by command the in
formation needed for oversight, although ideal information seldom seems 
to be available in practice. In addition, for better or worse, the enterprise 
can be managed to meet governmental objectives. For example, electric
ity price increases probably have been restrained during inflationary pe
riods in France, and employment in the domestic coal industry appears 
to have been protected by public enterprise policies on electricity in Ger
many and the United Kingdom. Incentives to keep costs low and to avoid 
discriminatory prices are not particularly strong, however. 

The public utility is a privately owned corporation serving public pur
poses. It is widespread in the United States because public services were 
provided by private firms early in the country's history, and they began to 
be regulated, as public utilities, little more than a century ago. In 1877 the 
states won the right to prescribe rates to be charged by private firms in 
certain circumstances,6 and that right led gradually to the establishment 
of state regulatory agencies, which now exist in all states. The guidelines 
for setting rates grew out of decisions handed down in often controversial 
court cases. Public utilities or other parties appealed the decisions of reg
ulatory agencies through the regular court system, sometimes all the way 

6 See the Supreme Court case of Munn v. Illinois, 94 U.S. 1 1 3  ( 1877). 
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to the Supreme Court . The resulting institution o f  regulation therefore is 
not neatly designed for a clear purpose, but rather is a set of procedures 
and constraints developed piecemeal through court decisions made largely 
out of past experience. 

Rate-of-return regulation is the name given to the practice of deter
mining allowed interest payments and profits to bondholders and private 
owners of a public utility as a specified rate of return on productive as
sets. The firm is allowed revenues sufficient to cover its operating expenses 
plus this return on assets that are employed in service to the public. I f  rev
enues are represented by R, expenses by E, assets by A and depreciation 
by D, then revenues satisfy the equation 

R = E+s(A -D) ,  
where s is the allowed rate o f  return. When a public utility feels that its 
prices need to be changed, it will propose changes to the agency that reg
ulates it . A lengthy hearing may result . Often a recent "test period" is 
chosen as the basis for a factual history, although projections into a fu
ture period are sometimes allowed so the result of lengthy deliberations 
will not be out of date as soon as it is completed. The agency will probe 
the accounting soundness of reported operating expenses and the appro
priateness of included assets, and much effort will go into determining the 
rate of return to be allowed on the assets. Because asset values are so great 
in many regulated industries, amounting in dollar terms to two or three 
times more than the annual sales in electricity, for example, the rate-of
return decision is an important determinant of revenue. It has such a cru
cial effect on stockholders that top officials of the public utility may de
vote much of their time to developing arguments for favorable returns at 
rate hearings. 

If  its allowed return exceeds its cost of capital , a rate-of-return regu
lated public utility may want to use more assets than is efficient. Besides 
serving a productive purpose, the assets in the rate-of-return regulated 
monopoly justify profit.7 More important, the firm's own costs are used to 
determine its revenues, so an inefficient firm may simply be allowed higher 
prices and more revenues to cover its higher costs. Needless to say, the in
centive for efficiency or innovation is weakened in such circumstances. In 
addition, little attention is devoted to preventing inappropriate price dis
crimination by regulated firms, yet incentives and means for firms to use 
it are strong. Thus the rate-of-return regulation that has developed out of 
legal decisions has serious shortcomings, and a better arrangement should 
be possible. 

7 This argument was first set out formally by Averch and Johnson (1962). 
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Institutions of regulation often begin in circumstances in which some 
parties already have clear and well-defined interests. The possibility of 
change through government action causes other parties to defend their 
interests, and the institutions are shaped in the contentious atmosphere 
that results. Clear interests of knowledgeable and influential parties re
ceive more attention than smaller and more widely dispersed interests of 
many consumers. Seeking private advantage and finding compromise are 
apt to play a larger role in the outcome than the dictates of general eco
nomic welfare, which the institution presumably is to serve. 

1.6 Summary 

Competition provides remarkable guidance in a market economy, but 
some technologies do not allow it to function well. Then the same mea
sure of economic well-being that competition maximizes can be useful 
for designing alternative institutions and for determining socially opti
mal prices. Economic welfare is specified for this purpose in Chapter 2,  
and problems of inducing its pursuit through regulatory institutions are 
treated in Chapter 3. Pricing to maximize economic welfare is developed 
in Part I I ,  although no effort is devoted there to designing institutions 
that will reliably use such prices. Existing institutions are considered in 
Part I I I ,  and found deficient in their incentives for efficiency. Thus , al
though much is known about improving welfare, existing institutions are 
not designed to exploit that knowledge. Part IV contains conclusions and 
suggestions for reform. 



        
       

CH APTER 2 

Representing economic welfare 

2. 1 Introduction 

Regulation seeks the same outcome that an ideally functioning market 
can achieve. However, it usually is undertaken where markets cannot or 
do not function in the ideal way. The great framework of welfare eco
nomics, in which - under ideal conditions - competitive markets reach 
a Pareto optimal 1 allocation of resources, can be deployed to define an 
ideal against which regulation can be compared . Welfare economics is 
not an infallible guide to such policies, for it can require strong assump
tions. Not all the important features of a particular market may be cap
tured as a result. Some framework for representing economic welfare is 
needed before optimal pricing can be defined and described, though, and 
the logical soundness of welfare economics makes it a good starting point 
for clear thinking about regulatory problems. 

We begin by noting how rigorous analysis of individual welfare can be 
developed and related to observable demand behavior for a single good 
or service. The problems of assessing welfare effects in cases involving 
more than one good or service are treated, and individual preferences or 
welfare are aggregated to obtain measures of welfare for a group or an 
entire economy. In aggregating representations of individual well-being 
we must face the issue of income distribution. We discuss the assumptions 
typically made about income distribution in welfare measures and illus
trate them by application to the choice of socially optimal prices. Since it 
will be a dominant topic in this book, we examine specifically a situation 
in which technology prevents competition from achieving an ideal solu
tion. This will show how representations of economic welfare can guide 
choices between imperfect outcomes. Finally, we discuss imperfect infor
mation and risk . 

1 Pareto optimality exists when no improvement for one person is possible without harm
ing another. The condition is named for its originator, Vilfredo Pareto, whose work is 
described by Allais ( 1968). 

1 7  



        
       

1 8  2 .  Representing economic welfare 

p 
d 

Figure 2. 1 .  Demand and consumer surplus. 

2.2 Individual welfare from one service 

The most useful representation of individual welfare, consumer surplus, 
can be obtained from an observable demand curve. The measure is not 
reliably exact, however, and to show why, two alternative measures, the 
compensating variation and equivalent variation, are introduced for com
parison. Before getting to them it will be helpful to consider the consum
er's utility maximization problem and to derive the indirect utility junc
tion, which allows elegant representation of compensating or equivalent 
variation. We shall then be well equipped to evaluate the effect of a price 
change on an individual's welfare. 

Consumer surplus 
The total net benefit that a consumer enjoys from being able to purchase 
a good or service is called consumer's surplus. 2 It is intended to represent 
the amount a consumer would be willing to pay for the opportunity to 
purchase at a certain price.3 In Figure 2 . 1  the price (P) that a consumer 

2 The first description of consumer surplus was by the French engineer and economist J ules 
Dupuit (1844), although that label for the idea is due to Alfred Marshall. 

3 This definition is due to Marshall (1920, p. 124). 
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would be  willing to  pay for various quantities (q )  of a particular service 
is identified by the demand function, q(P) .  We assume that the consum
er's money income and the prices of all other goods are known and con
stant . The area P0ad represents that consumer's benefit from purchasing 
at price P0, because it is the difference between what the consumer is will
ing to pay for each unit and the required payment, P0• For this reason, 
P0ad is the maximum amount the consumer would be willing to pay for 
the opportunity to purchase q0 units at price po per unit. 

To see the logic behind such a claim, notice that the consumer in Fig
ure 2 . 1  would have been willing to pay roughly an amount dO for the first 
unit, a slightly lower amount for the second unit, and so on until paying 
po for the q0th unit. The sum of the evaluations that the consumer makes 
of the separate units, less the amount actually paid for the units, P0q0, is 
the consumer surplus, CS, from consuming q0 units of the good at price 
pO; 

Iq - l(O) CS = q(P) dP. pO (I)  

Here q- 1 (q) i s  the inverse demand function4 for the consumer whose 
money income is constant at y0, and q - 1 (0) is the marginal willingness 
to pay 0 units, or dO. Thus, CS in ( 1 )  is the area P0ad, the amount the 
consumer is willing to pay above the amount that is actually paid. 

An alternative expression for CS that is sometimes more convenient , 
since it carries out the integration over quantities, captures the area rep
resenting CS plus the total revenue consumers pay, TR. This measure is 

rqO TR+ CS =  J o 
P(q) dq, (2) 

where P( · ) = q -1 ( · ) is the inverse demand function. In Figure 2 . 1  the area 
represented by (2) is daq00. This area can be divided into P0aq00, which 
is total revenue, and P0ad, which is consumer surplus. 

The net benefit to the individual from consuming at price po is the 
area daq00 less the amount the consumer must give up, the total revenue 
poaqOO ;  this net benefit, daq0o - P0aq00, is of course the consumer sur
plus, P0ad. From society's standpoint, welfare is consumer benefit less 
the value of resources needed to serve the consumer. Since the consum
er's total willingness to pay is represented by (2), subtracting cost from it 
will yield a representation of welfare, TR+ CS-TC. Note that computing 

4 A demand function ordinarily represents the quantity of a good consumed given its price, 
the prices of other goods, and the consumer's income. Quantity consumed is assumed to 
be decreasing monotonically in price, so there is a unique quantity for any price and vice 
versa. This means that we can define price as a function of quantity, as a quantity inverse; 
the resulting function is called the inverse demand function. 
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Figure 2.2. Supply and producer surplus. 

TR+ CS as in (2) may be simpler and more direct when the TR + CS -TC 
representation of welfare is wanted. 

We shall also define producer surplus in a manner analogous to con
sumer surplus. The producer surplus (PS) of a firm operating at marginal 
cost MC0 along the supply function of the firm, S(P) in Figure 2.2 will 
be the area MC0a'd'. Producer surplus can be represented by the integral �Mc0 

PS = S(P) dp, 
MC(O) 

(3) 

where MC(q) is marginal cost at quantity q. If price equaled MC0, to
tal revenue would be MC0a1q00 in Figure 2.2,  and total cost would be 
d'a'q00. Since the difference in those two areas is producer surplus, we 
see that PS = TR -TC. 

The supply function in the example of Figure 2.2 assumes that price 
equals marginal cost, so P = MC(S(P) ) .  I f  we integrate the marginal cost 
function along the quantity axis, we of course obtain total cost : 

f q O  TC = J o MC(q) dq. (4) 
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Thus equations (1)  and (3) together give consumer surplus plus producer 
surplus (CS+ PS) ,  and equation (2) minus equation (4) yields the same 
total (TR +  CS-TC =  CS+ PS) .  The sum of consumer and producer sur
plus is usually taken as the representation of economic welfare to be max
imized, since it represents consumer welfare from a good or service less 
the cost of providing it .  

Several qualifications must be noted for this CS+ PS welfare measure. 
It is possible to argue that maximization of consumer surplus alone is a 
reasonable goal (with profit limited, for example, to some fair return on 
assets). Such a position depends on an implicit weighting of consumers, 
on one hand, and those receiving profit, on the other. We discuss this 
question of weights for individuals in Section 2.4, but postpone real dis
cussion of income distribution to Chapter 6.  For now, we simply note that 
profit can be as valuable as consumer surplus, and seeking to make their 
combined sum large is a common normative goal when the present distri
bution of income is accepted. Indeed, under ideal conditions, a competi
tive market economy will lead to an equilibrium in which the sum of con
sumer and producer surplus is maximized. No measure of that sum need 
be calculated, however, because no issue depends on the value of the sur
pluses as well-functioning markets adjust and change through individual 
transactions. Surplus measures become useful when a question must be 
decided collectively, as in a public decision whether to build a bridge5 or 
in setting a price for a public service. 

To use consumer surplus (CS) in evaluating a public action it is neces
sary also to determine resource costs accurately. This is most easily done 
when any resources needed, to build a bridge or to expand output upon 
lowering price, can be drawn from many other industries so the price in 
no one of them is seriously altered. If the necessary resource adjustment 
was so great that some other market in the economy would no longer 
exist, for example, then the lost CS from that market wot•ld have to be 
considered in addition to resource cost at market prices. As long as mar
ginal resources can be drawn from many other markets without greatly 
affecting their market prices, cons11mer surplus can be estimated in one 
market as we have indicated. Resources are withdrawn from other mar
kets then at their market prices, which represent the marginal values con
sumers place on them in the other uses. 

What if the demand curve does not meet the vertical axis because the 
quantity demanded never falls to zero (e.g . ,  presumably one would al
ways demand a positive amount of water)? Although CS is not defined 

5 It was in such an example that Dupuit (1844) worked out the role of consumer surplus for 
evaluating public projects .  
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then, the change in consumer surplus can still be obtained, as the change 
from po to P1 in Figure 2.1 ,  by evaluating 

IpO ACS = q (P, yo) dP, pl (5) 

where yo is included to remind us that it is fixed (as are other prices). The 
welfare effects of a change in price can thus be obtained even if demand 
never falls to zero, and the effect of such a change in price is often what 
is of interest in regulatory situations. The area given by (5) is the area 
poabP1 in Figure 2. 1. 

Consumer surplus does not always yield a precise measure of welfare 
for an individual in the simple way Figure 2. 1  suggests .  As price changes 
while the consumer's money income remains constant, the effect on real in
come may by itself affect consumption of the good and shift the demand 
curve. For instance, a substantial price reduction would enable a person 
with the same money income to buy more of everything. Figure 2.1 is not 
adequate to represent such a possibility. I f  real income had such an effect, 
the consumer might evaluate a price reduction, as from po to P1 in Fig
ure 2.1 ,  differently from a price increase, as from P1 to P0• Because an 
income effect would lead to more consumption for a price decrease and 
less consumption for a price increase, it cannot be present in Figure 2.1. 

Does this possibility of income effects mean the area P0abP1 is not al
ways a reliable measure of welfare change? Yes, it does. The case shown 
in Figure 2. 1  yields a reliable measure of welfare change only if there is 
no income effect;  in Figure 2.l the income elasticity of demand for the 
good is zero. 

The representation of individual benefit is examined next by going be
hind the demand curve and looking at individual choices in detail, to find 
a more basic representation of individual well-being that does not require 
zero income elasticity of demand. From there we can return to evaluate 
how effective consumer surplus will be for representing harm or benefit 
from a price change. We turn first to the consumer's utility maximization 
problem, which yields an indirect utility function representing well-being 
as a function of prices and income. With that we can easily examine two 
other measures of welfare effect, compensating variation and equivalent 
variation, which we shall compare with consumer surplus. 

Utility and indirect utility functions 
Since we want to consider an economic system in which consumers seek 
as much satisfaction as possible, given the prices of goods and their in
comes, we should examine the problem that leads to an individual con-
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sumer's demand curve. We can do this by expressing the individual's well
being, or utility, as a function of goods consumed, and considering the 
problem of maximizing utility subject to a budget constraint. The i th in
dividual's utility function over n goods or services, 

(6) 

is assumed to be strictly increasing (du i/dqj = uj > O for j = 1 ,  . .  . , n) and 
strictly quasi-concave6 with continuous first and second derivatives. These 
assumptions mean that all goods are desired and the rate of substitution 
between one good and any other will diminish smoothly as the consumer 
increases consumption of that first good. With these restrictions we as
sume only that an individual can recognize being better off. We represent 
being better off with a higher level of utility, but need not assume that the 
difference in utility can be evaluated with precision. Indeed, we are devel
oping an alternative to consumer surplus so we can assess a consumer's 
evaluation of a change while holding the consumer at the same utility level. 
That is the only way we can be precise while adhering to weak assumptions . 

Let the budget of the ith consumer be given by 

i t i - "'n p i y - - i:Jj = I  j Qj, (7) 

where yi is money income, t i is any income tax (or transfer to the con
sumer if negative}, and �J = 1 P1 q1 is the total expenditure that is linear on 
the assumption that P/s are parametric and unaltered by the amounts of 
consumption. Some relations that can be derived from the budget con
straint will be useful in a moment .  Differentiating the budget constraint 
(7) with respect to P/s yields 

qj+ �k = I  Pk q£1 = 0, j = 1 ,  . . .  , n. 
And differentiating (7) with respect to Yi and ti yields 

- 1 + � k = I  Pk qky i = 0  

and 

(8) 

(9) 

( 1 0) 

Presuming that the i th consumer maximizes utility (6) subject to the 
income constraint (7), the consumer's problem is represented by the La
grangian 

max £(q{, . . .  ' q� , 71 i ) = u i(q) ,  . . .  , q�) +  71 i(y i - t i - �J = I  P1 qJ) ,  ( 1 1 )  

6 For a n  illustration o f  the economic meaning o f  quasi-concavity, see Chiang (1984, pp. 
394-7) and Silberberg (1978, pp. 221-2). In economic terms, it represents a diminishing 
rate of substitution between commodities without assuming diminishing marginal utility. 
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where 1/ i  is a Lagrange multiplier. Necessary conditions for a maximum 
are 

and 

£1 = u) - 11 iP1 = 0, J = l , . . .  , n 

£ _ i t i �n p i - O �1 - Y - - "'J= l  1 Q1 - · 

(12) 

(13) 

In principle, we can solve these n + 1 equations for the unknowns, Qi . . . . , 
qn , 1/ i, in terms of known PI > . . .  , Pn , y i, and t i.1 The results will be the in
dividual's n demand functions 

(14) 

and also 

(15) 

The asterisks mark simultaneous solution values for the problem (II) ,  ob
tained on the assumption that prices and net incomes are constant. 

Now if values from the solution in (14) are substituted into (6), we have 

u i(q((Pl >  . . .  ' Pn , yi - t i ) ,  . . .  ' q�'(Pi . . . .  , Pn, yi - t i ) )  
(16) 

a utility function that depends on parameters P1 , • • •  , Pn and yi  - t i, and is 
called the indirect utility function. We use vi to indicate the indirect util
ity function. It is often convenient to represent utility in terms of price 
and income parameters through the indirect utility function, and some 
basic relationships can be expressed simply and directly through it. 

Notice, in particular, that 

i - "n i ; •  Vpj - "-k = I  Uk Qkj ·  
Substituting for u£  's from ( 12) then yields 

i ;• " n p i" V pj = 1/ -" k = I k Q kj 
and using (8) we can obtain 

(17) 

Having considered the solution qj°, let us examine 11 i". It is obvious 
from (12) that 

7 The sufficient conditions for a solution will be satisfied because of our assumption of con
stant, parametric prices and of properties that we have assumed for individuals' utility 
functions; they are strictly increasing in their arguments and strictly quasi-cone-ave with 
continuous first and second derivatives. See Silberberg (1978, pp. 159-64). 
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i ;• Uj . 
11 = p. ,  1 = 1 ,  . .  . , n. 

J 
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(18) 

The marginal utility from the jth good divided by the cost 6f that good, 
P1 , is the marginal utility of good j per dollar spent, which at equilibrium 
for the consumer must be the same for every good and equal to 11 ;·. That 
11 ;· is the marginal utility of income of the i th person can be shown by dif
ferentiating the indirect utility function with respect to income to obtain 

; "" n  ; aq)' ""n i ; Vyi = �j = I Uj ay i = �j = I Uj Qjyi •  

Using (12), this becomes 
i i' 'l;" n  p i Vy i = 11 �J = I j Qjy i , 

which, with (9), reduces to 
i . _ ;• Vy1 - 11 • 

(19) 

(20) 

Of course, from the form of the Lagrangian, ( 1 1) ,  we know that at the 
optimum fy; = 11 i '. 

The indirect utility function is a convenient measure of well-being, so 
we should know its properties. In particular, because it defines utility as a 
function of prices and income, it yields a precise representation for the 
change in income that will offset a given price change. Precision is achieved 
by making the evaluation while holding utility constant, and thus avoid
ing the consequences of an income effect due to the price change. 

Compensating variation, equivalent variation, and 
consumer surplus 

Demand curves can be observed in practice, whereas utility functions can
not be, at least not for pricing applications. Whether the observable in
dividual demand curve will give rise to a measure of consumer well-being 
such as consumer surplus 8 that is useful for judging the value to the con
sumer of a particular change in price can be determined by comparing it 
with a measure from the indirect utility function. Consider the example 
illustrated in Figure 2 .3a .  

Let us  start with price po at  point a in Figure 2 .3a and consider a price 
decrease to P1 • (We assume that all other prices and all incomes are con
stant .)  Suppose we represent that change by the indirect utility function, 
suppressing for simplicity other prices since we assume they are constant. 

s We rely here on the analysis by Willig (1976). See also Buchanan (1953), Gabor (1955), 
Hicks ( 1943), Mohring (1971), and Ng (1980, pp. 84-110). 
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q(P,yO) 

0 L..------------- q 

(a) 

q(P,yl) 

0 �------------� 
(b) 

Figure 2.3 .  Demand with income effects. 

We begin with v(P0, y0) and define a "compensating variation" change in 
income, C, that accompanies the price change and has the effect of keep
ing the individual at precisely the same utility level after the price change 
as before: 

(21) 
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This compensating variation, C, can be considered the benefit to the con
sumer of a lowered price. 

By definition, the consumer must have exactly the same utility, whether 
at the point where price and income are po and y0, or at the new price P1 
with income y0 - C. If we draw a demand curve holding utility constant 
through point a and through point b, the amount C will be the shaded 
area C = P0abP1 in Figure 2 .3a, for that area represents the payment that 
is necessary to make the consumer at point a (with price po and income 
y0) as well off as at point b (with price P1 and income y0- C) .  Note that 
the demand curve in Figure 2.3a that adjusts money income to keep util
ity constant is not the kind of demand curve we can observe. An observ
able demand curve, such as that in Figure 2 . 1 ,  represents responses to 
price changes as money income remains the same, whereas the demand 
curve through points a and b in Figure 2.3a was constructed keeping util
ity, or real income, the same. A demand with no adjustment in money in
come to keep utility constant, as in Figure 2 . 1 ,  is drawn through point a 
in Figure 2.3a to point c, and is identified as q(P, y0) .  This observable de
mand curve calls for greater consumption of the good at the lower price 
P1, by passing through point c rather than point b. The good is assumed 
to be normal,9 so with higher money income more of it will be consumed. 
That means that if we attempt to measure compensating variation, C, us
ing an observable demand curve we shall be in error by the difference, 
P0acP 1 -P0abP 1 , which is caused by the income effect.  We shall inter
pret this difference in a moment , after we introduce another representa
tion of welfare change. 

At this point the reader might wonder whether it is possible to adjust 
the consumer's initial income rather than final income as in the compen
sating variation. Adjusting initial income could make utility at the start
ing point the same as it is after the price change. Such an adjustment in 
income is precisely what is called the "equivalent variation," defined as E 
in the following: 

v(PO, yO+E) = v(P l , yO) . (22) 

The equivalent variation focuses on the income change (E) that makes 
initial well-being (or utility) the same as it would be after the price change 
has occurred. Thus it is an adjustment in income equivalent to the pro
posed change. The compensating variation focuses on the income change 
(C) that makes final well-being the same as the starting point, before the 
price change. Compensating variation compensates for the price change. 

9 A normal good is one for which greater income induces more consumption. If an increase 
in income causes less of a good to be consumed, that good is said to be inferior. An ex
ample of an inferior good could be margarine, which might be consumed at a lower in
come but gives way to butter as income increases. 
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To see that equivalent variation is just the reverse adjustment to that 
of compensating variation, suppose we had begun in Figure 2 .3b at point 
c, with the consumer having money income y0 and price at P1, and then 
raised price to P0• The demand curve that would compensate the con
sumer for any loss in utility due to the price rise is drawn from point c 
through point d. ( Notice that more will be purchased at point d than at 
point a when price is P0; the reason is that at point d income has been 
augmented by an amount equal to E, to keep utility the same despite the 
price increase from P1 to P0.) Now the shaded area identified as E in 
Figure 2.3b, the area P1cdP0, is obtained by adjusting the starting in
come so the choice at d can allow the same utility as would point c on 
the ordinary demand curve. Thus the area labeled E in Figure 2.3b then 
would actually fit the definition of C, compensating variation, if the case 
had begun at P1 rather than P0• These measures of welfare effect depend 
on whether our analysis isolates an amount that would compensate so the 
action leaves us at the existing status quo point (C) ,  or adapt in an equiv
alent way to the final point to be reached after action is taken (£) . 

We have come to see that two measures of welfare change can be ob
tained directly from the consumer's utility maximization problem. One 
makes comparisons at the income level before any action is taken and the 
other makes comparisons after the action has been completed. Neither 
measure is observable from a demand function. Fortunately, these two 
precise measures straddle the observable value, one being larger and the 
other smaller. Furthermore, Willig (1976) has shown that in virtually any 
practical application the area from an observable demand curve will give 
a good approximation to both C and E. The error tends to vary directly 
with the size of the observed area and with the income elasticity of de
mand, and inversely with the income level. Willig has also provided rules 
for estimating C and E from the observed area when values for the in
come elasticity of demand for the good at points a and c in Figure 2.3 are 
known. Of course, if the income elasticity of demand for the good is zero, 
there will be no error; the areas C and E will coincide exactly and will 
equal the observed CS area. 

Thus there is a potential for error in measuring consumer surplus from 
an observable demand curve, because of income effects. But the error from 
the income effect will ordinarily be small. The income effect of a price 
change will be greater as the income elasticity of demand for the good 
differs from zero by a greater amount and as the amount spent on the 
good is larger. In most practical situations, a small fraction of income 
is spent on the good in question, and estimation of consumer surplus 
from observable demand curves will yield an adequate measure of con
sumer benefit. 
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2.3 Individual welfare from many services 

One other issue bears on the effectiveness of consumer surplus as a mea
sure of individual benefit from price changes. When many goods or ser
vices, and perhaps many price changes, are involved, the question arises 
whether a unique consumer surplus measure exists . 10 As an example, con
sider two substitute goods, butter and margarine, and suppose they both 
become unavailable. What is the consumer surplus loss for the individual 
shown in Figure 2 .4, whose demands were D8 (for butter in Figure 2.4a) 
and DM (for margarine in Figure 2 .4b)? The separate consumer surplus 
areas abP8 and ef PM obviously are inadequate as measures of welfare 
loss when both goods are withdrawn, because when one good is with
drawn the consumer surplus from the other good would increase. When 
butter is withdrawn, for instance, the consumer surplus from margarine 
will be hgPM because margarine demand will shift to DM; or if marga
rine is withdrawn, the consumer surplus from butter will go to dcP8 be
cause butter demand will rise to D!J. This yields a way to think about both 
goods being unavailable. The total consumer surplus loss if both are with
drawn would either be abP8 + hgPM, or efPM + dcP8, which are not nec
essarily the same in area. Notice that if the two shaded areas, abed in Fig
ure 2.4a and ef gh in Figure 2.4b, are equal, the total consumer surplus is 
the same regardless of the order in which goods are withdrawn, meaning 
that the particular path followed does not affect the results. 

With indexes j and k representing two different goods, if for all pos
sible combinations of goods and all sets of prices we always have 

iJqk iJqi . 
iJP1 = iJPk 

, all J, k, (23) 

there is no ambiguity; the shaded areas in Figure 2.4 are equal then, and 
consumer surplus will not depend on the sequence of actions or the path 
followed. If all demands are independent, as an example, (23) would be 
trivially satisfied because iJqkfiJP1 = iJq1/iJPk = O; if the goods are neither 
substitutes nor complements, the shaded areas in Figure 2.4 will be zero. 

Each side of condition (23) involves a partial change in quantity de
manded due to a change in price, with income and other prices held con
stant. By the Slutsky equation,1 1  the two sides of (23) can be represented as 

IO This point was first raised by Hotelling (1938). The example that follows is based on the 
expositions of Ng (1980, pp. 92-6). See also Willig (1979a). 

11 The Slutsky equation contains precisely the sort of income compensation discussed in 
Section 2.2. The quantity response to a price change that will hold utility constant was 
shown by Slutsky (1915) to be 

_J = -J + qk -J . aq I (Jq aq 
()pk u ()pk (Jy 
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Figure 2.4. Estimating consumer surplus from two interrelated goods 
or services. 
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2.4 From individual welfare to social welfare 

_J = _J -qk -J ' 
oq . oq . , oq 
aPk aPk ii oy 

3 1  

where oqkf oP1 I ii and oq1 /aPk I ii are changes in quantities with utility held 
constant at u while qj oqkf oy and qk oq ;/Y are income effects . In each 
case the left-hand side is the slope of an ordinary demand curve (as the 
curve through a and c of Figure 2.3a) ,  and the right-hand side is the slope 
of a constant utility demand curve (as the curve through a and b of Fig
ure 2 .3a). The constant utility responses will be denoted as oqkj(JP1 I ii =  
skj and oq1/0Pk I ii =  sjk ·  We shall encounter them again in later chapters. 
Properties ordinarily assumed for utility functions, such as differentiabil
ity (twice) and strict quasi-concavity imply that 

� = � . u� 
So what is really required for (23) to hold ( i .e . ,  for CS to be exact) is that 
the income effects must be equal, which will be true if income elasticities 
of the two goods are equal: 

oqk y oq1 y 
ay · qk = ay · q1 · (25) 

Although these income elasticities may not always be equal, their differ
ences will usually be small, especially for small price changes. We shall 
assume quite often that the difference is not important and (23) can be 
satisfied. 

2.4 From individual welfare to social welfare 

Is it possible, or appropriate, to combine the consumer surpluses from 
different persons into an aggregate social welfare measure? We approach 
this question by assuming that social welfare can be obtained from indi
vidual welfare alone. It might be argued instead that since it takes two to 
tango, or to play tennis, social welfare depends on something beyond in
dividual satisfaction to reflect collective involvement. But even with col
lective involvement, individual satisfaction is always a final result . So it is 
reasonable to use individual satisfaction, even from collective activities, 
to assess social well-being. 

That social welfare can be represented as a function of individuals' wel
fare is presumed in the mathematical function of the general form 

(26) 
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where u 1 , • • •  , u 1 are utility levels of I individuals and W is a rule for com
bining them. Social welfare in (26) is thus some function of the utilities of 
all I individuals. As Jong as a change in individual utility always alters W 
in the same direction, as when compensation is paid to individuals for 
any harm suffered, the exact form of the W function need not affect qual
itative results. Any proposed action that leaves a positive social net bene
fit should be undertaken, for it allows a Pareto improvement through 
which all gain. Typically, however, some consumers will benefit from an 
action and some will be harmed and not compensated. Use of a function 
such as (26) that weighs consumers' utilities relative to one another then 
rests on judgments stronger than Pareto optimality. Aggregate consumer 
surplus is one such measure.12 

Combining one consumer's surplus with another's by simple addition 
to obtain a total welfare measure (indicated by relocating the apostrophe 
from consumer's to consumers' surplus) essentially accepts as legitimate 
the current distribution of income. To show this connection to income 
distribution we consider two alternative ways to distribute goods in a so
ciety. The familiar way is to have individuals solve allocation problems 
themselves through market transactions when each has a limited income; 
another way is to distribute goods according to some explicit weighting 
of the satisfactions of individuals, deliberately allowing more satisfac
tion to some than to others. By comparing these two ways of distributing 
goods we can see how incomes implicitly weight satisfaction in the mar
ket process. We can be more concrete with a two-person, two-good ex
ample in which there is no interdependence among goods in consumption 
or production (i .e. , there is no external effect of one's decision on an
other, as with noise, air, or water pollution) . 

Suppose that two persons have the utility functions u 1 and u 2 defined 
over quantities of two goods, q1 and q2• The two functions are u 1 (q/ , qi ) 
and u2(qf, qi) and the consumers each maximize utility subject to their 
budget constraints y 1 = P1 q/ + P2 qi and y2 = p 1 qf + p2 qi. With 11 1 and 11 2 

the respective Lagrangian multipliers on these constraints, and with >. the 
equal marginal cost prices of q1 and q2, it is easy to derive the individ
ual constrained utility maximization conditions from the two consumers' 
problems, 

u/ = >-11 1 . 
for person one and 

(27) 

12 For an example of welfare analysis based explicitly on the equivalent variation (£ in 
equation (20)), see Barton and Olsen ( 1983). Applications of consumer surplus are shown 
in Currie, Murphy, and Schmitz (1971 ) .  
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(28) 

for person two. 
On the other hand, let us assign weights {3 1 and (3 2 to the two individ

uals' utilities in a linear sum and imagine optimally distributing goods 
to them. We also assume an extremely simple production process which 
allows conversion of the limited resource, Z, into the goods so they are 
equally costly, q/ +q t+ql + q} = Z. We would then have the social prob
lem of maximizing welfare, {3 1u 1 + (3 2u 2, subject to the production con
straint q/ + qt +  qi + q} = Z. With A the Lagrangian multiplier on the 
production relation so it will represent the goods' equal marginal cost, 
necessary conditions are 

u/ = A/(3 1, ui = A/(3 1 (29) 

for person one and 

ut = A/(32, (30) 

for person two. Now notice, by comparing (27) with (29) and (28) with 
(30), that when these two ways of distributing output produce identical 
distributions and satisfactions for the two consumers, we shall have {3 1 = 
1/77 1 and {32 = l/172• This illustrates that a market outcome, found through 
conditions (27) and (28) , implicitly weights individuals in a social wel
fare function, and the weights are reciprocals of the marginal utilities of 
income.'3 

Since the 17 i 's in the market problem giving rise to (27) and (28) can 
be interpreted as the consumers' marginal utilities of income, the implicit 
social welfare weights or (3i 's assigned to individuals in (29) and (30) must 
be the reciprocals of their marginal utilities of income. This means that if 
an added unit of income can be provided in a society, the effect on social 
welfare will be the same no matter who receives it. If the income increase 
is given to any individual i, for example, the unit of income will add to 
the ith individual's utility by 11; and then be weighted in social welfare by 
1/17; so, since (17; ) ( l/17; ) = 1 ,  the effect on society will always be 1 times the 
income increase. The weighting of individuals implicit in the social wel
fare measure at a market outcome clearly depends on their current in
comes, through the marginal utilities of income, the 17/s. Moreover, these 
weights work in a way that makes income distribution unimportant, in 
that social welfare is the same no matter who benefits (or loses). When we 
say that an aggregate consumer surplus measure accepts, or is based on, 
the current distribution of income, we mean exactly this weighting of in
dividuals by the reciprocals of their marginal utilities of income. Because 

13 For early derivation of this form for welfare weights, see Negishi (1960). 
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it renders income distribution unimportant, accepting the current income 
distribution in this way focuses attention on efficiency. 

Efficiency will dominate in determining a maximum of welfare when 
welfare is aggregate consumer surplus, precisely because the solution is 
predicated on the existing income and wealth distribution. For clear effi
ciency improvements, the income distribution may not be crucial and the 
issue of income distribution may reasonably be ignored. When efficiency 
questions are dominant, the aggregation of a consumers' surplus measure 
should not draw objections for being based on the existing distribution of 
income and wealth. I f  the existing income distribution is regarded as un
satisfactory, that issue should be attacked directly, and of course a con
sumer surplus evaluation may not then be appropriate. 

Consumer surplus evaluations can be made from the demands esti
mated for products or services. When profit is affected, it also must be in
cluded in assessing welfare effects. A change in public utility price often 
involves profit as well as consumer surplus changes, for example, so ef
fects on both must be estimated. More generally, an incremental unit of a 
good or service has a social opportunity cost represented by the willing
ness of suppliers to produce it under competitive conditions .  Any differ
ence between this supply price and actual price is a producer's surplus that 
is comparable to the consumer's surplus. Each dollar of producer surplus 
can have the same effect on social welfare no matter who ultimately re
ceives it, just as each dollar of consumer surplus does, if individuals are 
weighted by the reciprocals of marginal utilities of income in reckoning 
social welfare so the existing income distribution is implicitly accepted.14 

2.5 Socially optimal pricing 

Let us now present a socially ideal price for a simple problem involving 
maximization of some representation of consumer welfare. To represent 
welfare in these examples we use, first, consumer surplus and, second, 
a socially weighted sum of individual welfare indicated either by indi
rect or direct utility functions. Prices equal to marginal cost always maxi
mize welfare as defined in these problems. We assume that marginal cost 

14 As to the feasibility of adding representations of consumers' well-being, some difficulties 
may arise if the action being considered would bring an income transfer that is so great 
that relative prices would be altered by it .  For example, the compensating variation de
termined by holding utility constant in (21), when repeated for several consumers, may 
be aggregated into a positive value but would call for an allocation of goods that simply 
cannot be produced ( Boadway 1974). Since the compensating variation or any other sin
gle theoretical measure is unlikely to be used in practice by itself, however, and 5ince the 
price ratio change from any income effect is not apt to be large, this problem is probably 
not a serious one. 
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is constant and that total cost will equal zero at q = 0, so there will be no 
excess profit or loss to consider at the solution. As a result, the net benefit 
to producers, producers' surplus , will be zero, allowing emphasis on con
sumer welfare measures. We call attention to the form of each problem 
and to the particular weighting of individual utilities that is implicit in the 
representations of welfare. 

First we formulate the social problem as maximizing CS+ PS using 
equations ( 1 )  and (3), 

CS+ PS =  d q(P) dP+ S(P) dP. jq - l(O) ) po po qc- l (O) 
(31) 

Differentiating with respect to P and setting the result equal to zero, we 
obtain:  

P = MC. 
We could also use consumer surplus as represented in equation ( 1 )  and 
add total revenue less total cost to represent producers' surplus: 

f q - l (O) 
CS+TR - TC =  J p q(P) dP+Pq- C(q) .  

Differentiating with respect to price, the necessary condition is  

dq dq 
-q+q+P  dP -MC dP = 0. 

Solving for P we obtain 

P = MC. 

(32) 

Alternatively, we might consider the social problem as maximizing to
tal revenue plus consumer surplus as in equation (2), less total cost as in 
equation (4): 

CS+TR - TC = i: P(Q) dQ- i: MC(Q) dQ. (33) 

Differentiating with respect to quantity and solving for P, we again find 

P = MC. 
A similar procedure can be followed using a social welfare function. 

Let us first use indirect utility functions weighted by (3 i  weights, as in Sec
tion 2.4, as a measure of consumer welfare. Because this representation 
will yield marginal effects due to changes in price, it is like ( 1 ), and must 
be analyzed like consumer surplus, with total revenue less total cost added 
to define a social welfare measure. The social welfare problem using a 
weighted sum of indirect utility is thus to maximize 
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(34) 

Differentiating with respect to P we have, using ( 17) (which shows that 
<Jv i/iJP =  -71iq i) ,  

. . . dq dq -2,; {3171 1q 1 + q +P dP - MC dP = 0. 

Now if we assume (3 i = l/71 i, by accepting the existing income distribution 
as illustrated in Section 2.4, and noting that 2.; qi = q, this necessary con
dition will reduce to 

P = MC. 
In Chapter 6 we consider other assumptions regarding income distribu
tion. But for now we simply observe that this assumption yields an out
come the same as the consumer surplus representation of benefit. 

If we use a socially weighted sum of individual utility functions that 
depend on quantity of goods rather than on prices, our analysis would be 
like that with the total revenue plus consumer surplus representation in 
(2) . This social problem would be to maximize 

(35) 

Differentiating with respect to q and using ( 12) (which shows that <Ju i/<Jq = 
7/; P) yields 

2, (3i71iP-MC = O. 
Once again, if we accept the current distribution of income so (3 i = l/71i, 
we have 

P = MC. 
All of these optimal pricing problems show that price should equal mar

ginal cost to maximize welfare. The welfare representation that is maxi
mized with respect to prices is consumer surplus alone, without revenue, 
so revenue must be added and cost subtracted to form producer's surplus. 
The welfare representation maximized with respect to quantities already 
includes total revenue plus consumer surplus, and the social problem can 
be formed accordingly just by subtracting total cost . This difference arises 
whether consumer welfare is represented by consumer surplus or by a so
cial welfare function made up of individual utility functions. In the lat
ter case the social weights attached to individuals must be explicitly set 
equal to the reciprocals of the consumers' marginal utilities of income if 
the solutions are to match those obtained with the consumer surplus rep
resentation. Thus the consumer surplus representation implicitly requires 
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the welfare weights of individuals (the (3 i 's) to equal the reciprocals of 
marginal utilities of income ( l/71 i 's). 

All of these examples of socially optimal pricing have assumed that de
mand and cost functions are known perfectly and are unchanging. If de
mand fluctuates randomly, we can still obtain the same solutions, as long 
as marginal cost is constant, unaffected by level of output, and capacity 
does not limit output. When the level of output affects marginal cost, de
mand fluctuations that cause output to vary will affect expected marginal 
cost, to complicate finding an optimal price. If price could be adjusted 
perfectly to every change in demand, and if new prices could immediately 
and costlessly be transmitted to consumers, who could then alter their 
consumption plans, a perfect solution would be possible. But such com
munication and consumer response is either terribly costly or infeasible, 
and instead an attempt usually is made to maintain a single price that 
is optimal under the circumstances. Complications arise when the level 
of marginal cost depends on the nature of demand fluctuations, because 
optimal price then depends on properties of demand, and the complica
tions are greater when capacity limits prevent some consumers from being 
served, because to evaluate welfare we must know who is served. We shall 
not explore the general problems of demand uncertainty here, but we shall 
examine specific cases of uncertain demand in chapters that follow. 

2.6 The decreasing average cost problem 

When competition fails,  representations of economic welfare enable us to 
evaluate what outcome would be most efficient and socially desirable for 
a given goal . We cannot claim that regulation should always replace the 
market, for identifying an efficient price will not necessarily provide a 
workable way to put it into effect.  Although we can set out a price that 
is ideal in the light of its definition, no institution may be motivated to 
adopt it and operate efficiently at the same time. Moreover, an ideal price 
may be difficult to agree on because of conflict over what is ideal . All of 
these problems must be solved if the regulation of price is to be effective, 
and we cannot solve them here. Our aim in this section is to sketch briefly 
some of the main issues that arise when average costs decrease with out
put , and to indicate the types of results that welfare analysis can provide. 

Suppose that a service can be produced at constant marginal cost per 
unit, b, up to a capacity limit. There is also a cost per unit of capacity that 
depends on total output, q, according to the function (3(q) where (3 is the 
average capacity cost. We assume (3 falls with output, or a{3/aq < 0, so 
average cost is decreasing with output. Since unit cost is lower at a greater 
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scale of operations, we say there are economies of scale, which cause a 
problem because a price equal to marginal cost will be below average cost 
and will not yield enough revenue to cover total cost. A problem similar 
to that caused by economies of scale can arise in the number-of-products 
dimension of a firm's activity. When one enterprise can produce a set of 
products at less cost than any collection of separate enterprises, we say 
that economies of scope exist .15 In this case also the prices that reflect 
marginal social costs may not yield revenue equal to total cost. Since we 
only wish to illustrate the pricing problem, we shall not pursue effects of 
scope economies here, but consider only the effects of scale economies on 
optimal pricing. 

The marginal cost-pricing "solution" 
Demand is given by the function q = q(P), where P is market price. We 
accept consumer surplus as our measure of consumer welfare: 

CS+ TR =  i: P(q) dq. 

Total welfare, W, will be represented by consumer surplus plus producer 
surplus, or CS + TR - TC,16 where total cost is (b + {3(q))q. The social 
problem is therefore to maximize 

W =  ): P(q) dq- (b+ {3(q))q. (36) 

Necessary conditions for a solution to this problem yield the efficient pric
ing rule, 

P =  b + f3(q) + q of3/oq. (37) 

Since b + {3(q)+ q o{3/aq in (37) is long-run marginal cost, we sec once 
again that the efficient price equals long-run marginal cost. 

In this case of decreasing average cost, a price equal to marginal cost 
causes a problem. With {3 > 0 and a{3/aq < 0, marginal cost lies below av
erage cost, so the marginal cost price is below average cost and will result 
in a net Joss for the firm. If the firm is privately owned, it will not survive 
to reach the social optimum at a marginal cost price that does not cover 
costs .  Indeed, even a community-owned firm might not accept losses from 
pricing at marginal cost, in part because of objections on equity grounds. 

ts See Baumol et al. ( 1982). 
16 The problem we examine here was set out as equation (32) in Section 2.5 with a more gen

eral cost function. For a game theory approach, see Sorenson, Tschirhart, and Whin
ston (1976). 
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If nonusers of the service were required to contribute to make up the defi
cit , that could be deemed unfair. This is the problem that results from 
pursuing efficiency without paying compensation to those who are made 
worse off. In specific cases, losers might object so vociferously that no 
project could win approval through political institutions, although if the 
gains and losses from many projects were distributed evenly over the pop
ulation, there would be net gains in efficiency. 

Notice that if political institutions become involved in a decision about 
the pricing of this service, the number of persons who gain and the num
ber who Jose could be crucial in any voting outcome. If majority rule is 
used in the decision, for example, and those benefiting from a price below 
average cost outnumber those who do not use the service but are forced 
through taxes to contribute to its support, the price below average cost 
might be adopted. Indeed, then the price might even be set below mar
ginal cost. This result illustrates how inefficient outcomes might be chosen 
through political institutions, and how minority interests can suffer as a 
consequence. Even though political institutions cannot be counted on to 
balance subtly the equity and efficiency interests in economic problems, 
they often are regarded as the legitimate arbiters, so their role inevitably 
will be important. 

Pricing at marginal cost in the example above will cause a loss, and 
funds to cover that loss are not easily obtained. Taxes or other means of 
raising revenue themselves can cause a Joss in efficiency, because they push 
prices away from marginal costs. If all means of raising money to meet 
the deficit cause price distortions, with consequent inefficiencies, then the 
price in (37) itself cannot be efficient and it should be raised, so it will 
share with other available means the task of covering the deficit . Thus, as 
it is posed, the problem in (36) ignores the fact that a deficit will result 
that may not be covered without introducing inefficiencies. Modifying (36) 
to require that revenues cover cost can take us to the general problem of 
second-best pricing, pricing that achieves as great a level of social welfare 
as possible in the presence of realities that prevent the use of prices equal 
to marginal costs. 

Second-best pricing with decreasing cost 
One way to deal with cases in which pricing a service at long-run marginal 
cost will result in a deficit is to charge a higher price. Lump-sum taxes are 
generally infeasible, and financing the deficit by other means such as tax
ation can have income redistribution consequences that are unacceptable. 
Perhaps those who do not use the service would have to pay taxes to sup
port its deficit ,  for instance, and that is regarded as unfair. To avoid this 
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result, the community might require that all costs of the service be met by 
payments from users of the service. A socially optimal price can still be 
pursued, but subject to the requirement that sufficient revenues be raised 
to cover total cost. The resulting problem belongs to a general class of 
problems called second best, which are examined in detail in Chapter 5 . 17 
Solving such a problem yields a result as close as possible to the ideal, or 
welfare maximizing, solution, but subject to some unavoidable limitation 
or constraint. 

We can illustrate the second-best problem by appending to (36) a con
straint that revenues equal cost (Pq = (b + {3(q)q) : 

L =  I: P(q) dq- (b + {3(q))q - }.. [Pq - (b + {3(q))q ] .  (38) 

Maximizing L with respect to q we obtain 

P-(b+ f3(q) + q of3/oq )  >-. l 
p 

= 1 - >-. °[ ' (39) 

where � =  ( oq/oP)(P/q) is the elasticity of demand. From the constraint 
that total revenue must equal total cost, as long as average cost intersects 
the demand curve from below, we know that price must equal average 
cost. Notice also that the price in (39) is like a monopoly price except for 
the Aj( l - }.. ) term, which lowers the markup over long-run marginal cost 
to the level that will allow the firm merely to break even . That the second
best price is some fraction of a monopoly price holds also in the multiple
product or service case, where "average cost" is not so well defined. 

If i = l, . . .  , n services are to be provided and they are independent of 
one another, the same procedure followed in solving (38) will yield for 
the ith service the pricing rule: 

P; -MC; }.. 
---- = -- - ,  i = l , . . . , n. P; 1 - }.. �; 

Such prices are called Ramsey prices after the discoverer of their proper
ties in the form of optimal taxes ( Ramsey 1927) .  With multiple services, 
average cost per service is not easy to define, but we know the solution 
value of }.. will allow total revenue that covers total cost. Here again the 
similarity to monopoly pricing is striking. Every ratio of price minus mar
ginal cost over price is modified from the monopoly level by the same 
constant, }../ ( 1 - }.. ) ,  to yield revenue merely sufficient to cover total cost . 
It is as if all elasticities are multiplied by the same constant to make them 
larger. Ramsey prices thus eliminate the deficit while minimizing the loss 
in welfare that results. 

17 For game theory approaches, see Sorenson, Tschirhart, and Whinston (1978). 
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Nonuniform pricing 
Obviously, one reason that we have had difficulty in pricing with econo
mies of scale is that we have presumed a single uniform price must be set. 
Suppose instead that we use prices that are not uniform over all units con
sumed. With the decreasing cost technology that we have considered, for 
example, think of every incremental unit as a separate product. Suppose 
also that there is only one consumer. Then let us set prices that vary ex
actly with marginal cost for every unit : 

P(q) = {3(q) + b.  (40) 

This is a quantity-dependent price schedule, in that the marginal price 
·•aries with the quantity that the individual consumes. Every unit is asked 
to pay the marginal cost of providing it in (40), which is ideal. By apply
ing the marginal cost-pricing solution to every unit in this way, we can 
avoid a deficit, too, and thereby solve the decreasing cost problem. 

A nonuniform price for a single good or service may not persist, of 
course, when there are many consumers, since exchange would allow con
sumers to trade until they agreed on a single price. But nonuniform prices 
can be used where exchange is not possible, or at least where it is not easy, 
which is often the case with public services. Two consumers cannot ex
change electricity easily, for instance, or phone service, so a degree of 
nonuniform pricing is feasible for those services. Indeed, we are all quite 
familiar with telephone rates that involve a fixed monthly fee plus a fee 
for usage, at least for long-distance calls, which makes the average price 
nonuniform. And electricity rates for marginal units per time period of
ten vary as total units consumed vary. 

Difficulties still remain for nonuniform prices. For example, if there 
are many consumers, which of them may buy at low prices and which 
must pay high prices? No problem of this sort would exist if there were 
only one consumer, but it arises when the actions of many must be co
ordinated and the seller does not know the demand of each. For then, 
since the same price schedule must be offered to all consumers, some may 
pay higher marginal prices than others because they prefer smaller quan
tities, even though the marginal cost of serving them is identical. How
ever, it may be possible to present each with a schedule like that in (40), 
so all pay higher prices for their earliest consumption units each period 
and lower prices approaching marginal cost for later units, and because 
their demands are similar they all choose virtually the same quantity. Then 
if resale by consumers is infeasible, an ideal solution to the decreasing 
cost-pricing problem is in principle achievable. 

When a nonuniform price can improve welfare, there still may be prob
lems in conveying its details to consumers so that they can choose soundly. 
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Approximation may be desirable, to achieve some benefit of optimal pric
ing and yet not overburden consumers with price schedules so complex 
that they must attend school just to understand them. A crude approxi
mation can be accomplished, for example, by a two-part price. Under it 
the supplier could set a price per marginal unit at b and charge a fixed fee, 
for consuming even one unit in a given time period, to cover what other
wise would be a deficit . If n consumers each consumed the same quantity, 
q, the appropriate fixed fee would be {3(nq)/n. And if all consumers will
ingly paid this fee, an ideal approximation would be made to the nonuni
form price in (40), as demonstrated effectively by Coase (1946). 

Since the fixed fee of our two-part price is merely an approximation of 
the solution and does not faithfully reflect the cost of consuming a first 
unit , results under it might be distorted away from the ideal . If consum
ers differed in their demands, for example, some who intend to consume 
smaller amounts might find the fixed fee so high that they would decide 
not to consume at all, even though they might willingly pay more than the 
true marginal cost of their small consumption. In such a case, if a two
part price is to be used, departures from marginal cost should be made 
consistently, in order to minimize the welfare loss from resulting distor
tions, as they were under second-best Ramsey prices. The fixed fee should 
be lowered, for instance, and the price per unit should be raised above 
marginal cost of b, to make each of the two prices comply with Ramsey 
pricing principles. Even where attention must be paid in this way to Ram
sey principles, a nonuniform price still offers greater scope for conveying 
information to consumers about the effects of their decisions on costs. 

2. 7 Information and welfare 

Before leaving our discussion of ways to represent economic welfare, it is 
useful to illustrate how information can affect it . To do so we shall con
sider the pricing problem that arises when the seller does not know indi
vidual demands. Suppose there is a fixed cost, B, and constant marginal 
unit cost , b, for any quantity of output; thus total cost is B + bq. We al
ready noted that, if consumers are similar in their demands, a two-part 
price may serve ideally in a situation like this (Coase 1946).  But if con
sumers differ considerably in their demands, so that some intending to 
consume small quantities find it better to forgo consumption of the good 
rather than pay the fixed fee asked of them, the outcome may be non
optimal. Indeed, we shall construct an example in which one consumer 
decides not to consume, making necessary a rise in the fixed fee for other 
customers. Of course, if the supplier knew everyone's demand, he could 
charge marginal cost per unit and a different fixed fee to every consumer, 
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Figure 2.5 .  An example where a two-part. price causes harm. 

making the fee always less than consumer surplus. Then as long as total 
consumer surplus exceede� fixed cost the service could be provided, and 
with positive benefit in economic welfare. 

Thus the problem of pricing in this decreasing cost situation involves 
not only technology, the source of decreasing cost that can handicap the 
functioning of a competitive market, but also information. The seller does 
not know consumers' demands, except in the aggregate. Lacking infor
mation about individual demands, the seller cannot find the optimal price 
structure for each one. Some observations are still possible about optimal 
pricing in this situation, however. 

Consider our simple cost situation with marginal cost of b per unit and 
fixed cost B, as in Figure 2.5 .  Suppose, first, that every consumer has the 
same demand at D1 • To be eligible to buy at b, each consumer would also 
be required to pay a fixed fee. Each consumer would then be willing to 
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pay as fixed fee an amount up to that represented by the area abE in Fig
ure 2 .5 .  If there are n consumers, the fixed fee per consumer that will 
cover all costs is B/n, and as long as that is less than abE the service can 
be provided. Indeed, this is an ideal solution if no consumer decides not 
to use the service because of the fixed fee, since all consumers contribute 
to fixed costs and are able to consume at marginal cost per unit. 

An equal sharing of fixed cost among consumers may cause a problem 
when consumers differ in their demands and the seller does not know de
mands, if the fixed fee drives away consumers who use small amounts of 
service. In Figure 2.5 we illustrate a case with two consumers whose de
mands for units of a service are shown as D1 and D2, assuming zero in
come elasticity of demand (no income effect). Let us say that the price, 
Pi .  is equal to the average cost of producing quantity q1 + q2: P1 = b + 
B/(q1 + q2 ) .  Consumer I consumes q1 units at price P1 while consumer 2 
consumes q2 at that price. Suppose a fixed fee at the level of F = B/2 is 
introduced, a fee equal for both consumers, which entitles customers to 
consume units at P2 = b = marginal cost. This new two-part price struc
ture replaces the uniform price Pi . which no longer is available. It is pos
sible that a fixed fee equal to one-half B will exceed the consumer surplus 
for consumer 2 at marginal price b, the area dbh. Then consumer 2 will 
decide not to purchase, and will be worse off than at the price of P1 where 
consumer surplus of dP1 c was available. With consumer 2 out of the mar
ket, consumer I will have to pay all of the capacity cost and is bound to 
be worse off than with the uniform price of P1 • Thus the two-part tariff 
with equal fixed fees has made things worse than they were under the sim
ple price-equals-average-cost-per-unit tariff. 

What is needed to make two-part prices effective is information about 
consumer willingness to pay, so a two-part price can be tailored to the sit
uation of each. Such information is hidden from the seller. Even if they 
are asked, consumers have incentive to understate their willingness to pay, 
hoping to mislead the seller in order to obtain a lower fee. But it is pos
sible to give consumers a choice through which they reveal their situation 
at the same time they face an appropriate rate tariff. The principle in
volved is called self-selection, because under it consumers will select them
selves into the appropriate rate category. Using this possibility of choice 
by consumers among alternative two-part tariffs, a resulting "block" tar
iff was shown by Willig ( 1978) to benefit every consumer and also the seller, 
compared with any uniform price above marginal cost . Willig also proved 
that the lowest marginal price should be equal to marginal cost. We shall 
illustrate his argument. 

Suppose that, in the Figure 2 .5  example, consumers were given a choice 
for a certain time period of either paying P1 per unit or paying the fixed 
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Figure 2.6. An example of a block tariff. 
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fee and thereafter P2 per unit . Figure 2.6 illustrates the outlays they have 
to make for different quantities under the two price structures. Two out
lay schedules are shown in Figure 2.6, one at a simple per-unit price of P1 
and the other requiring a fixed payment F after which a price of P2 per 
unit is required. Up to quantity q• the simple P1 price per unit allows the 
lowest outlay, and that is what consumer 2 would prefer. At quantities 
above q• the two-part price involving F and P2 allows a lower outlay. 
Thus, i f  they are given a choice, we should expect to find consumers along 
the solid portions of the two outlay schedules in Figure 2.6a rather than 
the dashed portions. Prices in the solid-line portions dominate dashed-line 
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portions of the outlay schedules. The rates per unit , and the way they 
switch at q•, are shown by the solid line in Figure 2.6b. The tariff shown 
in Figure 2.6 is called a block tariff, because a different price applies to 
different blocks of the quantity range. A block tariff is of course a non
uniform tariff, since price does not remain constant over all quantities 
consumed. 

Giving the consumer a choice among tariffs can improve economic wel
fare compared with either of the P1 or F plus P2 rate structures taken by 
itself, and such choices can be offered through a block tariff. We already 
noticed for the two-part tariff in Figures 2.5 and 2.6 that P1 could have 
an advantage over F plus P2 if consumers differed substantially in the 
amount they would tend to consume and in the consumer surplus benefit 
they enjoyed. With a choice of rate structures, the consumer who wishes 
to consume more is bound to be better off by having access to marginal 
usage at marginal cost. And out of this benefit it should be possible to ad
just F and P1 so that P1 is lower, in which case the consumer wanting less 
of the service also will benefit. 

To see this effect suppose consumers can either purchase at the uniform 
price of P1 or pay a fixed fee F= q*t for the right to buy at the lower 
marginal price of P1 - t . At the quantity q*, revenue to a seller will be the 
same whichever choice a consumer makes. A consumer with income y i  
who selects the uniform price has indirect utility v i(Pi . · · · • Pn , yi ) while 
one who selects the two-part price has indirect utility vi (P1 - I, P2, • • •  , Pn, 
yi - q*t ) . A household will therefore prefer the two-part tariff if 

dvi(P1 - I , P2 , .. . , Pn , y i-q•t )/dt > 0, 

taking the derivative where t = 0. From (17) and (20) we know that 

v i (P1 , . . .  , Pn , y i )/P; = -qj vi (P1 t  . . .  , Pn ,Y i )/y;. 
Using (42), we can interpret (41) at t = 0 as 

- = - - - �q· = � <ql- q* ) . 
dvi I v i  v i  v i  . 
di t = O P1 Y' Y' 

(41) 

(42) 

(43) 

Since we can be sure that additional income increases utility, or ovijiJyi > 
0, we know from (43) that 

dvi I > 0  if ql > q·. 
dt t = O  :$ 0 jf q/ :s; q*. 

Thus consumers of quantities above q* will choose the two-part tariff, 
whereas those who choose lesser quantities will prefer the uniform price. 

To be sure that the benefits of a block tariff, or a choice of tariffs,  can 
be achieved, it must be in the interests of the enterprise to offer it. We 
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need incentive compatibility, meaning that incentives of the firm are com
patible with its offering the preferred rate structure to consumers. Of the 
two price structures we considered, a single average cost price of P1 is 
preferred by the firm over the two-part price with price per unit P2 and 
fixed charge F= B/2, which will drive consumer 2 from the market and 
leave the firm with a loss of B/2. If  consumers are allowed a choice of 
tariffs, the same revenue can be obtained from consumer 2 as under the 
P1 = average-cost tariff. From Figure 2 . 5  we can see that a fixed fee of F 
equal to the value of the reduction in unit price (P1 -P2)Qi .  or the area 
Ptf gP2, could be charged to consumer 1 for the right to purchase at unit 
price P2 , and this would yield the same revenue to the firm. But con
sumer l would be willing to consume q3 units at the marginal price per 
unit of P2, and would enjoy the added benefit represented by the con
sumer surplus triangle fge. The consumer therefore would be willing to 
pay a fixed fee up to the larger area PtfeP2 , which means more revenue 
could be raised by the firm. Thus the firm will want to offer the choice be
tween tariffs that will improve welfare, and consumers will want to accept 
it; the desirable offering is incentive compatible. (A general proof of this 
result may be found in Willig 1978 . )  

A tariff involving three blocks is illustrated in Figure 2. 7, which shows 
a total outlay for any quantity represented first by the line ab having slope 
of Pi for quantities up to q 1 •  A lower slope or marginal price of P2 is rep
resented in the total outlay line cd for quantities from q1 to q2, and a 
still lower marginal price of P3 is represented in the total outlay line ef 
for quantities above q2• The marginal prices are illustrated in Figure 2.7. 
There it is clear that the marginal price begins at Pi for the block of con
sumption quantities up to q1 , then switches to P2 for quantities up to q2, 
and switches to P3 for quantities above q2• Notice that to maximize eco
nomic welfare the lowest marginal price, P3 , must equal marginal cost, 
for otherwise an opportunity to bring benefit to the consumer must go 
unexploited. 

When they have large regions where marginal price is constant, it is 
easier to use block tariffs for market-level analysis ,  assuming consumers 
differ in their incomes or tastes and therefore in their demands. A divi
sion between groups of consumers will be created through self-selection 
at each price jump, as illustrated for the change from P2 to P3 in Figure 
2.7. Consumers with demands to the left of D1 at price P2 who demand 
q1 and q\ units will pay P2• Consumers with demands of the sort repre
sented by Di or greater will switch into price block P3 • From paying P2 
at q) to paying P3 at q2 the consumer shown is indifferent , because the 
shaded areas are equal; the loss suffered on units from q) to q2 , where 
price exceeds the consumer's willingness to pay, is offset by the gain on 
units from q2 to q2, where consumer willingness to pay exceeds price. If  
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Figure 2.7. The choice between two blocks of a block tariff. 

other consumers have similarly sloped demands, no one will consume a 
quantity between q( and q2 . Demands within each price block are at the 
same marginal price and can reasonably be aggregated, so market-level 
analysis is still possible. 
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Risk obviously can affect regulation, since risk of firm failure and the 
harm it would bring to innocent parties is what motivates bank and in
surance industry regulation. Its role in monopoly regulation is also quite 
pronounced. We shall consider its detailed analysis only selectively, sim
ply because so many other matters require attention, but general discus
sion of its influence will quite often be necessary. Here we present a brief 
sketch of expected utility as a way of representing welfare in the presence 
of risk, and we also comment on expected consumer surplus as a welfare 
measure. 

Individual utility can be affected by risk . Consider a lottery that offers 
income y with probability w and income Y with probability 1 -w. The 
expected value of this lottery is 

£(value) = wy+ ( 1 -w )Y. 
The expected utility may differ from expected value, of course, and if we 
suppress prices - regarding them as unchanging so utility depends only 
on income - we have 

£(utility) = wu(y) + ( 1 - w)u( Y) . 
The effect of risk on utility can be seen as any difference that arises be
tween this expected utility of the lottery and the utility of the expected 
value of the lottery, or u(wy + ( l -w)Y) .  

An example i s  shown i n  Figure 2.8 where w = 1 /2  = ( l - w ) .  This utility
of-income function indicates that risk is undesirable, since the utility of 
the expected value (u(y/2 +  Y/2)) is higher than the expected utility of 
the lottery (u(y)/2+ u( Y)/2 ) .  The individual with the utility-of-income 
function shown in Figure 2.8 would thus rather have the expected value 
of the lottery with certainty than accept the lottery and thereby gamble 
on receiving a value either higher ( Y) or lower (y) .  This tendency toward 
risk aversion is widespread in the population. Perhaps we learn from ex
perience to avoid risk because it brings pain when we lose. Or perhaps 
aversion to risk is a trait that has raised the likelihood of survival, so only 
those of us who have it remain in the population. 

The shape of the utility-of-income function in Figure 2.8 is consistent 
with diminishing utility of income, which was routinely assumed before 
ordinal utility came into use with its weaker assumptions. Obviously, when 
marginal utility of income diminishes, the gain on an even money bet will 
give a smaller increment in utility than the loss will take away, so an even 
money bet is unattractive and the person with such utility is averse to risk . 
The opposite curvature would represent increasing marginal utility of 
income, which is consistent with risk-loving, or gambling, behavior. A 
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Figure 2.8.  Diminishing marginal utility of income and risk aversion. 

person with a linear relationship between utility and income would be re
garded as risk-neutral. 

Indeed, a convenient measure of risk aversion can be formed from the 
curvature of the utility of income (or, more generally, wealth) function . 
Since curvature depends on the second derivative, it is natural to use it 
when representing risk aversion. The Arrow (1970) and Pratt (1964) mea
sure of absolute risk aversion (ARA ) is thus 

u"(y) ARA = - -- . u '(y) 
A measure of relative risk aversion (RRA ) is sometimes useful and may 
take the form 

yu"(y) RRA = - . u'(y) 
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Such representations, and indeed the whole question o f  how best to rep
resent behavior under risk , are presently the subject of active research 
(Machina 1987) .  

We shall use expected utility as a welfare representation on  occasion, 
and also expected consumer surplus. The latter measure essentially as
sumes risk neutrality, since it merely makes the source of uncertainty take 
the form of shifts in demand, and the measure is average consumer sur
plus. It can be quite easy to analyze, however, and the results of using it 
can easily be compared to analysis under certainty. 

2.9 Summary 

Our first concern in this chapter was to express precisely individual bene
fit from a social decision, such as a change in the price of a government
regulated good or service. We find that we cannot claim there is a perfect 
and unique measure of individual benefit, but a practical measure that is 
based on observable demand curves - consumer surplus - is reasonably 
accurate for most uses. We noted also that if more than one price is af
fected by a social decision ,  care must be taken in considering also the ef
fects in substitute or complement markets. 

We then considered the aggregation of individual measures into social 
welfare measures, which for consumer surplus can be described as going 
from consumer's surplus to consumers' surplus. To make this transition 
in the simple cases considered here, individuals must be weighted some
how to make up a combined representation of social welfare. One solu
tion to this weighting problem is to weight individuals in society by the 
reciprocals of their marginal utilities of income. This weighting essentially 
accepts the present income distribution, and regards any benefit as equally 
desirable for soceity, no matter who receives it. Applications with several 
representations of welfare showed that socially optimal prices will equal 
marginal costs. Where economies of scale cause marginal cost to be below 
average cost, marginal cost prices may cause losses, and welfare represen
tations then are valuable in analyzing optimal departures of price from 
marginal cost. Allowing consumers to select a rate structure based on the 
quantity they consume can lead to improvements in part by conveying in
formation about demands to the seller. Representations of attitude toward 
risk were discussed briefly, since there are situations to be analyzed where 
risk plays an important role. 

In Part II we develop optimal prices using economic welfare as a goal 
according to the representations introduced here. Before examining such 
optimal pricing, however, we consider in Chapter 3 the problem of in
ducing a monopoly firm to pursue the welfare goal. 
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Questions 

2. 1 .  In the analysis o f  compensating and equivalent variations in Section 2.2 and 
Figure 2.3 the good under consideration is normal, since more of it is con
sumed when real income increases. Carry out the analysis for an inferior 
good (see n. 9 for a definition of normal and inferior goods), of which less 
will be consumed when real income increases. How is the result of the anal
ysis affected when the good is inferior rather than normal? 

2.2. In Section 2.3 is is argued that conditions on individual utility functions (see 
equation (24)) make it likely that no serious ambiguity will arise in evaluat
ing consumer surplus for multiple products that are substitutes or comple
ments, because they tend to help satisfy equation (23). But market demand 
functions could involve not merely aggregation over the same individuals: 
Some individuals might leave and enter the markets as prices change. Could 
this tend to make a unique measure of consumer surplus more elusive when 
multiple products are involved? 

2.3 .  Professor William Vickery (1955) presented an example involving a train 
that is to be operated from A to B and return, and the question is whether it 
should also go on to C and return. If there were many trains (divisible ser
vice units), and only some continued on to C, then ideal conditions could 
be satisfied on each part of the trip, but with only one train an either-or de
cision must be reached. Travel from A to B will be called one leg of the train 
trip and B to C another, with the returns also called legs. Constant returns 
to scale prevail and costs are of three kinds: 20 cents per seat per day for 
capital and similar charges on the equipment, independent of the distance 
operated; 30 cents per seat for operating expenses for each leg of the trip; 10 
cents per passenger for each leg of the trip for wear and tear on the equip
ment, cleaning, and service to passengers. It is assumed that equipment can 
be found to make the train up to any desired number of seats at strictly pro
portional costs. But it is impractical to change the makeup of the train at B, 
so that if it is to run through to C at all the entire train that traveled from A 
to B must be run to C. Demand each way for the AB leg is linear, ranging 
from 2,000 passengers at a price of zero to a maximum price of $2.00 that 
the most eager passenger is willing to pay; demand each way for the BC leg 
is one-fourth as great , ranging up to 500 passengers at a zero price, with the 
same maximum price of $2.00. 
(a) Calculate the maximum sum of consumer surplus profit that is obtain

able through optimal prices and capacity for serving A to B and re
turn, and also for serving A to B to C and return. 

(b) "Should" train service be extended to C, on the basis of your results 
in (a)? 



        
       

C H A P T E R  3 

Pursuing economic welfare 

3.1 Introduction 

Market competition is driven by the pursuit of profit . Through one of the 
marvels of economic life, when competition can function perfectly this 
profa-seeking behavior is harnessed to provide a maximum of economic 
welfare. Economic welfare is seldom profitable to pursue directly, how
ever, and incentives having this purpose are hard to develop, so when 
competition cannot operate wel l ,  alternative institutions may not be any 
more effective at promoting welfare. We know that economic welfare is a 
sophisticated conception that can be elusive to measure, and alternative 
institutions can be expected to have other goals, goals that do not serve 
the general welfare reliably. 

The competitive process must be seen as a regulator of economic activ
ity in evaluating other means of regulation, so we begin with a brief re
view of competition and how it brings about the pursuit of economic wel
fare . For one reason or another, competition may not be relied upon, and 
instead monopoly franchises may be awarded with governmental protec
tion from entry by others. We examine the general difficulty of pursu
ing economic welfare through political institutions, and also how inimical 
to welfare their major instrument , the statutory monopoly, may be. We 
describe information and incentive schemes that are intended to induce 
desirable behavior in protected monopoly markets. Under certain condi
tions one aspect of competition, free entry, can force pursuit of welfare 
even in markets where only one supplier is the lowest cost form of mar
ket organization. So we examine free entry in what is called a contestable 
market, which can function if there is no sunk cost and if sustainable 
prices can prevent entry from occurring where it is legally permitted. The 
properties of sustainable prices are important since they may be forced 
on an incumbent firm when it wants to prevent entry by others, and also 
because they possess properties of axiomatic cost-sharing prices that are 
desirable for their own sake. 
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3.2 The great regulator: competition 

In the United States and in most other market economies, alternative 
ways of regulating economic activity have been adopted where, for one 
reason or another, competitive markets do not perform the regulation 
function adequately. In adopting extramarket forms of regulation, we 
incur added administrative costs, for competition can function with re
markably low coordinating costs. Moreover, in a well-functioning com
petitive system, profit-seeking firms act to discipline one another so their 
combined actions serve to maximize economic welfare. Alternative forms 
of regulation lack this disciplining function, but are undertaken because 
of some drawback of competition in the specific circumstances. Because 
extramarket regulation still occurs within a market economy, knowledge 
of market processes is needed to apply it soundly, and indeed such knowl
edge is crucial to the diagnosis and choice of appropriate regulatory ac
tion. We present here a brief sketch of the benefits of regulation by com
petition in a market economy. 

One simple observation is at the base of what we think is good, or at 
least potentially good, about the way resources are allocated to alterna
tive uses in a well-functioning competitive market economy: If two per
sons trade, we may assume they both benefit. The consequence of this re
sult is embodied in perhaps the weakest of economic value judgments, 
Pareto optimality, 1 which is achieved only when no trade remains that 
can benefit one person without harming another. Of course, the simple 
case of two traders involves only exchange, and it takes some analysis to 
project its benefits to the act of production too. But the case can be made, 
and regulation in the right circumstances can deliver it . 

When technology and other conditions in a market economy combine 
to allow competition to function, it is a great regulator of economic activ
ity. One of the main reasons is that competition forces the suppliers of 
goods to keep the cost low and to produce only as long as marginal cost 
does not exceed market price. Relative productivity must be the same for 
all pairs of inputs, because suppliers all face the same input prices in com
petitive markets and must equalize productivity per dollar to be efficient.  
The sanction applied against firms to bring about production efficiency is 
the harshest of enforcement mechanisms; in competition with others, en
terprises that fail to satisfy consumers with adequate quality in relation 
to cost do not survive. In competitive markets consumers have many sup
pliers, and so if one does not satisfy them they will turn to others. Entry 

1 In honor of the Italian economist and sociologist, Vilfredo Pareto, whose contributions 
are described in Allais (1968). 



        
       

3.2 The great regulator: competition 55 

is unlimited, too, so a new firm may come into a market and force an inef
ficient one out of business. Thus, one side effect of competition, whether 
from within or from outside a market, is that firms fail .  But consumers 
can be well served when the competitive process weeds out less efficient 
firms and imposes efficiency in those remaining. 

Production at lowest possible cost is desirable in itself. But while bring
ing about that result, competitive markets involve consumers in crucial 
ways also, so that consumers determine what products actually are pro
duced, for markets also can achieve an outcome that we called consump
tion efficiency in Chapter 1 ,  in which all consumers place the same rela
tive marginal valuation on every pair of goods. Many consumers being 
willing to trade in competitive markets will cause this result by forcing a 
single price to reign for each good. At equilibrium, a single ratio of prices 
for every possible pair of goods will then be faced by all consumers. If a 
consumer values one unit of any good relative to a unit of another good 
differently from those prices, he or she can benefit by trading. But even
tually no exchange that offers such benefit will remain, and at that point 
all consumers have the same marginal relative values for every pair of 
goods. 

Imagine an alternative arrangement, whereby economic activity is or
ganized so that central planners specify what is to be produced. Compet
ing firms supply those goods, and suppose they do it at minimum cost . 
Even with low-cost production, the ensuing consumer satisfaction might 
not be as high as possible because the goods and their quantities may not 
be those that consumers value most; the market-clearing price ratios for 
every pair of goods may not equal the corresponding ratio of marginal 
costs. Under competition, the price at which a good or service sells will 
reflect exactly the cost of marginal inputs needed in its production; prices 
equal marginal costs. So in competitive markets, where consumers com
pare relative prices in choosing what to consume, they also face relative 
marginal costs that represent the true technological opportunities open 
to them. When they achieve consumption efficiency, where all consum
ers have the same marginal relative valuation for every pair of goods, 
those valuations will match exactly relative marginal costs, and no fur
ther change, of output mixture or of alternative input uses, can improve 
one consumer's position without harming another; this is Pareto opti
mality again .  Besides efficient consumption, this point involves efficient 
production. The relative marginal costs from efficient production match 
the relative valuations of consumers for the goods, which means the con
sumers want no change in the mix of goods being produced, given their 
genuine technological opportunities. 
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Figure 3 . 1 .  Demand, supply, and total surplus. 

Having many consumers can prevent exploitation of sellers (as by a 
single buyer) and can force sales to occur at the single price. As a result, 
the demand for a product can be well defined for every price, as shown in 
Figure 3 . 1  (which is like Figure 2 . 1 ) .  Having many competing producers 
in a market, and still others who can freely join in when the price rises, 
will force each one to seek production at a low cost per unit in order to 
survive. Competition among such producers can force price to equal mar
ginal cost. Supply behavior can then be represented for every price by 
an industry marginal cost curve; one is presented in Figure 3 . 1  (the sup
ply curve is from Figure 2.2) . Since consumers then face in market prices 
the true opportunities that resources and technology allow, their demands 
might be described as enlightened, in that each demand indicates wants 
for one good from all those genuinely available. Consumers and/or pro
ducers will be motivated to take action until all benefits available to both 
are fully exploited, which will occur at quantity q* and price P* in Fig
ure 3 . 1 .  Any smaller quantity will lead to a higher price than P*, which 
will invite increased output. The reverse is true for any quantity above q*. 
Notice that consumer surplus daP*, plus producer surplus d'aP*, is as 
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great as it can be at P., q•. Under such ideal conditions in the particu
lar market of Figure 3 . 1 ,  economic welfare in the form of consumer plus 
producer surplus is maximized. The goods consumers want most will be 
produced, and their costs will be as low as available resources and tech
nologies allow. 

Of course, this brief and abstract description of how a competitive 
market can deliver an ideal outcome ignores some important questions: 
whether consumers can ever be well enough informed about products and 
prices to choose so well ,  whether competition will be effective enough 
to force all prices equal to marginal costs so consumers can genuinely 
see available alternatives, whether technology will even permit competi
tive organization to survive as allocator of resources in all industries, or 
whether innovation will be optimally stimulated, and others. But even 
without these considerations the argument has a limitation: There is no 
unique result. A different distribution of wealth brings a different equilib
rium outcome. Ideally, the market may allocate resources in a desirably 
efficient way, but the result is only as legitimate as the distribution of 
income and wealth on which it was based. 

In some respects,  markets actually help to determine the distribution of 
income, as more "able" persons become more valuable because the mar
ket allocates them to more valuable work. Also, interference with that 
market-determined rate of pay can reduce market efficiency. Although it 
is true that market-determined wages may help to allocate labor efforts 
and thereby improve overall economic productivity (there is room for de
bate about this when information is not free and perfect) ,  that effective
ness alone does not make the income distribution inherently proper or 
correct . A society of barbarians could leave a very talented artist unem
ployed (or perhaps worse) , or dishonest dealers might prosper where rules 
for proper behavior are hard to enforce. The question of income or wealth 
distribution remains one that deserves debate and can influence outcomes. 
Yet the question of income or wealth distribution is not amenable to the 
same kind of efficiency analysis that can be applied to minimizing cost. 
So economists often try to consider income distribution separately, pref
erably to devise policies that can affect it in ways that are already socially 
agreed upon. Methods of pursuing efficiency are less controversial, and 
economic analysis often is focused on them rather than on income distri
bution. That is why economists seem to show little interest in hot politi
cal questions, which often affect income distribution (Blinder 1982, 1987; 
Rhoads 1985) .  

Given the great efficiency benefits of competition compared with other 
forms of market regulation, the most important question for us is, When 
can competition among sellers work to ensure their efficient production 
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and cause sound pricing of goods and services? Or when will competition 
fail? In Chapter I we noted that externalities and firm failure could cause 
difficulties. But we emphasized how technology might allow firms to be 
efficient only at sizes so large that few suppliers could operate, perhaps 
only one. Competition would seem to fail if the technology gave each 
producer such great scale economies in relation to the size of the market 
that all output demanded could be provided at lowest cost by one pro
ducer, particularly if costly and durable investments were necessary. With 
two producers serving the entire market, the marginal cost for each would 
be below average cost and if they competed, so that prices equaled mar
ginal costs, both would lose money. In such circumstances a single pro
ducer has often been installed, to be called a "natural monopoly," and has 
been protected from new entry through a government grant of monopoly 
franchise. 

3.3 Government intervention 

Other institutions besides markets influence economic activity in Western 
countries, and the way welfare is expressed and even the extent to which 
it is pursued can depend on them. Courts become involved when regula
tory agencies and firms disagree. Political institutions create regulatory 
institutions and often are seen as legitimate ultimate arbiters. Constitu
tional checks and balances in the structure of the U.S. government may 
be seen as an example (although certainly one too complex to analyze 
here) of elements, such as entry and competition, that make government 
more accountable. When there are shared responsibilities among the three 
branches of government, as in foreign policy, one branch may encroach 
on and thereby discipline another. Political institutions seldom function 
as markets do to generate economic welfare, however, and some aware
ness of their different structure is valuable in considering their role in the 
process of regulation. 

A social consensus, sometimes given the form of legislative statute, 
may help to settle disputes by favoring one position over another. For in
stance, lowering a price by eliminating monopoly advantage will harm 
shareholders of the monopoly while benefiting consumers, but a long tra
dition of denying monopoly advantage could allow action that simply ig
nored the harm to stockholders; their monopoly advantage would not be 
accepted as legitimate. On the other hand, a majority might also impose 
its will unfairly on a minority when majority voting is used for resolving 
social issues. This problem of settling disputes about collective action is 
a problem of social choice. 
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Table 3 . 1 .  An example of inconsistency in 
majority voting 

Project 

Airport 
Bridge 
Coliseum 

Individual preference rankings 

Smith 

I 
2 
3 

Jones 

3 
I 
2 

Brown 

2 
3 
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Social choice, or public choice, is a field of study concerned specifically 
with how collective choices might be well made even between possible Pa
reto optima.2 The prevalent institution of social choice in western democ
racies is that of voting by individuals, rather than market transactions, 
and one common voting scheme we are all familiar with is majority vot
ing. As a social choice rule, majority voting is surprisingly different from 
individual choice; majority voting easily can lead to intransitive, or in
consistent, choices which a rational individual is assumed never to make. 

For example, given three possible expenditures a community might 
make, an airport (A ) ,  a bridge (B) ,  and a coliseum ( C) ,  it is possible for 
a majority of the community's citizens to favor A over B, another major
ity B over C, and still another majority C over A,  whereas one individual 
would never be expected to fall into such irrationality. 3 The preference 
or rankings of A,  B, and C by three thoroughly rational individuals are 
shown in Table 3 . 1 .  A majority (Smith and Brown) prefers A to B, a 
majority (Smith and Jones) prefers B to C, and a majority (Jones and 
Brown) prefers C to A. The way to avoid such inconsistency is to offer 
only two options to the public for a vote, and then an odd number of 
voters will assure a social choice by majority rule . Even then, whoever 
controls the voting agenda can greatly influence the outcome (Plott and 
Levine 1978) . Our tendency to array political issues on a greatly simpli
fied scale, from "right" to "left," may actually help to make majority rule 
more effective, although it also cedes power to those who set the agenda. 

2 For major social choice analyses, see Arrow (1963), Buchanan and Tullock (1966), Feld
man (1980), and Mueller (1980). Applications to regulation may be found in Buchanan 
(1968) and in Maloney, McCormick, and Tollison (1984). 

3 This voting problem has been known as Condorcet's problem for over 200 years. For the original treatment, see Carita! (1785). For a voting analysis of nuclear plant location, see 
Wood (1981). 
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Inconsistency and other difficulties with majority voting were analyzed 
carefully by Kenneth Arrow (1963), who concluded that any procedure 
for determining social choice will have some feature that we ordinarily 
should regard as a flaw. He first showed desirable properties for social 
choice among at least three possibilities. These properties called for social 
choice ( I )  to be consistent, which was not the case in the majority voting 
example above, (2) to change always in the same direction as any individ
ual's preferences changes, (3) to be based only on individual preferences 
for relevant alternatives, and (4) not to be imposed by a dictator. He then 
proved it impossible for a group to choose among the three or more alter
native possibilities without violating at least one of the reasonable sound
ing properties he had described. 

Condition (3), which requires independence of irrelevant alternatives, 
calls for choices to be based only on preferences for leading possibilities. 
Yet often the entry into an election campaign of a candidate with virtually 
no hope of winning a majority (and thus an irrelevant alternative) will 
have a crucial effect on the election. It is difficult to avoid such an effect ,  
and it certainly is  one we are accustomed to .  Condition (2) may not be 
satisfied because voting is based essentially on rankings, and makes no 
allowance for intensity of feeling. In political bodies, intensity of feeling 
may operate through a process known as "log-rolling," whereby a repre
sentative who feels strongly about proposal A but is indifferent between 
noncompeting proposals B and C may trade away his vote on those issues 
in exchange for help on A. Thus, within legislatures intensity of feeling 
may find expression, even though decision by voting does not appear to 
give it scope. 

Political institutions such as majority rule are also capable of generat
ing perverse outcomes, as James Buchanan (1962) has demonstrated. Bu
chanan argued against replacing market institutions with governmental 
or political institutions simply because of imperfections or market fail
ure, such as an externality, without plumbing possible imperfections in 
the alternative institution being embraced. He pointed out how, in the 
absence of carefully considered restrictions, a majority could bring re
peated harm to a minority under seemingly democratic political proce
dures. So the difficulties of social choice may also lead to unfair outcomes, 
at least as possibilities. 

Realizing the limitations of political mechanisms for social choice can 
be useful in tracing possible consequences when issues reach political insti
tutions. Their inherent imperfections owe much to the fact that voting is 
less precise than market transactions as a means for expressing or for serv
ing preferences . Voting, and political institutions in general, often are 
called upon to deal with difficult economic choices that markets cannot 
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easily handle, so it is not surprising that problems in making the choices 
persist. Those problems may even invite parties who can exploit the im
precision of public choice to bring forward issues that they can use to 
their advantage in a political decision process. 

Political influences in public utility and public enterprise pricing have 
been seen to a considerable degree, as a few examples will show. Peltz
man (1971) found evidence that customers who were more numerous, and 
therefore more important politically, benefited relative to a minority of 
customers in regulated liquor pricing, but not in public utility pricing. 
Littlechild and Rousseau (1975) found that the rulings of a state regula
tory commission favored residents of the state relative to customers who 
were not residents,  and that pattern was obvious in Union Pacific rate set
ting deliberated in the Smyth vs. Ames (1898) decision (Huneke 1983). 
Waverman (1977) saw public enterprise telephone pricing in Great Brit
ain as favoring richer customers. Jordan (1972) noticed that after regula
tion greater concentration developed in formerly oligopolistic and com
petitive industries. Jones (1985) observed lower prices for urban rather 
than rural customers of public enterprises in developing countries, and 
saw the political unimportance of rural constituents as one explanation. 
Kahn (1987) saw long-distance callers and travelers both suffering under 
rates set through telephone and airline regulation . And Posner (1971) re
garded regulatory agencies generally as taxation authorities, able to con
fer benefits on politically effective customer groups at the expense of un
organized consumers. 

An early, "public interest," theory of regulation envisaged a demand 
from the public at large for correction of inefficient or inequitable market 
practices, to which politicians responded (Johnson 1984) . George Stigler 
(1971) conceived instead of suppliers (usually businessmen) who would 
benefit as providing the demand for regulation and politicians, in response, 
supplying it . His explanation is consistent with the view of Buchanan and 
Tullock (1966), who represented self-interested parties in the political de
cision process rather than altruistic actors sometimes postulated in polit
ical science. Gabriel Kolko's (1963) interpretation of early railroad regu
lation would be consistent with this self-interest pattern, as are portraits 
of other industries that came to be regulated (Anderson 1981 and Brock 
1981) . Stigler and Friedland (1962) had given empirical support to this 
view by finding that prices were not lower in states that introduced regu
lation. But that evidence could go the other way because imposition of a 
weak standard of significance, such as IO percent , would find the regu
lated prices significantly lower. It was also claimed that over time regula
tors would be "captured" by the industries they were to regulate, and then 
regulation would favor the regulated firms. This process would be aided 
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if regulators were drawn from the industry being regulated, and frequent 
movement from industry to regulatory position and return was suspi
ciously labeled the "revolving door." But work of this kind did not rely 
on the tools of economics and the presumption of self-interest as power
fully as the Buchanan and Tullock and Stigler approach did. 

The mere possibility that governmental authority will grant a monop
oly can change the situation fundamentally, as it causes parties to expend 
their effort to obtain the monopoly position ( Posner 1975;  Tullock 1967) .  
An effort to obtain monopoly rents, called "rent seeking," can have allo
cative consequences that alter our assessment of welfare loss from mo
nopoly. Suppose that a profit is expected from a statutory monopoly po
sition that is to be awarded. Then resources equivalent to that expected 
profit might reasonably be devoted in an effort to attain the monopoly 
position by those who covet it . If that happens, the monopoly profit that 
ultimately results will not be a social benefit, as assumed in Chapter 2, 
because real resources will have been used up - perhaps in lawyers' time, 
for example - trying to obtain the monopoly profit . To the extent that 
profit is just a return to efforts made, deregulation that would eliminate it 
will be more difficult (McCormick, Shughart, and Tollison 1984). This 
sort of effect was not foreseen when economic regulation was first under
taken. 

There can be no doubt that, in the early days of regulation in the United 
States, in the last quarter of the nineteenth century, markets were not re
garded as robust institutions to be relied on extensively, whereas regula
tion by governmental institutions was seen as reliable and also costless. 
Professor Stigler has humorously likened the embrace of governmental 
regulation in view of market problems to a judge awarding a prize be
tween two singers; on hearing the first, the judge immediately awarded 
the prize to the second. But the history of the twentieth century suggests 
that regulation frequently has served the regulated parties and indeed of
ten was induced to do so at their urging ( Posner 1969, 1974). The cost of 
political bodies reaching agreement for regulatory purposes is also seen 
now as being quite high (Ehrlich and Posner 1974), and so well-motivated 
urging probably was needed to bring it into existence. And yet govern
ment regulation of economic activity cannot be regarded as an outcome 
necessarily preferable to market competition. One reason is that the be
havior of a statutory monopoly, created by governmental authority, will 
not reliably be ideal. 

3.4 Behavior of a statutory monopoly 

A monopoly franchise often has been awarded to the provider of a pub
lic service, with the provider being given statutory protection from entry 
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(Schmalensee 1979) . The resulting monopoly might be a government de
partment, such as the Virginia Alcoholic Beverage Control Department, 
which operates all liquor stores in that state; a government-owned enter
prise such as the U.S.  Postal Service; or a privately owned public utility 
such as Dominion Resources, which provides electricity in much of Vir
ginia and part of North Carolina. Government departments are usually 
controlled by executive and legislative political institutions whereas more 
independent government-owned enterprises are often overseen by sepa
rate regulatory bodies such as the Postal Rate Commission, which regu
lates the U.S. Postal Service. All 50 states of the United States have regu
latory agencies overseeing privately owned public utilities in their states. 
Here we examine briefly some questions about management effori , pric
ing, and service qualities that can arise in such a statutory monopoly. 

Management effort 
Once entry is forbidden, the engine of competition is derailed. After a 
monopoly has been awarded a service franchise, consumers typically will 
have virtually no alternative source of supply, no matter how poor the 
service or how high the price. The general possibility for anyone from 
anywhere to try to provide better service is foreclosed. A governmental 
organization may be created to oversee the monopoly provider of service, 
but that regulator is not apt to be as motivated as a potential competitor, 
nor as relentless as hordes of potential competitors would be . So mana
gers will not be motivated to work as hard, and costs may be higher (Lei
benstein 1966) . There are many possible ways for a monopoly supplier 
to lower its service quality, too ( Besanko, Donnenfeld, and White 1987; 
White 1972). Even if consumers could detect quality differences and trans
fer their purchases based on price-quality combinations to other suppliers 
if they existed, it is difficult for a regulator to follow all aspects of service 
quality in order to regulate it as fully. The result is a loophole in regula
tion that managers can exploit. 

The monopoly may be privately owned by profit-seeking shareholders, 
or publicly owned without as intense an interest in profit. This lack of the 
public enterprise profit motive is sometimes thought to be beneficial, for it 
allows publicly responsible attention to nonfinancial goals, as is expected 
of a bureaucracy, and might avoid the distortions caused by monopoly 
pricing. But the goals of a public enterprise can be so vague that account
ability is impossible, and inefficient performance may result against any 
of the desired goals. Monopolistic profit-seeking actions also may be un
dertaken simply because they make life easier for managers . Government 
enterprise is often adopted when goals are clear enough for one organi
zation to pursue them independently, so it may have clearer, or at least 
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narrower, goals than a government department. But the public enterprise 
has no group of residual profit-claiming shareholders who emphasize fis
cal goals and enforce efficient performance by ousting managers. 

Private ownership may allow greater reign to the profit motive in prin
ciple. But with entry barred and regulation imposed, the force of this mo
tivation will be reduced (Williamson 1967) .  Salability of the legal right to 
operate a monopoly no longer induces the same cost-cutting incentive for 
efficiency when regulation protects the monopoly from entry and limits 
the profit that it can earn. In competitive markets, the rate of return de
pends on decisions of marginal entrants, who look at different possibili
ties and invest where returns are most attractive relative to risks. Although 
efforts have been made for many years under rate-of-return regulation to 
substitute regulators' estimates for these market-determined returns, they 
lack the necessary participation of entrants willing to commit their own 
funds. For that there simply is no substitute. Even if a rate of return could 
somehow be obtained as if it had come from potential entrants' judg
ments, the pressure on incumbents due to entrants' actual behavior would 
still be missing. 

The statutory monopoly also will become the primary source of infor
mation about possibilities for the industry in its franchised area, whether 
ownership is public or private. Although the monopoly has some discre
tion, it probably will not suffer as a competitive firm would when it is 
wrong, because regulators either cannot appreciate its errors or will for
give them. Regulators cannot evaluate all decisions, and inefficient tech
nologies might be chosen and used for years, for example, causing substan
tially higher prices for consumers. Since only slight threat from outsiders 
exists, there also is no great urge to innovate. It is easier in this protected, 
franchised, position to use the existing plant until it is worn out. 

The price level 
Although a statutory monopoly may be weakened, it can still be expected 
to have some of the urges of an unregulated monopoly, particularly when 
it comes to raising revenue from consumers. Regulation must contend 
with those motives because life will always be easier with more revenue, 
through means available to the monopoly. It is well known, for instance, 
that if a monopoly sets a uniform price it will want to set the price so that 
marginal cost is equal to marginal revenue, in order to maximize profit . 
The same motive arises in market competition, but there marginal reve
nue is forced by alternative suppliers to equal price (dp/dq = O) ,  and so 
having it also equal to marginal cost is ideal . A monopoly faces a down
ward-sloping demand, however. If inverse demand is p(q) , then marginal 
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revenue for the monopoly is p+q  dp/dq, where dp/dq < O; so instead of 
setting price equal to marginal cost for maximizing welfare, the monop
oly tendency is to set price above marginal cost, at p = MC+ q(-dp/dq) .  
Of course, if management effort i s  not as great i n  the monopoly, the level 
of marginal cost may also be higher. 

Coase (1972) raised an interesting question about the monopolist's ca
pacity to charge such a price above marginal cost for an extremely dur
able product: If the monopolist's product would last forever, to take the 
case of extreme durability, then once all demand was met at the monopoly 
price, the seller would want to sell more units at a lower price. Indeed, the 
seller should continue until the price of the last unit equals marginal cost. 
In anticipation of this pricing behavior, the buyers may not pay the mo
nopoly price and instead may wait until the price is reduced. If the good is 
purchased at the monopoly price and then more units are produced, the 
price of the purchased unit will fall and so the purchaser will take a loss. 
The argument has been analyzed powerfully (Gui, Sonnenschein, and Wil
son 1986; Stokey 1981) and it holds up quite well . Thus, for an extremely 
durable product, the monopoly pricing incentive may need modification 
in the direction of competition. 

Price discrimination 
Classical price discrimination was set out by Pigou (1920), who expected 
that the power to discriminate would often accompany monopoly power. 
His analysis of the requirements for price discrimination is still to be rec
ommended, for he discusses the subtleties of the necessary conditions, 
such as the impossibility of resale. He envisioned three degrees of dis
crimination, the first involving a different price for every unit purchased 
by every person, the prices so tellingly set that the monopoly obtained as 
producer surplus virtually all of the possible consumer surplus. Because 
marginal decisions are made at marginal cost, this pricing can be efficient, 
yet it can be opposed on income distribution grounds since the monopolist 
may benefit so abundantly. Moreover, greater total surplus could result 
if resources went into a different use, where not as much of the potential 
consumer surplus went to producers. Second-degree price discrimination 
involved pricing to groups according to willingness to pay, but not per
fectly. All those with a demand price above a certain level would be charged 
one price, those with a lower demand price would be charged a lower price, 
and so on. Thus, second-degree price discrimination would be less exacting 
in its taking of potential consumer surplus but would approximate first
degree price discrimination. Third-degree price discrimination arose when 
consumers were divided somehow into separate groups, each group then 
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being charged a different monopoly price. Just how this might be applied 
would depend on possibilities for the seller to identify groups in a partic
ular case, but Pigou regarded third-degree price discrimination as most 
important from a practical standpoint . Notice that marginal rates of sub
stitution between this good and others will differ for different consumers 
under third- (or second-) degree price discrimination. 

The means of separating consumers into groups will vary with market 
circumstances. The use of the quantities or qualities of goods consumed 
is examined in the next two subsections. The difference between buyers 
of new and replacement parts may be used, such as tires or sparkplugs 
sold on one hand to auto manufacturers and on the other to individual 
vehicle owners (Crandall 1968). Customer classes are defined directly by 
telephone and electricity monopolies, such as residential and commer
cial customers, who pay different prices (Eckel 1983; Naughton 1986; Pri
meaux and Nelson 1980). Another means of separating consumers into 
groups is to require tying (Burstein 1960; Cummings and Ruhter 1979) or 
bundling (Adams and Yellen 1976), which can sort customers into cate
gories by willingness to pay. If a supply item that is sold with a related 
good can be monopolized, the related good may even be sold at a loss in 
order to create more business for the supply item (Mohring 1970) . Some 
product distinctions, perhaps in certain cases automobile brands, for ex
ample, might serve in part to separate consumers. When there are un
certainties in demand (or supply) and prices must be established before 
demand (or supply) is known, special product distinctions may be used 
to separate consumers (Leland and Meyer 1976; Sherman and Visscher 
1982b). Examples here could be various "saver" airfares requiring early 
booking, or perhaps price distinctions for hotel rooms. 

The incentive to discriminate among consumers is illustrated in Fig
ure 3 .2a, which is an elaboration of a figure from Sherman and Visscher 
(1982a). The marginal cost is assumed to be constant so total cost of serv
ing any consumer is represented by the downward-sloping straight line 
TC, where total cost of supplying any quantity of q is the vertical dis
tance from the starting point y to TC. That starting point is the income 
of each of three consumers whose indifference curves between q and some 
composite good c (measured vertically) are represented as Vi . U2, and 
U3 • The common point on the vertical axis at y is where all three consum
ers would spend all their incomes y on good c and buy no q. If the mo
nopoly seller knows U1 , he can create a two-part price schedule that will 
collect virtually all of consumer l's surplus; the price per marginal unit 
will equal marginal cost (notice that p has the same slope as TC) and a 
fixed fee equal to F1 will be charged to consumer 1 .  At this combination, 
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Figure 3 .2. Discriminating two-part prices. 
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person 1 is just about indifferent between buying q and not buying it, and 
virtually all benefit from its consumption is going as profit to the mo
nopoly seller. Knowing also the interests of consumers 2 and 3, the seller 
would charge them higher fees F2 and F3 for the right to consume at the 
marginal price p. Profits from each consumer are measured from points 
A, B, and C to the line TC. For comparison, a single uniform price P is 
also shown; positions of consumers at A ', B', and C' along that price ob
viously yield less profit to the monopolist . Of course, competition would 
force price equal to marginal cost for every consumer. 

Quantity-dependent pricing 
The monopolist may not be able to isolate each consumer as the perfect
ly discriminating solution (A, B, C) requires in Figure 3 .2a, because the 
monopolist lacks information about consumers' utilities and demands. If  
consumers cannot be recognized by the seller, for example, all may turn 
up to buy at the entry price F1 • But if the monopoly can observe the quan
tities consumed, it can alter its price structure to allow consumers a choice 
by which they will identify themselves, as analyzed by Spence (1980) and 
by Maskin and Riley (1984). The procedure is much like that of Section 
2.7, where welfare was improved by giving consumers a choice. Here it is 
used to raise revenue for the monopolist unable to identify consumers by 
willingness to pay. 

The greatest profit can be obtained from consumer 3, and it is still de
sirable to have marginal price equal marginal cost for that consumer, with 
a large fixed fee. The trick is to set other prices so they are less attractive 
to consumer 3 than the set of prices intended for her. Such a set of prices 
is illustrated in Figure 3 .2b. The set of prices shown in Figure 3 .2b de
pends on quantities consumed. Such a price structure is called a "block 
tariff" when each quantity range has a price and is considered a "block." 
The whole schedule of prices by quantity ranges must be offered to every
one, since the seller is unable to tell one consumer from another. The first 
price is a uniform price, p1 (F1 = 0 ) .  The second option involves the fixed 
fee of F2 and marginal price p2, and the third option has fixed fee F3 and 
marginal price p3 • By not having p1 or p2 equal to marginal cost, they are 
prevented from dominating consumer 3's decision, and in fact those op
tions are kept less attractive to consumer 3 than a marginal price equal 
to marginal cost. 

Recall that all manner of indifference curve patterns are possible for 
consumers who differ in  their preferences. The pattern we show in Figure 
3 .2 calls for the consumer who consumes the greatest amount of the good 
(consumer 3) also to receive the greatest consumer surplus, and therefore 
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to be willing to pay the highest fixed fee for the right to purchase at mar
ginal cost . Had a demander of less quantity of the good, say consumer 1 ,  
had the most intense interest i n  the good (say by an indifference curve in 
Figure 3 .2  that dropped steeply at low quantity and then became almost 
horizontal) ,  the monopolist's problem of separating consumers to raise 
the most money from them would be more complicated (Oi 1971) .  A high 
fixed fee at small quantities might be hard to implement if it kept others 
from consuming. We rely on the case more convenient for the monopo
list because it illustrates clearly how he might separate consumers without 
being able to recognize them. It is also plausible as a pattern of demand 
and a general way to separate consumers. 

Quality and price 
The lack of information about consumer willingness to pay for quality 
can also influence the monopoly choice of quality, as illustrated in Figure 
3 . 3 ,  which is based on the example of Mussa and Rosen (1978). Here we 
assume that product or service quality is recognizable by consumers, so 
information about quality itself is not a problem. The cost of producing 
different quality products is represented by curve TC(g) in Figure 3 . 3 ,  
where g indicates the grade or quality of  the product. Costs again are 
measured vertically from y, TC(g )  curves now becoming more steep as g 
is greater because the cost of improving quality is assumed to rise as qual
ity rises. The preferences of consumers are kept extremely simple as linear 
indifference curves Vi . U2, and U3 between quality and price. Consumers 
are assumed to purchase or not purchase a single unit each period, where 
the unit can vary in its grade g. 

Under a competitive regime, we would expect consumer I to be served 
a quality in keeping with her preferences for quality at A,  consumer 2 at 
B, and consumer 3 at C. A monopoly that could recognize consumers and 
know their individual demands would rather set different prices for differ
ent consumers, so prices and qualities allow them to reach points A', B', 
and C'. At these points the quality is just right for each consumer, but the 
required outlay is so high that the consumer is almost indifferent between 
consuming the good at the quality and price offered and spending money 
instead on the composite good c. Thus, at this A', B', C' solution each 
consumer receives the level of quality she is most satisfied with, given the 
technology for producing quality represented in TC(g ) ,  but the monopo
list obtains virtually all of the consumer surplus that is available. 

Once again ,  however, if the monopoly cannot recognize consumers, 
this most profitable solution will not be available to it. Observe that con
sumer 3 would be better off purchasing the quality offered to consumer 2 
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Figure 3 .3 .  Quality and discrimination. 

at B' (Uf is higher than U3 ) ,  and indeed consumer 2 would prefer A' to 
B' ( U!f. is higher than U2) .  The monopolist can allow consumers to select 
themselves into categories by offering a price schedule dependent on qual
ity much like the quantity-dependent price schedules we just examined. A 
monopolist who cannot recognize consumers will want to protect its op
portunity to profit from the consumer who values quality the most (con
sumer 3), and can do so by delivering less quality to others. As any con
sumer's price-quality offering in Figure 3 . 3  is shifted to the left, it is less 
attractive to those willing to pay more for quality, and this allows more 
money to be raised from those who value quality more. If the point A' is 
moved to the left, for example, say to point A" along VI > where consumer 
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1 will still select i t ,  the opportunity for consumer 2 to satisfy her wishes at 
consumer l's price and quality combination grows smaller (U2' is lower 
than U2) .  With consumer 1 at A", consumer 2 can be charged the price at 
B" for the greater quality level she prefers without losing her to the choice 
of A". There is more money for the monopoly in this strategic location 
of prices and qualities as long as the consumer indifference curve slope is 
steeper than the slope of TC(g) for the consumer concerned. The argu
ment thus holds also for consumer 2, who should be offered a lower qual
ity to the left along Vt at B", in order to allow more profit to be obtained 
from consumer 3 .  The chain of adjustments stops with the consumer most 
interested in quality (the most steeply sloped indifference curve), where the 
marginal cost of quality should match perfectly the willingness to trade 
quality for money as at C". All other consumers will be offered a quality 
below their marginal willingness to pay for quality. 

The tendencies we have displayed here for a profit-seeking enterprise 
to withhold information and limit effort, to use old methods rather than 
innovate, to set prices above marginal cost and discriminate in price, or 
to provide inefficient quantities or qualities, are difficult to control with
out the benchmark alternative that other suppliers offer through compe
tition. Next we consider efforts that have been made to understand such 
situations and provide desirable incentives. 

3.5 Incentive schemes 

Regulation of a statutory monopoly broadly involves two parties, one in 
the role of a principal (consumers or the regulator)4 and the other as an 
agent (the firm) to operate supposedly on the principal's behalf. Generally 
in such a principal-agent relationship, the agent's action is not observ
able directly by the principal, and although the agent's action affects the 
outcome, other influences prevent it from determining the outcome com
pletely. This means that agent action cannot be reliably inferred from ob
servable results. The agency theory that has grown up around this general 
relationship focuses on the information possessed by the parties ( Rees 
1985) . In the case of a tenant farmer and farm landlord, for example, soil 
quality, growing weather, and tenant effort will all influence crop yield, 
but the landlord can observe only that yield (Stiglitz 1974). In the regula
tory setting, the firm (agent) may know all the influences affecting mea
sures of cost and quality performance in a given period, including the 
soundness of past investments, the luck of weather, and other factors in
fluencing demand levels, plus management effort. The regulator (princi
pal) may be able to observe only the cost/quality performance measure. 

4 Of course, more generally the regulator is in the role of an agent also, acting for the con
sumers who are serving as principal. 
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In such situations of asymmetric information, the regulator seeks an in
centive scheme that will induce the firm to pursue the regulator's (or the 
consumer's) cost/quality goal (Seagraves 1984). 

It  can be useful to distinguish two forms of agency problems, which 
Arrow (1985) calls hidden action and hidden information. Typically, it is 
the agent's effort that is the hidden action, a;; in the tenant farmer case, 
but sometimes the agent will have information that is hidden from the 
principal. Hidden action creates moral hazard because the actor can take 
advantage of having action hidden. We just considered a form of hidden 
information in Section 3 .4, when consumers know their demands for ser
vice and the firm did not . Hidden information can cause adverse selec
tion, as when consumers with hidden information about their own de
mands (see Section 3 .4) chose options that were not intended for them, 
and that were less profitable for the seller. In dealing with incentives to 
lead management to serve welfare, we shall be more concerned with the 
problem of hidden action, but both problems are often present. We first 
examine the reference points by which a principal might attempt to judge 
an agent's performance and then consider essentials of the principal-agent 
problem. 

Reference points 
There are several possible ways for the principal in a regulatory situation 
(the regulator) to gain information useful in overseeing the agent (the reg
ulated firm). First, a process that determines who has the right to be the 
franchised monopoly might reveal information helpful in controlling it. 
Second, information about demand may in principle enable the regulator 
to control the firm . Third, information about other firms' costs might be 
used to create a performance standard. Finally, data on the firm's costs, 
outputs, or other factors during the last period might be used in ways that 
favorably motivate the firm in the next period. 

Over a century ago, Chadwick (1859) suggested that competitive bid
ding, in terms, say, of the price of service offered, was a way to determine 
who would have the right to be the franchised monopoly, and that, i f  
such bidding was successful, i t  could virtually eliminate the need for a 
principal-agent relationship. Harold Demsetz (1968) has even questioned 
the need to regulate in the light of this bidding possibility. Regulators 
need know neither demand nor cost precisely in order to select a firm on 
the basis of the service and price combination it offers , the winner pre
sumably providing service at promised terms for a specified period of 
time. It has recently been proposed that the auctions actually be for an 
incentive contract , so the winner also is bound to a desirable incentive 
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arrangement ( Laffont and Tirole 1987; McAfee and McMillan 1987a, b); 
Riordan and Sappington 1987) .  

Suppose that bidding could be  among unequals, however, once one 
firm had the franchise for a period of time with exclusive information 
about cost and operations, and also control over resources needed to sup
ply the service. Moreover, as Oliver Williamson (1976) showed from an 
examination of bidding for cable television franchises, the winner often 
does not fulfill the service contract as promised. From well-publicized 
cost overruns on government contracts, particularly in military procure
ment, we know that bidders may win contracts by bidding on terms they 
cannot meet. The main reason for this result is that the services are com
plicated, and all eventualities cannot be anticipated fully when contracts 
are drawn up. Long-term contracts may still offer some possibilities - as 
Ekelund and Higgins (1982), Goldberg (1976), and Masten and Crocker 
(1985) have demonstrated - and incentives may be improved through the 
contract-awarding process. But genuine problems remain for inducing 
effective pursuit of economic welfare through the competitive awarding 
of monopoly franchises. 

Some advantage can be gained from contemporaneous information on 
consumer demand for regulating a supplier. Martin Loeb and Wesley Ma
gat (1979) devised a simple incentive scheme to induce welfare maximiza
tion within the existing agent firm directly, by paying a franchised mo
nopolist the total consumer surplus resulting from any price it chooses. 
To estimate consumer surplus for this purpose, however, the regulator 
must know demand, which also has to be stable so that a structure of pay
ments can be based on it . One desirable feature of this scheme is that reg
ulators do not require cost information, since the firm would benefit by 
maximizing producer plus consumer surplus directly. The main drawback 
is the cost of paying a subsidy to the firm as great as all consumer sur
plus. Loeb and Magat proposed to lessen that burden by charging the firm 
a fee for the right to hold the monopoly franchise. Since this fee could be 
determined by a bidding process, the proposal also can have this ingredi
ent . Experimental investigation of the procedure shows it to be promising 
( Harrison and McKee 1985). But the large sums involved as consumer 
surplus, together with the need to know demand and have it stable, have 
no doubt helped to keep the scheme from being used. 

Setting prices or evaluating performance by reference to other firms' 
contemporaneous costs, called "yardstick" competition, was shown in 
Sherman (1980b) to motivate socially efficient input choices, free of the 
bias that is possible under rate-of-return regulation when allowed profit 
is based on the firm's own capital input . That regulating the firm by ref
erence to other firms' input costs would lead to optimal cost reduction 
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effort was proved by Shleifer (1985). An external cost standard will move 
as competitors' costs would, with changes in input prices or other general 
influences on costs, so that it forms a reasonable performance standard. 
The greatest advantage is that the firm will be motivated to operate effi
ciently when its own costs are not the basis for its prices. Other similarly 
situated firms have to exist for the method to be applicable, of course, 
since they are needed to serve as reference for a single regulated firm. 
An external cost standard would probably require statistical analysis of 
the costs of other firms in order to predict a benchmark level for the firm 
being regulated (see Shleifer 1985) .  In the electrical industry, for instance, 
consideration would have to be given to the effect on cost of climate (which 
affects construction costs), locally available fuel, and transmission (which 
can differ considerably) as opposed to generation (which is often similar) 
activity. 

The source of information used most is last period's results from the 
firm's own experience. Weitzman (1980) has described the general process 
of using such information to control performance. It gives rise to the typ
ical relationship between principals and their agents, although the hierar
chy may be more complex (Brock and Scheinkman 1985). A surprisingly 
simple scheme that focuses on dynamic pricing behavior of the regulated 
firm using prior period information was proposed by Vogelsang and Fin
singer ( 1979) . They allow the firm to alter prices in any way it wishes from 
one period to the next , as long as the new prices, when multiplied by the 
quantities of the previous period, would add to no more than a certain 
sum, that sum being the previous period's total cost with perhaps some 
adjustment.5 Remarkably, this procedure can induce the profit-seeking 
firm to adopt Ramsey prices, which are desired because they differ from 
marginal costs in ways that minimize the resulting welfare loss . How
ever, it is possible that the firm will make only very small adjustments 
each period and so take a long time to reach the desired set of prices (Sap
pington 1980). Furthermore, product innovations may not be accommo
dated readily by the procedure. But it can be adapted to control these 
weaknesses while inducing desired pricing actions (Finsinger and Vogel
sang 198 1 ,  1982) . Some modifications that have been introduced are also 
based on experimental study of the procedure (Cox and Isaac 1987), and 
they improve the prospect for successful implementation. 

The principal-agent problem 
When only the performance outcome is observable, the principal-agent 
setting gives rise to a funaamental incentive problem . The agent may be 

5 A similar procedure is set out in Sherman (1980a), and developed further in Finsinger and 
Vogelsang (198 1 ,  1982). 
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expected to exert greater effort as compensation is tied more closely to the 
outcome (the crop yield, or other performance measure), for he will share 
the benefit more in a good outcome than a bad one. But tying compensa
tion to outcomes also will force the agent to absorb more risk due to fac
tors beyond effort , such as weather in the tenant farmer case, even though 
the principal, who will often be the wealthier of the two parties, may be 
in a better position to bear risk. Thus as incentives are able to entice more 
effort from the agent, risk bearing may be distributed less effectively be
tween agent and principal . For when risk bearing remains with the princi
pal , the agent has little incentive to perform well .  

However, in their role as agent, the owners of a public utility are cap
able of bearing risks, perhaps even better than the consumers for whom 
the regulator acts as principal , so strong incentives should be feasible. As 
an illustration, strong agent incentive can be seen in the lawyer (agent) 
and client (principal) relationship in which a contingent fee arrangement 
is used. The lawyer might receive a percentage of any settlement or, in 
more extreme form, the client might be assured a fixed payment while the 
lawyer receives any settlement less that payment. Where contingency fee 
arrangements are more common, as in medical malpractice cases, for in
stance, the client may be more averse to risk and also less wealthy than 
the lawyer, and hence less willing or able to bear risk. When an agent can 
bear risk, the conflict between incentive for effort and risk bearing is less 
serious. 

It often is desirable for a principal and agent to share in the results 
when effort and uncertainty are intermingled. Cross (1970) emphasized 
the advantages of sharing as a basis for agreement in negotiations because 
it could strengthen incentives for the firm to control costs; Holt ( 1979) 
pointed out the role that sharing can play in bidding incentives when risk 
attitude is important. Although they present a much more sophisticated 
framework for analyzing a regulator who has some demand information 
but does not know a firm's cost, in a special case the system of Baron and 
Myerson (1982) corresponds to the Loeb and Magat (1979) proposal with 
sharing. Pareto-optimal arrangements for compensating agents also tend 
to involve sharing. If the agent is risk neutral,6 he should be paid the out
come minus a fixed fee to go to the principal, but then of course the agent 
bears risk. I f  the agent is risk averse, he should not bear all the risk this 
way, although the payment should be related in some degree to the out
come ( Borch 1962; Shavell 1979) . If information about the agent's effort 
also is available, even only imperfectly, and the agent is risk averse, then 
the Pareto-optimal fee schedule will pay the agent an amount that depends 

6 A risk-neutral person has a constant marginal utility of wealth and so cares only about 
mean, or expected, outcomes. See Section 2.8. 
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on effort to the extent it is observed (Harris and Raviv 1978; Holmstrom 
1979; Shavell 1979). 

The incentive contract illustrated by Cross (1970) offers an early con
crete example for a case in which cost performance relative to expecta
tion can be observed. It would make the agent's fee, F, a function of ex
pected and actual cost as follows: 

( I ) 
where Cr is the initial estimate of cost, C is final realized cost, and B and 
S are parameters; 7 they may be thought of as bonus (B) and sharing (S) 
terms. Observe that with S > 0, as realized cost is lower relative to the ini
tial estimate of cost, the contractor (agent) will receive a greater fee; but 
the benefit of lower realized cost is shared with the government (princi
pal) as long as S < 1 .  

Incentives i n  the principal-agent situation have been further developed 
(e.g . ,  Baron and Myerson 1982; Myserson 1983), and a simple linear re
ward structure similar to ( 1 )  has been proven optimal (Laffont and Tirole 
1986; McAfee and McMillan 1987a). Monopoly regulation based on cost 
observation was treated in two recent contributions by Baron and Besan
ko (1984) and by Laffont and Tirole (1986).  These authors seek optimal 
bonus and sharing parameters, in a general framework. Laffont and Ti
role represent total cost, TC, as 

TC = (C- E)q + i/; + K, (2) 

where !/; is a random term, K is a fixed term such as capital cost, q is out
put quantity, and C - E is unit cost with C an inherent efficiency parame
ter and E effort. It is assumed that K is known and all remaining cost is 
observed by the regulator only in total, as V= (C-E)q + i/;. For an ensu
ing period, the regulator asks the firm to submit an estimate of V, denoted 
Vr. The regulator defines bonus and sharing terms, B( Vr) and S( Vr) , 
which can also be represented as B(q) and S(q)  because q is nonincreas
ing in a vital determinant of Vr. C. Then the firm's profit under an opti
mal incentive scheme can be represented as 

1r = K + B(q) Vr + S(q) V. (3) 

Laffont and Tirole show that the optimal S is always less than one and 
tends normally to decrease with output q ;  the optimal value for B increases 
with output but is lower as Vr is higher. Picard (1987) shows that quite 
simple rules can implement this form of incentive scheme. 

7 The supplier would be paid C plus F in contracts Cross was describing, so sharing applied 
only to the fee F. Cross pointed out that for military procurement, B was often 0.08. be
cause the initially planned fee was 8 percent of expected cost, and S ranged from 0.05 to 
0.50, but often was about 0.20. Contracts often had an upper limit also on C plus F. 
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In the Laffont and Tirole analysis, the regulator for given q has an idea 
of the range and extreme values for V. If VT is high, this signals that the 
firm is less efficient. When B is set relatively low and S relatively high, it 
will give a greater incentive to reveal efficiency. If Vr is low, on the other 
hand, high B and low S encourage more effort . As the range of outcomes 
approaches zero, meaning there is little uncertainty, the optimal B again 
is high while S is low. The outcome, as one might expect, will not be per
fectly efficient, but if bidding for these contracts is introduced (e.g. , Laf
font and Tirole 1987), the result becomes more efficient as there are more 
bidders. 

All of these schemes share the limitation that as the regulator gains in
formation it may act differently, and this fact affects the regulated agent's 
behavior, motivating it to behave strategically in that it is acting in part 
to influence the regulator. Alkan and Sertel ( in press) and Koray and Ser
tel (in press) have demonstrated that consistent action over time can im
prove outcomes . They allow parties to pretend to have whatever goals 
they want as long as they adhere to them, in a "pretend-but-perform" 
mechanism. Baron and Besanko (1987) point out that a regulator who 
makes a commitment to go through more than one period without chang
ing policies based on new information makes available generally more 
beneficial contracts .  Even stopping short of full commitment by agree
ing not to undertake certain kinds of policy changes, which Baron and 
Besanko describe as fairness, can be an improvement. It is difficult for 
regulators to make commitments, even to fairness in treating the firm as 
agreed, in part because future governments cannot be bound to agree
ments made.8 But agreement on some principles that bind the regulator 
can improve efficiency by reducing the strategic aspects of the agent firm's 
behavior. Indeed, as Sappington (1986) has argued, a regulatory bureau
cracy provides some of the advantages of such commitments, in the form 
of predictable procedural limitations. 

3.6 Entry and contestable markets 

We should not presume that where one firm can offer the lowest cost of 
production a statutory monopoly always is needed, to be protected from 
entry and induced by some other regulation to set ideal prices. In the 
special case where costs are not sunk (sunk costs are discussed in Sec
tion 1 .2) and entry can be accomplished easily, suppose that a single firm 
can produce industry output at the lowest possible cost and with prices 
based on that low cost can prevent entry by others. Then competition 
via entry can discipline the single firm and prevent it from exploiting its 

8 In some states regulatory commissions are elected, so their tenure is uncertain. 
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position, thus preserving advantages of competition even in markets where 
large numbers of competing firms would not be efficient . Although entry 
is barred into many regulated industries in the real world today, while 
prices are controlled by regulatory agencies, this control over entry re
cently has been relaxed. In the airline and long-distance telephone mar
kets, for example, competition with entry is now relied on to determine 
who serves consumers and what prices they can charge. The adjective 
contestable has been used to describe a market with free entry, where even 
a single firm will face pressure to keep costs low and to price efficiently 
( Baumol, Panzer, and Willig 1982). 

If single-product firms have U-shaped average cost curves and if the 
minimum average cost point is at a small output relative to total demand, 
there will be many firms in the market. Their competition plus easy entry 
by new firms due to the absence of sunk costs, which is the distinguishing 
feature of a contestable market,9 will force operation at minimum cost 
and allow no economic profit. Having some portion of the average cost 
curve flat at its minimum level, where average cost is constant over a range 
of outputs, will ensure this result; otherwise an integer number of firms 
times the minimum cost output level for each of them might not equal 
demand precisely at a zero-profit outcome. Cost studies in many indus
tries have found substantial ranges of constant average cost , so this as
sumption is reasonable. Therefore the problem of having the sum of exact 
minimum cost output levels of firms not equal market demand is not apt 
to arise. Even with economies of scale, if there is no sunk cost so entry 
and exit are easy, competition through new entry might still yield a better 
outcome than forms of extramarket regulation. Although the optimum 
number of producers in this case is only one, as soon as that one attempts 
to exploit its seemingly monopolistic position, a new entrant can easily 
displace it . The market in that case is still contestable, in that an out
sider can enter to enforce the essentially competitive, no-excess-profit, 
equilibrium. 

When all  markets have many firms supplying output at the minimum 
of U-shaped average cost curves, market price will equal both marginal 
cost and average cost. We know from our examination of welfare eco
nomics that this outcome is ideal . When demand in any market can be 
served by one firm that is still experiencing economies of scale, however, 
marginal cost for that firm must lie below average cost . In that case, price 
obviously cannot equal both marginal cost and average cost . If we re
quire independent firms and rule out nonuniform prices, then the result
ing price will have to equal average cost. A firm that charges a lower price 

9 See Baumol et al . (1982). For analysis of possible competition among electric utilities, see 
Joskow and Schmalensee (1983) and Primeaux (1986). 



        
       

3.6 Entry and contestable markets 79 

may protect itself from entry for a time, but it cannot survive, since it 
cannot cover costs. If it attempts to set price higher, the firm will be sup
planted by a new entrant willing to set a price that equals average cost . 
Thus, if free entry is relied upon to discipline producers when economies 
of scale are so great, price will equal average cost and exceed marginal 
cost. 

A single firm may be able to produce two or more products at lower 
cost than two or more separate firms, and then efficiency will require pro
duction by multiproduct firms. In this situation we say there are econo
mies of scope, 10 because economies arise from the scope of products of
fered. In the multiproduct firm the older idea of economies of scale re
quires new definition, because scale expansion can now involve more than 
one product, and the simple idea of average cost is no longer well defined. 
Axiomatic approaches to defining average cost have been developed for 
this situation.1 1 Using these ideas it is possible to define an average cost 
for each product in the multiproduct case, and contestable markets can 
be expected to force prices equal to such average costs. Thus, in principle, 
the lack of sunk costs will allow the force of entry to discipline even one 
multiproduct firm in a market that is contestable. 

When a market is contestable, all who participate as sellers have to 
keep costs low, because otherwise they may be replaced by a more ef
ficient supplier. This is true even if there is currently only one supplier. 
Focusing on effects of entry in this way also has led to clearer definition 
of what is meant by cross-subsidization among products, for prices in
volving subsidy may not survive with free entry. Cross-subsidization has 
been a major problem in regulated markets, and entry has been permitted 
into some markets in part to end such practices . In the United States, for 
example, it has been claimed that long-distance flights subsidized short 
flights under Civil Aeronautics Board regulation of air fares, and business 
and long-distance callers subsidized residences under state regulation of 
telephone rates. Deregulation can prevent such pricing practices, but more 
knowledge is needed to determine when it is likely to succeed. 

Coursey, Isaac, and Smith (1984) examined experimental markets in 
which one seller was the lowest cost form of organization. They found 
that prices were closer to a competitive level when entry was free and 
closer to a monopoly level when entry was impossible. More intermedi
ate entry costs were studied by Coursey, Isaac, Luke, and Smith (1984), 
where entry required a payment and lasted for five market periods. The 
strongest form of the contestable market hypothesis (price at or below a 

10 See Panzer and Willig (1977b) for a description of economies of scope. 
11 See Mirman and Tauman (1982), Billera and Heath (1982), Bos and Tillman (1983), Mir

man et al. (1983), and Mirman et al. (1986) for development of this axiomatic approach. 
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competitive level, where entry determines the competitive level) was not 
always supported, and results were not always stable. But the power of 
entry to discipline an incumbent was still considerable, and the force of 
the entry threat was certainly important . Further evidence that entry will 
discipline an experimental market has been provided by Harrison and 
McKee (1985) .  

Even when there is no sunk cost, which would allow a market to be 
contestable in principle, there may be no set of prices that will allow the 
incumbent firm to prevent inefficient entry and to sustain itself. We can 
briefly describe an example based on Faulhaber (1975) in which this is 
true. Suppose that three firms are seeking water supplies in conditions 
where any one can install a system of supply itself for $250,000 but any 
two can join and supply themselves together for $300,000. Moreover, all 
three can join in a larger system costing $500,000. Obviously the lowest 
cost means of serving all three firms is through the $500,000 system. But 
two firms have incentive to go together, because by dividing $300,000 two 
ways they have a lower cost than if they divide $500,000 three ways. How
ever, the third firm suffers if any two provide water jointly. Thus we have 
to ask what conditions will allow a most efficient firm to set prices that 
will sustain its position, especially if it is the lowest-cost supplier in nat
ural monopoly circumstances. 

3. 7 Sustainable prices 

When entry is free, the question arises whether a single firm possessing 
the most efficient production capability could choose prices that would 
sustain it as a monopoly. Sustainable prices leave no incentive for entry 
by another firm that can use the same technology, yet at the same time al
low only a normal profit rate for the monopoly. Faulhaber (1975) showed 
that a firm might be unable to sustain itself even with efficient prices. In 
his example, entry could be motivated, yet efficiency would decline as a 
result . This raises the question of when prices can be found that actually 
will sustain the monopoly firm so inefficient entry will not be motivated. 

If the technology that produces economies of scale and/or economies 
of scope has convenient properties, a single firm can choose prices that 
will protect it from entry; its prices will be sustainable. The single firm 
can be expected to choose such prices, for otherwise it will be subject to 
competition that may threaten its position. For prices to be sustainable, 
the cost function must have a property called subadditivity, although this 
alone is not sufficient. A multiproduct firm's cost function C(q ) is subad
ditive if for any output vectors Qi . . . .  , qn (n > 1 )  such that �7 = 1 qi = q and 
Q; ¢ 0, we have 
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p 

Figure 3 .4. Subadditivity and sustainability. 

;�1 C(q;) > c(�I Q;) . (4) 

Equation (4) requires that production of a good or service by separate 
units will cost more than production by one organization. Since this con
dition implies that one firm can produce output at lowest cost it also is 
called a "natural monopoly" condition. Figure 3 .4 illustrates an average 
cost function AC(q) .  Notice that the natural monopoly can satisfy de
mand D1 by setting a price equal to average cost of P� while no other firm 
using the same technology could enter at a lower price and survive. Thus 
in this case the price P� is sustainable. Price also equals average cost at P0 
but is not sustainable because it is higher and would lose to a firm charg
ing P,� . The same can be said for price Pb, which also equals average cost. 
But there the firm should realize that (since demand is above average cost) 
a lower price will be profitable. 

Suppose that the cost function in Figure 3 .4 is subadditive up to output 
level lj. So at the level of output qm the cost function will still be subaddi
tive (e.g. , C(qe) + C(Qm-e> > C(qm)) ·  If demand is at D2 , a price equal to 
average cost of Pm is not sustainable despite subadditivity of cost there, 
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because a new entrant using the same technology could produce the smaller 
quantity qe, sell it at a price Pe slightly below Pm, and make a profit. Thus 
subadditivity of the cost function is necessary for price to be sustainable, 
but it is not sufficient. 

Figure 3 .4 illustrates a distinction that is made between partial quan
tity entry and full entry. Consider demand D2 and price Pm. If an entrant 
is required to meet full market demand at whatever price it charges, it will 
not be able to produce only Qe and enter the market with a price as low as 
Pe. In that case Pm will be sustainable, and we can say that it is sustain
able against full entry. But Pm is not sustainable against entry when the 
partial quantity qe can be offered by an entrant. Of course, prices sustain
able against partial entry must be sustainable against full entry. From 
Figure 3 .4 for a single-product firm, it is obvious that decreasing average 
cost will ensure the existence of a price sustainable against partial entry. 
Whether at full entry or partial entry, when demand is at D1 - where aver
age cost is decreasing - no entrant can charge less than P� and make a 
profit. 

Conditions to ensure sustainability are more difficult to identify in the 
multiproduct case, because the products may be interdependent in both 
their costs and their demands. Although it is possible for some consum
ers of a single product to pay more than others, whether one group subsi
dizes another also is more obviously important in the multiproduct case. 
Since each product has its own price, some products might be sold below 
marginal costs and others above, and so some products of a multi product 
firm would effectively be cross-subsidizing others. In order to be sustain
able, then, a set of prices must foster no such subsidy, or it must be sub
sidy-free. 

Suppose that total revenues over all n products equal total costs, 

'En P; Q; = CC'£n qj } ,  
or, i n  vector notation, 

p · q = C(q ) .  
Denote any subset s o f  n products by the vector q 5 ,  where s :::; n, and sup
pose their prices are represented by the vector Ps · Then to avoid having 
consumers of a subset of goods or services be motivated to band together 
and supply themselves, prices must satisfy 

p, · qs ::s C(qs) , all s. 
Together these two conditions also imply that 

Ps · qs � C(q ) - C(q - qs ) ,  
or prices must at least cover the incremental cost o f  serving any subset of 
goods. Prices that satisfy these requirements for all possible product sub-
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sets are subsidy-free. Subsidy-free prices thus yield sufficient total reve
nue to cover the cost of meeting market demands at those prices. In addi
tion, the revenue from any subset of the goods produced cannot exceed 
the cost of producing that "ubset by itself. This latter requirement, that 
revenue not exceed cost for any subset of goods produced separately, is 
called the "stand-alone" test. Were it not satisfied, we should expect the 
consumers who pay more than the cost of providing the subset of goods 
involved to go into business for themselves separately, that is, to stand 
alone. And if prices do not at least cover incremental cost for a subset of 
goods, the other consumers would find it in their interests to eliminate 
those goods. Thus prices that are not subsidy-free are not sustainable. 

Baumol, Bailey, and Willig (1977) showed that, if a firm's cost func
tion possessed the natural monopoly cost properties of decreasing ray av
erage cost and transray convexity, a form of optimal prices called Ram
sey prices ( introduced in Section 2.6 and examined further in Chapter 5) 
would be sustainable. Like optimal taxes, Ramsey prices differ from mar
ginal costs, raising needed revenue while causing the minimum possible 
loss in welfare. Decreasing ray average cost is represented as 

C(aq ) < aC(q ) (5) 

for a >  1 and the vector q > 0. Transray convexity requires of two output 
vectors on different rays from the origin, q1 and q2 ,  that for 0 :s 'Y :s 1 :  

(6) 

When satisfied as an inequality, the condition (6) indicaces a form of cost 
complementarity in the production of the firm's outputs. With decreasing 
ray average costs and these cost complementarities of goods or services in 
production, a firm could prevent entry by choosing Ramsey prices. Thus, 
in the absence of sunk cost, the threat of entry by other firms can, in prin
ciple, force a multiproduct natural monopoly to choose socially desirable 
prices in order to prevent entry. 

Although having sustainable prices that turn out to be optimal Ramsey 
prices is an interesting possibility, the requirement that decreasing ray av
erage cost and transray convexity hold everywhere is too strong to be sat
isfied reliably. Indeed, the two conditions are inconsistent at some points 
and so cannot be expected to hold generally. More general conditions to 
ensure sustainability have been set out by Mirman, Tauman, and Zang 
(1985a), who prove with subadditive costs that, if prices are subsidy-free 
and in addition marginal profits are nonnegative,12 those prices are sus
tainable against full entry in all product markets. Mirman, Tauman, and 

12 If the profit for any subset of goods is -ir8(p), then marginal profits are nonnegative if 
iJ-irs/iJpj <:!: O for every j in S. 
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Zang ( 1985b) show the sustainable outcome to be a very stable Bertrand
Nash equilibrium among potential producers. 

To ensure sustainability against partial entry it is necessary to consider 
the interdependence of multiple products in their effects on cost s and de· 
mands.13 An alternative and more general measure of cost complemen
tarity that may be used if the cost function is twice differentiable is the 
condition that 

(7) 

As the output of any product is increased, this condition requires that the 
marginal cost of any other product will not increase. Condition (7) can 
be expected to hold for the technologies that are associated with natural 
monopoly, and it implies subadditivity (condition (4)) of the cost func
tion and also can give rise to decreasing ray average cost (condition (5)) .  
Regarding demand, suppose that the goods produced by the multi product 
firm are not complements, but can instead be classified as weak gross sub
stitutes for satisfying 

oqi 0 f . 
. 

- � or / #- J .  op; (8) 

Mirman et al. (1985a) show that if prices are subsidy-free while profits are 
nonnegative (assuring sustainability against full entry), and in addition 
cost complementarity (7) and weak gross substitutability (8) are present, 
then the prices will be sustainable against partial entry. The same sort of 
result was obtained by Panzar and Willig (1977a) , but with decreasing ray 
average cost (5) in place of cost complementarity (7). 

With conditions specified that will reliably ensure sustainable prices, 
we naturally wonder what the prices will be like. One answer comes from 
an axiomatic approach to cost-sharing prices, which sets out the desir
able properties of prices and then defines prices that satisfy those proper
ties. Billera and Heath (1982), Billera, Heath, and Raanan (1978), Bos 
and Tillman (1983) ,  Mirman and Tauman (1982), and Mirman, Samet, 
and Tauman (1983) have constructed prices that satisfy desirable proper
ties and are like average cost prices extended to the multiproduct circum
stance. Moreover, these prices have been shown to be sustainable (Mir
man, Tauman, and Zang 1986).  The desirable properties are specified in 
the form of axioms. As set out by Mirman, Samet, and Tauman (1983) the 

13 A problem of definition was raised by Mirman et al. (1986) when goods are complements. 
When partial quantities may be supplied, there are many ways in which a firm might 
lower one price but limit output while raising the price of a complement whose demand is 
favorably affected, and generalizations about results are difficult to reach . In most regu
lated industries, firms are required to meet all demand with satisfactory quality, and par
tial entry might be prevented by similar rules. 
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axioms begin with cost sharing, the idea that costs will be shared among 
products and services in such a way that when axiomatic prices are used 
total revenue will equal total cost. A second, rescaling, axiom requires 
simply that prices will change correspondingly if scales of measurement 
of the goods or services are changed. Four remaining axioms cover details 
about how prices are influenced by the cost function. 

The first of these remaining four axioms imposes a consistency require
ment on prices, calling for prices to be the same for all members in any 
subset of outputs whose costs depend only on the sum of their outputs; for 
example, if costs depend on the total of Qi +Q2 ,  then the price of Qi should 
equal the price of Q2• This axiom shows the strong cost basis of the axi
omatic prices, for it rules out effects of demand elasticity that might re
duce welfare loss when prices differ from marginal costs as Ramsey prices 
do. Beyond requiring the same price for outputs that have the same ef
fect on costs based on this consistency axiom, a positivity axiom requires 
that if one cost function has higher marginal cost than another it should 
also have a higher price. Two more axioms concern the allocation of fixed 
costs, which are common to all outputs since they do not depend on out
put at all .  An additivity axiom requires that if production can be sepa
rated into stages, each with its own variable cost, then any fixed oc com
mon cost can also be assigned to the stages and added to variable cost by 
stage, and those sums of variable cost plus assigned common cost by stage 
can be added together to obtain output cost. Another axiom makes the 
allocations of common cost for any pair of outputs correlate with the rel
ative variable costs of those outputs . As a result of these latter two axi
oms, fixed costs can be incorporated into axiomatic cost-sharing prices. 

Prices that satisfy all of these axioms are modifications of Aumann
Shapley ( 1974) prices, which do not themselves apply when fixed costs are 
present . Aumann-Shapley prices can be obtained for any output combi
nation by examining all smaller portions of that same output combina
tion and calculating marginal costs of each output at all those smaller 
portions. Averages of all such marginal costs for each output will then 
yield Aumann-Shapley prices. Using an axiomatic approach, Mirman et 
al . ( 1983) extended this Aumann-Shapley pricing principle to cost func
tions involving fixed costs. They found that they could satisfy the six axi
oms above if they multiplied Aumann-Shapley prices, which apply only 
when all costs are variable, by one plus the ratio of fixed to variable cost. 
Essentially they would "blow up" Aumann-Shapley prices that are based 
only on variable cost by a multiple large enough to cover fixed cost. It is 
the modified Aumann-Shapley prices that Mirman et al. (1986) proved to 
be sustainable. 

The modified Aumann-Shapley prices that are sustainable are not nec
essarily the most efficient in principle, for we know that they exclude any 
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influence of demand elasticity as found, for example, in Ramsey prices. 
But if we accept the free-entry mechanism for its practical allocative ad
vantages, that alone may undercut Ramsey prices by making demands in
finitely elastic at entry prices, and so the lack of efficiency should not be 
surprising. Also, the efficiency available in principle from Ramsey prices 
may never be realized, because if entry is not allowed then no clear incen
tive urges the firm to keep cost low and to adopt Ramsey prices. Thus, 
where sustainable prices can be forced into use by allowing free entry, 
they may be desirable in part for the incentive effects of free entry. 

Furthermore, conditions that allow sustainable prices might also al
low excess profit to a monopoly firm, profit beyond a normal competitive 
profit rate. Sunk costs, which tend to intimidate new entrants, can have 
this effect ,  of course; and an incumbent firm can have advantages in its 
relations with customers and even in its being well known, which will 
make effective challenge from an outsider more difficult . Having a basis 
for analyzing when an incumbent can sustain itself through prices is im
portant , nevertheless. When sustainable prices are not available, the most 
efficient policy may require that free entry be abandoned. Then the main 
alternative is to choose a single supplier as a franchised monopoly and 
oversee its actions so that welfare can be served. 

Cost-axiomatic prices have application beyond the sustainability cir
cumstances in which they serve so effectively, however. Samet and Tau
man (1982) have shown that marginal cost prices can be approached ef
fectively by focusing on cost axioms .  And Bos and Tillman ( 1983 ,  1984) 
have urged more widespread use of axiomatic costs in regulation. They 
extend a form of axiomatic costs beyond the break-even condition, to 
consider regulation of enterprises that are explicitly to show net profits or 
be subsidized. The regulated enterprise is to develop multiproduct prices 
through axiomatic cost sharing, and Bos and Tillman show that resulting 
prices will be compatible with demands. Von Weizsacker ( 1985) has ar
gued for greater reliance on such cost-based guidance in regulatory price 
setting, rather than value-based guidance, in part because it is more im
mune to politically induced price distortions. Since costs by product are 
often the subject of regulatory disputes, this orientation toward cost might 
prove to be very useful. 14 

3.8 Summary 

The free entry of competition can put any supplier to a test of efficiency 
and thereby force behavior that serves economic welfare. In special cir
cumstances in which sunk costs are unimportant, free entry can serve to 

14 Fully distributed cost pricing has not always been soundly based ( Braeutigam 1979; Cole 
198 1 )  but might be applied as cost-axiomatic pricing. 
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discipline even a single monopoly supplier effectively. And the sustainable 
prices that will result can serve economic welfare. But often when sunk 
costs are great and economies of scale or scope handicap competition, free 
entry is abandoned for other forms of regulation .  Usually a single enter
prise is franchised to provide service and is supervised by a regulatory 
agency. Without the force of competition it is difficult for the regulator 
to induce welfare-maximizing behavior from the monopoly enterprise. 
Incentive schemes have inherent flaws in this situation, which political in
stitutions are unable to remedy. Much as the economic institution of mar
ket competition may stress efficiency and ignore income distribution by 
accepting the status quo, political institutions tend to focus on income 
distribution and may choose inefficient economic outcomes. Thus, de
signing institutions that will reliably pursue economic welfare is a diffi
cult task . 

We now examine in more detail optimal pricing, which is the subject 
of Part I I .  In Chapter 4 we consider a range of problems involving peak
load pricing, nonuniform pricing, and externality pricing. The models 
used illustrate alternative representations of social welfare from Chap
ter 2, and nearly all the problems yield neat, ideal price-equals-marginal
cost solutions, at least in the models used. More awkward problems in
volve constraints that prevent achievement of such a direct ideal solution. 
Optimal solutions pursued in the light of such constraints are called sec
ond-best solutions; they are taken up in Chapters 5 and 6. In determining 
optimal prices in Part II we are not concerned with whether an institution 
will actually pursue welfare. That question is taken up in Part I I I ,  where 
we examine real-world institutions to see whether they can be expected to 
adopt welfare-maximizing policies. 

Questions 

3 . 1 .  Consider the geometric comparison of a uniform monopoly price with per
fect price discrimination via two-part prices in Figure 3 .2a. Monopoly profit 
is lower with a uniform price, but consumer welfare is higher. 
(a) Can you determine which of the two pricing schemes yields the great

est total welfare (and why)? 
(b) Compared with a uniform monopoly price, would you expect the price 

structure in Figure 3 .2b to allow more or less total welfare (and why)? 
3.2.  Profit from a business you own in a foreign country depends on weather 

(good or bad) and on the effort (high or low) of a resident manager, accord
ing to the relationship: 

Weather 
Good Bad 

Effort 
High 1 00  50 
Low 50 -20 
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You are able to observe neither the weather in the foreign country, nor your 
manager's effort . 
(a) Design an incentive scheme for the manager and briefly explain how it 

operates. 
(b) Describe advantages and disadvantages of your incentive scheme. 

3 . 3 .  Suppose four neighboring farmers want irrigation and flood control systems 
for their farms. Each farmer can install his own system for $15,000. If two 
farmers go together they can build a joint system for $25,000, and three 
farmers can build one for three farms at a cost of $30,000. If all four farms 
are provided for in a single system, its cost will be $44,000. Assume that all 
systems are equally effective. 
(a) Which way of providing irrigation and flood control protection has 

the lowest cost to society? 
(b) Can you identify sustainable prices for the lowest-cost system? 

3.4. Consider Question 2.3 of Chapter 2. 
(a) Is the solution that maximizes consumer surplus in part (a) sustain

able? 
(b) In part (b) of Question 2.3, if train service is extended to C, entry 

may have to be prevented . Would this condition influence your recom
mendation about extending service to C? 
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Optimal pricing 



        
       



        
       

C H A P T E R  4 

Ideal public pricing 

4.1 Introduction 

Our purpose in this chapter is to gain an understanding of the problems 
that arise in choosing ideal prices and to see how welfare economics can 
help solve them. We use both consumer surplus and individual utility mea
sures of welfare, and very simple representations of cost. The cases that 
we consider here almost always yield an ideal price, in the sense that users 
pay the marginal costs that follow from their decisions. If for some reason 
the process of competition is not to be relied on and if cost-minimizing 
actions can be induced without it, whatever institution replaces competi
tion can find ideal guidance in the solutions of this chapter. Just what in
stitution might play this role, and to what extent it could be induced to 
pursue welfare, are questions we shall not pursue yet . Our aim here is to 
identify ideal prices, not to implement them. Even apart from implemen
tation, the welfare-maximizing prices of this chapter ignore realities such 
as budget constraints that lead to second-best pricing. 

Second-best pricing is considered in Chapters 5 and 6. Chapter 5 deals 
with a problem that frequently arises in public utilities and public enter
prises, where - because of technological conditions such as economies of 
scale or economies of scope - prices equal to marginal costs will not yield 
enough revenue to cover total cost. Chapter 6 considers effects of pricing 
on income distribution . Let us briefly explain why technology can prevent 
the ideal (P = me) solutions of this chapter from serving satisfactorily 
and can make further study in Chapters 5 and 6 necessary. First, uniform 
prices equal to marginal costs at all outputs may not be feasible. Since 
economies of scale or economies of scope cause marginal or incremental 
costs to lie below average costs, after competition among firms drives uni
form prices to marginal costs all firms will incur losses. Consequently, 
many cannot survive. Even if a monopoly supplier is organized as a gov
ernmentally chartered public enterprise, its deficit will still have to be cov
ered. Exacting lump-sum payments from consumers to meet a deficit may 
not be feasible because lump sums cannot magically be taken from every 
person. Consequently, any feasible tax to cover the deficit probably would 
cause prices to differ from marginal costs, which would distort consumers' 

91 
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choices away from welfare-maximizing levels. In addition, the tax might 
fall on some nonusers of the service or fall unfairly among the users, caus
ing unwanted effects on income distribution. The second-best public en
terprise prices we consider in Chapter 5 will not achieve perfection, but 
they will allocate goods and resources as well as possible in the presence 
of constraints that prevent losses when there are economies of scale or 
economies of scope. With the same methods, we can study income dis
tribution issues in Chapter 6. 

Here we ignore problems of tax or subsidy, or of altering the income 
distribution, and instead focus attention on efficiency with simple tech
nology. We employ several of the welfare representations that were intro
duced in Chapter 2.  

4.2 Limitations of marginal cost pricing 

When technology interferes with the functioning of a competitive mar
ket, an alternative institution, perhaps a regulated statutory monopoly, 
may be chosen to replace it. Many questions arise when competition is re
placed. We know from Chapter 3 ,  for instance, that one such question is, 
How will the enterprise be motivated to produce efficiently? The question 
we emphasize here is, What prices should be set for the monopolist's out
puts? Even though the pricing outcome of competition is usually a de
sirable standard to follow wherever possible, circumstances that prevent 
competition from functioning can make competitive pricing inimitable. 
With its welfare basis, marginal-cost pricing is better defined as a stan
dard than is "competitive pricing," which obviously is not well defined 
when competition cannot function. Recall that in Section 2 .5  we found 
welfare-maximizing pricing was marginal cost pricing, unless some limi
tation or constraint interfered, and this result was independent of market 
organization. Indeed, the decision to rely on competition or to regulate 
an economic activity by some other means (such as public utility regu
lation) will depend in large part on whether competition can achieve and 
sustain the marginal cost-pricing standard. 

Although the principle of pricing at marginal cost may serve desirable 
efficiency goals,  in pure form it is not always workable, even when it yields 
enough profit that firms can survive.1 Marginal costs of some goods and 
services change markedly at different locations and times of day and, even 
i f  it were feasible, having prices respond to those changes can be disrup
tive. Apparently simple taxi service from an airport to a city, for example, 

I See William Vickery (1948, 1955) for a description of difficulties with marginal cost pric
ing. See also Kahn (1970, 197 1). For a different pricing principle see Tschirhart and Jen 
(1979). 
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has different short-run marginal costs at different times and places. When 
many people want rides from the airport into town, marginal cost may be 
high, because additional passengers can be served only by quickly gather
ing together drivers, vehicles, fuel, and other scarce resources to serve 
them. On the other hand, when no one wants a ride from the airport, mar
ginal cost may be low because there are idle taxis and drivers. Of course, 
taxi fares tend to be the same at all times, often at regulated levels .  There 
is an advantage in such price stability; it enables consumers to control 
their financial outlays by knowing what the taxi charges will be. The draw
back of the constant price is that taxis may be more scarce at peak times, 
because the price does not rise to attract more resources into service, so 
consumers have to wait longer for rides and have Jess control over their 
time. 

Determining marginal cost, especially at precise places and times, can 
be a difficult accounting problem because often data are not collected 
over time intervals short enough to pinpoint the marginal costs for differ
ent levels of output at different times. Consequently, marginal cost may 
not even be known. Should this problem of estimating marginal cost be 
solved, there are still difficulties in using such precise estimates of mar
ginal cost as a basis for price. First, it is not easy to inform consumers 
about continuously changing marginal cost prices. And even if they can 
be informed, consumers may not be able to change their plans quickly 
enough to take advantage of low prices when marginal costs are low. For 
these reasons , momentary marginal costs are not used as an influence on 
price. Efforts are made to create more stable pricing arrangements that 
can be known and understood by consumers and so can effectively guide 
their decisions. 

If there is a regular periodic pattern over the day or the week, as there 
often is for electricity demand or for telephone usage, preset prices that 
depend on time of day may reflect changing costs reasonably well (Haus
man and Neufeld 1984; Houthakker 1951) .  Even when demands follow 
such conveniently predictable patterns ,  the patterns may be difficult to 
translate into a rate schedule that is simple enough to be readily under
stood by consumers. Moreover, some unpredictable departures from the 
patterns will almost certainly occur. So it may be difficult to achieve the 
goal of marginal cost pricing, which is to inform consumers all the time 
of true alternative costs of their available choices while also giving pro
ducers information about consumers' preferences. 

Regulated industries typically have prices set through quasi-judicial pro
cedures, which are so time-consuming they are seldom undertaken unless 
their results will last for some time. As a result, prices in regulated indus
tries tend to be more rigid than in competitive industries. Some responses 
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to input price changes can lead automatically by prearranged formula to 
output price changes, as fuel adjustment clauses tie the price of electric
ity partly to the prices of fuels used to produce it. And whenever demand 
patterns are sufficiently predictable, prices can be set in advance at differ
ent levels according to the time of day, week, or year. Of course, such 
contingent pricing schedules cannot ensure that prices reflect marginal 
costs with subtlety. 

The optimality of prices that are equal to marginal costs for a partic
ular good or service also presumes that prices elsewhere in the economy 
equal marginal costs. When this condition is not satisfied in one part of 
the economy, it no longer necessarily follows that prices should equal 
marginal costs in other parts,  and so the prescription may not be appro
priate ( Davis and Whinston 1965).  For example, pricing at marginal cost 
in one industry may result in a deficit that can be made up only through 
taxes that distort prices away from marginal costs in other industries. 
Since prices then must depart from marginal costs elsewhere they should 
differ from marginal cost also in the industry where prices are being set. 
This raises the general problem of second-best pricing, to be taken up in 
Chapter 5 .  

Despite the difficulties in applying marginal cost pricing, its soundness 
often can repay the effort many times over. We consider next an espe
cially important opportunity to have prices reflect marginal costs, that 
of peak-load pricing. When the regularities in demand patterns are great 
enough that certain periods predictably will have the highest demand, 
price schedules can vary by time of day, day of week, month of year, 
and so forth, as needed to reflect the high costs in those periods. Such 
prices are common for many goods and services, such as seasonal resort 
accommodation, time-of-day electricity rates, or long-distance telephone 
service. 

4.3 Peak-load pricing 

A special opportunity for marginal cost pricing arises when demand fol
lows a periodic cycle, demand predictably being high at some times and 
low at others. Since marginal cost typically rises with output , having price 
vary with time will allow it to reflect that higher cost. Prices that vary 
with time can moderate the magnitude of the demand cycle and therefore 
allow more effective use of capacity. Electricity use follows a daily cycle, 
as needs for factories, cooking, lighting, and so forth pass through a daily 
routine, and it also follows a yearly cycle due largely to climatic change. 
Then higher prices during periods of peak demand might discourage use 
and thus save costly capacity, and ,  when demands are low, lower prices 



        
       

4.3 Peak-load pricing 95 

might encourage use of otherwise idle capacity. We are concerned here 
with the form of this pricing problem and the nature of an optimal so
lution. 

Single technology 
We shall first make the problem especially sharp by assuming that only a 
single, very simple, technology is available. Let capacity cost per unit of 
output be B, and let capacity be divisible so any number of units of ca
pacity may be chosen.2 Operating cost per unit of output is b. No unit 
can be produced unless capacity for it exists, so the presence of q units of 
capacity at cost Bq would allow production of any output q � q, at oper
ating cost bq. This technology and cost implies a cost function that is per
fectly flat (at the level of b) up to capacity q, where it essentially rises ver
tically, since no further output beyond q is possible. 

For simplicity, we use consumer surplus to represent welfare. This will 
be a perfectly accurate measure, of course, only if the good we analyze 
has zero income elasticity of demand, or at least the income effects are 
very small . And we accept the current income distribution. We assume 
there is one uniform demand during the peak period, and another in the 
off-peak period, represented by the inverse demand functions P1 (q 1 )  and 
P2 (q2 ) .  At the same price for both periods we can expect q2 < q1 • 

The simplest peak-load pricing situation is one in which peak-period 
users determine completely the level of capacity to be provided. Suppose 
that demand D1 occurs at the peak and demand D2 at the off-peak, with 
each defined for equal 12-hour periods, as is operating cost per unit, b. 
The cost per unit of capacity, B, is defined for the entire demand cycle as 
the cost to maintain one unit of capacity for one 24-hour day. In that case, 
peak users may reasonably pay capacity plus operating cost (P1 = b + B) ,  
while off-peak users pay only the operating cost (P2 = b ) .  This situation 
is illustrated in Figure 4 . 1 ,  where the capacity level q is just enough to 
serve the peak demand D1 when price is b + B, which represents the long
run marginal cost of providing the service. Because off-peak demanders 
represented by D2 never use the service at a rate that presses upon the 
available capacity, the marginal cost per unit of serving them is only b, 
and that also is the optimal off-peak price. One can see that if D2 were 
shifted to the right, so that at the price level b it would fall on the right 
side of point f, the off-peak demanders willing to pay P2 = b could not be 
accommodated by the available capacity, q. We should then have a case 
in which the cost of capacity should be shared by peak and off-peak users. 

2 This classic treatment is due to Boiteux ( 1960). Indivisibility of capacity is considered by 
Williamson (1966) and indivisibility with differences in cost is treated by Crew (1968). 
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Figure 4 . 1 .  Separate peak and off-peak demands. 

Some care is required in combining demand, operating cost, and ca
pacity cost in order that sharing in the capacity cost may be correctly ana
lyzed. The key question is: How much are peak and off-peak users, to
gether, willing to pay toward the cost of a marginal capacity unit? In one 
of the early analyses of this problem, Peter Steiner (1957) used an intu
itively appealing approach in which operating cost was zero, so sharing 
capacity cost could be the main issue. Peak and off-peak demands were 
for periods of equal length, too. With demands defined for equal-length 
periods, one can simply add, for every level of capacity, the amount that 
marginal peak and off-peak users are willing to pay for it. That combined 
consumer valuation of a unit of capacity can then be compared with cost 
to determine the optimal capacity level and then, in turn, the optimal 
peak and off-peak prices. 

Figure 4.2 shows peak and off-peak demands for capacity. They are 
determined by deducting operating cost, b, which we assume to be zero 
here for simplicity. At each possible level of capacity, the willingness of 
peak and off-peak users to pay for a marginal capacity unit are added 
together, to form a total value of capacity curve, the line labeled :E D  in 
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Figure 4.2.  Adding two demands defined for separate pricing periods. 

Figure 4.2. Where that line intersects capacity cost B, the combined mar
ginal valuation of capacity just equals its cost, so that is the optimal ca
pacity level ij. Prices that will cause peak and off-peak users to demand 
just that capacity are P1 and P2 in Figure 4.2, where P1 + P2 = B. Notice 
that with constant operating cost b > 0, the same analysis could be carried 
out with b subtracted away from price. We should then find (P1 - b) + 
(P2 - b) = B at the optimum. The case above, where peak users paid all 
capacity cost , could also be analyzed in this way (this sort of solution 
would result in Figure 4.2 if capacity cost was lower, so it intersected peak 
demand D1 to the right of point a). 

Simple addition of peak and off-peak users' willingness to pay for ca
pacity can be carried out only for time periods of equal length,  and so 
this analysis would not apply if, say, the peak period was 8 hours long 
and the off-peak period was 16 hours long. Oliver Williamson (1966) in
troduced a modification to escape this restriction; he used the entire cycle 
as the time period for which to define consumer demand and operating 
cost, as well as capacity cost, B. Then each demand function and oper
ating cost function was weighted by the portion of the demand cycle for 
which it was relevant. The result of this formulation is presented in Fig
ure 4.3 ,  where for comparability with Figure 4.2 it is still assumed that 
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Figure 4.3. Weighting two demands when each is defined for an entire 
cycle. 

peak and off-peak periods are each 12 hours long. With terms defined this 
way, the combined demand-for-capacity curve is a weighted average, D, 
of the peak and off-peak curves D1 and D2 , rather than a simple sum . 
Notice that curve D has a kink at point a. Beyond that point the price b,  
rather than willingness to pay D2, is  weighted with D1 to form D, because 
D2 is below b and no price below b can ever be relevant since marginal 
cost is always at least b. This region of D is comparable to the region of 
� D to the right of point a in Figure 4.2, when only peak users contribute 
to capacity. Optimal capacity is now determined where the demand for 
capacity curve D intersects the cost, b + B, at q. This solution is exactly 
the same as the solution in Figure 4.2, but any weights could have been 
used here (such as t and � for 8 hours and 16 hours per day) so the analy
sis in Figure 4.3 is potentially more general. 

Let us work through a problem analytically to see the role of a welfare 
goal and the advantages of these more general weights. We shall take as a 
welfare measure consumer surplus plus profit, where profit is total reve
nue less total cost: 

W = CS + TR - TC. ( I ) 
To represent CS + TR, we shall use the area under a demand curve, such 
as jg P(Q) dQ. The peak and off-peak demands are each defined for the 
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full cycle and labeled P1 (Q) and P2(Q) . Then in CS+ TR we weight pe
riod I and period 2 demands by their relative lengths out of the cycle, de
noted w1 and w2 for peak and off-peak, where w1 + w2 = I . Thus we have 

(2) 

In total cost we shall weight b, which also is now defined for the full cy
cle, by the portion of the cycle for which it is relevant. Thus, 

TC = w1 bQ1 + w2bQ2+ Bq. (3) 

This serves for any division of the cycle into two fractions, w1 and w2, as 
long as w1 + w2 = I . 

We must recognize that there are two possible types of solution to this 
problem, one in which peak users determine capacity and one in which 
capacity is shared. In the latter case, q1 = q2 = q. If we substitute (2) and 
(3) into ( 1 )  and differentiate with respect to q on this assumption, and 
then set the result equal to zero, we obtain 

w1P1 + w2P2 = b(w1 + w2 ) + B. 
This is equivalent to 

W1 (P1 -b )+ w2(P2-b )  = B, 
or 

(4) 

The solution in (4) expresses the weighted average contributions to capac
ity cost shown in Figure 4.3 for w1 = w2 = ! . Without the weights, and 
with operating cost and demand defined over two periods of equal length 
(one-half as long as that for which B is defined) ,  the solution also corre
sponds to that shown in Figure 4.2. The solution in (4) is more general 
than the Figure 4.2 solution, however, because it can be analyzed for pric
ing periods of any length. 

If  we do not have q1 = q2 = q, we must maximize Wwith respect to both 
q1 and q2, to obtain 

W1P1 = W1 b + B  
and 

W2P2 = Wzb. 
These conditions can be rearranged to obtain solution prices 

P1 = b + B/w1 
and 

P2 = b. 

(5) 

(6) 
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Figure 4.4. Weighting peak and off-peak demands defined for the cycle. 

Here, because at the solution q1 > q2, peak users pay all the cost of capac
ity in addition to operating cost, whereas off-peak users pay only operat
ing cost . These are the prices obtained in Figure 4 . 1 ,  except that demand 
and operating cost there were defined for half the demand cycle. Here de
mand and operating cost are defined for the full cycle and weighted for 
the portions where they apply. The solution given in (5) and (6) is illus
trated in Figure 4.4, and it corresponds to the companion case of shared 
capacity cost in Figure 4.3 , j ust as Figure 4 . 1  corresponds to Figure 4.2. 

I t  should be evident that this approach to the problem of peak-load 
pricing could easily be modified to deal with more periods and more de
mands for those periods. Demands and operating costs would still be de
fined for the full cycle and weighted by the fraction of the period when 
they would be relevant. There could then be a mixture of the two possible 
cases we have shown. In some periods users might share capacity costs. 
In other periods price would cover only operating costs because capacity 
was not fully used. 

Since an example by Faulhaber and Levinson ( 1981) fits this case, we 
digress briefly to show by modifying their example whether the prices in 
(5) and (6) are subsidy-free as defined in Section 3 . 5 ,  considering peak and 
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off-peak services as two goods. For prices to be subsidy-free, consumers 
of each good must pay no more than stand-alone costs: 

w1 P1 q1 s C(q1 , 0) = (w1 b + B)q1 , 
w2P2 Q2 s C(O, Q2) = (w2 b+B)Q2· 

Total revenue also must equal total cost : 

W1 P1 Q1 + W2P2 Q2 = Bq1 + b(W1 Q1 + W2Q2) = C(q 1 . Q2) . 
Combining this requirement with the inequalities above, we find that the 
incremental cost test requires 

w1P1q 1 � C(q1 , q2) - C(O, Qz) 
� (w1b + B)q 1 - BQ2, 

W2P2Q2 � C(q, , Q2) - C(q1 .  0) 
� wzbqz . 

Thus, to be subsidy-free, P1 and P2 must satisfy 

b + ( l - q2/q1 )B/w1 s P1 s b + B/wi .  
and 

b s P2 s b + B/w2 .  
Clearly, the prices in  (5 )  and (6) are subsidy-free, for they satisfy all the 
requirements, but there exist other prices that meet the above constraints 
and would also allow the firm to break even. So (5) and (6) are not unique 
subsidy-free prices. 

There was only one simple production method in the problem we have 
considered. In many instances in which peak-load problems arise there 
are different techniques of production available. For example, electricity 
might be produced either with large capacity costs and relatively low oper
ating costs, as by nuclear reactor, or with low capacity costs and high op
erating cost, as by internal combustion engine. Naturally, the technology 
with large capacity cost can be attractive only if the capacity can be uti
lized much of the time, for with capacity idle its large cost will be wasted. 
The technology with lower capacity cost might be more attractive if utili
zation of capacity is low. We now examine how the solution should be 
modified for such diverse technology. 

Diverse technology 
Let us now assume that two techniques are available for electricity pro
duction, one with capacity cost B1 and operating cost b 1 , the other with 
capacity cost B2 and operating cost b2 • We also assume that B2 > B1 and 
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Figure 4 .5 .  Simplified cumulative load duration curve. 

bi < b1 , and that Bi+ bi < B1 + b 1 • These assumptions make B2 , b2 the 
lower cost technique if it can be fully utilized, but since its capacity cost 
is high it may not be economical at low rates of utilization.3 In Figure 4.5 
we present a cumulative load duration curve, which shows that part of the 
total cycle of length T hours (horizontally) when any given load on the 
system (vertically) will be equaled or exceeded. Figure 4.5 presumes that 
certain prices have already been set , and as presented it has one load or 
quantity of service, Qi. being provided over the entire cycle of T hours, 
and another quantity, q1 - Qi . being provided only t hours, or for the 
fraction t/T of the total cycle. At the optimal division of generation be
tween the two techniques , their marginal costs should be exactly the same 
(Turvey 1968, pp. 28-31) .  We can express equal marginal cost of the two 
techniques at that point as 

B1 + (t/T)b1 = Bi +  (t/T)b2 .  

3 John Wenders (1976) reported rough Tucson Gas and Electric Company estimates o f  per
kilowatt values for B for three techniques: coal steam, $100; oil steam, $40; and inter
nal combustion, $20. The corresponding values for b were coal steam, $20.81 ;  oil steam, 
$175 .20; and internal combusion, $240.90. 
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Equal marginal cost thus implies 

1 03 

(7) 

Let us suppose that technique 2,  with costs 82, b2, operates over the 
whole cycle and technique l, with costs 81 > bl > operates at the peak, just 
t/T of the cycle. Operating costs are 

(8) 

and capital costs are 

(9) 

We shall also assume as before that demands for peak (q1 ) and off-peak 
(q2) periods can be defined for the entire cycle. Now the weights corre
sond to the demand pattern of Figure 4.5 so the welfare measure is 

( 10) 

We seek optimal levels of q1 and q2, which will yield optimal prices im
plicitly. Necessary conditions for a maximum of welfare, W = CS+ TR 
TC, where TC = C0 + CK, are 

and 

aw 1 1 - = -P1 - - b1 -B1 = 0  aq, T T 

aw
= (1 - �)P2 - b2 +  �b, - B2 +B, = 0. aqz T T 

These conditions yield the optimal prices 

P1 = b1 + 81/(t/T) 
and 

(1 1 )  

( 12) 

After rearranging (12) and substituting for t/T from (7), it simplifies to 

(12') 

The optimal peak-load price in ( 1 1 ), P1 , is the price we should have ex
pected as ideal if the capacity for technique I were needed only to serve 
peak users, which is indeed the case. Those who use the service at the 
peak-demand time are required to pay for having capacity stand idle the 
rest of the demand cycle, as they should because such capacity must be 
installed to serve them. Since part of the peak demand actually is met by 
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Figure 4.6. Cumulative load duration curve. 

T 

capacity of technique 2, which has lower cost, a savings is made that al
lows off-peak users to pay only operating costs b2 for technique 2. The 
true marginal cost of off-peak service in (12') reflects the benefit of having 
technique 2 available at peak times, which is translated to P2 through (7). 

The solution represented in equations ( 1 1 )  and (12') actually presumes 
that technique 1 should be used at the peak and technique 2 should be 
used at the off-peak time. It is possible, for given costs and time periods, 
that technique 2 actually offers lower cost at both times and technique I 
should not be used at all . We should realize this if, with the given parame
ters, we found 

b2+ B2/(t/T) < P1 = b1 + B1/(t/T) ,  
for that would mean that technique 2 could yield a lower cost even at 
peak times. We also assumed demand was uniform through each of two 
periods that just equaled t and T- t in length .  In practice, demand might 
follow a pattern more like that shown in Figure 4.6, reaching a range of 
values within each time period. The optimal time periods could still be 
guided then by knowledge of costs, following (7) to divide the use of tech
nologies efficiently, with prices like ( 1 1 )  and (12') then applied in those 
periods. Of course capacity utilization would be lower than presumed in 
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the case of uniform demand within periods analyzed above (see Turvey 
1968, pp. 5 1-4) . 

There are likely to be more than two production techniques. Some
times there are more techniques available than feasible pricing periods. 
If the price schedule is too complex for consumers to understand or re
member, then compromise is in order, and only the most important fea
tures of cost are singled out to present to consumers. As a result, the opti
mal division among techniques may not match exactly the division among 
pricing periods that is most convenient.4 Then weights on demands in (10) 
will differ from the t/T weights on technologies used, and (7) may no 
longer yield simple off-peak prices as in (12') .  As long as the cumulative 
load curve is continuous, (7) can yield a simple weighting of operating 
costs (Joskow 1976) .  Generally, if an off-peak period is served by more 
than one technique, the optimal off-peak price will include a contribution 
to capacity cost ( Wenders 1976) .  And if demand is stochastic, the opti
mal price will equal an expected operating cost that can include capacity 
costs (Crew and Kleindorfer 1976). Despite complications, when prices 
and technologies are to be chosen simultaneously, the aim is still the same: 
to confront consumers as fully as possible with the cost consequences of 
their decisions. 

4.4 Peak-load pricing under uncertainty 

When demand fluctuates, we know that consumers cannot immediately 
be informed of all changes in marginal cost without an enormous expen
diture on communications .  Nor could consumers easily respond to each 
resulting little change in price even if they could be informed. When mar
ginal cost tends to change because demand changes systematically with 
time, it is desirable to have price vary with time, as we saw in Section 4 .3 ,  
because a time-dependent price schedule can be communicated to con
sumers who will be able to respond accordingly. The typical level of de
mand will then be anticipated by suppliers, and their expected costs can 
be communicated to consumers. 

Of course, a predictable periodicity of demand, which allows price to 
vary by time of day (or week or year), may capture only crudely the fluc
tuation in demand and leave within each time period substantial fluctua
tion that is essentially random because it cannot be predicted. We shall 
treat such uncertainty in demand here for the simple case of a single tech
nology. Uncertainty takes the form of an error term added to demand, so 

4 Wenders (1976) provides a revealing analysis of such a problem. For a more general treat
ment, see Crew and Kleindorfer (1976, 1 979b, 1986). 
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an analysis in terms of expected values will be possible. In addition to the 
assumptions usually required for analysis involving consumer surplus, 
we add risk-neutrality of all participants when we carry out the analysis 
in terms of expected values . The best way to deal with the average out
come is then taken to be the optimal solution for the peak, off-peak, or 
other time period. 

We consider two periods, identified by t = 1 ,  2. Suppose that demand in 
period t is q1 (P1 )  + u1 , where u1 is a random error term with a mean of 
zero. Mean demand q1 is downward sloping ( aqtfaP1 < 0) and the inverse 
q1- 1 exists. We assume that demands in the two periods are independent, 
and error terms u1 , u2 also are independent. Operating cost again will be 
b up to capacity, ij, and capacity cost is B per unit . We assume that the 
rate of output for a service is strictly limited by capacity. Then at the es
tablished price P1 in period !, sales, S1 , will equal the minimum of de
mand or capacity: 

(13) 

We shall first modify the consumer surplus measure in the simplest pos
sible way to take uncertainty into account . In doing so we follow the ap
proach of Brown and Johnson (1969), as interpreted by Crew and Klein
dorfer (1978). Define a welfare measure for given P, ij, and u as 

2 f co fS1 <P1 , q, u, )  I W(P, ij, u) = 1� 1 J _00 J o [q1- ( q-u1 ) - P1 ] dqdu 
2 f co +1�1 Leo (P1 - b) (S1 (P1 ,  ij, U1 )  du - Bij. (14) 

The last two terms in equation (14) represent TR - TC. The first term elab
orates consumer surplus in each period by calculating it for all possible 
values of u, , and it becomes the expected CS term in an expected value 
representation of W = TR +  CS - TC. We now assume consumers are risk
neutral and maximize the expected value of (14) over positive values of 
prices and capacities. Necessary conditions are 

( 15) 

(16) 

where F1 is the cumulative distribution function of u1 and /1 is the density 
function. 

The term F1 [ij- q1 (P1 ) ]  is the probability that demand is less than ca
pacity, and is called "reliability." As long as reliability is positive, (15) 
calls for P1 = b, or that price equals short-run marginal cost. Referring to 
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Figure 4 . 1 ,  suppose that demands fluctuate randomly about D1 and D2 • 
The off-peak demand might be seen as a case in which F1 [ q-q1 (P1 ) ]  = 1 .0 
if demand fluctuations are not great, so optimal off-peak price is b. Sup
pose, however, that at the peak demand, F1 [q- q1 (P1 ) ]  = O; in that case 
an optimal price is not clear from (15) ,  because any P1 can then satisfy 
the condition. Crew and Kleindorfer (1978, p. 32) interpret the capacity 
condition (16) as calling for q to be "just large enough so that the mar
ginal expected losses due to unmet demand are equal to marginal capac
ity B." I f  the variance of u1 is low, or if B is large, they point out that at a 
peak-load price of b the optimal capacity might be small enough to make 
F1 [ij - q1(P1 ) ]  = 0. So a peak-load price above b is probably in order. 

Robert Meyer ( 1975), in maximizing profit rather than welfare, con
strained reliability to a specified level. We cannot use this method in seek
ing a welfare maximum, however, for the simple consumer surplus mea
sure in (14) is not correct with uncertainty because the price may not be 
market clearing. In Section 4 .3 ,  where Figure 4 . 1  was discussed, if price 
had not been market clearing, or (more specifically) if demand had ex
ceeded available capacity at the going price, there could be no assurance 
that consumers who value the service most would be served. With the 
price set at b in Figure 4. 1 ,  for example, demands represented in con
sumer surplus area egf would seek to obtain the service, yet they would 
not value the service as much as its cost, b + B. Since they could not be 
recognized and denied service, they might displace some of the consum
ers who would experience greater consumer surplus, with the result that 
total welfare would be reduced ( Visscher 1973) .  A price of b + B is pre
ferred because it ensures that those who value the service most actually 
will receive it. Indeed, P = b + B is a "market clearing" price. 

Two possibilities are illustrated in Figure 4.7. In Figure 4.7a, even though 
price P is below the market-clearing level at capacity ij, those who value 
the service most are served and consumer surplus is represented by the 
shaded area abqO. This is the result assumed in (14). In Figure 4. 7b, those 
who value the service least are the ones who actually receive it, and con
sumer surplus then is the smaller shaded area bcde. The reason P = b 
turns up in (15) is that (by the assumption that matches Figure 4. 7a) price 
does not have to serve a market-clearing function. But it is unreasonable 
to assume that scarce capacity will serve the right consumers that way. 
Crew and Kleindorfer (1976, 1978) imposed a cost for rationing the service 
to the consumers who value it most, and because rationing is more nec
essary at the peak they found a higher price to be optimal then. Michael 
Visscher (1973) assumed that those who valued the service least would re
ceive it if price were not available to ration service to the right consumers. 
His assumption thus matched the situation shown in Figure 4.7b. The 
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Figure 4.7. Who is served when demand exceeds capacity? 

representation of consumer surplus for the situation in Figure 4. 7b is more 
complex and will not be developed here. It is presented clearly by Visscher 
(1973). With respect to the assumption that those who value the service 
least will be served when demand exceeds capacity, he finds that the opti-
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Figure 4.8. Nonuniform prices. 

mat peak price then is b + B. Optimal capacity may be larger or smaller 
than q(b + B) ,  depending on demand elasticity and the cost function. 

With uncertain demand it is thus possible to determine optimal peak
load price and capacity along the lines developed in Section 4.3 ,  but prices 
will not be market clearing and capacity will not be fully utilized. Some 
assumption is needed then about who receives service, or about the cost 
of nonprice means of rationing service to those who value it the most. If  
consumers are risk-neutral, so that expected values can be relied upon, 
optimal peak and off-peak prices can be determined. 

4.5 Nonuniform pricing 

A uniform price is at the same level over all quantities. In commenting on 
the Steiner (1957) analysis of peak-load pricing, Buchanan (1966) pointed 
out that many nonuniform pricing schedules could be created as alterna
tives to the uniform price solution. Consider a single technology with op
erating cost b and capacity cost B, as shown in Figure 4.8 .  The uniform 
peak-load price is represented by the line AE at the constant uniform price 
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of b + B. A nonuniform price is represented by the price schedule FE, 
which has a higher price than b + B at quantities below capacity and a 
lower price at quantities above the capacity level. Notice that every unit 
is available at a lower price than the previous one, but the nonuniform 
schedule has exactly the same marginal price at capacity output as the 
uniform price schedule if demand remains the same at Di . 

For the nonuniform price schedule in Figure 4.8,  marginal price per unit 
declines continuously as total units consumed per time period increase. 
The marginal price decline might be put into effect by having every con
sumer face a quantity-dependent declining price schedule, with the mar
ket outcome then representing an aggregation of consumer behavior. Un
less every consumer is the same, however, a nonuniform schedule such as 
that shown as FE in Figure 4.8 could result in different marginal prices for 
different consumers, depending on where their individual demands met 
the price schedule, so aggregation into a market demand could be compli
cated. To avoid this problem here, let us assume for the moment that all 
consumers are the same, and that all select the same quantity and reach 
equilibrium at the same marginal price. Figure 4.8 then simply "blows 
up" to aggregate quantities the choice situation of each individual. 

A nonuniform price structure such as that represented by FE in Figure 
4.8 can affect the equilibrium outcome if there are income effects .  Early 
inframarginal purchases made by the consumer occur at higher prices (or, 
with other conceivable nonuniform price schedules, lower prices), which 
will alter incomes from the levels obtained at the equilibrium under the 
uniform price b + B. To continue with the Figure 4.8 example, suppose 
that the income effect in going from uniform price schedule AE to non
uniform schedule FE shifts demand from Di to D2, rather than persist
ing in the same demand at D1 •  Such a downward shift in demand could 
be expected for a normal good since the higher prices charged for earlier 
units under the nonuniform price schedule would reduce income remain
ing for the consumer. Then the nonuniform price schedule would yield a 
different equilibrium, at E', than the uniform schedule would at E. Mar
ginal price exceeds Jong-run marginal cost of b + B at E' ;  so the price 
schedule can be lowered to F'E", causing demand to shift again to D3 • 
The new solution is at E", with smaller capacity ij '. The solution at E" 
will yield greater revenue, because of the higher price for earlier units, 
but less consumer surplus by the same amount. From the information we 
have, it is not possible to say that one equilibrium is better than the other, 
for they both satisfy necessary conditions for a maximum of welfare. 

A nonuniform tariff can be useful for raising revenue without great loss 
of welfare wherever a uniform price per unit equal to marginal cost would 
result in a deficit .  The two-part tariff is the simplest nonuniform price, 
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with a fixed fee per customer per time period plus a price per unit. The 
fixed fee can be used to cover any deficit from pricing marginal us'lge at 
marginal cost.5 Indeed, when all consumers share equally in a fixed cost 
through fixed fees, and pay a price per unit equal to marginal cost, the 
result can be ideal (Coase 1946).  But if the fixed fee exceeds any cost of 
serving a customer and one customer decides not to use the service be
cause of that fee, the result cannot be ideal . We examine first a simple 
case in which the two parts of a two-part tariff equal marginal costs trace
able to the two pricing dimensions .  We then consider more general price 
schedules that have price depend on quantity consumed, as in a block tar
iff that contains different uniform prices for different blocks of quantities. 
But with the goal of ideal welfare maximization such price schedules are 
not appropriate, as price should simply be set equal to marginal cost . 

Cost and price dimensions 
Here we emphasize two-part pricing to cover costs that arise in two di
mensions of service.6 For example, telephone service may involve a fixed 
charge, just to cover the costs of maintaining a telephone and a connec
tion for a customer to the telephone network, plus a charge for the use of 
the network based on the duration and the distance of calls made. Con
nection and usage are then two causes that warrant separate charges. We 
shall use a combination of direct and indirect utility functions to repre
sent the well-being of consumers. 

We assume that consumers may be ordered by type according to an in
dex, 8, for clear and well-defined modeling of their demand behavior. We 
further assume that a person with a higher (} will consistently benefit either 
more or less from the service, everything else being equal. If higher (} in
dicates more benefit, we expect iJq/iJ(} > 0, whereas if higher (} indicates 
less benefit, then iJq/iJ(} < 0. Without loss of generality we assume 0 5 (} 5 
1 .  The distribution of (} is given by the density function, /(8) .  A consumer 
with index (} has the utility function u = u(g,  q, 8 ) ,  where q is the good of 
interest and g is a composite good representing everything else. The price 
of the composite good, g, should be in all demand functions, but since 
it will be assumed constant at Pg = 1 ,  we suppress it .  We seek optimal 
pricing for the good, q, when it is provided by a monopolist whose costs 
may vary not only with the amount of q produced, but also with the num
ber of consumers served. We assume constant costs in order to avoid the 

5 More generally, income distribution goals may be pursued through multipart pricing. See 
Feldstein (1972b). 

6 A classic illustration of a two-part price problem almost this simple is presented by Coase 
(1946). 
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problem of dealing with a deficit or disposing of profit . We assume the 
monopolist has a constant cost of serving customers, Cn, such as the cost 
of connecting a residence to receive electricity, and a constant cost of pro
ducing units of service, Cq. 

The differences among individuals who have different () may be regarded 
as differences in tastes for the good. It could also be due to income differ
ences but we assume it is not, for we prefer to assume there is no income 
effect in order that we may use consumer surplus to represent consumer 
welfare. Whenever consumers have a choice among two-part tariffs,  or 
whether to consume or not according to a two-part tariff, possible results 
can be extremely complex.7 Having consumers differ only by their taste 
for the good ensures that one consumer's demand will be above or below 
another's at any price, and that allows well defined separation of con
sumer groups . The real world may not be as convenient and well defined, 
but we can obtain general patterns while avoiding inconvenient cases on 
this assumption, and the pattern should be descriptive of what can be ex
pected to occur in the world. 

By assuming that consumers have diminishing marginal rates of substi
tution between q and the composite good (g)  we can obtain a market de
mand function, Q = Q(Pn ,  Pq) ,  where Pn is a fixed fee per consumer and Pq 
is the price per unit of q. There is also a patronage function, n = n(Pn , Pq) ,  
which determines the number of consumers. To simplify the analysis we 
assume both of these functions are continuous (so we can apply calculus). 
The demand for an individual of type () will be q = q(Pno Pq, 0 ) .  Individ
uals with values of () below some level {j will not pay the fee Pn and so will 
not be able to consume q at price Pq; for them q = 0.8 These persons will 
spend all income y on g, and since g has a price of l ,  utility will be u(y, 0 ) .  
The level of () that identifies the marginal consumer, 0 ,  will depend on Pn 
and Pq. We ignore possible lack of uniqueness here (�uerbach and Pel
lechio 1978; Ng and Weisser 1974) and we assume 0 < 0 < l. Then patron
age and demand functions can be calculated as 

(17) 

and 

(18) 

7 Oi (1971)  demonstrates the complexity that this problem can take on as he develops a mo
nopoly solution. 

B The borderline value of 0 is defined below in equation (24). Auerbach and Pellechio (1978) 
used this sort of representation for voluntary affiliation at a fixed fee. See also Ng and 
Weisser (1974), Schmalensee (198la), and Sherman and Visscher ( 1982a). 
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The demand functions have properties we would expect: q0 > 0 ,  qPq < 0, 
Qpn < O, Qpq < O, npn < O, npq < O . 

Consumer welfare can now be represented as 

f O(Pn, Pql C =  J o  w(y)u(y, 0, 0)j(O ) dO 

+ r w(y)v(Pq, y-Pn i  0 )/(0) dO, O(Pn, Pq) 
( 19) 

where w(y) is the social weight accorded an individual of income y. For 
indexes up to 8, utility is u(y, 0, 0) since q is not consumed, whereas at 
higher values of 0,  where the good is consumed, utility is represented by 
the indirect utility function, v(Pq , Y- Pn ,  0 ) .  Profit is TR -TC or 

-rr = TR-TC = (Pn - Cn)n(Pn ,  Pq) +  (Pq - Cq)Q(Pn ,  Pq) .  (20) 
The welfare function we seek to maximize is 

W= C+TR- TC. (21) 
Substituting ( 1 )  and (20) into (21) and differentiating with respect to Pn 

and Pq, then setting the results equal to zero, yields 

and 

r 1 ov • • ao Jo w(y) oPn 
f(O ) dO + [u(y, 0, 0) - v(Pq, y, O )]w(y} oPn 

on oQ + (Pn - Cn) oP + n + (Pq - Cq) oP = 0  (22) n n 

r I av A A 08 J o  w(y)  iJPq f(O )  dO + [u(y, 0 ,  0 ) ) - v(Pq, y - Pn , O)]w(y) iJPq 
on oQ + (Pn - Cn )  oP + (Pq - Cq) oP + Q = O. (23) q q 

We note first that by the definition of 8, 
(24) 

which will cause one term in (22) and a similar term in (23) to vanish. In
deed, this shows that we need not consider the welfare of consumers with 
0 < 8, as allowed for in ( 19), since they vanish from the necessary condi
tions. And the relevant benefit for those who consume is v(Pq , y - Pn, 0 ) 
u(y, 0, 0 ) ,  or the equivalent value that will be recognized as consumer sur
plus, v(Pq , y- Pn , 0 ) - v(oo,y, 0 ) .  

From the properties of  indirect utility functions (Chapter 2, equations 
( 17) and (20) ) ,  if we consider ov/iJPn = -av/oy for a person consuming q 
(a rise in Pn is like a fall in income), we have 
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av 
iJPn = -l](y) ,  

av 
aP = -11<Y)q, q 

(25) 

(26) 

where 17(y) is the marginal utility of income for a person who has income 
y. Let us accept the current distribution of income and make the assump
tion about welfare weights that is implicit in the consumer surplus repre
sentation of welfare, 

w(y) = l/17(y) .  (27) 

If we now substitute (24), (25) ,  (26), and (27) into (22) and (23) ,  those 
expressions simplify to 

and 
an aQ <Pn - Cn) iJPq + (Pq - Cq) aPq = 0, 

which yield the simple solution 

and 

(28) 

(29) 

Thus our elaborate construction yields the extremely simple result that 
price in each dimension should equal marginal cost . Our care in formu
lating the problem is nevertheless warranted because the two-part price 
creates a complicated situation. Consumption of q can occur only if the 
payment Pn is made, and some consumers may drop out of the market by 
choosing not to consume q at all. To simplify the analysis ,  we assumed 
constant costs, so pricing at marginal cost would not create a deficit .  

To allow systematic analysis of two-part tariffs we  assumed that con
sumers differed in their taste for the good, represented by 6. For telephone 
service, consumers might be families of different sizes, where () could be 
family size; for gas heating fuel , () might be size of home. We assume 
the firm cannot observe (), for if it could it might discriminate in price. It 
is necessary that a consumer with a higher value of () consistently demand 
greater (or as an alternative, consistently less) quantity than a consumer 
with a lower value of 6, at any possible price level. This will ensure that 
clear distinctions can always be made between groups (as demonstrated, 
for example, in Figure 2. 7b). What is crucial to consistent analysis is that 
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demands do not cross, as when person l buys a greater quantity than per
son 2 at price P1 while person 2 buys the greater quantity at price P2• 

Quantity-dependent nonuniform pricing 
Setting a different price for every unit produced can yield an ideal out
come and cover total cost when unit costs vary with output , and can also 
offer improvement over a uniform price above marginal cost, as noted in 
Chapter 2. Think of the price schedule as determining a total payment R, 
which depends on the amount consumed q, R = R(q),  where the marginal 
price per unit is P(q) = R'(q).  Of course, such quantity-dependent pric
ing will survive only if consumers are unable to resell units, or even to ex
change units with each other, for we know that exchange leads to a single 
price, uniform over all units .  And if our goal is to find ideal prices, with
out regard for profit constraints or income distribution, having prices dif
fer with quantities consumed will usually be undesirable unless costs vary 
with those quantities. 

If there were only one consumer of a service, it would be possible to 
have a welfare-maximizing nonuniform price schedule in which price per 
unit would vary with quantity to reflect decreasing (or increasing) costs 
of production. Then the consumer could know the cost consequences of 
consumption and choose accordingly. When there are many consumers, 
this approach may be changed considerably. If the seller cannot know the 
preferences of individual consumers, the price schedule will have to be 
oriented to individual consumption quantities, so that each consumer can 
face the same schedule. The seller then avoids having to decide who may 
consume at the lower prices, which would be difficult when it cannot ob
serve any differences in consumers. I f  all consumers are the same in their 
demands, the result can still be ideal, too, just as it was with only one 
consumer, for all will choose the same quantity. If consumers differ, how
ever, the quantity-dependent price schedule may allow different marginal 
prices for different consumers. Nevertheless, a quantity-dependent, non
uniform price schedule can separate consumers in ways that allow them 
to contribute most appropriately toward the total costs of production. 

The virtue of nonuniform, quantity-dependent, pricing over uniform 
pricing above marginal cost has been nicely demonstrated by Willig (1978). 
The logic of his argument was developed in Section 2.7, where a choice 
among two-part tariffs led to block tariffs. Spence (1980) developed sim
ilar schedules in a welfare context and showed that without some extra 
condition, such as a budget constraint that creates a second-best problem, 
the price should simply equal marginal cost. Optimal continuous quantity
dependent prices were set out by Goldman, Leland, and Sibley (1984), 
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and again without second-best complications price equal to marginal cost 
would be optimal. They did show, however, that ideal prices may differ 
from marginal cost when income effects are present. We postpone con
sideration of second-best problems to Chapter 5 .  

4.6 Externality pricing 

When individual decisions create costs (or benefits) felt beyond the indi
vidual decision maker, we have negative (positive) externalities. External
ities are effects external to a decision that for one reason or another cannot 
be priced, and so they usually lead to nonoptimal allocation of resources. 
Wherever possible, the best remedy is to find a way to set a price for the 
externality and then to confront the decision maker with that price, there
by effectively internalizing all the consequences of the decision. We ex
amine here an externality that we have all experienced, highway traffic 
congestion.9 

In analyzing this problem, we use a welfare function which is a weighted 
sum of individual utility functions. Individuals have arbitrary weights in 
the welfare function, and when we maximize with respect to incomes, the 
result is essentially to compensate consumers for the effects of any changes 
imposed. This will lead to compensated demand curves, of the type illus
trated through points a and c in Figure 2.3 and discussed in Sections 2.2 
and 2.3. In analyzing this problem, we shall depart in one other way from 
the primary method used thus far: Instead of maximizing consumer plus 
producer surplus, we maximize consumer welfare subject to certain con
straints that limit welfare, such as the physical production possibilities 
that exist. We thus employ the Lagrange multiplier method of analysis, 
which was introduced in very simple form in Section 2.2.w Through a con
straint, we can introduce with this method the way we each decide auto 
use - at its social average cost rather than its social marginal cost. 

Suppose the ith individual in a population of I individuals derives sat
isfaction from miles of auto travel, t, and a composite good, g, so that 
utility is 

(30) 
As auto travel increases on a given road network,  at some point it requires 
greater average fuel and other resources per mile, f; so f = f(t ) where 

9 The model that we consider here is a simplified version of one examined in Sherman 
(1971, 1972a). For more general treatment of externality, see Buchanan and Stubblebine 
(1962), Coase (1960), and Knight (1924). 

IO Many mathematics textbooks explain the method of Lagrange multipliers. A simple ex
position is contained in Chiang ( 1984), and one stressing applications can be found in 
Hadley (1964). 
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af/at > O (f is a continuous and twice differentiable function of t ) .  The 
price of f in terms of g will be denoted by 11". Let g be numeraire, with 
Pg = 1 ,  and the effective price of auto travel is P, per mile. If yi is the i th 
individual's income, the budget constraint is 

Maximization of (30) subject to (31) yields 

au i/ag i = 71i, i = l , . . .  , l, 
au i/at i = 71 iP1 , i = l , . . . , l. 

(31) 

(32) 
(33) 

The Lagrange multiplier, 71 i, represents marginal utility of income for per
son i. These conditions along with the budget constraint yield demand 
functions 

gi = gi(P1 ,y i ) ,  i = 1, . .  . ,  I, 
t i = t i(P1 , yi) ,  i = l , .  . . , l. 

(34) 
(35) 

Let us represent social welfare with a combination of utility functions, 

W= W(u 1 , . .  . , u l) .  (36) 
Suppose that average input per mile traveled, f, times amount of travel in 
miles, t, equals total resources devoted to travel, r; that is, tf = r. The re
source r may be transformed into composite good g according to the con
vex (continuous and twice differentiable) transformation surface h(g ,  r) = 
0. We shall say the price of input f is 11", which in competitive markets 
should equal the marginal rate of transformation, 11" = -dg/dr. Now we 
could maximize (36) subject to the two technological relations, 

tf= r, 
h (g, r )  = 0. 

(37) 
(38) 

For completeness we add identities that relate market aggregates, t and 
g, to individuals' chosen quantities, t i 's and gi •s, 

"f,i t i = t, 
"f, i g i :: g. 

(39) 
(40) 

We thus can form the Lagrangian, 

G(P" t, g, r,y i )  = W(ui, . .  . , u 1 ) -µ,(tf- r) -cf>(h(g, r)) 
- r("f, t i- 1 ) -,,("f, gi-g ) .  (41) 

Maximizing with respect to P, , t, g, r, and the y i •s , we have, in addition 
to the constraints, the necessary conditions 
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( <Ju i  iJt i <Ju i  iJg i ) iJt i  iJgi 
:Li W; ail oP1 + iJgi iJP1 - r :Li iJP1 - /' :Li iJP1 = O,. 

-11(J+ t fi) + r = O, 

ah -<P ag + ')' = o, 

ah 
11- <P a,: = 0, 

w; ( iJui  � + iJui iJgi ) - r . iJt i
. ' at ' ay' og' ay• :L , oy ' 

(42) 

(43) 

(44) 

(45) 

iJg i  
- 'Y:Li iJyi = O, i = l , . . .  , J. (46) 

From these conditions we can obtain the welfare-maximizing price of high
way travel. Using (32) and (33), the first term in (42) can be reduced to 
:Li U'f T/ i (P1 at i/iJP1 + iJg i/ iJP1) .  From differentiating the individual's budget 
constraint, (3 1) ,  we know P1 iJt i/iJP1 +iJgi/iJP1 = -t i. Thus (42) becomes 

. . iJt i  iJgi 
-:L; W;TJ' t ' - r :L; iJPi 

-'Y :Li iJPi 
= 0. (47) 

Recognizing that (iJui/iJt i ) ( iJtijiJyi )  + (iJuijiJg i) (iJg i/iJy i )  = TJ i, and substi
tuting for W;TJi's in (47) the terms obtained from (46), we have 

T [ :Li(:� + t i:�:)] +')' [ :Li(:� + t i:�:)] = 0. (48) 

The terms in brackets are Slutsky compensated demand effects of a change 
in the auto mile price, P1 , which we denote as S1p and Sgp (Slutsky terms 
were introduced in Section 2 .3) .  One property of the Slutsky terms is 
P1S1p + Sgp = 0.1 1 Replacing Sgp by -P1S1p after inserting Slutsky terms, 
(48) becomes 

TS1p = 'YP1S1p, 
and hence 

P1 = rf'Y. (49) 
To interpret (49), note from (44) and (45) that -iJg/iJr = 7r = 1ih, and 

from (43) that r/11 = f + t oj/ot. Substituting into (49) then yields 

(50) 
1 1 See, e.g.,  Samuelson (1947), p. 105, n. 1 1 .  
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This is clearly the optimal price of an auto mile, for f + t of /ot is the mar
ginal input requirement for an auto mile, and '1r ( =  - og/or) is the input 
cost . The solution obtained here relies on compensated demand func
tions, which were brought about by maximization of (41) with respect to 
incomes as well as other variables. If  income effects are small, these func
tions will not differ importantly from observable ordinary demand func
tions. But it should be remembered that this solution was obtained by op
timally adjusting incomes, and that possibility does not exist in the real 
world. Of course, as we saw in Section 2.3 ,  ordinary demands are just 
like compensated demands if  income elasticities of demand equal zero. 

In the real world, each of us actually faces average rather than margin
al congestion cost. Whereas the marginal auto mile cost is (f + t of/ot )'lr, 
as shown in (50), each vehicle i s  free to join highway traffic and thereby 
experience only the average cost, f1r. To reflect this fact , we can construct 
a nonoptimal but realistic outcome by imposing a constraint that requires 
auto travel to be priced at its average cost, /7r = P1 • The constraint imposes 
the nonoptimal effective price for highway travel that our free choice be
havior causes. With a constraint requiring that P1 = f1r, the Lagrangian 
becomes 

H(P1 ,  t, g, r, yi ) = W(u 1 , . .  . ,  u 1 ) -µ(tf- r )- </J(h(g, r)) 
- r(L,i t i ) -'Y(L,i g i-g) - 'A(j1r -P1 ) .  (51) 

There is no need to solve this problem as it stands. From the constraint 
alone we know that we must have P1 = f 1r, which is not the optimal price 
given by (50) . 

In principle, we can correct this nonoptimal highway price by imposing 
a tax on the inputs used to produce auto miles. Consider altering '1r by im
posing a tax on f rather than letting its price be determined by competi
tion at '1r = -og/or. If we maximize the Lagrangian in (5 1 )  not only with 
respect to P1 , g, r, y i, and Lagrange multipliers, but also with respect to 
7r, we obtain the conditions 

(52) 

(53) 

(54) 

(55) 
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. iJt i iJg i W; 111 - r L; iJy i - -y L; iJy i = 0, i = l , . . .  , l, 

A/ = 0. 

(56) 

(57) 
Using (32) and (33) and the derivatives of the individuals' budget con
straints, we can substitute from (56) and reduce (52) to the expression 

(58) 
With >- = 0 from (57), which follows from maximizing with respect to 7r, 
condition (53) is simply 

; = (1+ 1 ii). 
and (58) with A = 0 yields 

i - = P, . 'Y 

(59) 

(60) 

From (54) and (55) we know that µ. = (-iJg/iJr)"(, and i f  we substitute that 
into (59) and the result into (60), we find that the condition for optimal 
pricing is 

Pr = (/+ I  ii) (-:� ) · 

From the constraint , /7r = P, , we know that 

7r = (1 + !__ iJJ )(-

iJg ) · f iJt iJr 

(61) 

(62) 

The inputs tax needed for optimality, to be added to the competitive in
put price -iJg/iJr, is seen in (62) to be ( l/f) (iJf/iJt ) (-iJg/iJr) .  This is the 
elasticity of unit travel cost to miles traveled. 

In practice, of course, inputs taxes are not entirely effective for control
ling traffic congestion. The inputs need not be purchased exactly at the 
time they are used; so an inputs tax that is appropriate for rush-hour traf
fic would have to be in effect also at other times; and a fuel tax might ap
ply to all uses of fuel, for example, in farm tractors that do not contribute 
to highway congestion . Also, one of the most significant inputs into high
way congestion cost is the travel time of passengers, which cannot easily 
be taxed. Several devices, including electronic curbside signals that would 
activate meters in vehicles, have been developed to deal with this problem 
of correctly pricing road use, but no genuine solution actually has been 
adopted .12 
12 Optimal road pricing requires t ime value estimates such as those in Mohring, Schroeter, 

and Wiboonchutikula (1987). For a description of proposals for pricing the use of streets 
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This congestion problem may be moderated by subsidizing competing 
travel mode!> and thereby reducing highway congestion (see Sherman 197 1 ,  
1972a) . Altering another price away from marginal cost in  this way i s  an 
example of what is called second-best pricing. Because some nonoptimal 
condition cannot be remedied, it is simply accepted, and in its presence 
quasi-optimal prices are determined for substitute and complementary 
goods. In such cases, quasi-optimal (second-best) prices often depart from 
marginal cost, but a best possible departure that minimizes ensuing wel
fare loss can be determined. That is the subject of Chapter 5 .  

4.7 Summary 

We have called attention here to some of the problems of setting prices 
equal to marginal cost. First, it may be difficult to identify changes in 
marginal costs over short time intervals, and even if that can be done it 
may not be possible to notify consumers of new prices and then in addi
tion find them able to change their plans in response to the price changes. 
Second, the problems of calculating prices equal to marginal cost when 
demand fluctuates over a cycle may be complex, especially if appropriate 
production techniques also must be chosen. Sometimes costs arise in more 
than one dimension, as when each house to be served electricity may add 
to the cost of an electric utility, apart from the cost of generating kilo
watt-hours of electricity. Ideally, two-part prices are determined for such 
cases, with each part equaling marginal cost, but fixed fees usefully raise 
revenue when pricing usage at marginal cost alone could cause a deficit. 
A choice between two-part tariffs yields a block tariff, which allows im
provement in welfare and will have at least one unit price in the largest 
quantity block equal to marginal cost. Another example of a pricing prob
lem is an externality, which is an unpriced side effect of one person's de
cision that is felt by another or others. We examined highway congestion, 
which exists in cities at above optimal levels because each of us can join a 
traffic flow at average cost rather than marginal cost. We showed how, in 
principle, a gasoline tax might alleviate this problem. 

Several different approaches have been taken in modeling the various 
problems discussed here. At points, discussions were more lengthy than 
the problems themselves warranted, in order that the different approaches 
could be illustrated in relatively simple situations. Consumer surplus rep
resented welfare in our analysis of all the peak-load problems. Indirect 

in London, see Ministry of Transport ( 1964). The proposals could improve the efficiency 
of road use, but they were unpopular politically. The difference between economists, who 
tend to favor efficiency goals in this case and in others, and politicians and the public, 
who focus more on equity, is interestingly described by Blinder (1982, 1987). For more on 
the economist's frame of reference see Rhoads ( 1985). 
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utility functions were used in the multipart pricing problem because they 
can represent conveniently the more complex individual choice involved 
when a consumer pays two prices to receive a service and may decide not 
to consume it at all . Graphic representations of consumer surplus were 
used in considering block tariffs. Utility functions represented consumer 
welfare in our analysis of the externality; modeling in this way can be espe
cially useful if one person's consumption affects another directly through 
the utility functions, as often happens with externalities. In the external
ity case, income adjustments also were made, and income-compensated 
(Slutsky) demand functions resulted. The externality problem also took 
a different form in which welfare was maximized subject to explicit con
straints, using the method of Lagrange multipliers. 

These examples focused primarily on efficiency, and solutions often were 
found that served efficiency simply and perfectly. In Chapter 5 we deal 
with limitations that can prevent such ideal solutions. Income distribu
tion aims of pricing are considered in Chapter 6. 

Questions 

4. 1 .  One way to define a peak-load problem is to orient the costs and demands 
to the separate periods of the demand cycle. Suppose, for example, that 
each 24 hours is divided into two 12-hour-long pricing periods for electricity 
demand. We can call them day and night. In the day, kilowatt-hour demand 
is at the level P1 = 20 - 0.0lQ, and in the night, demand is P2 = IO - O.OI Q2• 
Let operating cost be zero and capacity for two units per day, or one unit 
each period, costs 20. What is the optimal capacity and what are the opti
mal peak and off-peak prices? Use graphic as well as arithmetic methods to 
demonstrate a solution. 

4.2. As an alternative to the definitions in Question 4.1, suppose that we orient 
costs and demands for electricity to the entire demand cycle. For example, 
let daytime demand for kilowatt-hours, if it lasted 24 hours, be P1 = 20 -
0.0I Q1 and nighttime demand o n  the same basis be P 2  = I0- 0.0I Q2• The 
cost of a unit of capacity to turn out a kilowatt of electricity is IO, and 
operating cost is zero. Then if there are two equal-length day and night 
periods, demand for capacity can be represented as ( l/2) (20 - 0.0I Q1 ) +  
( l/2) ( I0 - 0.01Q2) ,  with the condition that neither of these terms can be 
less than zero. 
(a) What is the optimal capacity and what are the optimal peak and off

peak prices? Use graphic as well as arithmetic methods to demonstrate 
a solution. 

(b) Now assume that the peak demand lasts only 8 hours rather than 12,  
and that the off-peak demand is in effect 16 hours, while all  other facts 
are the same. Find the optimal capacity and peak and off-peak prices. 
Explain why the solution differs from that in part (a). 

4.3. Consider the problem of a telegraph service between two cities that faces de
mands for two periods of equal length over the daily cycle, represented as 



        
       

4.7 Summary 

P1 = 15 - 0.025Q1 and P2 = 10 - 0.025Q2, 
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where P1 and P2 are prices of messages in the two periods and Q1 and Q2 are 
quantities. The service has capacity to produce 400 telegraph messages per 
day. Operating cost is $1 per message per day and capacity to connect the 
two cities costs $2 per day. It  is impossible to transmit more than the rated 
message capacity in the time guaranteed, and so additional customers must 
be turned away. 
(a) At the given capacity level, what are welfare-maximizing peak and off

peak prices? 
(b) What is the socially optimal capacity level? 
(c) What are the optimal peak and off-peak prices at the socially optimal 

capacity level? 
(d) Does the solution in (c) use capacity as efficiently as the solution in (a)? 

If not, how can the solution in (c) be preferable to that in (a)? 
4.4. Consider a telephone service facing demands per call over two equal-length 

( 12-hour-long) periods of the day represented by 

P1 = 9 - 0.02Q1 and P2 = 8 - 0.02Q2, 

where P1 and P2 are prices per call in the two periods and Q1 and Q2 are the 
number of calls. Operating cost for phone service is $1  per call and capacity 
for one call costs $5 per day. Demand for calls in excess of the capacity can
not be served. 
(a) What is the socially optimal capacity level? 
(b) What are the optimal peak and off-peak prices per call at the socially 

optimal capacity level? 
(c) Calculate consumer surplus at the solution obtained in (a) and (b).  

4.5.  Suppose that two techniques of producing electricity have costs per kilowatt 
and kilowatt-hour corresponding to B1 = $20, b1 = $220 (for internal com
bustion) and B2 = $100, b2 = $20 ( for coal steam). 
(a) Determine the optimal period of the demand cycle for peak and off

peak pricing, indicating which technique(s) should be used in each pe
riod of the cycle. 

(b) Specify optimal kilowatt-hour prices for peak and off-peak periods, 
assuming that if a technique is used in a period it is operated 100 per
cent of the time in that period . 

4.6. Suppose that three techniques of producing electricity have costs per kilo
watt and kilowatt-hour corresponding to B1 = $20, b1 = $240 (for internal 
combustion); B2 = $40, b2 = $180 (for oil steam); and B3 = $100, b3 = $20 
(for coal steam). 
(a) Determine optimal pricing periods and indicate which technique(s) 

should be used in each period. 
(b) Determine optimal kilowatt-hour prices for the periods, assuming that 

if  a technique is used in a period it is operated 100 percent of the time 
in that period. 



        
       

C H A P T E R  5 

Second-best public pricing 

5 . 1  Introduction 

Pricing by a public enterprise is labeled "second-best" when the enterprise 
must depart from ideal marginal cost prices for some accepted reason, 
such as to avoid too great a financial loss, and does so in a way that mini
mizes the consequent loss in economic welfare. The traditional "natural 
monopoly" faced precisely this problem. Since further economies of scale 
could be realized even after all demand was met, marginal cost would lie 
below average cost, and pricing at marginal cost would result in a deficit .  
For two main reasons such a deficit might be  regarded as  unacceptable 
even in a welfare-maximizing public enterprise. If price is set at marginal 
cost and general tax revenue is used to meet the resulting deficit, some 
nonusers may be forced to contribute to the cost of the service, and that 
seems unfair. In addition, a general tax probably will introduce price dis
tortions elsewhere in the economy, since only a lump-sum tax would not 
move prices away from marginal cost levels ,  and a perfect lump-sum tax 
is infeasible. So pricing above marginal cost may be proposed for the 
public enterprise as an alternative way to avoid the deficit . 

I f  more than one good or service is produced by the public enterprise, 
the question then arises, How are departures from marginal cost prices to 
be made? Second-best pricing provides one answer, for it defines the most 
efficient prices that are possible given any specific constraint that must be 
satisfied, such as a budget constraint requiring total revenue to equal total 
cost. Second-best multipart prices also can be defined, and effects of un
certainty can be considered. We begin by discussing the taxation princi
ples underlying second-best pricing in this situation. 

5.2 The Ramsey optimal taxation principle 

One approach we can take to the decreasing cost-pricing problem is to im
pose a budget constraint on the firm, requiring, for example, that it break 
even on its operations rather than lose money.1 By maximizing welfare 

I The problem of pricing under decreasing cost was treated systematically in Section 2.6. 
Tests to determine whether a natural monopoly exists are set out by Baumol (1977). 
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subject to such a constraint, it is possible to derive second-best pricing 
rules, rules that are not ideal yet allow as much welfare as possible for a 
given class of prices while satisfying the constraint. The first to pose the 
problem this way was the French economist Marcel Boiteux (1956) . The 
budget constraint can be rationalized as a requirement to avoid the un
fairness of income transfers that would accompanv marginal cost pricing 
when nonusers of the service had to pay taxes to finance the deficit. Lump
sum taxes, which would magically subtract the right amount of income 
from everyone without affecting marginal decisions, would of course af
ford a better way to meet the deficit, but such taxes are going to be ig
nored here on the ground that they are infeasible. Optimal per unit taxes, 
which in the public enterprise are like departures from marginal cost prices, 
were derived by the mathematician Frank Ramsey 60 years ago. 

A clear exposition of the Ramsey (1927) optimal taxation principle, as 
it applies to the public enterprise problem of choosing uniform prices, has 
been provided by Baumol and Bradford ( 1970). To present the essence of 
the problem, they propose a measure of welfare such as consumer surplus, 
denoted by W(P1 o . . .  , Pn) ,  where P1 , • • •  , Pn are prices of the public enter
prise's n goods or services, q 1 , • • •  , q n ·  A profit constraint 7r(P 1 ,  • • •  , Pn) = 
M is imposed on the enterprise. Maximization of welfare subject to the 
constraint, with A. the Lagrange multiplier, then yields 

aw = >.. o7r 
aP1 aP1 ' j = l , . . .  , n. ( 1 )  

Baumol and Bradford accept the consumer surplus assumptions that 
will make oW/oP1 = -q1, assumptions we examined in Sections 2.4 and 
2 . 5 .2 A concrete form for the welfare function in this case might be the 
sum of consumer surpluses, 

n f q - l(O) 
W= L J j Q1(P) dP, 

j = I pl 
and the profit or budget constraints, 7r = M, could be 

n 
7r =  � P1Q1 - C1 (Q1 ) = M, 

J = l 

(2) 

where C1 (q1 )  is the total cost for good or service j. Notice that differentiat
ing this welfare function with respect to P1 yields -q1 . Differentiating the 
profit constraint yields q1 + P1 dq/dP1 -MC1 dqjdP1 , which is equivalent 
also to (P1 + QJ oP1/0q1)dq1/dP; - MC1 dqjd�, where P1 + q1 oP1/oq1 
2 The crucial assumption is that the effect of the ith person's utility on social welfare, W;, 

equals the reciprocal of the ith person's marginal utility of income. This assumption ac
cepts the current distribution of income. 
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equals marginal revenue. Since ( 1 )  applies to all j, on substituting -q1 for 
aw/aP1 in ( 1 )  and solving for -A, we have 

� _ 1 a7r _ 1 a7r - /\  - - - - all j � k. - q1 aP1 - qk aPk ' 
(3) 

which indicates that, at the optimum, marginal profit yields will be pro
portional to outputs. This is the first of four forms in which Baumol and 
Bradford presented the optimal pricing rule. 

Let MR1, MC1, and E11 be marginal revenue, marginal cost, and own
price elasticity of demand for the jth good, and for simplicity assume 
that all cross-elasticities of demand are zero, as in the sum of consumer 
surpluses welfare function above. Then we can use 

a7r /aP; = (P; + Q; aP; /aqj -MC; )dq;f dP; ' 
and continuity of q1 (P1 )  which permits dq1/dP1 = 1/(dP1/dq1) ,  to rear
range (3) in the form 

-qj dP;/dqj = A(P; + Q; aP;/aq; -MC;) .  
Adding P; + Q; aP; I aqj -MC; t o  both sides then yields 

P1 -MC1 = l + A =  Pk -MCk 
all j � k, MR1 -MC1 MRk -MCk ' (4) 

which is a second form of the rule, the ratios of price minus marginal 
cost to marginal revenue minus marginal cost must be equal for all goods. 
We can rewrite this equation in the form 

-A(P1 -MC1) = ( 1  + A)Q; dP1/dq1 , 
which on dividing by P1 and -A yields a third, most common, form of 
the rule,3 

P- -MC ( l + A )( 1 ) 1 
P1 

1 = -A- -E11 ' j = l , .  . . , n, (5) 

where E11 = (dq1/dP1) (P1/q1) .  This is the so-called inverse elasticity rule, 
indicating that the differences between price and marginal cost , as a frac
tion of price, should be inversely related to demand elasticities. 

One can see from the form of the rule in (5) a similarity to the well
known monopoly pricing rule, which in this case would take the form, 

P -MC · J J -
P; - -E11 . (6) 

3 Notice from above that >. = -q1/(q1 + (Pj - MC1 )oq1/oPj) .  With oqj/oPJ < O, it is rea
sonable to expect 0 <  Qj + (P1 - MC1)oq1/oPJ < q1, which implies >. <  - 1 .  This means in 
turn that ( I + >.)/>. < I ,  so (Pj - MCJ)/Pj must be some fraction of 1/(-EJJ> ·  
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The monopoly is very efficient at raising revenue, and when raising reve
nue is socially desirable it should not be surprising that a rule like (6) is 
applied, but only fractionally, as indicated in (5) (see n .  3). Thus one in
terpretation of the Ramsey pricing rule is that it  uses monopoly pricing 
principles just enough to meet the budget constraint that is imposed on it. 

Finally, consider the difference between price and marginal cost as P; -
MC1 = tiP1 .  Then (5) can be arranged in the form 

dqj 1 + >. 
dP· 

AP1 = ->.-qi . J 
I f  we interpret the left-hand side of this expression as the change, tiq1, 
that would result if  we changed price from MC1 to P1, we can obtain 

Aq1 _ 1 + >. 
Q; - ->.- ' all j, (7) 

which calls for all quantities to depart from their marginal cost price lev
els in the same uniform proportion. This is the fourth form of the rule, 
and it holds quite generally. 

The relation in (7) will hold even after nonzero cross-elasticities of de
mand are taken into account, or at least it will hold approximately; opti
mal prices will cause quantities to change by a uniform percentage. This 
reminds us that optimal resource allocation ultimately is defined in terms 
of quantities rather than prices. We say the rule is approximate because it 
holds exactly only if income elasticities of demand among the taxed goods 
are equal (Sandmo 1976) . To derive (7) from a more general model that 
allows nonzero cross-elasticities of demand, we need aqk/aP1 = aq1/aPko 
and although this holds for compensated demands (Ski = s1k) it will hold 
for ordinary demands only if income elasticities of demand are equal (see 
Section 2.3).  

Several interesting questions are raised by interdependencies in the form 
of nonzero cross-elasticities of demand among various services. First, we 
might wonder what happens if there are interactions with private sector 
services. And in such a complex situation we might also wonder how solu
tion prices actually can be found. We just noted that, when there are inter
actions due to nonzero cross-elasticities of demand, the question whether 
quantities are all changed by a uniform proportion in moving to Ram
sey prices is more complicated. A related question is when, exactly, will 
prices move away from marginal costs by the same proportion? To exam
ine these questions we need a more complete model . 

5.3 Second-best pricing 

We now turn to second-best pricing for a public enterprise in more detail .  
We assume one price for each service and consider interrelations among 
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demands for different services, not only among the public services but 
also between public and private services. We postpone discussion of cost 
conditions such as economies of scale or economies of scope, except to 
presume here that pricing at marginal cost will not yield enough revenue 
to cover total cost in the public enterprise. We do not deal with interme
diate goods and we ignore any strategic actions between private and pub
lic firms, in the event they are few in number, by assuming that the private 
prices and costs are given. In Section 5 .4 we treat uncertainty in demands, 
but here all is known with certainty. 

The framework for second-best analysis first worked out by Frank Ram
sey (1927) and formally applied to public enterprise pricing by M .  Boiteux 
(1956) does not rest on the assumption of a totally isolated public sector, 
where the cross-price elasticities of demand between each of the services 
of the public enterprise and all other goods are zero. This assumption of 
zero cross-price elasticity has often been made for convenience, to permit 
the derivation of easily applied pricing rules or to illustrate a particular 
case (see Baumol and Bradford 1970; Lerner 1970).4 And the simple rule 
is often useful. Of course the cross-price elasticities of demand are not 
always zero. M .  Boiteux's original model ( 1956) took into account pro
duction by private sector firms, but the privately produced goods or ser
vices were identical to publicly produced ones and more general cross
elasticity conditions between public and private goods and services were 
not examined. R .  Rees (1968) and H .  Mohring ( 1970) developed models 
that considered nonzero cross-price elasticities within the public sector, 
and Rees considered strategic interaction with the private sector. A. Berg
son (1972) developed a model that considered all possible cross-price elas
ticities, with private as well as other public services, but did not allow for 
a budget constraint. Braeutigam (1979) and Sherman and George (1979) 
examined the problem faced by the budget-constrained public enterprise 
when its prices would affect both other public and private demands.5 

We use the following notation: 

qj = the amount of the jth service consumed by the i th individ
ual (i = 1 ,  . . .  , I; j = 1 ,  . . .  , n ) ;  

qb  = the amount of  labor supplied by  the i th individual (treated 
as negative in sign); 

Qj = L f = 1 qj = the total amount of the j th service; 
Qi . . . . , Qm = services of the public enterprise; 

4 Indeed, Davis and Whinston (1965) point out that because of low cross-elasticities of de
mand, second-best circumstances may not have implications as far reaching as Lipsey and 
Lancaster ( 1956) had claimed. 

5 The following is based in part on Sherman and George (1979), but is simpler and does not 
maximize with respect to incomes to obtain Slutsky compensated demands. 
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Q m + 1 , • • •  , Q n = services produced in the private sector; 
P1 = prices for labor and the public and private sector services, 

with P0 = 1 serving as numeraire and Pm+ I >  . . .  , Pn ,  assumed to 
be fixed exogenously; 

cm = the total cost of producing the m services of the public en
terprise = Cm( Qi .  . . . .  Qm; wl • 

· 
· · • w,) where w1 , . . .  , w1 are in

put prices (in units of numeraire, Q0) that are assumed con
stant and will therefore be suppressed; 

CJ = the total cost of producing the j th private service for j = 
m + 1 ,  . . .  , n (in units of the numeraire, Q0). 

Additional subscripts represent differentiation by the subscript variable 
added. 

The i th consumer seeks to maximize the quasi-concave, continuous, 
and twice differentiable utility function, 

(8) 
subject to the income constraint 

n 
k P;q}= O. (9) 

) = 0 

Equation (9) is 2,J = 1 P1qj = qb because q0 is negative and numeraire. With 
T/; representing the Lagrange multiplier associated with the individual's 
income constraint, we find from necessary conditions for a solution to 
the ith consumer's problem 

(10) 

auiaq1 = u}= 71 ;P1, for ) = 1 , . . .  , n, ( 1 1 )  

and of course (9) as  well. From these conditions we can obtain the (sup
ply and) demand functions 

(12) 

It will be useful later to have derivatives of the budget constraint (9) with 
respect to the P/s ( aq 1/ aP1 = q k;) : 

n 
qj+ k Pkq£1 = 0, for J = O, . . . , n  

k = O  
(13) 

(where qb will be negative). Furthermore, if we aggregate (9) over all i as 
2.Z = O Pk Qk = 0 and differentiate with respect to j, we obtain 

n 
Q; + k PkQk; = O, for ) = 1 , . . .  , m. 

k = O  
(14) 
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We take as our social welfare objective a welfare function that com
bines the utilities of all I individuals, 

W= W(u 1 , • • •  , u1) , (15) 
subject to two constraints. Since labor is the only input in our very simple 
economy, total labor incomes must equal total costs: 

I n 
� qb = Qo = Cm + � Ck. 
i = I  k =m+ I  

( 16) 

In addition we require that the public sector firm earn only the amount B 
on all its operations: 

m 
B =  � PkQk - cm. (17) 

k = I 
Equation (17) is the condition that may prevent marginal cost pricing, so 
it creates a second-best problem. 

Maximizing with respect to public sector prices, Pi . . . .  , Pn , a Lagrang
ian function L , comprising the consumer welfare function (15) subject to 
constraints (16) and (17) (where we have Lagrange multipliers -A. for con
straints (16) and µ for constraint ( 17)), we find 

iJL I n i i [ m m n k ] 
- == � W; � ukqkJ - x. � ck QkJ + � ck QkJ - QoJ 
j)pj i = I  k = O k=I k=m+ I  

+ µ [QJ + � (Pk - Ck>QkJ] = o for j == 1 ,  . . . , m. ( 18) k = I  
We assume Cf = 0  for all j = 1 ,  . . .  , m and k =  m + 1 ,  . . .  , n; there are no 
cost interdependencies between public and private sectors. 

The necessary conditions (18) can be simplified by making use of infor
mation from the individuals' utility-maximizing conditions .  Using (10), 
(1 1), and (13), the �f = 1 W; �Z =O u[qt term in ( 18) can be converted into -�f= t  W; 71;qj . Accepting the current income distribution by assuming 
that W; = l /71i  will reduce this term to -QJ. Next we can use (14) and sub
stitute for Q01 in (18). Then ( 18) becomes 

-Q1 + A. [Q1 +  � (Pk - Cf:')QkJ + ± (Fk - Cf)QkJ] k = l  k =m+ I  

+ µ [Q1 + � (Pk - Cf')QkJ] = 0 ,  for j = 1 ,  . . . , m ,  (19) k = l  
where we place bars over the Pk for k = m + 1 ,  . . .  , n t o  remind u s  that 
these prices are constant. Let us now assume that income elasticities of 
demand are equal for all goods . This will make QkJ = Q1k even though 
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we d o  not have compensated demands (see Section 2.3) .  Then with �kJ = 
Qk;P;/Qk representing the uncompensated price elasticity of demand,  
we  can rearrange ( 19) to  obtain 

m Pk- ck A. + µ - l  ( A. ) (  n Pk - ck ) � p <-�;k) = >.. + - " +  � p (-�;k) ' k = I k µ /'\ µ k = m+ I k 
j = l , . . . , m. (20) 

If cross-elasticities of demand are all zero, the public sector price terms 
other than the jth and the private sector price term on the right-hand side 
will vanish; the result is the " inverse elasticity" form of the pricing rule, 
the Ramsey rule as contained in equation (5) of Section 5 .2,  

Pk -ck ( A.+µ- 1 ) (  l ) 
Pk 

= >.. + µ  -�kk 
, k = l , . . .  , m. (21) 

Let us now use the more complicated model we have developed in this 
section to treat issues that the model of Section 5 .2  was unable to shed 
light on. 

Solutions with private goods interaction 
In a practical problem, even the simple zero cross-elasticity solutions in 
equation (21) are not easy to find, because it is usually difficult to solve 
for values of the Lagrange multipliers. It is sensible then to assume some 
value for ( A.+ µ- 1 )/(A. + µ) , say " where 0 < "  < l ,  and find prices using 
cost and demand elasticity information 

(22) 

With PJ/s thus obtained, Q/s and cm also can be found, so it can be de
termined whether the constraint (17) is satisfied ( (16) should always be sat
isfied because it contains no exogenous value like B in (17)) .  If more (less) 
than B is raised by the P;,'s, a lower (higher) value of " can be chosen and 
the process repeated. When a set of prices satisfies the budget constraint 
(17) to a close enough approximation, they are solution prices. 

If only two prices are sought (k = l, 2 ) ,  the knowledge that Ramsey 
prices require a proportional reduction in quantities from a solution where 
prices equal marginal costs can be used to determine the relative magni
tudes of q1 and q2• Since relative quantities will then be the same under 
Ramsey price as under marginal cost prices, one of the quantities can be 
eliminated to obtain an analytical solution (see Question 5 . 1 ) .  But in prac
tice most cases involve more than two goods or services, and trial and er
ror repetition is usually required. It is sometimes useful to draw graphs 
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and estimate contributions to meet the constraint (17) from areas in the 
graphs. 

The same general procedure can be applied to the more complicated 
equation (20). Suppose the right-hand-side elasticities are known and not 
zero. The price-cost margins are also assumed to be known, and they af
fect optimal public sector prices only if Pk. -;t Cf for some private service. 
If we let (A+ µ - 1  )/(A+ µ) = a, the coefficient of the second right-hand
side term including private price-cost margins is ( 1 - a) A. We know that 
}.. > 0 and µ > 0, and 0 < a <  1. As the budget constraint is more burden
some (B is greater) µ and hence a will be larger, and as a is larger, the 
influence of private sector price-cost margins will tend to grow smaller. 
Without knowing values of the Lagrange multipliers it is difficult to weight 
the right-hand-side terms. However, if prices are not very far away from 
marginal costs then it is reasonable to expect }.. "" 1, because if more re
sources were available they could be translated almost fully into welfare 
gains. I f }.. = 1 is assumed, equations (20) can be solved using matrix meth
ods . For various values of a, specific prices can then be found and tested 
until they satisfy the budget constraint in (17). In the typical case, prices 
will equal marginal costs for the private sector firms, and interactions with 
the private sector can be ignored ( Braeutigam 1979; Sherman and George 
1979) . Without any assumption about A, a can then be varied until the 
constraint (17) is satisfied. Modern computers make this method of suc
cessive approximation feasible even for large problems. 

Although our discussion has been in terms of demand elasticities, it is 
possible to derive an equation like (20) in terms of demand curve slopes 
instead. This would follow from rearranging (19) and interpreting Q1<./s 
as the slopes of linear demand curves.6 The trial-and-error process can 
then be employed until convergence is obtained. 

Uniform proportional quantity change 
Let us now play down the private sector interdependence, by assuming 
that private sector prices equal marginal costs, so that prices in services 
m + 1 ,  . . .  , n may be ignored. On that assumption, (19) can be repre
sented as 

(23) 

6 Slopes would usually be available from estimates of linear demand curves, whereas elas
ticities would be available if log-linear functions were estimated. Recall that, when de
mand functions that reflect no compensation are used, the outcome requires the as
sumption described in Section 2.5,  that each individual has a social weight equal to the 
reciprocal of his or her marginal utility of income. See Dreze (1964, pp. 3 1 -3) and Mohr
ing (1970, Appendix I I )  for interpretation of such a case. 
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Now if we interpret the departure of price from marginal cost, Pk -Cf', 
as APb and if Qkj = Qjk • (23) can be rearranged as 

m Q ·k 1 - A - µ  . � APk Q
1 = , J = l , . . .  , m. (24) k = I  j A+ µ  

With � ;;'  = 1 APk aQj/aPk = AQ1, the left-hand side of (24) is the propor
tional change in Q1 due to prices that depart from marginal costs, and, 
since the right-hand side is constant, we have 

(25) 

The result in (25) was demonstrated in (7), but here, with nonzero cross
elasticities explicitly represented, we can see that it holds only if QkJ = 
Q1k (Sandmo 1976). Having this symmetry in cross-derivatives requires 
equal income elasticities of demand (shown in Section 2.3).  To see how 
nicely this condition would be satisfied with compensated demands, re
call that by definition Qkj = skj - Qj aQkf ay, where y is income leading 
to an income effect of the price change, -Q1 aQkfay, and Skj is the sub
stitution effect.  We can then substitute for Q kJ in (24) and obtain 

m -a m aQk � APkSk1 = --Q1 + Q1 � APk - , j = l , . . . , m. (26) 
k = I  ( 1 - a )  k = I  ay 
With Ski =  SJk • we have 

AQ · -a m aQk --1 = -- + � APk - ,  j = l, .  . . , m, Qj ( 1 - a)  k = I  ay (27) 

and since the right-hand side is the same for every j (j does not appear) ,  
we have (25). 

If we do not have compensated demands, which is usually the case, 
and there is reason to belive that QkJ -;it. QJk • we can follow Sandmo (1976) 
to determine consequences by noting 

Qkj = Q1k + Qk aQj/ay - Q1 aQkf dy. 
Then our progression from (23) to (24) with Q1k -;it. Q1k would lead to 

m Qjk - a m ( Qk ) . � APk -
Q = -

( 1-- - � APk - (E1y -Eky) , 1 = 1, .  . . , m. (28) 
k = I  j - a )  k = I  Y 
We now see on the right-hand side that i f  the income elasticity of demand 
for service j is higher than the average for all services, using contribu
tions to profit as a fraction of total income as weights, there should be 
a greater-than-average reduction in the quantity of service j. Of course, 
when income elasticities are equal, the term on the right in (28) will be 
zero and the condition in (25) will be satisfied; the proportional quantity 
changes will be uniform. 
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Uniform ratio of price to marginal cost 
Whether all commodity tax rates should be the same is an old issue in the 
subject of optimal taxation, and it arises here in the question of whether 
departures from marginal costs, as fractions of public enterprise prices, 
should be uniform. I f  all goods and services, including leisure, can be 
taxed, we know that all tax rates should be the same to avoid inefficien
cies. For a tax on leisure would be equivalent in its marginal effect to a 
subsidy to labor, and a rate of subsidy to labor that is matched exactly by 
a tax on all commodities of the same rate will be nondistortionary. Higher 
effective commodity prices are offset perfectly by greater incomes through 
the subsidy to labor. But as Baumol and Bradford (1970) emphasized, 
such a nondistortionary scheme also is not very useful; tax proceeds go 
entirely to pay the labor subsidy, so the system generates no net revenue. 

If labor supply, and therefore leisure demand, is perfectly inelastic, we 
can show that uniform tax rates, or uniform proportionate departures 
from marginal cost for public enterprise prices, are in order. If uniform 
tax rates are optimal when all things are taxed, the same rates might be 
expected when an item that cannot be taxed has inelastic demand. We 
shall illustrate this result in a more manageable case than we have consid
ered thus far. We assume that there are only two services, and that both 
are produced by a public enterprise using labor. This revealing example is 
based in Corlett and Hague (1953-4) and Sandmo (1976). It is revealing 
because it shows implications for optimal prices (or optimal commodity 
taxes) when leisure cannot be taxed. 

Utility functions for the simple case of labor and two services are 

(29) 

and the individual budget constraint is the same as in (9), but the services 
now are indexed l and 2, and labor is qb, so 

2 
L P1qJ = 0. (9) 

) = 0 
Welfare is again a function of individual utilities as in (15), 

W= W(u 1 , . . . , u 1 ) .  (15) 

Because the public enterprise produces all goods, we need only the bud
get constraint on its operations, 

2 
B =  L Pk Qk - cm. 

k = I  
(30) 

Maximizing with respect to P1 and P2 the objective function (15), sub
ject to the constraint (30), yields 
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itl
Wi k�O ufot + µ [Q; +kt (Pk - Cf) QkJ] = O, } = 1 , 2. (31)  

By using the necessary conditions of individual utility maximization as 
before (conditions like ( 10) , ( 1 1) ,  and (13),  plus Wi = l/71i), (31)  yields 

n 1 - µ  � (Pk - Cf1>Qk; = - Q1 , j ::::: l , 2, k = I µ 
which can be expressed in terms of price-cost margins and price elastici
ties of demand, 

n Pk - Cf 1 - µ  . � p �jk = - , J == l , 2 . (32) k = I  k µ 
To obtain (32) we must assume QJk = QkJ (so that �Jk == �kJ PkQdP1Q; ) , 
and so we must assume equal income elasticities of demand. In view of 
the small number of services involved, (32) can easily be stated in full: 

Pi - Ci Pi - C!f1 1 - µ 
--- �1 1 + E 1i == -- ,  Pi Pi µ 
Pi - Ci Pi - C!f' l - µ  --- b +  Eii = -- . P1 Pi µ 

These two equations can be solved for the two price-cost margins, 

Pi - Ci ( I - µ ) Eii - fo 
P1 

= -
µ
-

E1 1 E22 - foE21 ' 
P2 - C!f1 ( 1 - µ ) E1 1 - Eii 

P2 
= -

µ
-

Eu �22 - fob . 
(33) 

It  remains now to interpret (33) . To do this , we first state for our sim
ple example the condition (14): 

Q1 + Pi Qu + P2 Q21 + P0Q01 == 0, J = l , 2. 

With the assumption that Q;k = QkJ • this can be expressed as 

E; i + E1i + E1o = - l ,  J = l , 2. 

Using (34) to substitute for fo and b in (33), we obtain 

P1 - Cj 
== ( 1 - µ ) 1 + �11 + �2i + E10 

P1 µ E 1 1 E2i - E i2b ' 
P2 - C!f1 == ( l - µ ) l + E u + E22 + E20

. P2 µ �II E12 - E12E21 

(34) 

(35) 

Now if labor is perfectly inelastic in supply, we know E 10 = E20 = 0, and 
then the two right-hand sides in (35) will be identical. That means for Pi 
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and P2 that the price-cost margins, or the markups above marginal cost, 
will be identical if labor supply is perfectly inelastic; the ratios of price to 
marginal cost will be uniform. 

With labor inelastic in supply, the demand for leisure must also be in
elastic. Our inability to tax leisure then does not affect its quantity, so the 
uniform rate, which would be appropriate if leisure could be taxed, is de
sirable. The Ramsey rule relies on demand elasticity only when labor is 
not inelastically supplied, and then the rule is an indirect effort to tax lei
sure . After all ,  a higher tax on a good with less elastic demand will take 
more income from individuals and thereby force them to abandon more 
leisure. This interpretation is confirmed in a different way in (35). Sup
pose � 10> �20, meaning that Q1 is more complementary with labor than 
is Q2• Because ( 1 - µ)/µ < 0 and � 1 1 �22- fo b > 0, (35) implies that in that 
case (P1 - C(1)/P1 < (P2- Cf)/P2• The optimal markup, or tax rate, is 
lower ( higher) on the stronger (weaker) complement to labor because tax
ing that good or service will force a greater ( lesser) reduction in labor. The 
optimal markup is then higher on the complement to leisure, so it forces 
individuals to abandon more leisure. 

Thus , although the statement of optimal price-cost margins with all 
interactions as in (20) is complex, the effects of the interactions can be 
interpreted nicely. We see the logic of the second-best that lies behind 
Ramsey pricing, not only in the budget constraint that may prevent pric
ing at marginal cost, but also in the achievement of some effects of a tax 
on leisure, when that is impossible. We also can see that, despite its com
plexity, a set of equations like (20) can be solved for optimal prices. 

5.4 Second-best pricing under uncertainty 

When we considered peak-load pricing under uncertainty in Section 4.4, 
we discovered that uncertainty can prevent prices from always clearing 
markets. If demand exceeds capacity at the prevailing price, we need to 
know something about the value of the service to those who actually re
ceive it in order to estimate consumer surplus. This same problem about 
the efficiency of nonprice rationing without market-clearing prices arises 
when we consider second-best pricing under uncertainty, because the sim
ilarity between Ramsey prices and monopoly prices in equations (5) and 
(6) persists, but only if nonprice rationing is perfectly efficient even when 
prices cannot clear markets. If rationing is not perfect when prices cannot 
clear markets, then prices should be higher and capacity should be greater. 
Higher prices ration the service to those most willing to pay and can thus 
assure more benefit, because the service will go to those who value it most. 
Capacity can also be increased with higher prices, while still satisfying 
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the budget constraint , so service can be provided to more consumers. The 
particular trade-off to be struck between price and reliability of service 
will depend on the budget constraint and the efficiency of the nonprice 
rationing that occurs. 

A monopoly solution 
We begin by obtaining for later comparison the prices and capacity that 
would be chosen by an unregulated profit-maximizing monopolist. In turn
ing to welfare-maximizing solutions, we first assume (as did Brown-John
son 1969; for another representation, see Marchand 1973) that persons 
who value service most will receive it even when demand exceeds capacity 
at the unchanging price; that is, markets always are cleared efficiently de
spite the absence of a genuine market-clearing price. In this case, optimal 
prices turn out to be equal to short-run marginal costs and generally do not 
produce sufficient revenue to cover costs. So, by imposing a break-even 
constraint, we can see how risk will influence optimal second-best prices. 
We find that both expected profit-maximizing and constrained expected 
welfare-maximizing solutions must now contain stochastic elements. How
ever, the solutions are related to one another in a simple manner, analo
gous to the relation exhibited between profit-maximizing and constrained 
welfare-maximizing solutions when demand is certain .  

Consider a peak-load pricing problem involving n services such as  units 
of transportation consumed in n different time periods. The quantity per 
time period can never exceed the rate determined by capacity z, which 
has a cost of (3 for each unit of service that it is capable of producing over 
the demand cycle. Each unit actually produced also requires an operating 
cost of b. In the jth period, demand is Qj(Pj) + uj , where Pj is price, 
Qj(Pj) is expected quantity demanded at price Pj, and uj is a random 
variable with mean zero.7 The function Fj(uj )  is a cumulative distribution 
and fj(uj) is a density function such that Fj(il) = J�00 fj(uj) duj . The i th 
period lasts a fraction a; of the total time interval for the demand cy
cle under consideration (for example, day, month, year), and n periods 
account for the total time interval so � J = 1 aj = 1 .  We assume that these 
demands and distributions for different periods are independent of each 
other, and we consider a horizon of only one time interval. 

Now suppose that there is one monopolistic producer whose object is 
to choose capacity z* as well as n prices Pj*, wherej = 1 ,  . . .  , n time periods 

7 As Carlton (1977) has neatly shown, in the special case of random rationing of available 
supply, whenever excess demand appears, the unconstrained welfare maximum is a break
even solution if the demand uncertainty is multiplicative. In that case there is no need for 
a second-best, zero-profit constrained analysis. 
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over the demand cycle, to maximize expected profit. The starred variables 
represent the producer's chosen values, to distinguish them from other 
values. The expected profit of this monopoly firm can be represented as 

£(7r) = i; a (P�-b> [Q (P*) - f ""  [ Q  (P* ) + u  -z* Jf(u ) du ·] . J J J J J 
• - Q .  (P' ) J J J J J J ; = I z J 1 

- {3z*. (36) 

Expected profit without any capacity cost or capacity limit is simply the 
sum of contributions to profits from all periods, "i1 a1(P1*-b)Q1(Pn. 
But since quantity is limited by costly capacity, we must also take into ac
count forgone profit when demand cannot be satisfied because Q1<Pn + 
u1 exceeds z*. Moreover, we must subtract the cost of capacity {3z*. To 
ensure that quantity demanded is never negative, we require that the error 
term u1 never take a value so negative that -u1 exceeds Q1(P1* ) .  Thus we 
assume that Q1<Pn+ u1 � o. As a practical matter, such a requirement is 
certainly plausible, because at a given price the fluctuations in quantity 
that we ordinarily can expect are small in proportion to average quantity. 

Taking derivatives of (36) with respect to capacity and the n prices and 
setting them equal to zero, we obtain 

a£(7r) r * r00  * * I" d apJ* = a1 lQ1 (P1 ) - Jz'-Qj (P' ) [Q1 (P1 ) + u1 -Z ]J;(uJ) U; 

+ (P*-b> [Q' (P* > - f"" Q'· (P* )f(u ) du ] ] = o, J J J Jz'-Qj(Pj ) J J J J J 
j = l , . . . , n, (37) 

a£(7r ) n 
* 1"" 

-- = � a · (P -b) . f(u ) du - {3 = 0. az* . J J '-Q · (P') J J J ; = I Z 1 1 
Letting demand elasticities in all periods be represented as 

t _ -P1Q}<P1> · - l 2 c.1 - Q1 (P1) ' J - ' , . . .  , n, 

we obtain from (37) the implicit pricing rule, 

<P1*-b >0 <z -Q1 <Pn> = � [1 - E(ed1> J P/ �i Q1 (Pn ' 
where 

i = 1 , 2, . . . , n, 

E(ed ) =  f"" [Q ·(P* ) + u  -z* Jj.(u ) du J Jz'-Q (P') J J J J J J J J 

(38) 

(39) 

(40) 

(41) 

is expected excess demand. Notice that, if we place the price-cost margin, 
(P1* -b)/P/, on the left side of (40), we shall then have on the right side 
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(42) 

from the definition of expected elasticity, E(�1 ) , due to Tschirhart ( 1978). 
Since Qj(P1) only applies when demand is reliably met, the derivative 
will on average be Qj(P1)F[z -Q1(P1)] , and Q1(P1) -E(ed1) is expected 
quantity sold; so this definition of expected elasticity is appealing. Using 
it in (40) , we have 

P*-b  I J
P/ = £(�1) ' 

(43) 

which shows a great similarity to the familiar monopoly pricing rule un
der certainty given in (6) above. 

Setting oE( 7r)/oz* = 0 in (38) yields the capacity condition 

n 
� o:1 <P/-bHt -F1 <z*-Q1 <Pn>J = f3. (44) i = l  

The term l -F(z*-Q1 (P/)) in the capacity condition represents the prob
ability of excess demand; thus equation (44) clearly states that at expected 
profit-maximizing z•, the marginal expected contribution to net revenue 
(from increasing capacity and allowing an additional unit to be sold at 
prices P1*, i = I, . . .  , n when excess demand occurs) is just equal to the mar
ginal cost of extra capacity. 

Efficient nonprice rationing 
Now let us seek criteria for maximizing expected welfare while requiring 
the firm to break even on its operations. As in the monopoly case, we pose 
the problem in a partial equilibrium setting, and assume that Pareto con
ditions are always satisfied elsewhere in the economy. We also ignore in
come effects and assume risk-neutrality so that expected consumer's sur
plus can serve as an indicator of welfare. 

The objective is to choose prices P/ for i = 1 ,  2 ,  . . .  , n, and capacity z*, 
to maximize a welfare function equal to the expected consumer's surplus 
plus revenue ( i .e . ,  willingness to pay) less expected cost ( i .e. , variable cost 
plus capacity cost), subject to the constraint that total revenue will just 
equal total cost. Here we also assume that a service is always distributed 
efficiently, in the sense that consumers who value it most are the ones who 
receive the service whether or not money price is high enough to ensure 
that result. 

Assume that, as in the expected profit-maximizing model, demand in 
period j is given by the function Q1(P1) + u1 , where u1 is distributed with 
density function Jj (u1) and mean zero. Again, period j lasts a fraction 
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a1 of the demand cycle, and z* and the P/'s are unchanging values to be 
chosen and held at the same levels regardless of what actual values of u1 
occur. Total expected consumer's surplus and revenue is 

.± a1 [[ fj(u1) )PQ:-i<-uj ) [Q1 (P1) + u1 ] dP1 du1 +P/Q1(P/)I 
J = I  co J J 

less the expected loss in both consumer's surplus and revenue because 
some consumers are not served ( in this case those who value service least) 
when quantity demanded exceeds capacity: 

n [100 )Q,-l (z'- u ·) � a · f(U · ) J J [Q · (P·) + u · -z * ] dP· dU ·  . J '-Q ·(P') J J p� J J J J J 
J = I  z J J J 

+P'! r 00 f(u ·HQ · (P* ) + u · -z * J du .I . 
J ]z'-Qj<Pj> J J J J J J J 

Variable costs are 

f a ·b [Q ·(P* ) - rec f(u · ) [Q · (P:" ) + u · -z * ]  du ] 
. J J J J '-Q ·(P�) J J J J J J 

J = I  z 1 1 
and capacity cost is {3z. The balanced budget constraint requires that 

f a · (P:"- b) [Q · (P* )- r00 f(u · ) [Q ·(P* ) + u  -z* ] du .I = f3z *. j = I  J J J J Jz'-Qj(Pj)  J J J J J J J 
We can thus construct a second-best problem, maximizing expected con

sumer's surplus plus revenue less variable and capacity costs subject to 
the break-even constraint, by forming the Lagrangian 

LER(P/, z*, >-.) 

= .± a1 [[ fj(u1) 
)
P
Q:-1 <-u; ) [Q1 (P1 ) + u1 ] dP1 du1 +P/Q1(P/ ) 

J = I  co J )co )Q,-l(z'-u ·) - f(u · ) J J [ Q · (P·) + U · - z * ] dP· dU ·  z' - Q · (P�) J J P� J J J J J J J J 
-P'! r ec f(u ·HQ · (P* ) + u · - z * ] du -

J Jz'-Q ·(P�) J J J J J J J J 
-b [Q ·(P'!' )- r 00 f(u ·HQ · (P* ) + u · -z * ] du -] -(3z*I 

J J Jz'-Qj<Pj> J J J J J J J 
+ >J ± a · (P*- b) [Q · (P'! ) - r ec  f(u ·HQ · (P* ) +  U ·  -z* ] du ·] l J = l 1 1 1 1 Jz'-Qj<Pj> 1 1 1 1 1 1 

-(3z * J .  (45) 

Differentiating the Lagrangian with respect to each P/ and z*, and setting 
results equal to zero, we have 
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-- =a >..Q (P ) - >.. ( u · ) [Q - (P· ) + u - -z ] u aLER [ 
• I"" / • • d i1P* J J J z' - Q · (P�J J J J J J J J J J 

+ < 1 + >.. > <P/- b>Q.iU�*>F<z*- Q1<Pn>} = o, 

j = l ,  . . . , n, (46) 

dLER � [ f°" - I 
• • �z · = .� ai j ·-Q · <P� > f1 <u1HQ1 (z - u1) -P1 ] du1 

u J = I z 1 J 

+ (P*-b )  
f°" 

f; (U - ) du } -{3 J Jz • -Q  (P� J J J J J J 

+ >.. [ � a -(P�-b) 
f°" 

f(u -) du · -f3J = 0. (47) .� J J j ' - Q ·(P�) J J J 1 = 1 z 1 J 
Remembering from (42) above our definition of expected demand elastic
ities, we can obtain from (46) optimum pricing rules in the form 

(P* - b) ( >.. ) 1 . J
P/ = l + >.. E(�J) ' J = l ,  . . .  , n. (48) 

Condition (48) is a constrained expected welfare-maximizing counter
part to the expected profit-maximizing implicit pricing rule in equation 
(43). Comparison of equation (48) with equation (43) shows that the only 
difference in form between the second-best expected welfare-maximizing 
profit margin (Pj-b )/ Pj and the expected profit-maximizing profit mar
gin is the constant term >../( I + >.. ) <  I at the right-hand side of (48). The 
relation between the pricing rules for monopoly (43) and for welfare (48) 
goals involves only a constant on the right-hand side, as in the relation 
without risk illustrated in equations (6) and (5) above. 

This similarity is not surprising when one realizes that short-run mar
ginal cost b is the first best price here if nonprice rationing is assumed to 
be efficient. Prices are not used to ensure that service is allotted to those 
with the highest willingness to pay; some nonprice mechanism accom
plishes that by assumption. Prices alone turn away only those unwilling 
to pay marginal operating costs. Thus prices serve the same function in 
this case for both the monopoly profit maximizer and the unconstrained 
welfare maximizer, and that purpose is to raise revenue while turning 
away as few customers as possible. 

From (47) we can obtain the requirement for optimum capacity: 

± a f_>.._ f "" f(u ) [Q :- 1 (z*- u ) - b ] du } = I J ( l + A  Jz•- QJ (Pj )  J J J J J 
+ (i�>.. ) (Pj-b ) ( l -F[z*-Q1(Pj) ] )1 = {3. (49) 



        
       

1 42 5. Second-best public pricing 

Optimum capacity choice under stochastic demand is analogous to that 
under nonstochastic demand. When demand is certain ,  it is known wheth
er excess demand will exist in period j at given P1*, z *  choices; if demand 
is stochastic, excess demand will exist only with some probability. Addi
tional capacity yields benefits in either case only if excess demand exists. 
The marginal benefit from extra capacity would be known exactly if de
mand were nonstochastic, but since demand is stochastic here, the left
hand side of (49) represents expected marginal benefit. The benefit ap
pears as added consumer's surplus and added net revenues that contribute 
to welfare directly and further help to satisfy the break-even constraint. 
If demand were certain, the break-even constraint would not be binding 
( A =  0) as long as the P/ and z* were optimally chosen for the stochastic 
case because, given our cost function, total revenue would equal total 
cost. However, the break-even constraint is binding ( A >  0) when P1*, z *  
are chosen optimally in the stochastic demand model, for without the 
constraint the firm would lose money, as Brown and Johnson (1969) have 
shown. 

Under stochastic demand, the welfare-maximizing capacity rule in (49) 
can be related to the profit-maximizing rule in (44). Notice that, as the 
amount of net operating revenue needed to break even increases, the shad
ow price on the budget constraint A increases. Marginal net revenue then 
becomes the important concern for the welfare maximizer when deciding 
whether to alter capacity size, just as it is for the profit maximizer; as A 
becomes larger, equation (49) (the second-best capacity solution) becomes 
more like equation (44) (the profit-maximizing capacity solution). And 
(49) also yields implicitly a reliability of service that is optimal given the 
break-even constraint. 

Inefficient nonprice rationing 
Sherman and Visscher (1978) proved that when nonprice rationing was 
not perfectly efficient, the second-best prices would be higher and the ca
pacity larger than under the efficient rationing assumption just examined. 
The key to their proof was the observation that an iso-expected consumer 
surplus contour in the P1, z space would be affected by the efficiency of 
nonprice rationing, whereas an iso-expected profit contour would not be. 
After all, the profit-seeking firm is unconcerned about which consumers 
are served when there is excess demand, because profit is unaffected (Har
ris and Raviv 1981 ;  Meyer 1975; Mills 1959) , whereas consumer surplus 
depends on who is served. We shall sketch the idea of the proof and then 
derive the second-best pricing rule for a nonprice rationing case. 

In Figure 5 . I  a zero-expected profit contour and an iso-expected con
sumer surplus contour are illustrated for z and a single P1 on the assump-
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'-------+------ z 
z •  

Figure 5 . 1 .  Zero expected profit and constant expected consumer 
surplus. 

143 

tion of efficient nonprice rationing. The consumer surplus contour will 
change when the efficiency of nonprice rationing changes, but the profit 
contour will not . We shall consider the case of extremely inefficient ra
tioning, in which those consumers willing to pay the lowest price offered 
will be served first. When we derive the slope of the iso-expected consum
er surplus contour for such inefficient rationing at the efficient rationing 
solution, that is at the point P1• , z•, we find that it is steeper than the ef
ficient nonprice-rationing contour. Since the zero-expected profit contour 
does not change, this can only mean that the solution under inefficient ra
tioning is above and to the right of P/, z• in Figure 5 . 1 ,  at a higher P1 and 
larger z. 

It remains to derive second-best pricing and capacity rules when non
price rationing is inefficient. We can form a new Lagrangian from (45) by 
substituting the expression for consumer's surplus under the least efficient 
rationing assumption as set out in Sherman and Visscher (1978). Differ
entiating this new Lagrangian yields, in place of (46) and (47), 

(p�J
b
) = l�A E/�1) + (i�>J 

. ( Q1-
1 [Q1(P�;-z• J -P1• ) · ( l -F

.
[z •-Q1 <Pl ) ] ) , 

J = I, . . . ,  n, (50) 

f a l(-1-) f00 j(u · ) (Q :- 1 [Q (P• ) -z• ] - b) du 
J = l  1 l l + A  Jz•- Q1 (Pj )  1 1 1 1 1 1 

+ (-A-)(P•-b) ( l -F[z•-Q - (P� ) ) )( = {3. (51) 
l + A  1 1 1 1 j 
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Figure 5.2.  Rationing by price. 

When rationing was efficient, the second-best welfare-maximizing pricing 
rule differed from the expected profit-maximizing rule only by a constant 
term. But that is no longer the only difference if rationing in the presence 
of excess demand first serves claimants with the least willingness to pay. 
There is now a positive second term in the right-hand side of (50) that re
flects the impact of rationing inefficiency on the pricing rule. 

The manner in which the extra term in (50) influences the optimum 
price can be seen straightforwardly. The term Q1- 1 [Q1 <Pl> -z* J -Pj is 
the gain in consumer's surplus if price is raised slightly. When excess de
mand occurs and capacity is rationed to claimants with the least willing
ness to pay, this term represents the consumer's surplus lost by the last 
person turned away. Thus the second term on the right-hand side of (50) 
is equal to some positive multiple 1/( 1 + }.. ) of the ratio of the net marginal 
gain in consumer's surplus from a higher price (if there is excess demand) 
to the value of the price chosen, all multiplied by the probability of excess 
demand occurring at P1*, z* (the probability l -F[z*-Q1(P/ )]) . 

As expected, the ideal price is now higher than would be optimal for 
the same z• under the efficient nonprice rationing assumption in (48), 
since the new second term itself will raise the right-hand side of (50). 
QT1 [Q1 (P1) - z* J is illustrated in Figure 5 .2 ,  and is clearly going to be 
greater than p• to make the new term positive. Here price must serve a 
rationing function not required of it when nonprice rationing was effi
cient. After all, when price is the only means of assuring that service goes 
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to claimants with the highest willingness to pay, it should be nearer to 
the market-clearing level than when rationing always is efficient merely 
by assumption. 

Turning to the rules for optimal capacity, note that equation (51)  is the 
inefficient rationing counterpart to equation (49) for efficient nonprice ra
tioning. The only difference between them is in the marginal benefit from 
a unit of capacity, which depends on the QT' <z*- uj) term in (49) and the 
QT1 (Qj (P/ ) -z* ) term in (51) .  We ordinarily expect the expression in (51)  
to be the larger, inviting larger capacity, because we expect Qj(P/ ) -z* < 
z*- uj; that is, uncertainty is not so great that a large random component 
can make demand twice as great as capacity. 

Thus it is possible to derive second-best pricing rules under uncertainty. 
But when prices must be announced before demand is known, as we have 
assumed, they will not always clear markets. Then if strict capacity lim
its exist, so that some consumers will not be served when excess demand 
arises, it matters who is served. If service is rationed to those who value 
it most, even when price is not available to ration, then the solution is 
remarkably like the certainty case. This is also the result when high de
mand brings general quality deterioration rather than lack of service, as 
Marchand (1973) has shown. But if some consumers who are not served 
are those claimants willing to pay the highest prices, a more complicated 
second-best price is in order. This generally high price helps to ration the 
service so it goes to those who value it the most. 

S.S Second-best nonuniform pricing 

We shall emphasize two forms of nonuniform pricing. First, there is two
part pricing, where a fixed charge or entry fee is required to consume the 
good at a uniform price and the first unit is therefore more expensive to a 
consumer than other units. The two prices affect not only the amount a 
consumer purchases, but whether the consumer purchases the good at all 
(Ng and Weisser 1974) and thus determine the number of consumers of 
the good as well as the amounts they consume. Second, there is quantity
dependent pricing, where the price varies more generally with quantities 
consumed (Spence 1977, 1980; Roberts 1979; Katz 1983, 1984). The lat
ter case may force consumers to have different marginal rates of substi
tution between the good we are examining and other goods, to the ex
tent that marginal prices are unequal . For such prices to persist, it must 
be impossible for consumers to resell the good or service, of course, since 
trade among consumers would eliminate the unequal marginal rates of 
substitution. 
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Two-part pricing 
When costs depend on the number of consumers as well as the number of 
units consumed, it is  possible to derive two-part prices that reflect those 
costs but are also second best, and the Ramsey principle will apply to 
each part. We begin as we did in Section 4 .5 ,  where a welfare-maximizing 
price turned out to equal marginal cost for each part. Suppose that con
sumers differ in their taste for the good or service of interest according to 
the index 8, where 0 :s 8 :s 1 .  Other goods, assumed constant in prices, will 
be suppressed along with incomes because we assume no income effect.  
The index 8 is distributed according to the density function /(8 ) . The de
mand for an individual having index 8 will be q = q(pn , Pq• 8 ) . Individ
uals whose index is below some level, 0, will not pay the fee Pn to con
sume q at price Pq• and for them q = 0. The "cutoff" index 0, belongs to 
the marginal consumer, and 0 obviously depends on Pn and Pq · Because it 
represents the most interesting case, we assume that 0 < 0 < I (and 0 = 0 
or 0 = I  are simple cases). Under these conditions, the total patronage and 
market demand functions can be calculated as 

(52) 

and 

Q(pn , Pq ) = f '. q(PnoPq.f J)/(8) d8. Jo(pn.Pq) 
(53) 

These demand and patronage functions will be assumed continuous with 

QPn < 0, QPq < 0, nPn < 0, nPq < 0. With C(n, Q) total cost, the profit for 
the firm (TR -TC) is 

(54) 

To represent welfare for those who consume q, we again use the in
direct utility function, V(pq ,  y-pn, 8) (see Section 2.2) ,  but we subtract 
away the utility of not consuming the good at all, V(oo, y, 8) . This forms 
a measure of individual consumer surplus, 

S(pn ,  Pq• y, 8) = w(y) [ V(pq, y-Pn• 8 ) - V(oo,  y, 8) ] , (55) 

where w(y) is the social weight given an individual having income y, or 
the social marginal utility of income for that individual . We assume that 
the welfare weights equal the reciprocals of the marginal utilities of in
come, or w = l/µ, and then from <JV/opn = -µ, w(y)<JV/opn equals - I ,  
and from oV/apq = -µq, w(y)<JV/opq equals -q. As a result, SPn = - I 
and SPq = -q. We shall suppress y in S(Pn• Pq• 8) because its main role is 
to give welfare weights to yield these derivatives, there being no income 
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effect on consumption. Recall that welfare weights are reciprocals of pri
vate marginal utilities of income implicitly when the current income dis
tribution is accepted. Then added income is valued the same by society, 
whomever receives it. Consumer welfare is thus represented as 

(56) 

where we assume as;ao = S0 > O. 
Now consider the objective of maximizing social welfare subject to the 

constraint that profit equal some fixed amount B. With increasing returns 
to scale, this objective would allow pricing for maximum efficiency sub
ject to the constraint, say, that there be no deficit (B = 0) .  Even with con
stant returns to scale in both n and Q but (some) fixed cost, or if a posi
tive profit is required from the enterprise with no fixed cost, there can be 
a second-best problem. The Lagrangian formed to maximize welfare sub
ject to a profit constraint is 

L(Pn• PQ• A.) =  C + 7r + A.( 7r-B) . (57) 
Substituting (54) and (56) into (57) and differentiating yields 

-f f<O) dO + ( l + A.> [<Pn - cn> a
an + n+ (Pq-cq) 

aQ l = o (58) o Pn apn 
and 

(59) 

where en and cq are marginal costs of serving customers and producing 
units. On simplifying (58) and (59), we obtain 

and 

( Pn -cn ) � + ( pq-Cq) � = � 
Pn nn Pq nq 1 + A  

( Pn- Cn) ( Pq- Cq) -A. ---;;;;- �qn +  -p;;- �qq = l + A. ' 
where �nq = (an/apq)Pq/n (with other elasticities defined similarly) and 
�nq = �qn(PqQ/pnN) .  Simultaneously solving these conditions yields the 
price-cost margins, 

(60) 
and 

(61) 
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Equations (60) and (61) have the same form as the pair of equations 
(33) for two services in Section 5 .3 ,  but here we really have two parts of 
the price of one service. Each part of the two-part price is adjusted as if it 
were a Ramsey price for a separate service. The elasticities in the case of a 
two-part price may have special properties, owing to the relation between 
the fixed fee for any use and the price per quantity of use of a particular 
service. In the case of electricity, for example, we expect the demand for 
some service, that is the demand for n, to be quite inelastic in most West
ern countries, because virtually everyone wants to use some electricity, 
but the demand for usage, or for q, may be elastic. For given elasticities, 
however, the Ramsey principle is applied to each price in the same way as 
before for separate services. 

The special structure of demand in the case of a two-part price for one 
good or service yields considerably more interpretation, and the condi
tions that allow it were drawn together usefully by Schmalensee (1981) .  
Notice first that for the marginal consumer with 0 = 0, S(pn , Pq , 0) = 0. 
Totally differentiating this condition with respect to Pn and Pq• remem
bering that 0 = O(pn , Pq) , we obtain 

(62) 

and 

OPq = q(pn , Pq , O )/So (Pm Pq• 0) = qOPn · (63) 

Since a change in 0 implies a change in n, (63) means that 

�=q�. � 
With no income effect, the only way Pn can change Q is through changes 
in n, so we also have 

qnPn = Qpn · (65) 

We can define the compensated derivative 

where Pn is changed in order to hold n constant, and use it to define the 
compensated demand elasticity, 

Eqq = QPq Pq/Q = [ QPq - ::: QPn]Pq IQ. (66) 

Similarly, we can obtain a quantity-constant derivative of n with respect 
to Pn (denoted npn) and use it to define the compensated elasticity, 

(67) 
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We should also point out that the derivative of quantity with respect to 
price can be divided into two parts in the case of no-income effect, (68) 
where (69) 

After rearrangement using (64), (65), (67), and (68), the pricing rule in 
(60) becomes 

Pn- Cn 
= 

_>.._ (_l_) [ (q-q)Qpn - a J (70) Pn 1 +A Enn QPq ' 

where q = Q/N, average quantity consumed. With >.. > 0, Enn < 0 and 
Qflq < 0, we know that Pn - en will have the same sign as (q - q)QPn - a. 
Since a <  0, Pn -Cn must be positive if q = q, which is expected when buy
ers are identical (Oi 1971) . I f  q > q, which means that consumption of 
marginal consumers is greater than consumption of average consumers, 
then (since QPn < 0) Pn -Cn must again be positive. If q < i'j, the sign of 
Pn -Cn depends on the magnitudes of ( i'j-q)Qpn and a. 

It is also possible to rearrange (61), using (64) and (66) to convert the 
pricing rule into the form 

Pq
p
�cq 

= 1 � >.. (
-
�
qq 
) (  i'j;q ) · (71) 

Notice that Pq -cq must have the same sign as i'j-q, since Eqq < 0 and >.. > 0. If i'j = q, then price per unit should equal marginal cost, or Pq = cq 
(while Pn > Cn, as observed above). If q > q, then Pq < cq, and the impli
cation of (70) that Pn > en is needed to make up the loss resulting from 
Pq < cq. I f  q < i'j, then Pq > Cq and the sign of Pn -en may be positive or 
negative. 

To see the logic behind the Ramsey rule in (71), suppose that the mar
ginal consumer consumes virtually nothing, which could happen if Pn were 
very small . Think of q as being zero then, and note that (71) reduces to 
the simplest form of Ramsey rule. In (71) the proportionate change in 
quantity is being calculated from the starting point at q, when that is not 
zero, since any change in quantity will have its effect over the range i'j-q. 
Indeed, one could redefine elasticity with quantity oriented to the mini
mum level as E�q = QPqPq/(i'j-q)n, and then interpret (71) as 

(pq - Cq) 
=

(-A ) (-1-, )
· (72) Pq 1 + >.. -Eqq 

Where q8 < 0 (so q < q), the marginal consumer consumes more than the 
average consumer. Then (-E�q) becomes negative, requiring Pq < Cq. 
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Having Pq < cq means that to meet the budget constraint will require 
that Pn > en . Ng and Weisser (1974) proved Pn ;;:::: 0 in a similar model (but 
where en = 0), using this argument. For a good where q0 > 0, they argued 
that, if Pn < Cm this subsidy for joining would cause everyone to join up 
for the service, since with en = 0, Pn < en implies Pn < 0. But that ensures 
the elasticity of customers with respect to Pn , �nn • or Enn will be so low 
that a price yielding nonnegative proceeds ( i .e . ,  Pn ;;:::: en ) should be in or
der instead. I f  we relax our requirement that q0 > 0 (or the alternative 
requirement that q0 > 0), a greater range of Pn and Pq combinations be
comes feasible, because many different demand patterns are then possi
ble. Another influence on optimal Pn and en was demonstrated by Phillips 
and Battalio (1983) to arise from substitutability between admissions and 
consumption per admission where that is possible, as in Oi's (1971) amuse
ment park example. If people could substitute perfectly between admis
sions to an amusement park and rides per admission, for example, the 
admission fee would be forced equal to marginal cost and there would be 
only a single uniform price. (This may explain why we are not charged 
for admission to grocery stores. )  

Quantity-dependent pricing 

We know that if ( 1 )  a good cannot readily be exchanged, (2) consumers 
use different amounts of it, and (3) the seller can monitor usage by each 
consumer, then a price schedule can make a consumer's outlay vary in a 
nonuniform way with his or her consumption. Rather than vary in direct 
proportion, as it does with uniform prices, the outlay may vary in some 
other way specified in the continuous function R(q) , where marginal price 
per unit p(q) = R'(q) .  If quantity discounts allow lower marginal prices 
for greater quantities, exchange must not be possible, or else purchases 
would be made through one consumer and distributed thereafter through 
exchanges. If quantity premia are attempted, which would make the mar
ginal price rise with quantity, it must not be possible for consumers to 
make more frequent but smaller purchases, for their doing so would sub
vert the pricing scheme. Of course, monitoring of consumption by the 
seller is necessary to effect quantity-dependent prices. The seller is not 
able to recognize consumers except by the quantities they consume, how
ever, or to identify their willingness to pay, and so the same outlay sched
ule, R(q) ,  must be offered to every consumer. 

It is difficult to conduct a general analysis of quantity-dependent pric
ing, because a particular population of consumers may be influenced by 
many different features. Our brief discussion of quantity-dependent pric
ing by a monopolist in Chapter 3 (Section 3.4 and Figure 3 .2) required 
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that greater utility was obtained by those who chose greater quantities, 
for example, and such a relation again is needed here if there is to be any 
benefit in having the prices that consumers pay depend in a nonuniform 
way on the quantities they consume. But we know from Willig's (1978) 
analysis (Section 2.7) that, when quantity-dependent prices are applic
able, they can benefit consumers and also the seller, compared with a price 
above marginal cost. Since a second-best uniform price or the uniform 
per unit part of a second-best two-part price may be above marginal cost, 
a quantity-dependent price may serve welfare better. 

Spence (1980) examined quantity-dependent prices under profit con
straints using a simple model in which there were k distinctive consumer 
types. The utility that a consumer of type i received from consuming the 
quantity Q; was represented as u; (Q; ) , and for that quantity the consum
er paid Pi · Consumers maximize utility in selecting among offered price
quantity combinations, (p; , Q; ) .  The inverse demand of a type i person is 
given by the derivative, u[(q; ) .  I f  there are n; consumers of type i and all 
consumers are weighted equally, a simple measure of total consumer sur
plus is 

C = k; n; (U;(Q;) -p; ) .  

With total cost represented by  c( · ) , total profit is 

7r = k; n;P; - C(k; n;Q; ) .  

Maximizing C + 7r subject to  'lr � 0 i s  then equivalent to  maximizing 

(73) 

(74) 

(75) 

Spence adopted the convention that larger values of i were associated 
with consumer types who valued the good more, which implied that for 
all j > 0  

Q;+/ ?! Q; and Pi+J � P; · 
This meant that binding constraints would be of the form 

U;(Q; ) -p; � U; (Q; - 1 ) -Pi- I ·  
These constraints essentially alter the opportunities of consumers of 

smaller amounts so they interfere less with the profit to be made and the 
benefit to be created by serving those who consume more. Spence gath
ered together constraints on prices, assuming quantities were given, as 

P1 = U 1 (Q 1 ) 
P2 = Uz (Qz ) - Uz(Q1 ) + P 1  

(76) 
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into the sum for each i, 
i 

P; =  � [u1 (q) - u1(Q1- 1 ) J . (77) } = I 
where q0 = 0 and U;(O) = 0. With these relations he eliminated prices from 
(73) and (74), and so (75) could then be solved for the optimal quantities 
that had been assumed. ( In solving for q;'s, it was assumed that Q; + 1 � Q;, 
and if that is not true, some small modifications are necessary in what 
follows.)  

Substituting (73), (74), and (77) into (75) and maximizing with respect 
to q;'s yields 

'( ) -

n; '

( ) +  ( 1 - >.)m, + 1  
U; Q; - >. 

c q, 
>. 

ui+ 1 (Q; ) ,  n; + ( l - )m; + 1 n + ( 1 - )m, + 1 
i = l , . . . , n, (78) 

where m; = Y,j = i n1 and mk+ 1 = 0. Notice first that uf«qk) = c'(qk) so that 
the highest value users obtain the optimal amount, the amount they would 
select at marginal cost pricing. With >. = l we would have the simple wel
fare problem of maximizing consumer plus producer surplus in (75), C + 7r, 
and from (78) we see that, since uj(q;) = c; for all i, price should then 
equal marginal cost for every i. With >. =  0, we have the profit-maximizing 
problem whose solution ui(q;) in (78) will be a weighted average of c'(q;) 
and u; + 1 (Q; ) ,  the willingness to pay of higher value users for the quantity 
Q; .  The profit-constrained problem relies on profit maximizing more as >. 
approaches 0. It will tend to make all users consume less than the ideal 
amount, since for them uj(q;) > c '(q;) . 

The solution in (78) thus reveals the general pattern of quantity-depen
dent prices, which were also shown by Spence to allow Pareto improve
ments over a uniform price above marginal cost . But notice that the so
lution depends on properties of the population of consumers, who are 
combined for us here in convenient types; so, for application, more infor
mation about consumers is needed than in other instances. Some progress 
has been made using continuous models of consumer populations, and 
considering a price schedule that can change continuously. 

An optimal continuous nonuniform price schedule can be obtained us
ing optimal control theory. We do not explain the use of this technique 
here, but we report briefly properties of the optimal price schedule that 
it determines. An excellent development of the method may be found in 
Kamien and Schwartz ( 1981), and the optimal nonuniform price is derived 
by Goldman, Leland, and Sibley ( 1984). Excellent instruction for con
structing nonuniform price schedules is available in Brown and Sibley 
(1986) .  Extension to the multiproduct situation is provided by Mirman 
and Sibley (1980). 
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For analytical convenience, it is again necessary that some sort of mea
sure order the consumers by their demands, always in the same way re
gardless of price level. Assuming that consumers differ by the index (), dis
tributed according to /(() ) ,  will accomplish this . A number of properties 
of the functional relation between () and q are established by Goldman, 
Leland, and Sibley (1984), who have the consumer maximize, through 
choice of quantity, the accumulated willingness to pay, W(q, ()) minus the 
outlay, R(q) . Setting aside possible discontinuities in P(q(())), the optimal 
q for a consumer with index (), q* is such that W(q*(() ) , ()) =P(q*(())) . 
The simplest case has no income effect and involves a price schedule that 
will never cross any demand curve more than once (if marginal price is 
below willingness to pay for a given quantity, it will be below willingness 
to pay for every lesser quantity). The welfare-maximizing problem is set 
out as 

Max ); i: [ 'Y( W(q, ()) -P(q)) + ( 1 -')') (P(q) -cq)] d() dq, (79) 

which involves welfare multiplied by 'Y on the left and profit multiplied 
by ( 1 -'Y) on the right. Setting 'Y = ! will result in an ordinary welfare
maximizing problem, where welfare is consumer surplus plus producer 
surplus. Setting 'Y = 0 will result in a profit-maximizing problem. 

Goldman, Leland, and Sibley point out that every increment of out
put, 11q, can be seen as a market, and all such markets are independent 
of one another. The reason for this independence is that consumers either 
consume or not at every increment, unaffected by decisions at other incre
ments because of no income effect .  At quantity q, for instance, demand is 
1 - 0(q0) , where 0 is the lowest index of any consumer who consumes q0 
or more. Since there is no income effect , consumption is the same at q0 
regardless of what happened at any smaller quantity. They go on to show 
that demand elasticity may be represented as 

P(q) (80) YJ = [ 1 -F(O(q))Jaw;ae ' 
where P(q) = W(q, O(q)); and necessary conditions for a maximum of 
(79) are shown to yield the pricing rule 

P(q) -c = ( 1 - 21') ( 1 - 0(q))aw;ae 
P(q) 1 -'Y P(q) ' 

or, since O(q) is F(O(q)) , 
P(q )-cq = ( 1 - 2')') � . 

Pq 1 - 'Y YJ 
(81) 
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The rule for optimal price at output q in (81) is obviously of the Ram
sey type. If 'Y = 0 we would have a profit-maximizing problem and (81) re
duces to a monopoly pricing rule, where price minus marginal cost over 
price equals l/71. If 'Y = � we would have a welfare-maximizing problem 
and the solution is P(q) = cq . If 0 < 'Y < � , say, because some contribution 
to profit is needed to meet fixed costs, then (81) would give the Ramsey 
rule to follow in order to determine the optimal nonuniform price sched
ule. Goldman, Leland, and Sibley examine second-order conditions care
fully and show that the optimal price schedule is apt to have discontinui
ties, with bunches of consumers served at certain points. One condition 
that is crucially important in this analysis is whether a consistent value is 
observed for iJq/iJO, as we assumed above; without it the schedule becomes 
more complex. With income effects present, the pricing rule becomes more 
like the one shown for a monopoly in Chapter 3 .  The price for the con
sumer wanting the largest quantity will still equal marginal cost. 

5.6 Summary 

Economies of scale or economies of scope can cause difficulties for mar
ginal cost pricing by preventing the revenues from such prices to cover 
total cost. Optimal taxation principles due originally to Frank Ramsey 
(1927) provide a basis for making prices depart from marginal cost in a 
way that causes the least welfare loss from doing so. The resulting so
called second-best pricing principles are used just enough to meet the bud
get constraint that is imposed on the enterprise. Underlying this result is 
an inability to tax leisure, which invites higher prices on complements to 
leisure, goods with less elastic demands. Second-best pricing rules were 
elaborated here to take into account uncertainty in demands, which influ
ence prices more when some consumers are denied service through non
price rationing. Second-best nonuniform prices also were presented, as 
two-part prices and as more general quantity-dependent prices, all of which 
possessed the Ramsey form. Where they can be used, quantity-dependent 
prices allow Pareto improvements over uniform second-best prices that 
exceed marginal cost. On the pattern of demands assumed for the popula
tion, the marginal price equals marginal cost for the highest demander and 
involves greater departures from marginal cost for smaller demanders. 

Questions 

5 . 1 .  Suppose that the U.S. Postal Service offers only two mail services, First 
Class (at price P1 and quantity Q1 ) and Second Class (at price P2 and quan
tity Q2), with demands and costs as follows: 
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First-Class Demand 
P1 = 20 - 0.0100Q1 

Second-Class Demand 
P2 = 15 - 0.005Q2 

Total Cost ( TC) 
TC = 2400 + IOQ1 + IOQ2. 

155 

(a) What prices will maximize consumer surplus plus profit, subject to the 
constraint that total revenue must equal total cost? (Hint: The fact 
that Q1 /Q2 must be the same at the solution as at marginal cost prices 
can be used to simplify the problem; see equations (6) and (7) . )  

( b )  Suppose that rather than the goal i n  (a), the Postal Service attempted 
to maximize total revenue (P1 Q1 + P2Q2) ,  subject to the constraint 
that total revenue must equal total cost . Determine P1 and P2, and in
terpret any changes from those prices given in (a) above (give reasons 
for any specific changes) .  

(c) What is the value of consumer surplus at the solutions in part (a) and 
part (b)? 

(d) I f  free entry is allowed into both main services, is the solution in part 
(a) sustainable? Is the solution in part (b) sustainable? 

5 .2. A U.S.  railroad serves freight and passenger markets with the following de
mand functions (price and quantity in tons of freight are pf and QF; of 
passengers, p,, and Q,,): 

Freight 
Pr = 81 - 0.8QF 

Passengers 
P1, = 4 - 0.06Q,,. 

Costs of the railroad are: 

TCu == 100 + I QF + I Q1,. 

(a) Suppose that the Interstate Commerce Commission ( ICC) requires 
that rates for freight and passenger traffic reflect "fully distributed 
costs ." More specifically, the total fixed cost that is shared by the two 
rail services is to be divided between them so that the fixed cost borne 
by one ton of freight equals the fixed cost borne by one passenger. 
Find rates that will allow the railroad to break even (have total reve
nue equal total cost) while meeting this ICC requirement. 

(b) Assuming that the railroad must break even , determine Ramsey prices 
for the two services of the railroad . 

(c) Do the Ramsey prices in part (b) yield more consumer surplus than the 
fully distributed cost rates obtained in part (a)? ( I f  there is a differ
ence, show its magnitude. )  

5 .3 .  Consider Question 5.2. 
(a) Suppose a truckline can carry freight according to the cost function 

TCr = 80 + l Q1-
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and buses can operate under the cost function 

TC8 = 30 + I QP. 

Then will the Ramsey prices obtained in part (b) of Question S.2 be 
sustainable? 

(b) Given the alternative costs of trucks and buses in (a) above, are the 
fully distributed cost prices obtained in part (a) of Question S.2 sus
tainable? 

Appendix to Chapter 5 

Another derivation of second-best two-part prices may be obtained by interpret
ing the distribution function. Suppose that we represent benefit when units of the 
service are consumed by the indirect utility from those units, V(pq, y ) ,  ignoring 
the fixed payment that must be made. Aggregate consumer welfare can be repre
sented through this measure, appropriately weighted, i f  the necessary outlay p,, is 
subtracted away, so we have 

C = N  r ( V(pq, y)/µ -p,, )j(y) dy. 
Ym 

(A l )  

We can then express the budget constraint as 

7r = N 1 y [pqq(pq, y )  + p11 - C(n, q) ]/(y )  dy = B, 
Ym 

(A2) 

and form a Lagrangian problem as in (S7) but with </> now the Lagrange multi
plier. In addition to (A2), maximizing with respect to pq, p11, and </> yields 

<f>N 1 Y f(y) dy - ( 1  + <f>) [ (pq - cq)q(pq, Ym) + p11 - c,, ]f(y111) aym/<Jp11 = 0, (A3) 
Ym 

and 

</>Nr q(pq, y )f(y) dy - ( I +</>)  
Ym 

x f(Ym) ay111/apc = O. 

Condition (A3) can be reduced to 

(pq - cq)q(pq, Ym} +p,, - c,, <f> 
P,, 

= 
I + </> T/,, ' 

(A4) 

(AS) 

where 11,, = (ay171/op,,)p,, [ l  - F(y171 ) ]/f(y111) .  The left-hand side of (AS) represents 
a ratio of revenue minus cost in relation to revenue, where the revenue in the nu
merator includes any difference between cost and revenue per unit times the num
ber of units a marginal consumer purchases, in addition to the difference between 
the fixed entry fee and cost per customer, p,, - c,, . The right-hand side takes a 
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Ramsey price form, where 1/n is the elasticity for marginal consumers to become 
consumers in response to a reduction in Pn· The change in consumption in re
sponse to a change in Pn will occur by a change in Ym· We can think of this pro
portionate change in quantity as being f(Ym)dym/[ 1 - F(ym) J .  Then 1/n is the nat
ural form for elasticity of consumers joining in response to a change in Pn· 

To interpret the requirement for an optimal Pq• condition (A4) can be rear
ranged as 

(A6) 

We know that for the marginal consumer V(pq , Ym)  = Pn• which defines implicitly 
the function Ym = Ym(Pq• Pn )  such that 

av aym av av aym 
w(ym) - · - = 1  and w(ym) - = - · - ,  

oym (Jpn apq aym apq 
which yield (with w(ym)<JV/<Jpq = q(pq, Ym) )  

aym aym 
-� - = q(pq, Ym) --,,- . (A7) 
opq oPn 

Now substituting (A 7)  and (AS) into (A6) yields, after some rearrangement, 

where 

and 

Pq - cq 
= (_±__)_!__ [Q - Qm 1 · (AS) 

Pq l + <t> 1/q Q 

Q = r q(pq . Y )f(y) dy. 
Ym 

Qm = r q(pq, Ym)f(y) dy. 
Ym 

The quantity consumed by the marginal consumer is Qm and the quantity con
sumed by the average consumer is Q. 

Here again in (AS) we have a pricing rule somewhat like the Ramsey rule in 
form, except that the difference between marginal and average consumption now 
plays a role in the optimal price. If marginal and average consumption are the 
same, price per unit should equal marginal cost and any necessary added revenue 
would be raised through the fixed fee. With a normal good, we can expect Q > 
Qm, and the Ramsey price per unit is to be relied on more as a source of revenue, 
as ( Q - Qm)/Q is larger. 



        
       

C H A PT E R  6 

Equity in public pricing 

6.1 Introduction 

Thus far we have emphasized an efficiency goal while accepting the cur
rent distribution of income as satisfactory. When entry is freely allowed 
into a market, the cross-subsidization that is necessary if income is to be 
redistributed through prices cannot be sustained. Yet it is sometimes rea
sonable to affect the distribution of income through public pricing deci
sions, particularly if income redistribution goals are widely agreed upon 
and other means of affecting income distribution are not available.' Even 
if income distribution is not being sought as a goal, it may be useful to 
understand how it is affected by prices. Considering how individual wel
fare weights can affect prices shows more clearly why the assumptions 
underlying consumer surplus do not call for income redistribution. 

We first examine the idea of anonymous equity. It is consistent with 
free entry, and if its conditions are met , cross-subsidization among con
sumers is impossible. We next consider the pricing implications of welfare 
weights that differ from those in consumer surplus based on the current 
distribution of income. We show how alternative weights affect optimal 
prices and can even rationalize cross-subsidization, which means they re
quire entry barriers to be effective. The effect of welfare weights is ex
tended to the case in which consumption of certain "beneficial" goods 
creates positive external effects and so is to be encouraged. Discussion is 
initially confined to uniform prices, prices that are proportional to quan
tity consumed for all consumers. Nonuniform price schedules are also 
shown to have implications for equity as well as efficiency. 

6.2 Anonymous equity 

When a market is contestable, entry or the threat of entry can prevent 
cross-subsidy across goods or services, with obvious implications for equi
ty. Redistributing income to achieve a generally desired outcome, which 

I Political institutions often pursue income distribution goals. Causes of such activity are 
interestingly discussed by Blinder (1982). The tendency of economists to resist considering 
income redistribution is treated by Rhoads (1985). See also Buchanan (1968). 
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is one aim in this chapter, is impossible once cross-subsidization is ruled 
out. Of course, if consumers of one good or service cannot subsidize con
sumers of another good or service, they also cannot be put at a disadvan
tage, and in certain circumstances that is a virtue to be attained. Anony
mous equity is a condition on prices that is stronger than the notion that 
prices should be subsidy-free by good or service, and it requires that no 
consumer subsidize another. 

Consider the cost or producing one good or service, C(qi ) ,  or of a sub
set s of goods and services, C(q5 ) ,  the "stand-alone" cost of that individ
ual good or service or subset. Subsidy-free prices were defined in Chap
ter 3 as prices at which total revenue exactly covered total cost while the 
revenue from each good or service or any subset of goods or services was 
no greater than the stand-alone cost of providing that good or service or 
subset. An alternative form of the requirement is that revenue from any 
subset of goods be no less than the incremental cost of the subset .2 How
ever, subsidy-free prices do not necessarily ensure that no consumer will 
subsidize another. The stronger result that no consumer can possibly sub
sidize another is known as anonymous equity. It was introduced by Willig 
(1979b) and developed by Faulhaber and Levinson (1981) .  An excellent 
comparison of these ideas on subsidy-free prices and anonymous equity, 
together with sustainability, may be found in Mirman, Tauman, and Zang 
(1985a). 

Anonymous equity is defined in terms of consumers rather than goods, 
so that interest in it turns on how different consumers' demands are. If all 
demands always are perfectly proportional to one another, for example, 
then no consumer will subsidize another under any set of uniform prices, 
even if the prices are not subsidy-free. But if consumers instead prefer 
different goods and if nonsubsidy-free prices persist, some consumers can 
subsidize others. Since we are unlikely to know the details of these pat
terns in consumer demands, we consider every possible consumer demand 
vector that is less than or equal to observed demand. I f  prices are to be 
anonymously equitable, they must first enable total revenues to equal to
taLcost .  In addition, revenue from every possible vector of consumer de
mands cannot exceed the cost of serving that vector. That is, in addition 
to total revenue equaling total cost, or 

pq = C(q ) ,  

for every conceivable vector o f  consumer demands q' � q,  anonymously 
equitable prices must be such that 

pq ' � C(q ' ) ,  all q' !5 q .  

2 See Faulhaber (1975) and Faulhaber and Levinson (1981). 
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These requirements together imply that 

pq' � C(q ) - C(q - q' ) ,  all q' :5 q. 

Faulhaber and Levinson (1981) proved that an anonymously equitable 
price vector would also be subsidy-free, but that a subsidy-free price vec
tor need not be anonymously equitable. Their revealing peak-load pricing 
example will demonstrate the latter point. 

Assume that demand for a homogeneous good (such as electricity) is 
at a high level Qi during 12 peak hours of the day and at a low level Qi 
for 12 off-peak hours, and that these demands by time of day are inde
pendent. The firm employs a single technology to meet these demands, 
with constant operating cost b and constant capacity cost {3. The firm is 
regulated so that it can earn no profit. We found in Section 4.3 that to be 
subsidy-free, prices Pi and Pi must satisfy (here in Steiner (1957) form) 

b+ {30 -Qi/Qi ) :5 Pi :5 b + {3, 
and 

b :5Pi :5 b +{3. 
These constraints were derived by imposing the stand-alone test 

Pi Qi :5 C(Qi , 0) = ( b+{3)Qi .  
Pi Qi :5 C(O, Qi) =  (b-t-{3)Qi. 

and, with revenue equaling cost, the implied incremental cost test, 

P1 Q1 � C( Qi . Qi ) -C(O, Qi) =  (b + {3)Q i - f3Qi . 
Pi Qi � C(Qi . Qi) - C(Q i . 0) = bQi . 

The set of subsidy-free prices is shown in Figure 6 . 1  by the curved line ad. 
Point a identifies the lowest value of Pi and the highest value of Pi that 
could be subsidy-free, while d represents the lowest value of Pi and the 
highest value of Pi that could be subsidy-free. Point d is the ordinary so
lution to this peak-load pricing problem, Pi = b + {3 and Pi = b, but many 
other price combinations along ad also would be subsidy-free. 

To see whether prices are anonymously equitable, we must examine de
mands not just by good or service, but for every possible vector of con
sumer demands. Let us represent an arbitrary set of consumers by K, and 
its complement, the remaining consumers, by M. If demands of K were 
eliminated, total revenue would fall by �k EK (P1 Qf+PiQ�) and total 
cost would fall by an amount up to �k EK (b +{3)Qf + bQ�. If the peak 
period remains the same after elimination of K demands, the full amount 
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of the costs indicated would be saved. But i t  is possible that, when K de
mands are removed, Q2 will become the peak period, and then not all the 
indicated costs would be saved. If we apply the stand-alone test to both 
sets of consumers, K and M, we must have 

and 

L <P1 Qt1+P2Q2> s c( L Qt1, L Qf) . m e M  m e M  m e M  
Assuming first that the peak does not shift, these requirements are 

L (P1 Qf+P2Q�) s L [ (b +/3)Qf+bQ� l k e K  k e K  
and 

L (P1 Qt1+P2Qf> s L [ (b +/3)Q["+ bQf] . m e M  m e M  

( l )  

(2) 

(3) 

(4) 

If after K demands are removed Q2 becomes the peak period, the require
ments are 
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L (Pi Q f +P2 Qf> � z; [ (b + J3>Qf+ bQf J k e K  k e K  
and 

Of course, total revenue must also equal total cost 

Pi Qi + P2 Q2 = f3Qi + b(Qi + Q2 ) .  

(5) 

(6) 

(7) 

If there is no peak reversal then we find, on subtracting (4) from (7), that 
(3) must be satisfied as an equality, which means that the only solution 
can be the standard peak-load prices, 

Pi = b + {3 and P2 = b. (8) 

I f  there is a peak reversal, we subtract (6) from (7) and find 

z; (Pi Qf + P2 Qf ) 2! z; [ (b + f3 > Qf+ bQf l +  z; f3( Q�'- Q2T (9) k e K  k e K  m e M  
Because o f  the peak reversal , we know Qf' > Q(n, so (9) also can be satis
fied by prices given in (8). This means that the standard solution to (8) to 
this simple peak-load pricing problem is the only price solution that is 
anonymously equitable. Not surprisingly, anonymous equity is more de
manding of prices than the property of being subsidy-free. 

By now it should be clear that anonymous equity is very different in 
conception from income redistribution concerns, which will occupy us for 
much of this chapter. In tracing anonymous equity, our aim has been to 
find prices that make any redistributive action literally impossible. Anon
ymously equitable prices guarantee that, whoever might be assigned to 
any consumer position, each individual will not subsidize in any way an
other consumer. This view arises out of concerns about the efficacy of 
free entry. Since free entry will not allow any form of cross-subsidization 
to persist, it is worth identifying the finest possibility for it. That smallest 
possibility is what anonymous equity assures against. Thus anonymous 
equity is equitable only in this sense, that it guarantees no form of redis
tribution will occur. Equity concerns often lead to explicit redistribution, 
which is possible through pricing only if attention is given also to entry 
policy. In the remainder of this chapter, we normally assume that entry is 
forbidden, since that is necessary for the feasibility of the income redis
tribution that we discuss. 

6.3 Pricing and distributional equity 

We begin our discussion of pricing for distributional equity by reconsid
ering the weighting of individuals in a social welfare function.  Recall that, 
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in the pricing rules for externality in Section 4.6, transfers were made to 
or from individuals so the distribution of income could be adjusted. Be
cause the welfare weights for individuals in the social welfare function re
mained constant, the transfers I; served to compensate individuals for any 
changes imposed, which is why demand elasticities turned out to be com
pensated (Slutsky) demand elasticities. Of course, in practice such trans
fer payments are impossible, and yet effects on income distribution that 
cannot be compensated may be important. For example, certain income 
distribution goals might be pursued directly through pricing decisions, or 
income distribution effects might influence the political support behind al
ternative policies. We shall therefore reexamine the solutions to a second
best pricing problem, to emphasize their income distribution effects when 
incomes cannot be optimally adjusted . Throughout this discussion we 
must remember that entry limitations may be needed if cross-subsidiza
tion is to be sustained. 

If maximization with respect to incomes is impossible, and it really is 
not possible in practice, the question arises whether a pricing rule can 
be obtained. We know from maximizing only with respect to price, as in 
equation (18) of Section 5 .3 ,  that a term remains from the welfare func
tion, -�f= 1 wi71iqj , where w; is the ith individual's weight in social wel
fare, 71 i is that person's marginal utility of income, and q) is his or her con
sumption of good j. Mohring ( 1970) emphasized that if the ith person's 
effect on social welfare, or the value of w; , is l/71 i, then -�f= 1 wi 71

;q) = 
-2;{= 1 q) = -Qi (see also Negishi 1960). Having made that assumption 
about individual's weights in social welfare, it is possible to derive optimal 
pricing rules based on ordinary ( i .e. , compensated) demand functions, 
as in equation (20) of Section 5 . 3 .  

As pointed out i n  Section 2 .4, using the reciprocal of  the i th  person's 
marginal utility of income, l /71 i, as the ith individual's social weight, wi, 
accepts the current income distribution so that a benefit felt by anyone 
will be of the same value to society. We can create a marginal social util
ity of income for individual i that is wf = W; 1/ ;· Observe that a dollar given 
to any one individual will cause that person to gain the marginal utility 
of one dollar, 71 i, and if that gain is weighted at w = l/11 ; by society, the 
product (71; x l/11 i ) will be l ,  no matter who receives the dollar, so wf will 
always equal l .  Although this weighting of individuals can suppress the 
question of income distribution , it by no means solves it. However, it 
does allow a solution to be reached that is efficient given the existing in
come distribution. 

Martin Feldstein (1972a) has illustrated how preferences regarding in
come distribution, agreed upon in a society, might be taken into account 
in setting public prices. This concern for income distribution in pricing 
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has been called "distributional weights" pricing ( Harberger 1984). To em
phasize the income distribution question, let us consider a case in which 
there are I consumers who differ only with respect to income; utility func
tions are identical . In Section 4 .5  we introduced a measure 8 by which 
consumers differed, and analyzed consumers entering or leaving a mar
ket . Here we use a similar representation for income to examine income 
distribution. Suppose that incomes are distributed according to the den
sity function f(y) ,  so y is the lowest income and Ji is the highest. Let 
q1(P1 > . . .  , Pn, y) be the

-
demand curve that a person with income y has 

for the j th good, so the market demand for that good will be 

(10) 

The term under the integral in ( 10) can be considered the average individ
ual demand, and when that is multiplied by the number of consumers, /, 
total market demand results. 

To represent welfare, we take the consumers' indirect utility functions 
v(P1 > . . .  , Pn, y) and weight them by welfare weights w(y), which vary by 
income. Here 17(y) is the marginal utility of income for an individual with 
income y. As an example, one possibility for these weights is the case just 
discussed, with w(y) = l/17(y) .  Then welfare can be represented as 

( I I )  

A simple problem for a budget-constrained public enterprise can be stated 
as the Lagrangian 

H= W+>-. [ .± P1Q1 -C(Q1 > · · · • Qn> -B] , J = I (12) 

where B is necessary profit (which may be negative) for the enterprise. 
For the problem of this general type, Feldstein (1972a) introduced for 

each good - say, the j th - a "distributional characteristic," which in mod
ified form is 

I -R1 = 

Qi 
J; Q1 (Y )17(y)w(y) df(y) .  (13) 

This distributional characteristic of the good is a weighted average of the 
marginal social utilities of consumers, w'(y) ,  which equal the products 
17(y)w(y) ,  where the weights depend also on the quantities of the good 
consumed. In the special case of w(y) = l/17(y) ,  R1 would of course equal 
one, because the marginal social utilities w'(y) would always be one. Sup
pose, however, that w'(y) = 17(y)w(y) is larger for low values of y, mean
ing that society prefers to favor consumption by those who have lower 
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incomes. I f  the good has income elasticity of zero, it will be consumed 
uniformly by all , and again R1 = I . But if the good has a high income elas
ticity of demand, more of it will be consumed by the rich and the greater 
weight in R1 for their lower w'(y) = 71(y)w(y) terms will cause R1 < I . If  
the good has a low income elasticity of demand, greater consumption by 
the poor will give greater weight to their higher w(y )71(y) values; so then 
we may expect R1 > l .  

To see how R1 can be  used, consider the necessary condition for welfare
maximizing pricing through a maximum of the Lagrangian function (3): 

j = 1 , . . .,  n. (14) 

Recalling from Section 2 .2  that iJv/iJP; = v1 = -q1 (y)71(y) ,  and using also 
the definition (13)  and the l;Jk = l;kJPk Qk/P1 Q1 relation (assuming QkJ = 
Q1k) ,  conditions (14) can be restated as 

or as 

[ n (Pk - Ck )] 
R1 = X. 1 + � l;Jk , 

k = I  pk 

n Pk - Ck X. - R � (-/;1d = --

1 • k = I  pk ).., 

( 15)  

( 16) 

In the simple case where cross-elasticities of demand are zero, the j th 
price would be 

P; - C1 -
( X. - R1 ) 1 

pj 
- -)..,- - l;jj

. ( 17) 

From (15) we see that we might have X. > R1 or X. < R1 . I f  R1 = 1  for all j, 
this would yield the simple inverse elasticity rule, implying Ramsey prices 
with 0 < (X. - 1 )/X. < 1 and 1;11 < 0. But if R1 > 1 , the price P1 would be low
er. Thus the effect of a preference for consumption by those with lower in
comes can be carried through explicitly to pricing policy. Of course, with 
this objective of favoring those with lower incomes, goods with R1 < 1 
would have higher prices than would result if income distribution were 
ignored. 

Distributing goods by means other than a price system may also be con
sidered. Weitzman (1977) has emphasized the effectiveness of the alloca
tion of a good of limited supply under a price system versus rationing. 
Holding income constant, he considered individuals as differing in their 
tastes for a good, and also in their incomes. Tastes were seen as socially 
desirable to satisfy. Using simplifications, including a convenient linear 



        
       

166 6. Equity in public pricing 

form for demand and a quadratic loss function, he found that the effec
tiveness of a price system could be represented as 

Effectiveness = Var(cf:> ) - Var(q(jj)), 

where Var( cf:>) is the variance in consumers' tastes for the good with no in
come differences and Var(q(jj)) is the variance in demands (q's) for the 
good at market-clearing price p. If tastes for a good vary by much more 
than effective demands, the price system will be seen as especially effec
tive. In the Feldstein analysis just considered, Var( cf:>) is zero, since con
sumers differ only by income, and in that special case Weitzman's analysis 
would imply that rationing could be better than modifying the price sys
tem as (16) and (17) do. 

Nichols, Smolensky, and Tideman (1971) treated the problem of getting 
a merit good, which is desirable to have consumed, to poorer people at 
low out-of-pocket or money cost by use of a queue. Richer citizens would 
avoid the queue by paying a higher price, say, in a market, whereas sup
plies for the poor would be subsidized in order to be offered at a low price 
that induces the queue. Time value, used in the decision whether to queue, 
was assumed to be directly related to income. As long as everyone would 
want to consume the good or service (perhaps an inoculation that is either 
consumed or not, for instance), so that consumption would be greater in 
relation to income among the poor, this system is feasible. If the good 
were a luxury, the rich might conceivably be willing to wait in line for it, 
especially if  availability in the market were limited, and then the desired 
form of discrimination would not result (Barze! 1974; Holt and Sherman 
1982). 

6.4 Pricing for beneficial goods 

Consumption of certain goods by one person can convey benefits to oth
ers.3 Examples might be education, medical care, housing, or food. In 
the case of medical care, one person's consumption might benefit others 
by reducing the spread of disease and pestilence. On the other hand, one's 
consumption of goods such as cigarettes might harm others . Ideal prices 
should of course reflect such externality relations where they exist, but it 
is difficult to determine individuals' valuations of the externality. Optimal 
pricing needs to be tied to properties of a good and its effects ,  rather than 
to properties of the people who consume it, as in distributional weights 

3 Such goods have been called "basic needs" goods (Harberger 1984). They are also called 
"merit" goods, although merit is more vague than what we consider. We call the goods 
beneficial goods and assume that they provide explicit positive externalities to others. 
Government action is not the only means of income redistribution; there is a substantial 
voluntary element (see Steinberg 1987). 
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pricing. We shall examine second-best pricing for positive consumption 
externality here, on the general assumption that all goods may have ex
ternal effects. 

Suppose that consumption of some among the j = 1 ,  . . . , n goods in an 
economy is socially more beneficial because the goods confer benefits to 
others through positive external effects. Call these goods beneficial goods 
and number them l ,  . . .  , m, where m s  n. Subsidizing consumption of such 
goods then could induce Ramsey pricing. In the simple case where cross
elasticities of demand are zero, we can readily portray the Ramsey price 
for the j th good as 

P· - C ·  
T <-E11) = K- G1 , 

J 
(18) 

where P1 is consumer price, c1 is marginal cost, £11 is price elasticity of de
mand, K is a constant, and G1 is some meritoriousness measure we should 
like to interpret and estimate. In the case of medical care, more consump
tion by others may reduce the spread of disease and thereby benefit one 
person in much the same way that the person's own expenditures provide 
benefit. Another's spending on education might benefit one person some
what as that person's own spending on education does; and so on for oth
er beneficial goods. Using the individuals' own valuations of the goods to 
estimate the external benefit will yield a very simple interpretation of G1 . 
We first present the ingredients in G1, and then provide the interpretation. 

Assume that the external effect of a good depends on its aggregate con
sumption level, so that every unit contributes equally to the externality. 
Individual utility for the i th person in a community of I consumers is then 

(19) 

where q0 is labor supplied by the ith person,  qj is the ith person's con
sumption of the j th good, and q1 = L ; qj is aggregate consumption of the 
)th () = 1 ,  . . .  , m < n) good. We assume that ui is quasi-concave. The ith 
individual's budget constraint will be 

n 
L P1q} = 0, (20) 

J = O 
where qb is labor, the numeraire good measured negatively, and the con
sumer price P1 is relative to the (unit) price of q0. The consumer will max
imize utility (19) subject to the income constraint (20). 

Although each consumer may benefit from others' consumption of ben
eficial goods, we presume that no one takes others' welfare into account 
when making consumption decisions; and one individual is unable to de
termine the consumption of others. Also, since there are many consumers, 
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we assume that each individual ignores the tiny effect of his own consump
tion of a beneficial good on aggregate consumption of the good. Then the 
effect of others' consumption will cause no apparent change in the form 
of the necessary conditions for individual utility maximization. Thus with 
'Y/ ; as the Lagrange multiplier for the income constraint, in addition to (20) 
the necessary conditions for a solution to the ith consumer's problem are 

(21) 
where 'Y/ i is i 's marginal utility of income. 

The demand function of individual i derived from (20) and (21) is de
noted by 

qJ = Qj(P, , . . .  , Pn; Q1 o • • •  , qn ) ,  j = 0, . . . , n, 

and the aggregate demand function is }:;; Qj = Q1 . We shall assume that 
these n + 1 equations, 

(22) 

can be solved simultaneously for nonnegative values as a function of 
prices only,4 

Q1 = Q1(Pi . · · · • Pn ) ,  j = O, . . .  , n. (23) 

The demands Q1 take q/s as determined implicitly by (22) rather than 
exogenously, and we have 

QJ(P1 , . . . , Pn) = Q1<P1 • . . .  , Pn;  Q , ,  . . .  , Qn) ,  j = 0, . . .  , n. 

We thus can define for each i 

Q5<P1 • . . .  , Pn ) = Qj(P, , . . .  , Pn;  Q, , . . . , Qn > .  j = 0, . . . , n. 

Consider a welfare-maximizing public enterprise pricing problem for 
the beneficial goods.5 Since utilities are not explicitly interdependent, indi
vidual happiness and utility are maximized at the same point, so an indi
vidualistic welfare function comprising utility functions in ( 19) can serve 
effectively as a welfare measure: 

W= W(u 1, • • •  , u1 ) .  (24) 

We ignore incentive problems within the public enterprise that produces 
the goods, so we can derive socially optimal prices directly. We impose 
on the public enterprise the budget constraint, 

4 Of course, if  the consumption externalities are separable, so a2u i/ax; axk = 0 for j, k = I, . . . , m, (23) would result directly. This treatment of nonseparable externalities follows 
Diamond (1973) and Sadka (1978). 

5 For a review of the principles involved in  this pricing problem, see Section 5.2. Harberger 
(1984) discusses optimal pricing of goods that satisfy basic needs, and he also considers 
pricing for income distribution goals. 
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m � (P1 -c1 )Q1 = D, (25) 
} = I 

where c1 is the constant producer price and marginal cost of good j, 6 and 
D is a constant . I f  D is negative, that will call for subsidization of pub
lic sector goods; D = 0 calls for breaking even, and a positive D requires 
profit of the public enterprise. 

Assume that prices of goods m + 1 to n are constant, and that changes 
in the prices of beneficial goods affect only demands for those goods. Dif
ferentiating with respect to prices the Lagrangian comprising objective 
(24) and constraint (25), we obtain 

j = l , . . .  , m, (26) 

where u£i = ou i/oqk and uke = oui/Oqk , the latter being the externality ef
fect, and tJi1 = oQi/oP1, while QkJ = �i Qi1 . From differentiation of (20) 
with respect to P1 , we must have 

n 
Qj +  � PkQi1 = 0, j = l , . . . , m, (27) 

k = 0 
and by aggregation over i, 

n 
tJ1 + � PkQk1 = 0, j = l , . . .  , m. (28) 

k = O 
Using (27) and (28), together with (20), the first term in (26) reduces to 
-�i W;17 iQj, and (26) can then be rearranged in the equation system 

m - 1 . - . 1 m - . u1e '}; (Pk - cdQk1 = -Q1 + - � Wi11 'Qj - - � QkJ � W;17'-i , 
k = I  µ i µ k =O i 11 

j = l , . . . , m. (29) 

Note that ute/111 is the i th consumer's marginal rate of subsitution be
tween aggregate consumption of good k and income. If we further as
sume that QkJ = Q1b so E1k = EkJPkQdP1Q1, where EkJ = Qk1P1/Qk , 
and accept the current income distribution so that W; = l/17i, (29) can be 
rearranged as 

m (Pk - ck ) µ - 1 1 m - uf/ � (-E1d = - - --- � (-QkJ ) '}; -. , 
k = I  pk µ µQj k = O i 11 1  

j = l ,  . . .  , m, (30) 

6 A more general assumption that will yield broadly the same results is that of constant re
turns to scale. 



        
       

1 70 6. Equity in public pricing 

which will be recognized as the Ramsey rule with an extra (externality) 
term subtracted away on the right-hand side. This externality term is G; 
in (18), the term for which we seek a simple estimate. 

Since others' consumption of a beneficial good benefits person i, who 
also consumes the good, we propose to use i's own evaluation to estimate 
the value of this external effect of others' consumption. We want a value 
for u /, the effect on person i of total consumption, or of consumption by 
others.7 To evaluate the effect on i of others' consumption of Q1 in terms 
of 'Y/ i, consider as an estimate of u / 

u ie = Mi ,,, ip. (31) J J ., J '  
where Mj i s  a constant that modifies i 's measure o f  marginal satisfaction 
from qj, which equals ri ;P1 from (1 1 ) .  Thus (31)  proposes as an estimate 
of the marginal effect on i of consumption of good j by others some con
stant times the marginal effect on i of own consumption of good j, or 
uf = Mjuji. For a merit good, Mj > O, because consumption of good j by 
others has a positive benefit to i. We might ordinarily expect Mj < 1 ,  which 
holds if person i marginally prefers own consumption of the good to con
sumption by others. To impute to person i a valuation for consumption 
by others that is some fraction, M), of i 's own marginal evaluation sim
ply assumes that person i values others' consumption proportionally to 
own consumption. One who purchases immunization from contagious 
disease, for example, is assumed to value immunization by others as pro
portional to the value placed on one's own immunization. Although it 
might not be compelling in every case, this assumption is appealing for 
many beneficial goods that are widely consumed. 

To allow a simple characterization of the effect of the externality when 
cross-effects among the goods are significant, we have to impose the same 
value of M) for all changes in others' consumption of beneficial goods re
sulting from a change in P1 • Why this is needed will be obvious in a mo
ment, but it means that we should define 

· ie _ M; ip (32) Uk; = j'Y/ k • 
where k indicates any merit good whose demand is affected by a change 
in P1 (including k = j) .  The most important effect of a change in P1 will 
of course be the effect on Q1, which would be captured by (31) .  

I f  we replace u£e in (30) with our proposed estimate, u£j in (32) , we have 

� (Pk - ck) (-E;d = µ - 1  _ 'i'k= o (-Qk;>"' f.'/=o M}Pk 
k = I  pk µ. µQj 

j = l , . . .  , m. (33) 

7 We do not distinguish between Qj and Q; -Q5, assuming they are close in magnitude. 
This is consistent with person i not considering the effect of own consumption on the 
total. 
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Since the price of  a merit good i s  assumed to  affect only merit goods, (28) 
can be used to reduce L k P kQ kJ to -Q1. It is to make possible this simple 
result of substitution from (28) that we use the same M} for all consump
tion effects of a change in P1, as called for in (32). With the assumption 
that W; = l/7J i, while letting L ; MJ = M1, the right-hand-side term in (33) 
finally becomes -M1/µ and (33) can be arranged in the equation system 

Pk -ck µ - l - M . � p (-E1k ) =  1 ,  J = l , . . .  , m, (34) 
k k µ. 

which can be solved for optimal price marginal cost ratios to express Ram
sey prices implicitly. In the special case of zero cross-elasticities of de
mand, when the weaker condition (31) can serve in place of (32) for esti
mating the value of the externality because no aggregation of cross-effects 
is necessary, 8 the price marginal cost ratios are simply 

P1
p
- ci 

= 
( µ - l -M1 ) (-El ) • j = 1 , . . .  , m. j µ. - Ji 

(35) 

Thus the G1 term we introduced at the beginning is seen to be simply 
Mjµ. The presence of M1 in (35) has the effect of lowering P1 more as 
M1 is larger (oPjoM1 < 0) .  Attending to the effect of the M/s therefore 
can be expected to make the budget constraint a greater burden, so µ. will 
be larger than if the cases of M1 > 0 were ignored. For relatively small 
values of M1, the resulting solution P1 may be higher than if M/s were not 
considered, because of the larger µ. (oP1/oµ > 0) .  But where values of M1 
are large, we should expect lower P1 , possibly to the point where P1 < c1 
for some P1 because M1 + I > µ., even if the public enterprise earns a profit 
overall because D > 0.9 

The pricing rules in (34) and (35) give workable form to the pricing of 
beneficial goods. The rules reflect the favoritism to be expected, and in 
the absence of lump-sum transfers they also moderate consequent eco
nomic distortions through the influence of demand elasticities that typify 
Ramsey ( 1927) prices. Most important, these are simple pricing rules that 
differ from Ramsey rules only by the estimates M1 of how individuls to
gether value the total consumption of others relative to their own. For 
these rules to be applied, the M1 would still have to be approximated for 
a population. For medical care, as an example, a value might be estimated 
from empirical knowledge of the effects of others' consumption on one's 
health. For some goods, the fractional MJ will depend more on subjective 

s Note that if beneficial good demands depend only on their own prices and there are no 
cross-effects, we must have £11 = - 1 .  9 If the public enterprise does not break even, o r  indeed if other parts o f  the public sector 
do not, the question of the social marginal cost of public funds needs to be treated. See 
Browning (1987). 
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judgments of individuals, but considering consumption externality effects 
as proportional to own marginal utility through Mj still may advance the 
estimation conceptually. Even if estimates of M/s are crude, ordinal re
lations might be obtained, so a set of M/s could at least reflect an order 
of merit among the beneficial goods. 

Applying pricing rules such as ( 34) and (35) will allow public enterprise 
pricing to reflect positive consumption externalities. Although avowedly 
intended to improve income distribution and welfare generally, public en
terprise pricing in developing countries has been criticized for perversely 
affecting income distribution (Jones 1985). By applying representations 
here and in Section 6.3 ,  pricing goals could be translated explicitly into 
operational form, which might make the goals more achievable. 

6.5 Combining distributional equity with beneficial goods 

We shall now modify the distributional characteristic of a good intro
duced in Section 6.3 (equation ( 13)) to make it consistent with the discrete 
model we used in Section 6.4. Recall that person I has the lowest income 
and person I has the highest income. Modified to be consistent with the 
model we have employed, the distributional characteristic Rj of good j is 

Rj = }.;i W;ri iqj/Qj . (36) 

Notice that again Rj = I  when W; = l/rii. For the good j, Rj can be viewed 
as a weighted average of the marginal social utilities of consumers, the 
products W; rii, where the weights depend on the relative quantities of the 
good consumed, qj / Qj . If the social goal is to benefit those with lower in
comes, W;17i  > I  for low values of i (low incomes) and W;ri i  < I  for high 
values of i . Goods with low income elasticities of demand (necessities) 
will then have hi3her values of Rj, whereas goods with high income elas
ticities (luxuries) will have lower values of Rj. 

Using the distributional characteristic of a good, we can consider in
come distribution goals in socially optimal pricing, rather than assume 
W; = l/ri i  and ignore income distribution. The social problem still is to 
maximize the objective (24), subject to the constraint (25), with If,- now 
the Lagrange multiplier. Using our estimate of u£j ,  necessary conditions 
for a solution are 

� W; [� ufqkj + � ui} Qkj] + i/; [Qj + � (Pk -ck ) Qkj] = o, 
i k k = I  k = I  

j = l , . . .  , m, (37) 

plus the constraint. Now if we use (21), (27), (28), and (32), we find for 
the first part of (37) that 
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L iv; [L ufq£j + � uk) Qkj] = - L W;11iq} - L W;11iMjQj, i k k = I i i 
j = l , . . .  , n. (38) 

The first part of the right-hand side of (38) contains the social utility terms 
weighted by quantities, which will be related to Rj in a moment using 
(36). The second part contains social utility terms weighted by the esti
mated magnitude of the benefits derived from consumption by others, 
the M). 

Let us define a benefit characteristic for the jth good, Bj, as 

(39) 

Suppose that the rich feel more benefit from consumption by the poor 
than vice versa, so MJ tend to be larger for higher-index i persons who 
have greater incomes. If income is to be distributed more to the poor, so 
Wi1/i > I  for low values of i ( low incomes) and W;11 i < 1 for high values of 
i, B1 will then tend to be smaller than the unweighted Mj = 2:i Mj. Of 
course, it is conceivable, perhaps for education as an example, that the 
poor place greater importance on consumption by the rich than vice ver
sa, in which case Bj could be greater than Mj . In any case, an interac
tion develops between merit-good pricing and distributional-equity pric
ing that can alter the effect of the Mj . In what seems the most plausible 
case, the interaction will lower the effect of the unweighted Mj, but it con
ceivably can increase it. 

Using (36), (38), and (39), conditions (37) can be simplified to 
m 

-(Rj + Bj - 1/;)Qj + lf;  L (Pk - ck)Qkj = O, j = l , . . .  , n. (40) k = I  
Applying the Slutsky relation, we can arrange (40) in the form 

(Pk -ck ) lf; - R · - B . 
L (-Ejk ) =  ; 1 , J = l, . . . , n. 
k pk 

(41 ) 

If  we interpret the pricing formulas as  before, their form indicates that 
the effects of Rj and Bj are essentially the same; larger values of Rj or Bj 
will lower the optimal price P1 .  There is an important difference between 
the two terms, however. The term Bj derives from the property of a good 
- that it yields consumption externality - plus the distributional-equity 
policy, which can modify M1 in forming Bj. Knowing that a good yields 
positive externality, we can in principle adjust its price optimally. The 
term Rj depends on the given consumption patterns of a population, how
ever, and cannot be adjusted so conveniently. It is possible, for example, 
that every good is consumed more by the rich than by the poor, so that 
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every R1 < 1  even after W; for high-income individuals have been reduced. 
Then taxation will be the primary means, and it may be a limited one, for 
altering the distribution of income. 

6.6 Nonuniform pricing and equity 

Nonuniform prices offer greater possibilities for redistributing income, 
but of course if the prices are to achieve that aim the good must be one 
that cannot be resold; and effectiveness can require quite a bit of infor
mation about the pattern of demands. We shall emphasize a convenient 
situation for two-part prices to yield an intuitively understandable result. 

Two-part pricing 

Earlier we treated the case in which costs could be traced to two dimen
sions of consumer service, a cost per customer due perhaps to connec
tion requirements (as in the case of electricity or telephone) and a cost 
per unit of service. A two-part tariff was shown to be perfectly efficient in 
the simple case of constant costs in Section 4.5,  with a charge per custom
er and a charge per unit each equal to the corresponding marginal cost. 
Second-best two-part tariffs were found to reflect Ramsey principles in 
Section 5 .5 ,  allowing maximum welfare while accepting the existing in
come distribution. A two-part tariff can also be used even if no clear costs 
are traceable to one of the pricing dimensions, as noted in Section 2.6, to 
raise enough money from fixed (customer) and per-unit (quantity) charges 
to cover what might otherwise be a deficit while setting marginal prices 
equal to marginal costs. Indeed, Wicksell saw the fixed part of a two-part 
price as an ideal tax to support fixed costs of a public utility while pricing 
marginal usage at marginal cost ( Buchanan 1951) ;  and Henderson (1947) 
showed how the fixed portion of a two-part price could be interpreted as 
a (regressive) head tax. 

Because of its simplicity, we describe the Feldstein ( l972b) model for 
redistributing income through two-part prices. This model requires that 
every household consumes the good, which is not unreasonable for many 
public sector goods. Auerbach and Pellechio (1978) showed that allowing 
for some not to consume the good - to disconnect from an electricity net
work, for example - tends not to have a very large effect on results in rea
sonable circumstances. Incomes are distributed according to the relative 
density function, f(y) ,  with the lowest income y and the highest Ji. The 
marginal social utility of income for an individual of income y is taken 
to be w'(y) ,  a value that is assumed independent of marginal price or 
fixed fee. When the marginal price per unit is Pq • the total quantity pur
chased will be 
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Q = l  r q(pq. Y)f(y) dy. ./.'. 
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(42) 

where I is the total number of consumers and q(pq , Y) is the amount con
sumed by a household with income y at price Pq· 

Let us  now pose a second-best problem by requiring that the enterprise 
break even, using a fixed fee as a means of making up any deficit from the 
marginal price level. Like the marginal price, the fixed fee must be the 
same for all consumers because the seller is assumed unable to identify 
consumers individually. ( I f  it could do so, the seller would try to discrimi
nate perfectly through the choices of different fixed fees. )  There is no cost 
of connecting a customer. With C( Q) representing total cost, to break 
even the fixed charge per time period, Pn, must be 

(43) 

A consumer with an income of y will experience a net consumer surplus 
of V(pq, Y)/µ(y) -Pn • where µ is marginal utility of income. Substituting 
from (43) directly, welfare to be maximized can be expressed as 

W= l  ); w'(y) [ V(p:, y) 
-

C(Q);PqQ ]f(y) dy. (44) 

Maximizing (44) with respect to Pq yields, after some rearrangement, 

(pq - Cq)T/ 
Pq 

- ff q(pq ,y )f(y)  dy r; w'(y)f(y )  dy - f; w'(y)q(pq ,y )f(y)  dy 
- ff q(pq , Y)f(y)  dy ff w'(y)f(y)  dy 

(45) 

where cq = dC(Q)/dQ and T/ = -pq aQ/apqQ. This result can be expressed 
in Ramsey form as 

Pq - cq 
= _!_

( -Cov (w ', q ) )
, 

Pq T/ E(w' )E(q) 
(46) 

where Cov (w', q) is the covariance of marginal social utilities of income, 
the w'(y)'s, with quantities consumed. 

For a normal good, we can expect higher-income consumers to pur
chase greater quantities, but they will also have smaller social welfare 
weights if the general aim is one that we ordinarily would expect, namely 
to benefit the poorer members of society. Then Cov (w', q) will be nega
tive, and so at the optimum Pq > cq. Since the richer members of society 
purchase more units , at the higher price they contribute more to making 
Pn smaller, which aids the consumers of smaller amounts. If w' is a con
stant, as it has been implicitly in earlier chapters, then Cov(w', q) = O and 
Pq = cq is optimal. 



        
       

1 76 6. Equity in public pricing 

The generalization of Auerbach and Pellechio (1978) allows consumers 
to disconnect from the system if their net surplus is negative. Thus a mar
ginal consumer may have income Ym such that y �Ym �ji. When y < Ym 
an extra term is subtracted from the right-hand Side of (46), reflecting the 
surplus of marginal consumers who join or disconnect in response to a 
change in Pq • divided by total quantity. An alternative model that per
mits consumers to disconnect is presented in the Appendix to Chapter 6.  

Quantity-dependent pricing 

A continuous nonuniform price was shown in Section 5 .5 to take a Ram
sey form for every market increment, A.q, to be considered. We might 
expect the resulting prices to be affected if new welfare weights were as
signed individuals, and the effect would depend on who was consuming 
in each market increment. Spence ( 1977) has examined this problem using 
representations like Weitzman's ( 1977), where consumers have tastes for 
the goods that differ even if incomes are the same, and marginal utilities 
of income also differ. If tastes for the good and marginal utilities are neg
atively related, it is desirable to make price higher for large consumers 
and price lower for smaller consumers. But it is difficult to give exact form 
to this general modification in the optimal nonuniform price without hav
ing explicit knowledge of tastes and marginal utilities. 

6. 7 Governmental decisions and equity 

The kind of situation that typically comes to political institutions for deci
sion will improve the well-being of some individuals while harming others. 
Examples include proposals to build airports, bridges, or football stadi
ums. Even in the case of a public utility, a higher price may help stock
holders while harming consumers, or an adjustment in the relative prices 
of two services may leave the stockholders' position unchanged but create 
a gain for one set of consumers and a loss for others. In these cases, will a 
gain in the sum of consumer surplus and producer surplus due to a pro
posed action adequately serve as a criterion warranting adoption of that 
action? 

Much debate has focused on this question. In principle, the Pareto op
timality idea offers a way to settle it. If those who benefit from a change 
can compensate those who lose, and at least one party ends up better off, 
then the change should be made; it will be Pareto optimal to do so. A 
slight elaboration of Pareto optimality yields such a rule for action: Any 
action that benefits some person(s) and harms none is an improvement. 
This rule is appealing but often impossible to apply, because compensa
tion cannot be carried out. When electricity rates for industrial customers 
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are lowered and those for residential customers are raised, for example, 
what possible form of compensation can be worked out for the residen
tial consumers? 

It is not easy to settle the question of whether an action should be taken 
if compensation cannot actually be paid. In an effort to justify adoption 
of social actions that seem potentially desirable, at least on technical effi
ciency grounds, the British economist Nicholas Kaldor ( 1939) relaxed the 
compensation requirement of Pareto optimality and proposed a new rule: 
Any action that allows gainers to compensate losers and still be better 
off is an improvement, whether or not compensation is actually paid. Sir 
John Hicks (1939, 1940, 1941) added an alternative but similar rule: Any 
action that the losers cannot profitably bribe the gainers to oppose must 
be an improvement. 

The reason for weakening the Pareto criterion for social decisions as 
Kaldor and Hicks wanted to do should be clear, once it is realized that 
the Pareto rule requires virtual unanimity before collective action can be 
taken. If anyone loses, he or she can block action under the Pareto rule. 
For one thing, this could give rise to all sorts of strategic behavior. An in
dividual might feign opposition to a proposal, for example, in an effort 
to be "bought off." In practice, making compensation to harmed parties 
is virtually impossible. How can reliable estimates of harm be obtained 
when the person to be compensated is the main source of estimated harm? 
In relaxing the compensation requirement, Kaldor and Hicks sought a 
rule that public agencies could follow without endless wrangling. 

Using the Kaldor-Hicks rule should improve efficiency, and if projects 
are so various that one group benefits in one case and a different group 
benefits in another, on average all may benefit. The present-day applica
tion of benefit-cost analysis, which deals in aggregations of benefits and 
costs, relies on the same principle. JO Our examples in Section 2.5 actually 
could satisfy the Pareto rule because users who benefit from the service 
always pay all the costs that follow from their decision to use the service. 
(Question 2.3 raised the Kaldor-Hicks kind of issue and illustrated its 
possible usefulness. See also Question 3 .4.) 

However, Scitovsky ( 1941)  showed an inconsistency for the Kaldor
Hicks approach. A project might be approved according to the Kaldor 
rule, but then a proposal to return to the initial position could also pass 
the rule! Such inconsistency can arise because of changes in relative prices 
and in income distribution that accompany the action. Those changes 
can alter valuations and thus change the outcome under the rule. A more 
apparent objection can be seen if the same kind of project is repeatedly 

IO A treatment of the Kaldor-Hicks criterion in terms of individuals' compensating varia
tions is provided by Crew and Kleindorfer (1979a, pp. 9-13). 
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adopted. For example, suppose that projects adopted are golf courses, 
yachting facilities, landing strips, and other benefits for the rich. Every 
one of these projects makes the rich who benefit able to place a still higher 
value on the next project, measured perhaps by consumer surplus, since 
the rich keep getting richer. When compensation is not actually carried 
out, blindly following the rule could thus lead to a result many would 
consider perverse. If instead the benefits and costs fall on different people 
in different cases, efficiency improvements will tend to dominate. Use of 
the weaker Kaldor-Hicks rule then could be socially productive, and that 
is why the rule is followed in benefit-cost analysis of public projects. 

We noted in Chapter 3 that majority rule can bring perverse outcomes 
( Buchanan 1962). In the context of income redistribution policies, a ma
jority might exploit a minority most directly, so the possibility needs to be 
considered. Under regulation it is likely that some consumers will benefit 
more than others, due to monopolistic tendencies of the supplier, politi
cal preferences of the regulators, or both. There can be no doubt that in 
their years under regulation the U.S. franchised monopolies (such as tele
phone companies) and other regulated industries where entry was con
trolled (such as airlines) have had prices that favored some consumers 
relative to others. Telephone rates under regulation favored residences 
(who vote in large numbers) relative to business firms and local calls rela
tive to long distance; and airline fares favored short flights and service to 
out-of-the-way communities relative to long-distance flights between ma
jor cities. Indeed, part of the impetus for deregulation came from a desire 
to end cross-subsidization and to have prices based on efficiency consid
erations alone, as anonymous equity would require. Thus, although gov
ernment decisions can pursue equity aims that many people share, mo
nopoly power and political favoritism may lead instead to results that are 
inefficient and difficult to sustain.  Then government influence may be re
jected and market forces accepted in its place. 

6.8 Summary 

We first introduced a benchmark condition on prices called anonymous 
equity, which guarantees that no income redistribution can occur. This 
condition is related to, but stronger than, that implied by subsidy-free 
prices, and can be a requirement of sustainable prices under free entry. 
We then showed in subsequent subsections that, to the extent that infor
mation can be obtained about the incomes of those who consume particu
lar goods, the prices of those goods can be adjusted to pursue the purpose 
of redistributing income. With entry limited, it is possible to represent in-
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come distribution aims through welfare weights and then to modify Ram
sey prices to affect income redistribution, as shown in Section 6 .3 .  Where 
goods cause positive external effects, their prices can be adjusted to im
prove welfare, and information about individual consumption can be used 
to help estimate the value of benefits from the good, as shown in Section 
6.4. Externality effects and redistributional effects are combined in Sec
tion 6.5 .  Nonuniform pricing can be used to affect income distribution, 
as described in Section 6.6.  Free entry can prevent income redistribution 
by preventing consumers of one good from supporting others or being 
supported by them, so entry policy is involved in all of these possible 
means of implementing income redistribution policy. Criteria for collec
tive choices through governmental institutions were briefly discussed in 
Section 6.7.  

Questions 

6. 1 .  Consider Question 2.3 of Chapter 2. I f  those with lower incomes traveled 
A to B and return, while those with higher incomes traveled B to C and re
turn, and the aim was to benefit those with lower incomes, how could the 
solution be affected? 

6.2. Consider a telephone service facing demands per call over two equal-length 
( 12-hour-long) periods of the day represented by 

P1 = O.IOY1 - 0.02Q1 

and 

P2 = 0. IOY2 - 0.02Q2, 

where P1 and P2 are prices per call in the two periods, Y1 and Y2 are the 
average incomes per day of consumers in the two periods, and Q1 and Q2 
are the number of calls. Daily incomes and consumers in period l average 
$90, and incomes of consumers in period 2 average $80. Operating cost for 
phone service is $1 per call and capacity for one call costs $5 per day. De
mand for calls in excess of the capacity cannot be served . 
(a) Find a socially optimal level of capacity, plus the accompanying peri

od-I and period-2 prices. 
( b) Calculate the consumer surplus at your solution in part (a) . Compare 

it with the consumer surplus obtained for a similar situation in Ques
tion 4.4 of Chapter 4. 

6 .3 .  The cost of production implicit in budget constraint (43) has no cost of 
adding a consumer to the system. Suppose there is  a constant cost per con
sumer, en. How do you think optimal pricing rules (43) and (46) would be 
affected? 

6.4. In answering part (b) of Question 2.3, about whether train service should 
extend to C, is there any possible set of facts that would allow application 
of the Pareto rule? Relate your considerations to anonymous equity. If  
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such facts do not exist or do not apply, what concern would you have about 
applying the Kaldor-Hicks criterion? 

Appendix to Chapter 6 

It is possible to modify the analysis of second-best two-part prices in the appendix 
to Chapter 5 by introducing social welfare weights. Aggregate consumer welfare 
becomes 

C = N  r ( V(pq , y)/µ -pn)w'(y)f(y) dy (A l )  
Ym 

rather than as given by equation (Al )  in the appendix to Chapter 5 without the 
welfare weights, w'(y) .  Maximizing the Lagrangian formed by this objective, 
subject to the budget constraint, 

N r [pq q(pq ,y ) +pn - C(Q)]f(y) dy = B, 
Ym 

yields 

(pq - cq )q(pq , Ym) +Pn 
= (->--)_!_ + 

gm [ l - w'(y)]/(y ) dy 

Pn I +  A 1/n ( I +  A )f(Ym>Pn OYm/iJPn 
and 

(A2) 

(A3) 

Pq -Cq 
= (->--)_!_ [Q - Qm ]

+ 
j�m [q(pq ,y ) - q(pq , Ym)] [ l - w'(y)]f(y) dy

. 
Pq I + >.  1/q Q ( l + >.)Q 

(A4) 

If w'(y) = I , these pricing rules reduce immediately to those in equations (A5) 
and (A8) in the appendix to Chapter 5 .  But if the poor are to be benefited, so wel
fare weights w'(y) are smaller than I for consumers with greater incomes y, it ap
pears from (A4) that Pq should be raised, provided the good is normal. What hap
pens to Pn is more complicated, for the rise in Pq might affect both sides of (A3), 
and we cannot be absolutely certain about how that might affect Pn· However, if 
the rise in Pq contributes more to profit, as we should expect , the budget constraint 
will require a reduction in Pn· 
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C H A PT E R  7 

Rate-of-return regulation 

7.1 Introduction 

We now turn our attention to the major institution of monopoly regula
tion in the United States, rate-of-return regulation. That institution was 
not designed specifically to achieve economic efficiency. It grew slowly 
out of a history of conflict, which was gradually resolved by the U.S. ju
dicial system. The right of states to prescribe rates was affirmed little more 
than a century ago by the Supreme Court in the case of Munn v. Illinois, 1 
and the guidance that has come to be called rate-of-return regulation was 
essentially worked out over the half-century between Smyth v. Ames2 in 
1898 and Hope Natural Gas Company3 in 1944. This history reminds us 
that once parties have had scope to entertain quite different positions, 
they may have difficulty bringing their dispute to an efficient outcome. 
Although legal issues have been settled, in the wake of their settlement 
economic issues today have become very complex, as observation of any 
modern rate case will confirm. Economic issues are complex in part be
cause rate-of-return regulation evolved before some economic principles 
that might have affected its design were fully known. These principles 
would have made untenable some of the legal positions that partisans in 
past adversary proceedings created. 

Our aim in this chapter is to show how rate-of-return regulation came 
into being and to describe its operational shortcomings. Its consequences 
for input inefficiency, output inefficiency, and incentives within the firm are 
explored in subsequent chapters. The shortcomings of the Hope Natural 
Gas Company decision, which embodies major guidelines of present-day 
rate-of-return regulation, can be seen and understood best if its achieve
ment is first appreciated. So we begin with a brief review of the question 
it was intended to settle: What profit should investors receive? That ques
tion was originally perceived largely as a matter of fairness. But fairness 

This chapter draws on Sherman ( 1983a). 
1 Munn v. 11/inos, 94 U.S. 113 ( 1877). 
2 Smyth v. Ames, 169 U.S. 466 ( 1898). 
3 FPC v. Hope Natural Gas Co.,  320 U.S. 591 (1944). 
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required some ground for investor expectation, some basis for anticipat
ing economic value, which is the very thing persistent legal debate denied. 
That is why the instrumental value of the Hope decision lay in its en
dorsement of a single (compromise) way to answer the profit question, 
not that this answer was necessarily sound. Indeed, there are inconsisten
cies in the Hope procedure that still complicate its application. What is 
more, from an economic efficiency standpoint the question of profit for 
investors should not have been addressed so directly, for doing so entirely 
ignored the established role of profit as efficiency incentive within a busi
ness organization. 

7.2 The origins of rate-of-return regulation 

American institutions for the regulation of monopoly were built during 
the past century, which has been one of spectacular economic expansion 
and change. The groundwork for them was laid after the Civil War, when 
a steady decline in price level made farmers feel they were suffering un
fairly (along with small merchants, and investors in railroad stocks) and 
brought the great midwestern farm belt to life politically. The Illinois leg
islature claimed regulatory power in saying, as it regulated prices for grist 
mills, "For protection against abuses by legislatures the people must re
sort to the polls, not to the courts."4 The Supreme Court let this position 
stand, but subsequent regulatory decisions drew the courts into regula
tion.5 Public utilities came to be franchised monopolies, protected from 
new entry. Regardless of where regulatory power was lodged, the sub
stantive question for regulation became, How much profit should be al
lowed a publicly regulated monopoly firm ?6 Whether it was an appropri
ate economic question to pose or not, it was the question the Hope case 
was to answer in 1944. 

By then it was common practice to grant statutory monopoly franchises 
to public utilities for providing public services such as electricity and then 
to regulate the prices charged. The task of regulating prices had been del
egated to regulatory commissions in the vast majority of states, and as 
they wrestled with the question of what profit to allow, these commissions 

4 Munn v. Illinois, 94 U.S. at 1 34. 
s See especially Chicago v. Minnesota, 1 34 U.S. 419 ( 1889), where the Court reserved power 

to declare illegal a rate fixed by state legislature or commission, and Reagan v. Farmers' 
Loan and Trust Co. ,  154 U.S. 362 (1893), where it exercised such power. 

6 Allowed profit was added to a firm's actual operating costs, depreciation, and taxes to de
termine the total revenue that rates, once fixed, would be allowed to generate. The way 
low rates would then benefit consumers or high rates would benefit investors was articu
lated in Covington and Lexington Tpk. Rd. Co. v. Sanford, 164 U.S. 578 (1896). 
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were guided by j udicial review. However, court guidance grew out of ex
treme cases involving confiscation of investors' property on the one hand 
and unreasonable burdens for ratepayers on the other, cases that did not 
immediately reveal the underlying economic process any more than the 
rules of a game can easily be inferred by consulting records of extreme 
performances in the Guiness Book of World Records. Principles were set 
out mainly as boundary circumstances, which left much scope for com
mission discretion. Some of the principles might even have been inconsis
tent, especially when there were changes in the economic conditions on 
which they had been based. That is one reason early decisions created 
conflicts for the Hope decision to resolve. 

The grounds on which the allowed profit question was settled in Hope 
go back to the late nineteenth century, when the generally declining price 
level made it all the more puzzling. Falling prices raised the issue of wheth
er profit should be allowed on the amount investors originally invested in 
assets years earlier or on the lower current asset value that resulted after 
the price level fell .  Basing profit on original investment seemed fair, and 
the actual outlay had the added advantage of being precisely known. But 
using the current value appeared to reflect more faithfully the competi
tive market circumstances, and so relying on it appeared more consistent 
with the market system on which the rest of the economy turned. 

This issue of asset valuation was important in Smyth v. Ames, 7 a dis
pute arising out of Nebraska's effort not merely to regulate railroad rates 
but, as the Court concluded, to set rates on intrastate traffic sometimes 
below costs. In defense of its 1893 rate-setting statute, the State of Nebras
ka could argue that investors had made poor investments because their 
values fell with the general price level, and that investors rather than the 
public should suffer as a result . The Court apparently was prepared to 
use almost any basis for valuing assets, even the low current value urged 
by Nebraska, because however returns were calculated the Court found 
them inadequate under the disputed rates. The Court held that "fair val
ue" of property used by a corporation for the convenience of the public 
should be the basis for rates, and that fair value would consider, inter 
alia, "the original cost of construction, the amount and market value of 
its bonds and stock, the present as compared with the original cost of 
construction."8 This short passage contains three possible bases of fair 
value, which rest on very different principles of valuation, and we shall 
note later how mixing them carelessly can cause serious implementation 

7 169 U.S. 466 (1898). The Smyth v. Ames decision and its effects are carefully analyzed by 
Huneke (1983). 

s 169 U.S. 466 (1898), at 546-7. 
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problems. Other potential inconsistencies in Smyth v. Ames need not de
tain us, for they were well analyzed long ago.9 

The price level finally began to rise after 1 898. 10 Then the Court's pre
vious willingness to entertain current estimates of the value of property 
was seized upon by the utilities, because such values were growing larger 
so that their use as a basis for profit might benefit rather than harm inves
tors. Whether current value should be used as a basis for rates, and how 
to measure current value - as physical replacement cost or as the market 
value of bonds and stocks - were still unclear, however. On this valuation 
point the confusion under Smyth v. Ames is well illustrated by three im
portant Court decisions rendered in 1923 , when the price level was twice as 
high as it had been in 1898 . 1 1 The first of these three decisions, the South
western Bell Telephone Co. 12 case, ruled that a return had been set too 
low because the current reproduction cost had not been used for valuing 
assets. A dissent written by Justice Louis D. Brandeis (although he con
curred in the judgment for reversal )  called instead for original cost, mean
ing accounting book value, as a basis of valuation. The second and third 
cases, Bluefield Water Works and Improvement Co. 13 and Georgia Rail
way, 14 were both handed down on the same day three weeks later. In Blue
field reproduction cost was supported, but in Georgia Railway a com
mission's use of original cost was endorsed for rate-base valuation. 

Ambiguity in the Smyth v. Ames "fair-value" guideline was criticized by 
Justice Brandeis in his opinion (joined by Justice Oliver Wendell Holmes, 
Jr.) in the Southwestern Bell Telephone Co. case. Brandeis saw the inves
tor contributing to the enterprise a sum of capital that was well defined 
without going into costs and later improvements and current market val
ues of bonds and stocks, or the many other notions of asset value that lit
igants pursued under Smyth v. Ames. An explicit return on that capital 
also was demonstrably acceptable to the investors. Besides being well de
fined, these historical investment values and rates of return avoided the 
extreme variations in allowed profit that could follow if current estimates 
were used instead for the value of all the firm's assets. 15 The drawback in 
this sound contractual view is that, as circumstances change, the terms 

9 See, e.g.,  Bauer ( 1925). 
IO The period from 1898 to 1907 was also a time when commissions were formed in many 

states to regulate public utilities. For a history that emphasizes the electric utilities' role 
in this development, see Anderson ( 1980, 1981). Telecommunications history is provided 
by Brock (1981) .  

1 1  For price-level data over the period, see Warren and Pearson ( 1933). 
12 South western Bell Tel. Co. v. Public Serv. Commission, 262 U.S. 276 (1923). 
13 Bluefield Waterworks and Improvement Co. v. Public Serv. Commission, 262 U.S. 679 

(1923). 
14 Georgia Railway and Power Co. v. Railway Commission, 262 U.S. 625 (1923). 
is For an analysis of Justice Brandeis's proposal, see Sherman ( 1977). 
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are no longer current , so prices based on them are not ideal signals to 
consumers of true current costs. 

Although the Bluefield case was settled on quite a different basis from 
that urged by Brandeis in his Southwestern Bell opinion, it also sought 
consistency between valuing assets and allowing a rate of return. Bluefield 
valued assets at current reproduction cost and focused on comparable 
risk 16 as a basis for setting a current rate of return. Rather than merely 
listing possible factors to consider, as in Smyth v. Ames, the Court in 
Bluefield accepted a risk mechanism that presumably determined current 
returns in unregulated competitive markets and might therefore provide 
the logic needed for setting returns on current-valued assets in regulated 
markets. Of course, this basis for allowing profit that mirrored the mar
ket process differed sharply from the Brandeis proposal, with its histori
cal orientation. By tying rate of return consistently to rate-base valuation, 
each method offered coherence that had been missing before. Indeed, the 
two views are polar extreme ways of dealing with price-level change, the 
historical Brandeis proposal favoring consumers when the price level in
creases unexpectedly, since returns need not rise accordingly. By the same 
token, the current valuation proposal is better for investors when the price 
level increases more than anticipated. 

The Georgia decision is noteworthy because in upholding the original 
cost basis for asset valuation it seems so blatantly contradictory to South
western Bell and Bluefield. But in Georgia the Court did not find rates 
confiscatory, as it had in the other two cases.17 Rates might have been 
judged confiscatory in Southwestern Bell and Blufield whether the rate 
base was determined by using original or reproduction cost, and in those 
cases some valuation beyond original cost was urged to set things right, 
whereas in Georgia the Court found rates based on original cost could al
low an adequate payment to investors. In stating the majority opinion, 
Justice Brandeis specifically noted that the commission had considered 
reproduction cost, and he said it had correctly held that reproduction cost 
did not have to be used for valuing the rate base. So the question of the 
proper way to value assets still remained open. 

Under the 1938 Natural Gas Act, efforts by the Federal Power Commis
sion (now the Federal Energy Regulatory Commission, or FERC) to de
termine reasonable rates for natural gas transmitted across state lines led 
to more exacting treatment of economic issues, and finally to the decision 

16 Comparative risk had been introduced in 1909 in Willcox v. Consol. Gas Co., 212 U.S. 19 
(1909), the first important case after Smyth v. Ames. A commission had found no consti
tutional basis for allowing a return greater than the rate of interest, but the Court said 
compensation for risk was appropriate beyond the rate of interest. 

17 See Bauer (1925), pp. 97-103. 
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that has guided rate-of-return regulation for nearly half a century. The 
Hope Natural Gas 18 decision in 1944 ended confusion that had lasted since 
Smyth v. Ames over whether to value assets at their "going-concern" fair 
market value, which would give a large role to the market value of stocks. 
Because of its ultimately circular dependence on the rate of return that 
was to be allowed, the going-concern market value was sensibly rejected 
in Hope, and an external cost basis for asset value was recommended. 

Hope did not specify a uniquely correct basis for valuing assets or cal
culating allowed profit, but it deemed one method acceptable. That meth
od was a compromise between two external bases for asset valuation: the 
current reproduction cost benchmark of the Bluefield decision and the 
well-defined, historical benchmark set out in the dissent of Justice Bran
deis in Southwestern Be//. 19 Hope followed the Brandeis position with re
spect to debt capital, accepting original historical cost as reasonable for 
valuing the debt portion of the asset rate base and allowing the histor
ically agreed upon interest rate as its rate of return. But Hope followed 
the Bluefield decision with respect to equity capital, in calling for a cur
rent return there. Any reasonable basis for valuing the equity portion of 
the asset rate base was allowed as long as it was external to, and thus not 
dependent on, the commission's decision. The rate of return to equity 
"should be commensurate with returns on investments in other enterprises 
having corresponding risks,"20 and "should be sufficient to assure con
fidence in the financial integrity of the enterprise, so as to maintain its 
credit and to attract capital ."21 These two Hope guidelines for equity re
turns are well known as the "comparable earnings" and "capital attrac
tion" standards. After separately determining one historical return for 
debt and one current return for equity, the two could be weighted together 
by the respective debt and equity portions of the capital structure of the 
firm into an overall rate of return on all assets, yielding an implied level 
of profit for the firm.22 

The effect of Hope is difficult to trace precisely, in part because it en
couraged regulatory authorities in all the states to follow their own pro
cedures. 23 But in one way or another every regulatory commission follows 

is FPC v. Hope Natural Gas Co., 320 U.S 591 (1944). 
19 For a review of these influences on the Hope decision see Leventhal (1965). 
20 320 U.S. at 603 . Besides applying this earnings guideline to equity rather than to all of 

the firm's assets, Hope did not specify the comparison to earnings of firms in the same region of the country as had the Bluefield decision. 
21 Ibid. 
22 Such a division of the firm's assets by source of capital had been suggested in Bauer 

(1925). A greater reliance on debt capital is proposed by Sherman (1970). 
23 Of course, the Hope case helped spawn this variety in practice by emphasizing end re

sults. A record of the creation of many state regulatory commissions is available in G. J. 
Stigler and C. Friedland (1962). For a review of major early regulatory decisions see 
Montgomery (1931) .  A description and criticism of monopoly regulation is available in 
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the general scheme advised in Hope: It defines an asset rate base for each 
firm under its jurisdiction and then rules on the maximum rate of return 
the firm may earn on those assets.  The value of assets in an electric utility 
can be two or three times greater than annual sales, so how assets and their 
returns are handled has an enormous bearing on profit. In valuing the 
asset rate base, most commissions today use original historical cost, re
corded as accounting book value, although others use variations that in
volve estimates of the current replacement or reproduction cost of assets,24 
a practice that also can comply with the guidelines articulated in Hope. 
Some commissions include facilities under construction as part of the as
set rate base, while others create an allowance for construction funds that 
will warrant higher revenues once the facilities are operational.25 When 
it comes to allowing a rate of return on those assets, commissions follow 
different practices, too, although the embedded interest rate on debt is 
typically accepted as the allowed return on debt capital. 

Difficulties in determining the rate of return to allow on equity capital 
have caused it to receive the most attention in rate cases, especially when 
heavy use of capital makes it so important. The Hope guidelines separate 
the determination of a firm's allowed rate of return into two problems: 
( I )  the determination of an allowed rate of return on debt using historical 
facts, and (2) the determination of an allowed rate of return on equity 
based on current conditions. Each return is then applied only to that por
tion of total assets financed by each respective source of capital, debt, and 
equity. The result is a compromise between two alternative ways of deal
ing with changes in the general price level, the historical basis put forward 
by Brandeis in his opinion in Southwestern Bell, and the current basis set 
out in Bluefield. 

We must be mindful of the fact that other goals were sought through 
the Hope decision, beyond economic efficiency or operational effective
ness. Indeed, since at any one time consumers might argue for one of the 
two valuation principles adopted in Hope, current and historical, while 
investors would favor the other - their positions shifting with changes in 
the direction of the price-level trend - the Hope compromise obviously 
balanced effects on the incomes of those groups. It also avoided large fluc
tuations in equity returns that would arise from allowing a current market 
return on all assets while a constant historical interest rate was actually 
being paid on the debt portion of capital.26 Applying a separate return 

Posner (1969). Practices are described in Thompson and Thatcher (1973). See also Jack
son (1%9). 

24 For brief descriptions of practices by states, see Petersen (1975b). 
25 See Pomerantz and Suelflow (1977). 
26 If  the current return on all assets fluctuates, while the return paid to debt is constant, 

great fluctuations may occur in the residual to equity. This compromise avoids fluctua
tions and capital losses, as Owen and Braeutigam (1978) argued. 
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to debt and equity portions of the asset rate base, as the Hope guidelines 
suggest, would prevent any such spillover of return fluctuations from debt 
to equity. In seeking to balance effects on income and to moderate fluc
tuations in equity returns, however, the Court did not ensure that an op
erational mechanism would result .  It also did not analyze consequences 
for economic efficiency, although a goal of efficiency was implicit in the 
comparable earnings guideline. Shortcomings of either kind could under
mine the Hope objectives, and that is why we explore them. 

7.3 Finance under rate-of-return regulation 

For operational soundness, the Hope guidelines require some basis for 
estimating a return to equity capital on the basis of current conditions. 
Yet the Hope framework complicates this task enormously, and may even 
prevent it from being carried out . First, the hybrid mixture of current 
and historical valuation principles that Hope suggests for debt and equity 
does not match that affecting unregulated firms, which are valued on a 
current basis, so no true benchmark exists in the unregulated firms to 
reveal "comparable earnings" for regulated firms. Second, observing re
turns of other regulated firms will not reveal true investor judgments re
liably because they can be affected by regulators' actions. To sketch these 
points will require a brief discussion of the role that stocks and bonds 
play in unregulated corporations. 

Bonds exist because the less daring among potential investors are will
ing to invest only if they have to bear very little risk, and the bond is a 
safe low-risk investment vehicle that tempts these more timid souls to join 
the ranks of regular investors; bonds promise first priority to payments 
out of earnings, and first claim to assets, too, in the event of failure. Of 
course a side effect of making such an offer to bondholders is that the risk 
in common stock shares will increase. From this one might expect that the 
better any one firm can tailor its mixture of bonds and stocks to meet the 
preferences of potential investors, the more effectively it can raise capital, 
and hence the lower its overall cost of capital will be. In small ways this 
expectation is sound, particularly when disequilibrium situations can be 
uncovered by the firm or when stocks and bonds are subject to different 
tax treatments, but we now know that, with the capital market in equi
librium under simple assumptions (admittedly limiting assumptions such 
as the absence of taxes), it would be wrong; the particular mixture of 
debt and equity instruments that any one firm issues can be shown to have 
no effect on the value of that firm. Thirty years ago this claim by Franco 
Modigliani and Merton Miller threw financial theorists and practitioners 
into an uproar, sparking a controvery that has since been settled on a 
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theoretical level but that still simmers over the interpretation of empirical 
results.27 The Modigliani-Miller conclusion can be sketched in one long 
sentence: If we lived in a no-tax world in which it cost nothing beyond the 
prices involved to make transactions and neither firms nor individuals 
would ever fail, and if the level expected on average for a firm's earnings 
before interest payments and the probability distribution of such earnings 
were known entirely on the basis of its commercial prospects, then the ex
pected level and probability distribution of a firm's earnings alone would 
determine its value, and nothing the.firm did by way of adjusting its capi
tal structure could affect that value. 

The logic behind this Modigliani and Miller claim depends on having no 
bankruptcy,28 so firms and individuals can borrow currently at the same 
rate of interest. Then, if the firm had no debt, its shareholders could bor
row money at the going interest rate to finance some of their share pur
chases and thereby be in the same financial position as if the firm had ac
tually issued debt. Or if the firm already had a large amount of debt in its 
capital structure, any shareholder who preferred less could lend money at 
interest, to reach a position as creditor and shareholder, the same as if the 
firm had less debt in its capital structure. By substituting debt capital for 
equity, or vice versa, the firm then cannot change its value because if it 
did investors would immediately want a trade (arbitrage) between person
al debt and corporate debt, and their action would eliminate the change 
in value. Even though the debt of unregulated firms may be issued with a 
promise to pay interest in nominal terms, which can differ from current 
interest rates later, the market nevertheless evaluates debt values at cur
rent rates and the arbitrage will take place in current terms. The reason 
current terms are controlling is that equilibrium outcomes in unregulated 
competitive markets are determined by new entrants whose opportunity 
costs are based on current interest rates and current profit rates. Lower 
(or higher) historical interest rates are an advantage (or a disadvantage) 
to shareholders of already existing firms, but because the current inter
est rate motivates entry decisions, it influences the return to shareholders, 
who also borrow or lend at the current rate in adjusting their portfolios. 

The capital market valuation mechanism cannot be counted on to op
erate in the same way for regulated firms as for unregulated firms. Under 
Hope guidelines there is no role for new entry, which, in relation to de
mand, determines overall returns in unregulated markets. Moreover, only 

27 See Modigliani and Miller (1958). There are many possible ways that changes in policies 
can affect bondholders relative to shareholders. For analysis of these relations, see Jen
sen and Mechling (1976) and Sherman (1977). On the empirical controversy, see Modi
gliani and Miller (1966). 

28 Bankruptcy is analyzed in Stiglitz ( 1969). 
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the return to the equity portion of capital is based on current conditions. 
Consequently, the historical cost of debt, and the importance of debt in 
the capital structure of the regulated firm, can influence the overall al
lowed rate of return. Because current debt cannot be interchanged with 
the historical debt that influences allowed return, no arbitrage process 
can offset this effect of capital structure on allowed rate of return. Even 
though profits taxes, transaction costs, and the possibility of bankruptcy 
may alter the Modigliani-Miller valuation process,29 the fact remains that 
regulation according to Hope guidelines may interfere in a more basic 
way with that process. 

Rather than new entrants' current opportunity cost of debt, which would 
influence returns in unregulated industries, Hope guidelines let the his
torical interest rate on bonds influence a regulated firm's cost of capital 
and, ultimately, its output price. Under this Hope procedure, sharehold
ers no longer gain or lose by offsetting risks borne by bondholders, and 
with historical debt costs influencing prices it is possible that consumers 
instead will bear risks of price-level or interest-rate change. Moreover, 
where regulators tie returns to the original cost of assets, shareholders as 
well as bondholders may experience nominal returns in the face of any 
unanticipated price-level change, because original-cost valuation of a rate 
base tends to fix returns to equity in original period dollars. Just such 
nominal returns for equity have been observed in regulated firms during 
recent periods of high rates of inflation.30 So regulated firms may have 
special preferences among financial instruments, depending on circum
stances (Scott 1987; Sherman 1977; Taggart 198 1 ,  1985). In essence, the 
Hope guidelines for setting a return to equity capital can destroy the fi
nancial comparability between regulated and unregulated firms on which 
the guidelines supposedly rest. 

Now it is conceivable that investors' valuations reflecting comparable 
risks can be observed from the shares of other regulated firms, or from a 
regulated firm's own shares. But stringent conditions are required for ob
taining investors' judgments about regulated firms independently of regu
lators' actions, and the conditions are not apt to be satisfied. In particular, 
the regulatory process itself is such that it takes time to reach decisions. 
Sudden cost increases in fuel and other inputs prompt rate requests but 

29 The consequences of relaxing strong assumptions are shown in Baumol and Malkiel 
(1967). 

30 Michael Keran (1976) has found empirically that with respect to dividend yields equity 
shares in regulated firms behave much like bonds when the rate of inflation is high. This 
result can be traced to the reliance of most regulatory commissions on the original-cost 
valuation of assets, which effectively makes stockholder returns more like nominal re
turns. For more on the cost of capital, see Kolbe, Read, and Hall (1985). For effects of 
inflation, see Cross-{1982) and Lebowitz, Lee, and Linhart (1976). 
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the delays between requests and regulatory actions can be so great that 
more problems, calling perhaps for more rate requests, may arise before 
the first request is settled. Such delays in adjustment interfere with the 
valuation process, and because of the way the Hope guidelines mix his
torical accounting measures with current measures there is no clear way 
to undo the consequences. Carleton ( 1974) has demonstrated that when 
there is no prompt response to changed conditions, the underlying values 
will be affected so that the ordinary market valuation process is irrepa
rably distorted. This means that, by observing other regulated firms, it is 
very hard, if not impossible, to apply properly the comparable earnings 
standard,31 because observed capital costs for regulated firms will reflect 
effects of regulation rather than investor judgments alone. 

It is seldom possible to observe a regulated firm's own equity cost as 
a basis for determining comparable earnings. A major difficulty arises 
when a public utility is regulated by more than one commission, a com
mon situation because the service areas of utilities do not always stop at 
state boundaries. The utility has only one cost of equity capital, but its 
profitability and thus its cost of capital will be affected by decisions of, 
say, two regulatory commissions. Neither commission can easily trace the 
consequence of its own rulings or observe investors' judgments indepen
dently of regulatory effects because other regulators also influence the 
firm's profitability. Related problems arise in the regulation of only a por
tion of a firm's activities. Market returns for the firm will then reflect in
vestors' judgments about activities beyond those being regulated, to con
found the determination of capital cost for the regulated activity. 

That the Hope guidelines lack a sound basis for estimating the very rate 
of return they sanction is important beyond the obvious practical difficulty 
this causes. That practical difficulty gives regulators much discretion, when 
almost any decision they reach will be feasible because the monopoly pub
lic utility they regulate will usually be able to earn far more than they al
low. In the worst cases, this discretion opens the way for corruption. Even 
in the best cases, it makes investors wonder not merely about inherent 
business risk, the risk of the business itself, but rather about what regula
tors will decide, allowing the firm's return for equity capital to possess 
uncertainties introduced by the regulatory process itself. 

The valuation of corporate securities is a complicated function that fi
nancial markets perform. Rate-of-return regulation according to Hope 

JI Immediate adjustment in rates to maintain an allowed rate of return is possible, but it 
leaves consumers as risk bearers while treating shareholders essentially as bondholders. 
For an experiment with this policy, see New Mexico Public Service Commission Decision 
and Order in Case no. 1 196, Cost of Service Index for the Public Service Company of 
New Mexico, April 22, 1975. 
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guidelines can intrude on the ordinary market valuation process, and it 
is important to understand the nature of this intrusion so the effects of 
present regulation can be understood. Alternative rules may be created 
for establishing rates of return, but their effect on the valuation process 
will need study if a sound choice of rule is to be made. Closely related 
to the way profit is valued in financial markets is the question of who 
bears the risks of its creation. To the extent that present procedures adjust 
prices to ensure a rate of return for investors, they may shift large por
tions of this risk to consumers. Not only may that be undesirable on the 
face of things, it can also weaken investors' motivation to oversee man
agement performance and as a result reduce efficiency within the firm. 

Even if rate-of-return regulation according to the comparable earnings 
standard could somehow be employed perfectly and continuously, it might 
fail for lack of incentive. All possible gains from improved efficiency es
sentially would have to be given up, so the firm's incentive to improve 
would be sapped; the Hope guidelines contain no great profit reward for 
efficiency, no incentive to elicit extra effort. Whether the firm would un
dertake research and development, for example, might depend on wheth
er necessary resources would be counted in the cost and in the rate base, 
and how helpful to the firm the results might be. In part because of delays 
between price changes, all incentive is not eliminated in regulated firms. 
But the incentives that remain in firms regulated according to Hope guide
lines do not serve the efficiency goal faithfully. 

7.4 The regulatory agencies 

Every one of the 50 states in the United States now has a regulatory com
mission to regulate within its state borders. Some commissions regulate 
only public utilities, whereas in other states they regulate insurance, trans
portation, or other activities. The commissions are quasi-judicial in form 
and render decisions after receiving evidence through hearings. Parties 
can appeal their decisions and if not satisfied have recourse to the regular 
court system. As we have noted, crucial principles of rate-of-return regu
lation were fashioned in Supreme Court decisions . 

We have seen how rate-of-return regulation according to Hope guide
lines leaves considerable scope for discretion by regulatory agencies, and 
it is reasonable to ask how that discretion is used. Joskow (1972) set out 
to determine the influence of economic factors in decisions by the New 
York Public Service Commission in the 1960s. He found that the commis
sion tended not to grant the full amounts requested by firms; they made 
relatively higher awards when expert testimony supported the firm's re
quest and lower awards when intervenors opposed them. Joskow (1973) 
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also studied the factors causing a public utility in New York to approach 
its regulatory agency with a proposal for new rates. Declining earned rate 
of return, especially in relation to other returns being allowed by the reg
ulatory commission, and weakening financial position raised the likeli
hood that a regulated firm would request higher rates. 

In a more general study of patterns and changes in public utility regu
lation, Joskow (1974) contrasted the 1960s, when costs of supplying elec
tricity either fell or remained constant, with the 1970s, when costs rose, 
owing in large part to the rise in the price of oil .  Joskow counted 5 rate 
cases before commissions in 1968, for example, whereas in 1970 the num
ber was 31 and in 1972 it was 53 .  More recently public utilities have com
plicated regulation by diversifying into other activities (Trebing 1985). 

Political influences on rate decisions have long been suspected but ef
forts to explain rate decisions consistently on this basis have not been 
successful.32 The political explanations often see lower prices going to 
consumer groups that are more numerous and therefore can be expected 
to exercise more power at the polls . But political influence can be held by 
commercial or industrial customers, in which case they may be favored 
with lower rates. Such customers sometimes have alternative sources, such 
as their own generators, which enable them to bargain for lower rates. Reg
ulation may also be used to achieve specific income redistribution goals 
of politicians. It is natural to expect these political arguments to vary with 
the importance of politics in the regulatory process, as indicated, for ex
ample, by whether regulatory commissioners are elected by the public. 

Regulatory commission performance must have some influence on out
comes, because major Wall Street advisory services seem to spend as much 
time evaluating state commissions as they do analyzing the circumstances 
of individual public utilities. Analysts systematically consider not only 
the rate of return a commission tends to allow, but such other factors as 
the time it takes to process rate cases, how construction work in process 
and other accounting matters are handled, whether automatic input-price 
adjustment clauses are allowed, and whether the basis for a decision is a 
recently completed "test" year or a hypothetical future period in which 
anticipated input price changes are taken into account.33 The ratings given 
commissions correlate well with bond ratings and stock values of the util
ities that they regulate, and the ratings also have been explained empir
ically by political variables (e.g . ,  elected commissions tend to have less 

32 For a review of some of these efforts, see R. A. Posner (1974). Leading examples are 
S. Peltzman (1975), G. J. Stigler (1971),  and R. A. Posner ( 1971).  

33 For an example of such an evaluation, with a rating of each commission on a scale of 
one to five, see Merrill, Lynch, Pierce, Fenner and Smith (1980). A more general descrip
tion of these evaluations is available in Navarro (1981). 
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favorable ratings than appointed commissions) and competence measures 
(e.g . ,  higher salaries tend to be earned at commissions with more favor
able ratings).34 Gegax and Tschirhart (1984) found that firms in more fav
orable regulatory climates were less apt to reduce capital expenditures by 
joint plant ownership through power pools. Thus state regulatory com
missions have scope to create different environments for the firms they 
regulate, and apparently they use it. 

For electricity, the dividing line between state and federal regulatory 
responsibilities has been drawn crudely between retailing to consumers 
(state regulation) and wholesaling to other utilities (federal regulation). 
Of course, whether transactions are at the retail or wholesale level can 
be determined to a degree by public utility decisions about organizational 
form. To this degree, a public utility can decide whether to be regulated 
by the state or the federal government. If regulation is seen to be more 
lenient at the state level, utilities will tend to organize so their sales are 
at the retail level. I f  federal regulation is seen by utilities to be more le
nient, where permitted they may organize as holding companies and make 
wholesale transactions to subsidiaries, which the Federal Energy Regula
tion Commission will regulate. On balance, the FERC appears to have 
been more lenient, particularly when allowing questionable assets to re
ceive any return at all. 

The debate over how to value assets to determine profit allowances has 
received far more attention than a fundamentally more important ques
tion, which is whether to allow any return at all. If putting assets in place 
was a mistake, they presumably should receive no return. This question 
has arisen in more rate cases recently, for example where nuclear power 
plants have been abandoned or have had serious accidents that made them 
unproductive . It is difficult to answer the question in the absence of free 
entry and exit , which produce the competitive market test for investment 
success. State regulatory commissions sometimes have denied returns on 
certain assets, and they have long required that assets be "used and use
ful" in order to receive a return. They have also imposed a prudency test 
on investment decisions, and insisted in some cases that assets be com
pleted and be productive before receiving any return, rather than doing 
so in a stage of construction. When power plant construction projects 
have been canceled by utilities, some state commissions have not allowed 
any amortization of their costs. And some state commissions also have 
reduced in some way the rate base eligible to receive a return, when they 

34 See Navarro (1980) and Dublin and Navarro (1982). Hagerman and Ratchford (1978) did 
not find a significant effect on allowed rate of return traceable to whether commission
ers were elected or the salary level, when economic variables (e.g., the interest rate and 
debt-equity ratio) were also included. 
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have concluded that the utility has built excessive, or unneeded capacity. 
In these latter decisions especially, state commissions have attempted to 
produce results somewhat like a competitive market, where excessive ca
pacity in relation to demand - whatever the reason it was built - will not 
earn a normal return. When there is excess capacity in competitive mar
kets, the shareholders, who oversee management, suffer rather than con
sumers. 

Although many state commissions have struggled to deal with the im
portant question of whether assets are genuinely needed and should receive 
a return, the FERC essentially has not pursued the question. FERC re
sponsibility has been limited to wholesale electricity transactions, which 
traditionally have accounted for a relatively small part of any one electric 
utility's sales. Perhaps that explains the FERC's reluctance to deny re
turns to utility assets. An evaluation of investment soundness requires at
tention to an entire organizational unit and the demand that it is respon
sible for supplying, a scope of responsibility that can be defined well only 
for the entire enterprise. 

Will a public utility ever build unneeded capacity? We know that incen
tives within the regulated firm received little attention when rate-of-return 
regulation was being developed. In recent years state commissions have 
devoted more attention to the effects of their decisions and policies on ef
ficiency incentives within regulated public utilities, but unwanted effects 
remain difficult to avoid. The bias toward capital could result in more 
capacity than needed, and the lack of competition may result in higher 
costs. But one of the hardest actions for a regulatory commission to take 
is to deny a normal return on assets of a public utility when they are not 
needed to meet its maximum expected demand or are far more costly than 
sound management would allow. A competitive market can ruthlessly 
punish firms and their shareholders in such a situation. If a return is al
lowed on the excessive assets in a regulated industry, it will cause prices 
to be higher and thereby shift risk of a decline in demand or accountabil
ity for management failure over to consumers instead of placing them on 
shareholders. Where there is cause, a decision to disallow return on ex
cessive capital will maintain incentives for sound management in the long 
run, but such decisions are still seldom made. 

7.5 Economic consequences of rate-of-return regulation 

Many questions remain about the effectiveness of rate-of-return regula
tion, particularly on big issues. Within the narrow task of controlling a 
monopoly's behavior through control over its rate of return, there also 
are questions to be raised. In addition to the risk allocation problems we 
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have described, it has been claimed that rate-of-return regulation ( I )  bi
ases the firm's choice among productive inputs, (2) fails to control mo
nopolistic reliance on price discrimination, and (3) does not encourage 
technological change. We briefly describe these problems here, beginning 
with the Averch and Johnson (1962) input bias that favors capital use. 
The second problem, monopolistic pricing such as price discrimination, 
is less well known and may cause the levels of a public utility's outputs to 
be inefficiently chosen. The third problem is the most difficult to treat pre
cisely, and it will be discussed only briefly. 

Input inefficiency 

Although we can question the strength of its profit-seeking motivation, 
suppose for now that the monopoly firm whose rate of return on assets is 
limited according to Hope guidelines faithfully pursues profit for its share
holders. If regulators can react immediately to all changes while main
taining an allowed rate of return, then in choosing inputs to produce any 
particular level of output the firm's incentives will be distorted. If the reg
ulated firm is allowed to earn a rate of return greater than the competitive 
cost of capital but below the monopoly return, it will want to expand its 
capital beyond the monopoly level. This incentive by itself is desirable, 
since it will lead to more output. But in hiring inputs other than capital 
the regulated firm remains monopolistic. Indeed, it becomes schizophre
nic in deciding capital use differently from the use of other inputs and it 
succumbs to what is now well known as the Averch-Johnson effect: 35 To 
produce any given output, it uses more capital relative to other inputs 
than is most efficient. 

The simplest way to view the incentive for capital use of the rate-of
return regulated firm is to realize that whereas an unregulated firm has 
one main aim, the rate-of-return regulated firm has two. The unregulated 
monopolist seeks to earn high profit; the rate-of-return regulated monop
olist seeks not only to earn high profit but also to be allowed to keep it. 
And since the regulated monopolist's profit is limited to some fraction of 

35 For the classic analysis, see Averch and Johnson (1962). A review is available in Sherman 
(1985). For elaboration of the split personality that comes to a firm's input decisions, see 
Sherman (1972b). More general dynamic formulations of the commission's review pro
cess tends to moderate the bias toward capital, and in some conditions to imply efficient 
outcomes if the allowed return exactly equals the cost of capital. In particular, see Bawa 
and Sibley (1980), Lipman (1985), and Sibley (1985). There is still a bias if the allowed re
turn is above the cost of capital, and accommodating more realism by considering sto
chastic demand seems to make the potential bias even greater. For the latter point, see 
Crew and Kleindorfer (1979b), pp. 140-3. 
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its assets, the amount of profit it is allowed to earn can be increased as 
more assets are employed in its production process. Imposing rate-of
return regulation on the monopolist may therefore bring greater output 
as its asset base is expanded from the original monopoly position, but 
such regulation also invites the use of more capital than is efficient when 
judged in relation to other inputs . A lower and lower allowed rate of re
turn makes this input distortion more and more serious. Indeed, at the 
extreme where the equity rate of return almost satisfies the comparable 
earnings standard, there can be more inefficiency at the margin through 
distortion of input choice than social gain from a lower price.36 

One situation brings out the potential perversity of incentives in the 
rate-of-return regulated firm especially well. Suppose that as regulation is 
introduced a single-product monopolist is forced away from its unregu
lated monopoly position and soon would have to enter an inelastic por
tion of its demand curve, because as price falls and output expands quan
tity responds less to any given percentage change in price. The regulated 
firm would want to avoid an inelastic region of its demand curve just as 
an unregulated monopolist would,37 for as it expands output where de
mand is inelastic its total revenue declines while its total cost increases. 
The regulated monopoly has a simple way to avoid reducing its profit by 
expanding output; it merely wastes capital instead (if it can get away with 
it) and thereby raises the amount of profit it is allowed to earn. Regula
tory commissions try to prevent such capital waste, of course, but the in
centive to waste can come directly from rate-of-return regulation. 

Rate-of-return regulation can even invite conspiracy between regulated 
firms and their suppliers to set high capital equipment prices. After elec
trical equipment producers were convicted of price fixing in 1962, West
field (1965) demonstrated convincingly "that it can be in the interest of a 
regulated private power generating company to pay a higher rather than 
a lower price for the plant and equipment it purchases ." Increased equip
ment costs could be passed through to the consumer in the form of higher 
prices and at the same time could increase the amount of profit the com
pany was allowed to earn by increasing its asset rate base; under rate-of-

36 This trade-off between the gain from expanded output and the loss from input ineffi
ciency is treated in Comanor (1970), Sheshinski (197 1) ,  and Sherman (1974). 

37 When the own-price elasticity of demand is less than one in absolute value ( i .e . ,  demand 
is inelastic), marginal revenue is negative. When demand is inelastic a cut in price of, say, 
5 percent will bring an increase in quantity of less than 5 percent , so the marginal effect is 
to lower total revenue ( i .e . ,  marginal revenue is negative). But since marginal cost is al
ways positive, a profit-maximizing firm trying to have marginal cost equal marginal reve
nue will want to operate where marginal revenue is positive; it will never want to operate 
where demand is inelastic. 
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return regulation the capital side of the firm is essentially subject to cost
plus regulation. 

These are the obvious problems .  Apart from such extreme examples, 
the bias toward capital in selecting production methods can add more 
moderately, but still unnecessarily, to costs. Technology offers a great 
range of methods to accomplish almost any production task today, and 
as long as more profit can be justified under rate-of-return regulation by 
using more of just one input , capital, quite subtle alterations of techno
logical decisions might occur (Smith 1974) . Of course, many factors in
fluence technical decisions in a public utility, and the capital bias from 
rate-of-return regulation is not apt to be the dominant one. The impor
tance and form of any bias also will vary with circumstances; for instance, 
recent episodes of harsh regulation might occasionally have sent allowed 
return below the cost of capital and conceivably induced a bias against 
capital relative to other inputs.38 

In practice, regulatory commissions do not render immediate decisions. 
Rate cases can drag on for months, and a firm may even wish to propose 
new rates before a pending rate case is concluded. When during extensive 
intervals no price change is possible, the efficiency incentives of the firm 
will be improved. For example, its use of excessive capital will not lead 
immediately to a greater profit allowance, and indeed the only way it can 
act to improve profit immediately is to operate efficiently. As a rate case 
approaches, however, the incentive to use more capital will be manifested 
again, as long as the allowed return exceeds the cost of capital, because a 
regulatory decision is then in the offing. 

Empirical tests based on years of normal operating conditions (after 
the Great Electrical Equipment Conspiracy but before the 1970s oil em
bargo) have indicated there was a bias toward capital inputs.39 These stud
ies, all based on the electric utility industry, have tested a strong form 
of the Averch-Johnson hypothesis by focusing on new base-load electric 
plants to see whether any bias toward capital could be detected within 
them. A weaker hypothesis would allow for capital biases in the mixture 
of different kinds of plants, or even in the utilization of capacity, but the 
best studies have sought a bias only within particular plants because more 
precise methods can be applied there. The finding of a bias in studies 
so narrowly confined is strong evidence that rate-of-return regulation re
duces input efficiency. 

38 For discussion of broader considerations that weaken the bias toward capital, see Jos
kow (1974) and Giordano (1983). 

39 Empirical evidence supporting a bias toward capital intensity is presented in Spann 
(1974), Courville (1974), and Petersen ( 1975a). Some empirical tests have failed to con
firm the Averch-Johnson bias. For a review of all previous evidence and a well-con
structed test that confirms the Averch-Johnson hypothesis, see Jones (1983). 
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Output inefficiency 

When a monopoly produces only one product for which demand is every
where elastic, and if the profit motive is still assumed, rate-of-return regu
lation can push the monopoly almost to an ideal price and output solution. 
The only problem comes from input inefficiency, the Averch-Johnson bi
as toward capital we just discussed. However, when a regulated firm sells 
more than one product - and examination of their price structures will 
show that all public utilities really sell more than one product - there is a 
question of whether it will choose efficient relative prices, that is, whether 
its mixture of outputs will be chosen efficiently. In choosing prices, the 
multiproduct public utility that is regulated according to Hope guidelines 
actually will rely on demand elasticities just as an unregulated monopoly 
would, and rate-of-return regulation does nothing to thwart this monopo
listic behavior. Rate-of-return regulation introduces an Averch and John
son capital bias through rate structures, too, causing the firm to favor 
with lower rates those products that will contribute most to the capital 
rate base. Thus two factors influence the firm's mixture of output - de
mand elasticities in a monopolistic way plus a bias toward capital-inten
sive products - and these two factors distort the outputs of the firm away 
from an efficient combination. 

A special form of the bias toward capital use in pricing can be seen in 
the failure of regulated firms, until pressured recently by state and fed
eral agencies and allowed only low rates of return, to offer lower prices 
for services at off-peak times.40 Sound economics calls for higher prices 
during peak demand periods than at off-peak times, because only users at 
the peak demand press upon available capacity and call for its expansion, 
and so they should be the ones to pay for it; at off-peak times capacity is 
abundant relative to demand and so consumers do not have to be turned 
away by a high price. However, rate-of-return regulated firms lack incen
tive to employ this sound pricing principle. They would rather lower price 
for capital-intensive peak demand in order to justify more capital assets, 
and charge a high price at off-peak times to realize profit that greater 
capital will justify.41 Moreover, long intervals between rate cases will not 
modera�e this pricing tendency. Probably because the practice of rate-of
return regulation is widespread here, the United States lags far behind 

40 An early demonstration of the peak and off-peak pricing problem caused by rate-of
return regulation was provided by Wellisz (1963). See also Bailey (1972), Crew and Klein
dorfer (1979b), Primeaux and Nelson (1980), and Eckel ( 1983). 

41 Demand elasticities at peak and off-peak times conceivably can offset this tendency. See 
Bailey and White (1974). The existence of diverse technology, such as base-load, inter
mediate, and peaking plants in electricity, also can complicate the simple case treated in 
the text. See Turvey (1968), Wenders (1976), and Cr.:w and Kleindorfer ( 1976). 
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other countries in the use of peak-load pricing.42 This perverse reluctance 
to lower off-peak prices is not something to be blamed on any unduly 
selfish utility president; it is directly motivated under rate-of-return reg
ulation. 

Technological change 

The process of technological change is a complicated one, imperfectly 
understood even without rate-of-return regulation. We have assumed that 
technology is known well and is unchanging, but of course it changes, and 
firms using technology may devote resources in an effort to alter it. A 
monopoly may even have greater reason to use resources in this way, be
cause by being alone in its market it can be assured of enjoying the bene
fits . A competitive firm must rely on patents to protect its rights, and is 
more likely to waste resources in its effort, since one of its competitors 
may advance technology ahead of it. On the other hand, a monopoly can 
do very well without innovating and may even prefer to let existing equip
ment wear out before introducing new methods, whereas change can be 
forced on competitors.43 

Sweeney (1981) examined the speed at which a regulated monopoly might 
innovate. His analysis applies to a firm that has prices set periodically by 
a regulator, under simple procedures in which the regulator bases price on 
cost. The firm will not wish to lower its cost to the maximum extent pos
sible in one period, because, although it will profit by doing so, a large 
welfare gain will go to consumers as well. If the firm can introduce the 
the change gradually instead, so costs fall to some extent in each period, 
slightly lower prices based on those costs will be instituted each time, al
lowing greater quantity to be sold. As a result of such successive reduc
tions more profit can be accumulated by the firm. Figure 7 . 1  shows as a 
shaded area the profit to be made by immediate innovation. I f  instead the 
firm can lower cost to P1 while price is P0 it will profit by (P0 - P1 ) Q0• 

The price will be set at P1 but the firm then can lower cost to P2 and profit 
by (P1 - P2 ) Q 1 o  and so forth.  As a result of proceeding in this way, it can 
realize more of the area to the right of the shaded area. This assumes, of 
course, that the periods are n0t very long, or the discount rate for valuing 
future profits is low. 

Bailey (1974) observed that a lag, such as that central to Sweeney's (1981) 
model, is crucial to the incentive for innovation. If regulators respond 

42 For examples of peak-load pricing in Europe, see Mitchell et al. (1978). 
43 For a discussion of technological change under regulation see Bailey (1974), Berg and 

Tschirhart (in press), Sappington (1982, 1983), Smith (1974), Sweeney (1981), and West
field (1971) .  
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MCo = Po ������� 
P1 .....,.._,,_,.....,._,,._,,_.,._,._,.._,,.....,...._---. 
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P3 ....,....,._,,..,,_,.'+->._,_.,._,,.++---+---+-� 
P4 
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Figure 7. 1 .  The advantage of slow innovation. 

immediately to technological changes, price will fall as the new technology 
is introduced and no benefit will be realized by the firm. Bailey showed that 
longer regulatory lag could enhance the incentive to reduce costs through 
innovation, although of course it raised the benefit to firms of innovating 
by delaying the resultant benefit to consumers. A similar analysis applies 
to patent life, which also allows greater benefit to an innovator as the 
patent lasts longer. 

Smith (1974) argued that rate-of-return regulation in electric utilities 
could affect whether innovations would tend to augment capital or other 
inputs. Further work by Okuguchi (1975) and Magat (1976) still leaves 
this question unresolved theoretically, and empirical studies have not set
tled it either. The urge to innovate tends to be reduced by rate-of-return 
regulation, however. As long as the firm's own costs are important deter
minants of prices, incentives will not be ideal (Shleifer 1985). 

7.6 Summary 

Through the gradual resolution of legally defined issues over the past cen
tury an institution for regulating public utilities has evolved. That insti
tution was not carefully designed for specific aims but rather involved 
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compromise between vested interests, and its shortcomings can be seen 
now with hindsight. It does not accord with economic valuation proces
ses, for instance, and in practice it leaves wide scope for discretion in the 
hands of regulators. Uncertainty about how such discretion will be used 
is a source of risk, and besides causing inefficient resource allocation, the 
discretion even has the potential for corruption. Jurisdictional boundaries 
between state and federal regulators complicate the scene, and may even 
influence the way firms choose to organize . Even if regulators pursue faith
fully an aim of economic efficiency, they may be thwarted by side effects 
of the institution they control. Two major side effects, input inefficiency 
and output inefficiency, are treated in turn in the next two chapters. 

Questions 

7. 1 .  Explain the main features of the decision of the U.S. Supreme Court i n  Fed
eral Power Commission v. Hope Natural Gas Co. Also describe difficulties 
that a regulatory commission might have in following the guidelines of that 
decision. 

7.2 .  How is responsibility for the regulatory task divided between state and fed
eral government? Describe problems with this division of responsibility. Try 
to propose an alternative division of responsibilities or policy that would 
reduce the problems. 

7 . 3 .  Explain how rate-of-return regulation might induce a firm to  make an inef
ficient choice of capital relative to other inputs. 

7.4. Explain how rate-of-return regulation might induce a multiservice firm to 
choose prices for its services that are not Ramsey prices. 
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Input choices under rate-of-return 

regulation 

8.1 Introduction 

Even if rate-of-return regulation can be effectively implemented accord
ing to guidelines from the Hope decision, it may not achieve ideal results, 
for it can have perverse side effects. The firm has substantial control over 
the capital input, which serves to determine its allowed profit, so its capi
tal choice may be biased. For instance, if regulators respond immediately 
with price decisions, the firm may favor capital relative to other inputs if 
it is allowed a return on capital higher than capital cost. Or if it is allowed 
a return less than its cost of capital, the firm may try to avoid additional 
capital use. If there is a long lag before regulators respond, during which 
prices cannot change, the firm may have more incentive to operate effi
ciently. But unchanging output prices cause other problems for the firm 
when input prices change. 

Our purpose here is to describe how incentives can induce technical in
efficiency in public utility firms when they are regulated by rate-of-return 
constraint. With immediate responses by regulators, the rate-of-return 
constraint may cause a public utility to serve society well through its capi
tal choices, but the utility will continue to have the incentives of a monop
olist in all its other input decisions .  By acting partly as a competitive in
dustry and partly as a monopoly industry, the regulated firm develops a 
split personality. Such schizophrenia in the regulated firm is the under
lying cause of inefficiencies that have been called "regulatory bias" and 
"overcapitalization." We examine this behavior in the next three sections. 

When rate-of-return regulation is considered in more detail, it must be 
seen not as a continuous mechanism with immediate regulatory response, 
but rather as a periodic event that requires dynamic analysis. We consider 
the moderating effect of regulatory decision lags with a dynamic model in 
Section 8 .5 .  As the allowed rate of return matches the cost of capital more 
perfectly, the consequences are less perverse in the dynamic model . An
other reality that requires explicit consideration is the uncertain nature of 
demands for services, which we consider in Section 8 .6.  With uncertain 
demand, it is more difficult to capture the workings of regulatory institu-

205 
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tions, because results are sensitive to the choice of model. On the whole, 
it seems more difficult to obtain efficient outcomes when uncertainty is 
present. In Section 8 .7  uncertain input prices are shown to increase finan
cial risk when regulatory decision lags exist. Such risk may be relieved, 
although not perfectly, by automatic adjustment clauses that permit out
put price responses to input price changes. Empirical study of electrical 
utilities has yielded some evidence to support inefficiency in the choice of 
inputs, as noted in Section 8.8, although the effect of the observed inef
ficiency on cost may be quite small (Jones 1983) .  Section 8.9 contains a 
summary. 

8.2 Schizophrenia in input choice 

We begin by analyzing a model in which the regulator establishes a rate 
of return, which is then applied to the firm's capital base to determine al
lowed profit. Such profit is combined with costs to determine allowed to
tal revenue and hence prices. The regulator is assumed also to act imme
diately to set prices in response to any change. Since this whole procedure 
is so well defined, the firm can capture the regulator's behavior simply and 
reliably, and act to maximize profit in the light of that known behavior. 
This approach to the problem emphasizes the distortions that can be in
duced by rate-of-return regulation. How they might be lessened when reg
ulators do not act immediately and as a result output prices remain fixed 
for long periods is taken up after the possible biases are described in this 
simpler model. 

Without any loss in generality, it will simplify our discussion if we think 
of all inputs other than capital as simply one input, which we shall refer 
to as labor. To demonstrate that the regulated firm chooses labor as a mo
nopolist and capital more as a welfare maximizer, we want to contrast 
marginal conditions at three different solutions: { l )  welfare maximizing, 
(2) rate-of-return regulated monopoly, and (3) unregulated monopoly. We 
take consumers' surplus as a measure of consumer welfare, even though 
it is only a partial equilibrium measure. Of course, it ignores effects on 
income distribution by assuming that any dollar benefit is as desirable to 
society, regardless of who receives it .  

Net social welfare will be represented by total revenue plus consumers' 
surplus less total cost. We assume that optimum conditions of production 
and exchange are satisfied elsewhere in the economy and that there is no 
externality. To simplify our welfare measure still further, we shall assume 
that ( i )  demand is elastic ( inelastic demand is considered in Section 8.3) ,  
( i i )  production quantity is a linear homogeneous function of inputs, and 
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( iii) input prices are constant and there are no inframarginal rents. 1 These 
assumptions let us pose a revenue-maximization problem subject to a con
straint that revenue minus cost equal some budgeted sum B. With elastic 
demand, the revenue-maximizing, single-product firm will want to expand 
output and mix inputs efficiently until bounded by the profit constraint. 
If  we limit the firm to a competitive return, r, then, with constant returns 
and constant input prices, total revenue less total cost will have to equal 
B, and net social benefit will equal the sum of consumers' surplus and 
producers' surplus. If the budgeted sum, B, is zero, the solution will max
imize welfare, and if B is not zero the solution will maximize welfare sub
ject to the constraint that B is earned. 

It is easy to obtain a monopolistic solution from the regulated firm 
model simply by setting the allowed rate of return, s, equal to or greater 
than the monopoly level, m, so the constraint is not effective. But if s 
is set equal to the competitive rate of return, r, strictly speaking there is 
no unique solution to the profit-maximizing problem as it was originally 
posed for the regulated firm by Averch and Johnson (1962, hereafter, AJ). 
However, there is a limiting solution that is approached as s approaches 
r.2 We can find this limiting solution for the firm regulated at s = r with
out mathematical difficulty by formulating the regulated firm's problem 
as Westfield ( 1965) 3 did to maximize the total net revenue product of cap
ital, a term Westfield adapted from Joan Robinson (1933). Indeed, in pos
ing Westfield's problem with the assumption made above, we can obtain 
all the solution conditions we wish to contrast. 

Now let us set out the problem that will enable us to contrast these dif
ferent solution conditions.  Total net revenue product of capital is revenue 
less optimal noncapital (here, labor) expenses, and it can be substituted 
for profit in the AJ problem's objective function simply by omitting an rK 

I Without elastic demand the firm would not reach the optimal output (see Sherman 1972b, 
Takayama 1969, and Westfield 1965) and with elastic demand and decreasing returns to 
scale the firm might produce too much (see Kafoglis 1969). For an explanation of the 
consumers' surplus measure of welfare in the constant average cost case, see Williamson 
(1966) and Chapter 2 above. 

2 Averch and Johnson gave little attention to this s = r case, but they did indicate that in 
their model it had multiple solutions ( 1962, p. 1055). The solution we obtain here is the 
solution a rate-base asset value maximizer would pursue, subject to the rate-of-return 
constraint, and the regulated profit maximizer would behave the same way until s = r. 
When s = r, many solutions will produce the same profit, but only one still maximizes the 
rate base. Since the profit maximizer approaches that one solution, we take it as a useful 
limiting case with which to compare other solutions. This approach to comparing solu
tions was presented in Sherman (1972b). 

3 Although different in form, Wellisz's analysis avoided indeterminacy at his equivalent of 
s = r, also by not duplicating the objective function in the constraint. See Wellisz (1963, 
p. 42). 
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term (Averch and Johnson 1962, p .  1052). The AJ firm maximized profit, 
R - wL - rK, whereas the Westfield firm maximized the net revenue prod
uct of capital, R - wL, where R is revenue, w is the wage rate, L is labor, 
and K is capital value.4 Given an active profit constraint , R - wL -sK = B, 
either of these objectives will yield the same L and K solution values, and 
their objective function values will differ by the amount of the rK term. 
Revenue is the product of quantity, Q, and price, p. Quantity and price are 
related by the inverse demand function, p = p(Q) ,  and the quantity pro
duced depends on labor and capital, Q = Q(L, K) .  Maximizing total rev
enue would simply maximize R. Both the net revenue product of capital 
objective and the total revenue objective can therefore be represented in 
the function, R - owL, with the particular objective depending on wheth
er o = 0 or o = l. The constraint R - w L -sK = B also could be attached 
to this composite objective. The resulting Lagrangian problem that will 
embody all of the problems and solutions we wish to contrast here is thus 

F(L, K, A) = R - owL - >-(R - wL -sK- B) ,  ( I )  
where the variable, A, is the Lagrange multiplier. 

To comply with assumptions ( i ) ,  (ii), and (iii) above, we consider only 
cases with constant cost and constant r, s, and w values, and in which 
RQUJR/iJQ = RQ) at the consumers' surplus-maximizing solution will be 
positive because demand must be elastic. If o = 0, s = r, and B = 0, ( I )  will 
be a constrained revenue maximization problem and it will give a welfare 
maximizing solution. If o = 1 and s =  r, ( I )  becomes Westfield's problem 
of maximizing the total net revenue product of capital as a regulated firm 
subject to a competitive rate-of-return constraint. Finally, if o = l and 
s � m, ( I )  becomes an ordinary monopolist's problem. 

Assuming that the constraint is always effective,5 we obtain as first
order conditions for a maximum of problem ( l ), 

o - >
RL = 

1 - A 
w, 

->-
RK = 

l - >-
s, 

R - wL -sK = B. 

(2) 

(3) 

(4) 

Notationally, iJR/iJL = RL and iJR/iJK = RK. Specific forms of these con
ditions for our three problems are gathered together in Table 8 . 1 .  That 

4 To simplify formulation of the problem , the price of capital equipment is set equal to I 
and depreciation is ignored. See Averch and Johnson (1962). 

s The constraint will be effective for s values between r and m, and it is simpler to pose the 
problem this way than to use the more general inequality constraint as Averch and John
son did. See Takayama (1969). 
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Table 8 . 1 .  Input efficiency conditions for elastic demand solutions to 
problem ( 1 )  

s 

Labor 
condition 

Capital 
condition 

Welfare
maximizing 
solution 

0 

r 

- A  RL =  I - A w 
- A  RK = -- r I - A  

(5) 

(6) 

Regulated 
firm ( limiting 
solution) 

r 

(9) 

(10) 

Monopoly 
solution 

m 
( 13)  

(14) 

Rate of return R - wL - rK = O  (7) R - wL - rK = O  ( I I )  R - wL - m K = O  (15) 

Efficiency 
condition 

(8) ( 12) 
r 

w (16) 

Rx must equal r at the monopoly solution (14) is demonstrated by West
field (1965, pp. 431 -2), and the other conditions require only simple substi
tutions of the indicated values for o, s, and B in (2) , (3), and (4). The con
trasting conditions in Table 8 . 1  are the results that we have been seeking. 

Comparison with welfare-maximization conditions (5) and (6), and with 
conditions (13) and (14) for the monopoly, show the rate-of-return reg
ulated firm to have a split personality; it follows a monopolist's rule in 
choosing its labor input ( (9) is the same6 as (13)) and it follows a welfare
maximizing rule in choosing its capital input ( (10) is the same as (6)) .  La
bor will always be less attractive as o is larger, so the rate-of-return regu
lated firm will use less labor than the welfare-maximizing firm. Indeed, 
the regulatory constraint really regulates only part of the firm, the capi
tal part, and in doing so it induces the use of two types of decision rule, 
which we call schizophrenia. 

Technical efficiency within the firm calls for -<JL/<JK = RKIRL = r/w; 
the ratio of the maginal products of inputs must equal the ratio of their 
prices. This condition is satisfied by both the welfare-maximizing firm and 
the monopolist. But dividing both sides of (9) by both sides of (10) yields 
(12), which shows that the rate-of-return regulated firm does not use its 
inputs efficiently. It joins too little labor with the capital that it employs, 

6 The values of the variables will not be the same; only the form of the decision rules taken 
from necessary first-order marginal conditions will be the same. Of course, the decisions 
are still made simultaneously. We use the word schizophrenia merely to highlight use by 
the firm of two different types of decision rule. 
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making RKIRL < r/w as long as - A/( 1 - >-.) < 1 .  This result is the regula
tory bias first shown by AJ, but here it can be traced more obviously to 
monopolistic behavior in the choice of noncapital inputs . 

The Lagrange multiplier in this problem will lie in a range different 
from that in the AJ problem, and to avoid confusion let us pause to note 
the differences .7 Observe that }.. = RK/(RK -s ) .  For the case of o = 1 and 
B = 0, which creates a problem analogous to the AJ problem, consider 
what happens to >-. as s is lowered from a high initial level. As soon as the 
constraint is binding (because s is below the unregulated monopoly rate 
of return, m), }.. will have a large negative value. As s is set still lower, >-. 
will become more positive (smaller in absolute value), and -Aj(l - >-.) will 
become a smaller fraction. Comparing ( 12) with the efficient condition in 
(8) or (16),  we can see that this will tend to make the bias in input choice 
more serious as s approaches r. Since the unregulated monopoly has no 
bias in its input choices, it should not be surprising that the bias grows 
stronger as we force the firm farther from a monopoly solution toward 
the extreme where s = r. 

For convenience, we have relied on a constant average cost assumption 
in making our comparisons in Table 8. 1 .  If average cost were to decrease 
with output, then the regulatory commission might no longer attempt 
to obtain a true price-equals-marginal-cost optimum, since revenues then 
could not cover costs. Instead, by applying the rate-of-return constraint, 
the commission would try to avoid a deficit and price at average cost. In
deed, this price-equals-average-cost solution is a compromise that avoids 
cross-subsidization and thus favors distributional equity over allocative 
efficiency. It accounts in part for the widespread use in the United States 
of the independent privately owned and publicly regulated utilities.8 Our 
comparisons in Table 8 . 1  could still serve. The revenue-maximizing firm 
would use inputs efficiently and would maximize consumers' surplus sub
ject to the constraint that prevents a deficit, roughly as proposed in Boi
teux's (1956) classic solution. Besides leading to efficiency in the choice 
of inputs, the price-equals-average-cost solution would avoid income dis
tribution problems by ensuring that users of the service would also pay 
for it . Against such a compromise welfare benchmark ,  the rate-of-return 
regulated firm still would appear schizophrenic. It would make capital 
choices by a decision rule comparable to a welfare-maximizing firm that 

7 The value of )I. was important in the AJ proof. For the AJ problem, )I. would lie in the 
range: 0 < )I. <  I. See Averch and Johnson (1962, p. 1056) and also Takayama ( 1969, p. 
258). 

s Implications of this explicitly second-best solution were first set out by Boiteux (1956). 
See also Dreze (1964, pp. 24-34), Baumol and Bradford (1970), Mohring (1970), and 
Guesnerie (1980). 
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is constrained to break even, but would make labor choices according to 
a monopolist's decision rule. 

Greater difficulties for our comparison will arise if average cost increases 
with output. As Kafoglis ( 1969) has shown, the revenue-maximizing firm 
under increasing cost and subject only to a rate-of-return constraint will 
produce beyond the welfare-maximizing level. The comparisons in Table 
8 . 1  would have no meaning for this case. But rate-of-return regulation 
would be difficult to justify under increasing cost conditions anyway. If in
put prices were not constant, this result and the result noted previously for 
decreasing average cost might not hold (see Shepherd 1971) .  Demand at 
the welfare-maximizing point must also be price elastic or the constrained 
revenue-maximizing firm will not reach it. The firm would stop instead at 
a point of unit elasticity where total revenue reaches a maximum. 

8.3 Gold plating 

The most serious departures from economic efficiency arise from the mo
nopolistic urges that remain in a rate-of-return regulated firm and make 
it want to escape an inelastic region of its demand curve. Then the regu
lated firm may prefer to pay higher rather than lower prices for capital, 
or may install capital that has a marginal product of zero. This possibility 
was analyzed masterfully by Fred Westfield in 1965, but because his anal
ysis is not widely known there is some confusion about the matter even 
today. The confusion is due to faulty arguments seeming to show that the 
firm modeled this way would seldom want to use nonproductive capital .  
Although these arguments are not technically wrong, they are logically 
wrong, because they impose conditions that would not hold if the firm 
were behaving naturally in the situation that is of interest . We first illus
trate the perverse behavior brought about by inelastic demand and then 
show how denials of its existence are wrong. 

Table 8 . 1  comparisons cannot deal with inelastic demand because the 
welfare benchmark there was derived on the assumption that demand is 
elastic. We noted above that the regulated firm follows the monopoly rule 
(equation (9)) in choosing its labor input. As long as w is positive on the 
right-hand side of (9) in Table 8 . 1 ,  then RL on the left must also be posi
tive, and RL is the product of marginal revenue times the marginal product 
of labor. Since we expect the marginal product of labor RL to be positive, 
we know the marginal revenue must always be positive. This implication 
of the monopolistic necessary condition (9) simply manifests a well-known 
characteristic of the monopoly - that is, it operates only where marginal 
revenue is positive, or where demand is elastic. The right-hand side of the 
capital condition in (10) can be negative, however, for 0 < }.. < 1 is feasible 
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in this problem.9 Since RK on the left side of (10) contains marginal reve
nue times the marginal product of capital and we already know marginal 
revenue is positive, this means that the marginal product of capital may 
be negative. Of course, if the option of using unproductive capital with 
zero marginal product is available, that will be used in place of (nega
tively) productive capital. 

Westfield established these results by noting that the firm would try to 
expand capital, but no matter how much capital was employed some vari
able input would be required. That is why its marginal product would 
be positive, making marginal revenue positive in a condition like (9). He 
reached his conclusion, that capital of negative marginal product might 
be used, while assuming that the regulatory commission imposed no addi
tional rules to supplement the rate-of-return ceiling. Rather than employ 
capital having negative marginal product, Westfield's firm would want to 
conspire with suppliers to set capital prices higher; that was equivalent to 
using capital of zero marginal product, and was preferred to using capital 
of negative marginal product.10 Realizing that positive marginal revenue 
was equivalent to elastic demand, Westfield also pointed out that a regula
tory commission "can never with rate of return regulation alone succeed 
in forcing a utility to price and produce on an inelastic portion of the de
mand curve - an important argument against a regulatory scheme that 
has as an aim the simulation of competitive markets." 1 1 

I f  demand were inelastic at the welfare maximum, we do not even know 
whether further reductions in the allowed rate of return, s, would increase 

9 For the solution of the rate-of-return constraint problem in Table 8 . 1 ,  >.. = Rx/(Rx -r) ,  
and Rx < r i s  possible when regulation i s  effective s o  >.. can b e  negative, but >.. may lie be
tween 0 and l when Rx < 0 because <JQ/<JK < 0. 

10 Here briefly is a way to visualize the problem that arises when demand is inelastic in the 
efficient-solution range. Consider a two-input pattern of production isoquants, convex 
to the origin as they usually are assumed. Since any output must be sold at a unique 
market-clearing price, a three-dimensional revenue surface could be obtained by think
ing of these two input dimensions as a floor and raising every isoquant some distance in a 
third dimension, that distance representing the amount of revenue each isoquant quan
tity would yield. The revenue surface would rise with inputs, L and K, until a maximum 
revenue was obtained along the isoquant representing unit elasticity. All points corre
sponding to any one isoquant obviously must represent the same amount of revenue, so 
the surface will be smooth and regular. The cost function will be a plane as long as input 
prices are constant. The rate-of-return constraint will be another plane, which coincides 
with the cost plane where capital is zero and rises above the cost plane by an amount pro
portional to capital if the allowed return exceeds the cost of capital. A solution must 
be in (or below) the constraint plane but, to clear the market, it must also be in the reve
nue surface that we have described - even where capital has negative marginal product 
if need be - to remain near the top part of the revenue surface as far in the capital direc
tion as required. With the most capital in use, the greatest possible allowed profit can 
be obtained. 

11 Westfield (1%5, p. 439), italics in the original. 
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a regulated firm's output.12 Opportunities to  determine the sign of  dQ/ds 
empirically are slight, but let us briefly examine some evidence. Differen
tiating the production function, Q = Q(K, L ) ,  with respect to s gives 

dQ aK aL 
ds = QK Ts + Ql as •  (17) 

We know that aK/as < 0 (see Takayama 1969; Westfield 1965); lowering 
the allowed rate of return will cause more capital to be used. And for a 
CES production function homogeneous of degree one plus linear demand, 
we also know that 

aL 71 - 1  
- ::::: 0 as u =:::: --

as 2 ' (18) 

where 7/ is the absolute value of price elasticity of demand and u is the elas
ticity of input substitution.13 The value of u has been estimated at about ! in many manufacturing industries ( Nerlove 1967) ,  and even closer to 
zero in electricity ( Dhrymes and Kurz 1964) .  Whether regulated or not, the 
monopoly firm will want to operate where 7/ > 1 ,  and if 7/ = 2 or more we 
might expect aL/as < 0 in (18) . Assuming QK > 0 and QL > O in ( 17) would 
then make dQ/ds < 0, and reducing the allowed rate of return would in
crease output. On the other hand, it is possible to have aL/as > O in ( 18), 
since some estimates of 7/ for regulated industries such as electricity (Fish
er and Kaysen 1%2; Cargill and Meyer 197 1 ;  Taylor 1975) have been quite 
low and input substitutability conceivably could make u greater than ! . 
With aL/as > 0 we can still have dQ/ds < 0 in (17), as long as QK > 0, 
QL > 0, and QK aK/as is bigger i n  absolute value than QL oL/as. But the 
regulated firm has reason to accept QK < 0 rather than operate where de
mand is inelastic, and then either a large absolute value of QK aK/as or 
aL/as > 0 could make dQ/ds > 0 in (17) . Thus, lowering further the al
lowed rate of return could conceivably reduce output. 

So-called used and useful requirements are imposed by regulatory com
missions as criteria for including items in the capital rate base, to prevent 
firms from counting nonproductive capital. When effectively enforced, 

12 Sheshinski (1971) argued that regulation can always improve welfare, starting from a 
monopoly solution where demand is elastic. As the efficient position is approached, how
ever, the input inefficiency loss may come to outweigh consumer surplus gains, as Coma
nor (1970) originally showed. Lowering the allowed return, from some equilibrium posi
tion closer to the cost of capital, may cause the firm to act perversely, to avoid operating 
where demand is inelastic. 

13 See Ferguson (1969, pp. 148-9). Strictly speaking, we need iJL/iJp at the left-hand side 
of (15), where p(s) is an imputed cost of capital under the constraint. But we expect that 
dp/ds > O  in (iJL/iJp) (dp/ds) = iJL/iJs, and with continuity the sign of iJL/iJp will be the 
same as the sign of iJL/iJs. 
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such provisions can prevent some of the most perverse consequences that 
follow when regulated firms try to avoid inelastic demand. To see the ef
fect of such regulatory control, one could add to the Averch and Johnson 
regulated firm's Lagrangian problem an additional constraint that Qx � 
0, a condition AJ satisfied merely by assumption. Then, rather than ( 1 ) ,  
the firm's problem would be 

G(L, K, A., 'Y ) = R - wL - rK- A.(R- wL -sK) - 'Y(Qx> · ( 19) 

In  addition to the constraints, necessary conditions for a maximum are 

and 

where 

'Y RL = w - -- QxL 1 - A.  
(20) 

(21) 

Since one can expect QKL > 0 and Qxx < 0, when effective the added con
straint will urge more use of labor and less use of capital . But even when 
this used and useful constraint is effective, an efficient solution obviously 
cannot be expected because when the constraint is effective Qx = 0. 

Averch and Johnson simply assumed positive marginal products for 
all inputs, apparently not realizing the perverse possibility that Westfield 
would later show. In giving a clear geometric exposition of Averch and 
Johnson's model, Zajac (1970) apparently proves that the firm generally 
will not waste capital (pp. 1 24-5) ,  but the marginal products of all inputs 
must be positive for this proof, and we have just seen that the marginal 
product of capital would not be positive if demand at the intended solu
tion were inelastic. Elizabeth Bailey (1973) also discovered that the regu
lated firm would want to operate in the elastic region of its revenue curve, 
but went on to prove nevertheless that the firm would not waste capital as 
long as its marginal product of capital was positive. Of course, Westfield 
showed that the incentive to waste capital only arises when the marginal 
product of capital would otherwise not be positive. 

Because of certain limitations, which will become clear as we proceed, 
the Averch and Johnson model alone is not a reliable source of implica
tions about rate-of-return regulation, so this matter may seem unimpor
tant. Nevertheless, these misleading arguments should be corrected. They 
have given some the impression that the rate-of-return regulated firm has 
no incentive to waste capital (see Das 1980). In fact, Westfield's analysis 
of the Averch and Johnson type of model shows clearly how the regulated 
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firm can waste capital to avoid inelastic demand, and his explanation of  
why public utilities paid high prices for capital equipment i n  the great 
electrical equipment conspiracy is persuasive. The firm may prefer to pay 
higher prices for capital or use capital that has zero marginal product. 
This possible behavior is so perverse that it should not be played down 
because of the failure to understand it in a simple model . 

8.4 Other goals and profit constraints 

Input biases have been shown in profit-seeking monopoly firms subject to 
rate-of-return regulation, but the question remains whether such biases 
would arise in a firm pursuing a different goal.14 To the extent that regula
tion weakens the incentive of owners to oversee managers, there may be 
scope for pursuing other goals in regulated firms, and their implications 
for efficiency are therefore of interest. We shall again construct a com
posite static problem to examine this question for profit, revenue, or out
put goals. We include profit-per-unit and profit-as-a-percentage-of-cost 
constraints to show that they do not elicit input biases. This is certainly 
not an exhaustive list of possible goals or constraints. 15 

The composite objective to be maximized is 

aR + ( l -a )Q(K, L ) - ao(wL + rK) ,  (22) 

where Q(K, L )  is output and a is an added parameter. Obviously, with 
a =  I and o = I , the objective in (22) reduces to profit; with a =  I and o = 0, 
it reduces to revenue; and with a =  o = 0, it becomes output. We are al
ready familiar with the rate-of-return constraint, 

R - wL -sK= O. (23) 

Alternatively, we can constrain profit to be some percent , g, of total cost, 
by appending the following constraint to the objective in (22): 

R - ( 1  + g) (wL + rK) = 0. (24) 

Finally, we shall consider a constraint that allows only a specified profit, 
f, per unit of output: 

R - wL - rK-JQ = O. (25) 

First-order conditions for maximizing (22) with respect to labor and capi
tal without constraint would be 

14 Input biases under alternative goals and constraints were examined by Bailey and Ma· 
lone (1970). 

15 Examples of others may be found in Awh and Primeaux (1985), Crew and Kleindorfer 
(1979a), or Williamson (1967). 
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Table 8 .2 .  Input efficiency conditions under alternative goals and 
constraints 

Rate-of-return 

constraint 

Profit per unit or 

percentage of cost 

constraint 

and 

Profit 

r >.(s-r)  
-; - (1 - >.)w (28) 

r 
w (29) 

aRK + ( 1 - a) QK - aor = 0. 

Revenue 

0 

s (30) w 
r 
w (31) 

Output 

0 

0 

s 
w (32) 

r 
w (33) 

(26) 

(27) 

These conditions can be interpreted for any particular goal by assigning 
appropriate values to a and o. By adding to (22) one of the three con
straints noted above - rate of return (23) ,  percentage of cost (24), or per 
unit of output (25) - an appropriate Lagrangian can be formed and con
ditions can be obtained for maximizing any of the goals, subject to any 
of the constraints. 

We noted in Section 8 .2 that technical efficiency within the firm requires 
-iJL/iJK = RKIRL = r/w. The efficiency conditions for solutions that com
bine different goals and profit constraints are summarized in Table 8 .2, 
which shows the value of -iJL/iJK = RKIRL for each combination of goal 
and constraint. Notice that only the rate-of-return constraint causes input 
inefficiencies, since for all goals under both of the other constraints the 
ratio of marginal products equals the input price ratio, r/w. Of course, 
many other constraints, such as a profit allowance per unit of labor, would 
result in some form of input bias; and because a profit allowance will typ
ically be geared to the capital in use, it is difficult to avoid linking profit 
to capital. 

Even though there is a technical input bias when revenue or output is 
pursued under a rate-of-return constraint, it is in the opposite direction 
from the profit case, and we shall speculate that it also is smaller. Notice 
that for the rate-of-return constraint the ratio of marginal products is set 
equal to s/w when revenue or output is the goal. Since 

s r s - r 
- = - + -- ,  

w w w 
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this i s  easily compared with the value under the profit goal of  

: - C�A ) s
:

'
. 

When revenue or output is the goal, marginal products will be set higher 
than the ratio of prices of capital and labor, for there is then an addition 
to r/w (assuming s >  r) rather than a reduction. This change in direction 
of bias makes intuitive sense because the generation of profit interferes 
with the achievement of a revenue or output objective, and using less of 
the input that requires profit will further either of those objectives . 

Empirical estimates of A for rate-of-return regulated firms have usu
ally exceeded one-half, and have been closer to 0.7 or 0.8 . 16 Such values 
would make the departure from an efficient input ratio under the profit 
goal, which is - (A/( l - A)) (s - r)/w, greater than under the other goals, 
(s - r)/w, because it makes A/( 1 - A) > l . Thus the input bias might be 
smaller under alternative goals, but it would still be present and in the 
opposite direction from the bias under the profit goal. 

8.5 Dynamic elements 

Thus far, rate-of-return regulation has been examined essentially under 
static conditions, and under the assumption that prices can be continu
ously and instantaneously adjusted to satisfy regulators' policies. In prac
tice, long delays occur between a request for price change and the time it 
might go into effect . On one hand, this delay, which is called "regulatory 
lag," is a good thing, for continuous adjustment of prices to maintain a 
particular rate of return could rob the firm of all incentive to be efficient .17 
Fixing output prices for a period of time improves incentive because it 
enables owners of the regulated firm to benefit from any efficiency gains 
that lower costs and improve profit, at least until prices are changed. To 
deal with dynamic elements, however, even in a preliminary way, calls for 
some changes in the model . 

The reason we omitted capital expense, rK, from the profit portion of 
( 1 )  in Section 8.2 is that, when it is included, in the case of continuous 
regulation and s =  r, there is no unique solution to the firm's problem. We 
would have been unable to look at the interesting benchmark case when 
s = r without the device we used, which yielded a unique solution. The 
solution thus obtained for s = r is the one that the firm would approach 
as s approached r if rK were still in the objective function. I n  a dynamic 

16 See Jones (1983). 
17 An early proposal for improving efficiency by deliberate use of regulatory lag was made 

by Baumol (1%8). An analysis of the effect of regulatory lag was provided by Bailey and 
Coleman (1971). 



        
       

2 18  8. Input choices under rate-of-return regulation 

formulation of the problem, this device of omitting rK will not be neces
sary in order to obtain a solution for s = r. A unique solution can more 
easily be obtained because the full regulatory solution is not enforced all 
the time. Variables to be solved in the continuous regulation problem are 
constant during intervals of time in the dynamic formulation. Because 
actual rate-of-return regulation includes intervals between rate hearings 
in which variables such as price are unchanged, the dynamic formulation 
is more like real-world circumstances. 

A simple model with some dynamic properties may be obtained by dat
ing variables with subscripts t, after inserting capital cost into the firm's 
profit expression. For instance, with prices that were set in period t - l 
remaining in force in period t, the firm would seek to maximize the La
grangian 

G(L1 , K1 , X.1 ) = R1 - wL1 - rK1 - X.1 (R1 - wL1 -sK1 ) 
- µ1 [Q1 (P1- 1 ) - Q1 (L1 , K)] , (34) 

where R1 = p1 _ 1 Q1 (p1 _ 1 ) ,  and Q1(p1 _ 1 )  is the demand function. The prob
lem in (34) emphasizes that Q1 is determined by a previously set price, 
p1_ 1 , by including Q,(p1 _ 1 )  in the revenue term and then imposing the 
constraint Q1 (p1 _ i ) = Q1 (L1 , K1 ) ,  to ensure that output matches the re
sulting quantity demanded. 

To solve (34) one obtains, in addition to the constraints, the necessary 
conditions 

and 

( l - X.1 )w  
QL = --

µt 

r -sX. 
Qx = ---

1
, 

µI 
which yield the technical efficiency measure 

Qx r X.1 (s - r) - = - - ---QL W ( l - Ai ) W  
(35) 

Although the condition in (35) reflects a departure from the efficient out
come for s -;it r, j ust as originally was shown by AJ, the result differs in 
that a solution can now be obtained for the case of s = r and the solution 
is efficient. The reason a solution can now be obtained is that output, Q, 
is determined by last period's price. So instead of an infinite number of 
L, ,  K1 pairs that will deliver a rate of return of s = r at different prices in 
the AJ model, the firm is now confined to mixtures that will produce a 
particular Q. There may be two such outputs that will cause s = r, and 
if we assume the one with greater capital will be chosen then we have a 
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determinate solution.18 Moreover, if  Pt - I  were chosen perfectly, so effi
cient performance just enables the firm to earn s =  r, then there should be 
a unique solution. 

These results are difficult to show analytically, because Lagrange mul
tipliers are not defined at the efficient point. And this is true now even if 
rK is omitted from the firm's objective function. There is either an abun
dance of solutions (two solutions if p1_ 1 would allow excess profit at an 
efficient input mixture) or redundancy of constraints ( if  Pt- I  allows only 
s = r at an efficient input mixture). As s approaches r, it is no longer pos
sible to show that the input bias generally worsens, and indeed it is now 
possible that the input bias will become less serious. 

A problem of this sort has been elaborated more fully and solved using 
optimal control theory. The possibility of review by a regulatory authority 
(to change p1 _ 1 )  was also treated as a random variable (Klevorick 1973), 
and such review has been made more likely as profit was greater (Bawa 
and Sibley 1980). Although these models yielded an AJ type bias toward 
capital for s > r, the bias tended to be less serious as s approached r. There 
was also a bias away from capital at s < r and no bias at s = r. 

The main point to be made here is that when the firm operates accord
ing to given last period prices it will be motivated to operate more effi
ciently. As a rate case approaches , however, the firm's decisions can affect 
regulators' actions along the lines represented by the immediate action 
model of Sections 8 .2, 8 .3 ,  and 8.4. So then the incentive to distort deci
sions, say, to use excessive capital when s > r, can arise. 

8.6 Demand uncertainty 

The presence of uncertainty concerning future demand, input costs, or 
other matters, greatly complicates the task of regulation. It  complicates 
the task, first by making prediction difficult, and with lags even sound 
regulatory decisions may turn out to be ill suited to actual circumstances. 
Second, uncertainty makes the causes of apparently good or bad perfor
mance by a public utility difficult to uncover. As an example on the latter 
point, with demand uncertainty a public utility's high cost and low ca
pacity utilization might be defended as necessary to ensure reliably high
quality service, even if demand is unexpectedly great , when it actually is 
due to overly optimistic demand forecasts. Demand uncertainty is also 
more difficult to deal with when prices cannot be altered for long periods 
of time. 

ts Strictly speaking, there is indeterminacy because if a solution exists the isoreturn circle 
satisfying s = r can cut the isoquant satisfying Q, = Q1(p1 _ 1 ) in two places. In a fuller 
model there can be input bias ( Lipman 1985; Sibley 1985). 
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Rate-of-return regulation under uncertainty has been modeled in dif
ferent ways, and in some cases results have been found directly opposite 
to the AJ bias . Peles and Stein ( 1976) assumed that whenever the actual 
return exceeded the allowed return, s, a regulatory authority would im
mediately intervene to lower the price. This representation of the regula
tory process essentially truncated the distribution of returns at the level, 
s, so the firm could earn less than s but not more. Perrakis (1976a, b) 
adopted a similar formulation with a return distribution whose trunca
tion, as he emphasized, resulted in the firm's earning on average less than 
the allowed return, s. This is an awkward result that may fit actual experi
ence, but probably not generally. Since the actual return will be less than 
the allowed return, s, it is possible when s is close to the cost of capital, 
r, for the actual realizable return to be less than r. Of course, the occur
rence of an "anti-AJ"  bias away from capital then would not be surpris
ing, since the effective allowed return could actually lie below the cost 
of capital. 

Just how to incorporate uncertainty had to be chosen in these models, 
and typically it was through an error term in demand, either an additive 
or a multiplicative error. Capital was chosen ex ante, and then the vari
able input (and sometimes even price) was chosen after demand for the 
period was known. Peles and Stein showed that the form of error, ad
ditive or multiplicative, would influence whether an AJ conclusion was 
reached. Perrakis (1976a) also showed that the AJ results did not gener
alize to the case of stochastic demand and regulation when modeled this 
way. Rau (1979) revealed some inconsistencies in the multiplicative error 
case, so contrasts of the alternative specifications of uncertainty are diffi
cult to make. 

If regulation is modeled so that the authority looks at expected return 
and does not truncate the return distribution, uncertainty is not impor
tant and AJ results can be obtained. Tschirhart (1980) modeled the reg
ulatory situation this way, however, and obtained some departures from 
AJ implications, owing mainly to risk aversion of decision makers. The 
capital asset pricing model has been applied to the regulatory setting by 
Marshall, Yawitz, and Greenberg (1981) .  Their primary aim was to deter
mine optimal policies, rather than to evaluate existing regulation by rate
of-return constraint, but they did find that nonoptimal values of capital 
resulted from the constraint. They showed that the appropriate rate of 
return to allow when taking risk properly into account depends on capi
tal (and also price), so it cannot be chosen correctly without substitut
ing an optimal level of capital for the firm's chosen level . The regulators' 
decisions reflecting risk and return are thus endogenous to the valuation 
process. 
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Das (1980) proved that the Averch and Johnson bias toward capital 
would still arise under rate-of-return regulation with stochastic demand .  
The distortion could even be  worse under uncertainty. As  pointed out by 
Crew and Kleindorfer (1979b, pp. 140-3),  greater capacity tends to add to 
service reliability by making supply more likely to be adequate to meet 
realized demand. To the extent that service reliability is unregulated, the 
firm might set its capacity high for the purpose of maximizing profit and 
might use service reliability as an excuse. In the extreme case of inelastic 
demand noted in Section 8.3 ,  for instance, it might be profitable for the 
firm to provide extensive excess capacity, and yet it is difficult for the reg
ulator to determine how much of that capacity is really excessive. Any 
capital might conceivably be used if demand is sufficiently high, and the 
possibility of use, even if remote, may keep the capital from being classi
fied as wasteful. 

Let us illustrate the input bias in a model that contains stochastic de
mand. Here quantity, through capital and labor decisions, and also price 
will be set before demand is known and they will not be altered after it is 
revealed. The demand function is q = h(P, u ) ,  where u is a random term. 
Define M so that h(p, M) = f(K, L ) , where f is the production function 
and K and L are capital and labor inputs. Then profit can be expressed as 

7r1 = P· h(p, u ) - wL - rK, for a $ U $ M, 

1r2 = P·f(K, L ) - wL - rK, for M $ u $ {3. 

Following Das (1980), we define utility of profit, U( · ) , and express the 
expected utility of profit goal as 

Max H(P, K, L) = )� U(7r1 )</>(u ) du + U(7r2 )  ): </>(u) du 

subject to the regulatory constraint 

P·f(K, L) - wL $ SK. 

The main conditions for a maximum are 

P·fK · U'( 7rz) ): <J>(u )  du - r · E[ U'( 7r ) ]  + A.(s -P ·fx)  = 0, (36) 

P·fL · U'(7rz ) ): </>(u )  du - w ·E [U1(7r) ]  + A.(w-P·fi )  = 0, (37) 

)� U'( 7r 1 ) (h  + P· hp)</> (u )  du + U'( 7r2) ·/ i: </>(u)  du + A.f = 0, (38) 

plus the constraint . By rearranging (37) we find that 
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p:L [u'(1r2) J: <t>(u) du- >-] =E[U'(1r)] - A. 

Das ( 1980) proved that the right-hand side of (39) is positive: 

E[U'(1r) ] - >. > O. 

(39) 

Since p, w, and fL are all positive, we must therefore have on the left
hand side of (39) 

U'( 11"2) J: <t>(u) du- >.>  0. 

But (39) implies from (37) that 

1 fM 
f J" U'(1r1 ) (h+P · hp)cf>(u ) du < O. 

(40) 

(41) 

All the left-hand-side terms of (41) are surely positive except h + P · hp, so 
that term must be negative. The term, h + P · hp, when divided by the neg
ative term, hp, equals marginal revenue. We thus have to conclude that 
marginal revenue will always be positive. So once again we find that rate
of-return regulation cannot force the firm to operate where demand is 
inelastic. 

Under uncertainty it is also possible for capital to be wasted. To see this, 
replace the capital variable, K, with K + K*, where K* is defined as capital 
having zero marginal product . By solving the maximization problem, one 
can test whether K* > 0, which would indicate capital waste. On intro
ducing K + K* the same necessary conditions are obtained, but in addi
tion there is iJH/iJK* = 0. If K* > 0, then from this new necessary condi
tion r ·E[ U'( 11") ] - >.s = 0. On substituting this condition into (36), and re
calling that U'(1r) J� <t>(u) du-).. > 0  from (39), it is possible to infer that 
f K = 0. If K* is used, it must be no less productive than K, and K* > 0 may 
appear in a solution as long as f K = 0. Thus capital that has zero marginal 
product may be used under uncertainty, just as Westfield ( 1965) showed 
under certainty. 

8. 7 Input price uncertainty and automatic adjustment clauses 

When output prices are kept fixed without continuous adjustment , so that 
the dynamic problem of Section 8.5 arises, and in addition if input prices 
are uncertain,  then added risk is created for the firm. Changes in input 
prices cannot be reflected in output prices, so profit will be affected. This 
form of risk does not arise to such a degree in unregulated markets, be
cause the costs of all firms are affected by input price changes so market 
prices also respond. Delays in regulated output price changes combined 
with input price fluctuations create risks unique to regulated public utilities. 
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One means of lessening the added risk for the firm due to regulatory lag 
is the automatic adjustment clause. An automatic adjustment clause is a 
set of rules for adjusting output prices in response to input price changes. 
Their purpose is to prevent the firm's profit from being considerably al
tered by the input price change, and to do that through an output price 
adjustment that does not require a formal rate hearing. Such adjustment 
clauses are especially common for the fuel input in regulated electric utili
ties. However, they do not always ensure an efficient outcome (Baron and 
De Bondt 1979, 1981). The harshest criticism of them is that they usurp 
regulatory commission responsibility and allow cost inefficiencies to be 
translated into higher prices for consumers to pay. 

The design of an automatic adjustment clause is not a simple task, and 
such clauses will almost certainly have some undesirable consequences 
(Schmidt 1981) .  For example, electric utility fuel adjustment clauses are 
of two main types: fixed-heat-rate and variable-heat-rate, the latter being 
more common.19 Variable-heat-rate clauses allow the utility to use its ad
justed fuel mixture as a basis for changing output price as fuel prices 
change, whereas fixed-heat-rate clauses adhere to a predetermined fuel 
mixture. The variable clause thus allows the firm more scope for altering 
output price through its fuel mix decisions. It may even invite perverse re
sponses such as using more of the input when its price has risen, because 
that will allow a greater rise in output price. Scott (1979) showed that 
variable-heat-rate clauses produce a bias toward fuel use and lower the 
variance of profit. Scott also pointed out that the incentive of a manager 
to search for lower-priced fuel is weakened by a fuel adjustment clause, 
and he found evidence of higher fuel prices being paid by firms operating 
under fuel adjustment clauses. 

Baron and De Bondt (1981) have provided a general analysis of fuel ad
justment clauses in a principal-agent framework, where the inability of 
the regulator (principal) to observe the firm's (agent's) range of possible 
actions can lead to inefficiency. They find adverse effects for choice of 
technology as well as for fuel type chosen and fuel price actually paid, 
and propose guidelines for moderating firm incentives and sharing risks. 
Two-part prices can be useful for this purpose, by affecting the incentive 
for marginal effort within firms. 

8.8 Empirical evidence 

At least eight major studies have empirically examined whether there is AJ 
bias in input choices of electric utilities. Studies by Spann (1974), Baron 

19 See Salomon Brothers (1973). The role of fuel adjustment clauses in gas and electricity 
price increases is traced in a congressional study ( U.S. Senate 1977). 
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and Taggart (1977) ,  and Pescatrice and Trapani (1980) relied on data from 
entire regulated firms, and thus were exposed to problems of aggregating 
vastly different technologies and different asset vintages and price-level 
valuations. Studies by Courville ( 1974) and Boyles (1976) focused on a sin
gle type of plant but assumed a homogeneous production function, despite 
estimates by Belinfante (1969) and Christensen and Green ( 1976) suggest
ing that the production function for electricity is not homogeneous (or 
even homothetic). Only a strong form of the AJ hypothesis can be tested 
within a single type of plant, for there is much greater scope for the bias 
to be realized in choosing a mixture of plants of different capital intensity 
than within one specific production technique. But production function 
estimation cannot be undertaken as effectively over a range of plant types 
to test that weaker, and more general, form of the AJ hypothesis. 

The production function studies have found effects on capital intensity 
due to the type of fuel used (more capital is needed for a plant to burn coal 
than oil) and the construction requirements due to climate, but only Gra
ham ( 1976) and Jones (1983) controlled for such effects. Graham pointed 
out that geographic patterns in the tightness of regulation, combined with 
this omission, would tend wrongly to confirm the AJ hypothesis .  Simulta
neous equations bias probably was present in the Graham study, and also 
in Baron and Taggart, Courville, and Spann; that problem was avoided 
by Petersen (1975a) only by making an untenable assumption that out
put was fixed exogenously. All used current or recent input prices except 
Jones, who relied also on forecasts and trends of input prices that would 
be considered by those building new facilities. 

Most of these studies found support for the AJ hypothesis, at least as 
to the direction of its effect. Boyles did not, but he used data from the 
period of the great electrical conspiracy. Graham also did not, but his 
results were almost significant . Baron and Taggart (1977) found an under
capitalization bias, but they used an unusual model that would be diffi
cult to estimate reliably. Jones, who attempted explicitly to overcome the 
shortcomings of previous studies, found strong support for a bias toward 
capital within the sample he studied of new base-load generating facili
ties, although the effect of the bias on cost was not large. 

There are other sources of evidence about the capital bias. One is the 
rare use of peak-load pricing in the United States, relative to European 
countries where it is common and rate-of-return regulation is not used 
( Mitchell, Manning, and Acton 1978). Peak-load pricing has been shown 
to conserve capacity and lower capital needs in France (Balasko 1976) .  
Gegax and Tschirhart (1984) also found that privately owned, rate-of-re
turn regulated private firms were less willing than publicly owned firms to 
own capacity jointly through power pools, presumably because it would 
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reduce the capital base used to justify profit. Moreover, the regulated firms 
that would participate tended to be operating in hostile regulatory cli
mates where returns might not exceed the cost of capital, so adding to the 
rate base would not be profitable. 

8.9 Summary 

Rate-of-return regulation began as a means of determining, by reference 
to the amount of capital used, an appropriate profit for the firm to earn. 
But since the firm can choose the amount of capital it uses, linking profit 
to capital introduces a perverse incentive. If the allowed return exceeds 
the cost of capital (but is less than an unregulated monopoly could earn) 
and regulatory decisions are immediate, the firm will want to use more 
than an efficient amount of capital; if the allowed return is lower than the 
cost of capital then it will want to use less. This distortion in input choices 
arises because decisions regarding other inputs are made according to a 
monopolistic decision rule. Capital is expanded to raise output toward 
the socially optimal level, but relative to iii! other inputs it is used ineffi
ciently. This tendency to use more capital relative to other inputs is poten
tially important because even under ideal conditions capital tends to be 
enormous in regulated industries. 

Extreme forms of capital input distortion are possible. Like a monop
olist, the rate-of-return regulated firm wishes to operate only where de
mand is elastic, where marginal revenue is positive. I f  the social optimum 
occurs in an inelastic region of demand, the profit-seeking rate-of-return 
regulated firm will not want to operate there. The firm is motivated to 
waste capital or pay high prices for capital in an effort to justify a higher 
price in the elastic region of demand instead. This motivation to avoid the 
inelastic region of demand exists also when demand is uncertain; then the 
firm can use its obligation to be prepared for extremely high (if unlikely) 
demand as an excuse for using excessive capital.20 

Dynamic properties of rate-of-return regulation can serve to reduce the 
perverse incentive that it fosters . Usually there are long intervals between 
rate cases, and even after a rate change is proposed a lengthy period called 
"regulatory lag" passes before a decision on the proposal can have effect.  
During these intervals no change in price is possible. Since losses will not 
be restored and profits will not be confiscated during that period, the firm 
has incentive to operate efficiently. It is only with respect to the use of the 
record at the time of the next rate case that the firm is motivated to behave 
strategically. To incur more costs in an effort to win a rate increase - for 

20 To the extent quality of service is related to capital intensity, quality will also be (ineffi
ciently) high (Spence 1975). 
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example, from purchasing excessive capital - requires a current sacrifice 
in funds. So the firm will not do it unless later gains justify it . 

Long intervals with constant output prices will expose the firm to in
put price fluctuations as a source of risk .  Because fuel prices are known 
to fluctuate, many regulatory commissions have adopted automatic fuel 
price adjustment clauses that allow changes in the prices of fuel to affect 
output price according to preset formulas. These arrangements can cause 
the firm to favor fuel as an input and can weaken the firm's incentive to 
search for the lowest priced fuel. But they also moderate the added risk 
that rigid output prices otherwise would cause. 

Thus the institution of rate-of-return regulation, which was originally 
conceived only to determine a profit allowance, is not well designed as 
a genuine instrument of social regulation. Its procedures cannot reliably 
motivate the firm to operate where demand is inelastic, so a social opti
mum in that region of demand may not even be pursued. However, the 
dynamic properties of the process invite some efficiency incentive, and the 
generally good intentions of regulated firms and regulatory agencies may 
prevent grossly perverse outcomes that the institutional mechanism itself 
could elicit. 

Questions 

Here we shall pursue one continuing problem and give answers along the way. Try 
to work out each question before reading the answer. This problem is something 
like an instructive puzzle, and is quite difficult to solve. 

It is obvious from a comparison of the regulated firm's marginal conditions for 
labor and capital (see Table 8 . 1) that, when regulated by rate-of-return constraint, 
the firm continues to choose labor according to a monopolist's decision rule while 
it uses more capital than a monopolist would. In order to alter this schizophrenic 
tendency in its input choices, consider a subsidy that would invite the firm to ex
pand its use of noncapital inputs, which will be represented as labor. This subsidy 
proposal is not likely to be adopted, but thinking about it can help you understand 
the effects of rate-of-return regulation. 

Derive necessary conditions for a solution under a scheme that taxes capital at 
T per dollar of capital, K, to pay for a subsidy (at S per dollar of labor, in amount 
L at wage w) to labor, which is assumed to be the only other input . Assume that 
demand is everywhere elastic, and that the allowed return, s, exceeds the cost of 
capital, r. Assume that the regulatory commission does not impose on one firm 
the requirement that labor subsidy (SwL) equal capital tax (TK);  but that the 
commission chooses S and T with that aim in mind. (Finding operational neces
sary conditions to this problem is difficult and will require some cleverness.) 
8 . 1 .  Solve for T and S. Can you obtain solution values in terms only of known 

parameters? 
8 .2 .  If  the commission errs in setting T and S, so SwL ;r. TK, who bears the con

sequences? 
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8 .3 .  Can a tax on capital be  used instead of a subsidy to  all other inputs? 

227 

8 .4. Can the tax and subsidy scheme induce the firm to operate where demand 
is inelastic? 

Answers 

8 . 1 .  Let S be the subsidy per dollar o f  labor expense and let T be the tax per dol
lar of capital value. Remember that demand is elastic, and that s >  r. The 
firm would attempt to maximize 

CT =  R - ( l - S)wl - (r +  T)K. 

I f  the regulatory agency also constrains the firm to rate of return, s, but 
ignores payment of the tax and subsidy, the firm must satisfy 

R - wl - sK :5 0. 

Thus, the firm subject to the tax and subsidy as well as the rate-of-return 
constraint would seek to maximize the Lagrangian function 

H(l, K, :>.. ) = R - ( l - S) wl - (r +  t )K - :>.. (R - wl - sK) .  

The necessary conditions for a maximum o f  (QI) are 

R 
_ ( 1 - :>.. - S)w 

L - ( I - A ) ' 

R 
_ r + T- :>..s 

" - ( ! - :>.. ) ' 

and 

R - wl -sK = O. 

(QI) 

(Q2) 

(Q3) 

(Q4) 

Now suppose that S and T values are chosen to break even on tax and sub
sidy payments by satisfying 

Swl - TK = O. (Q5) 

A trick to obtaining an operational solution is to adopt the modest aim of 
making 

(Q6) 

rather than l aL/aK I = r/w. Using (Q2), (Q3), (Q5) ,  and (Q6), values of S 
and T then can be obtained that do not contain the unknown :>... They will 
take the form 

S =  
(s - r)K 

( wl + sK)  
and 

T = _
(
_
s 
_
-
_
r
_
)s
_
L
_ 

( wl + sK)  

(Q7) 

(Q8) 

These values are not ideal because they achieve an efficiency level of ol/oK = 
s/w > r/w. (This is precisely the input bias that will be obtained under total 
revenue or output goals shown in Section 8.4.)  The tax and subsidy scheme 



        
       

228 8. Input choices under rate-of-return regulation 

embodied in (Q7) and (Q8) essentially converts rate-of-return regulation to 
"cost-plus" regulation, or to regulation that allows profit as a percentage of 
revenue. 

It is possible to implement the subsidy and the tax rates defined by equa
tions (Q7) and (Q8). The unknown >. does not appear in either expression, 
and each is a product of (s- r) and some fraction involving the firm's costs. 
The regulatory agency would have to estimate an allowed rate of return s 
separate from the cost of capital r, and in present-day adversary proceed
ings that estimation would be difficult ;  but it is not impossible. The author
ity does not have to observe the marginal rate of technical substitution. 
Moreover, the size of S relative to T is very well defined; S is to T as K is to 
wL. So the crucial relative magnitude of the subsidy and the tax rates can be 
determined reliably. 

To illustrate the tax and subsidy scheme, suppose the capital rate-base 
of a firm is three times its annual revenues, that annual revenues typically 
are divided so that 30 percent go to capital and 70 percent to other inputs, 
and that the allowed rate of return is I percent above the cost of capital so 
s - r = 0.01. Substituting such values into equations (Q7) and (Q8) will yield 
S = 0.03 and T= 0.007. If regulatory authorities anticipate a reduction in 
capital relative to other inputs in response to introduction of the tax and 
subsidy plan, they initially can set a slightly lower value of S and a slightly 
higher T, being guided by the modifications they expect the firm to make in 
K and in wL as they in turn affect S and T in equations (Q7) and (Q8). Once 
the transition is accomplished to the tax and subsidy policy, the values can 
be chosen more easily because further responses in K and wL will be small. 

8 .2.  I f  the regulatory commission errs, so that tax and subsidy proceeds are not 
equal, the effect of the error will be borne by the firm or firms in the com
mission's jurisdiction. ( It is possible to design schemes so the commission, 
or the public, bears this risk. See Sherman 1976.) Specific S and T parame
ters would have to be assigned ahead of time and any imbalance between 
what actually is due to, or owing from, a firm would have to be paid. For i f  
a firm knew that its own tax and subsidy payments automatically would bal
ance, it could ignore the tax and subsidy altogether. (That is why the con
straint, SwL - TK = 0, is not used in problem (QI).) Even the knowledge 
that its payments would be made to balance over time might undercut the 
incentive effects of the tax-subsidy scheme. Where possible, the same values 
of S and T should apply to a group of firms so any one firm would not ex
pect that its own tax and subsidy payments would automatically be equal. 

8 .3 .  The subsidy to labor, and not the tax on capital, is crucial for leading the 
firm to increase the marginal rate of technical substitution between inputs, 
i oL/oK I .  It  really is the allowed rate of return s that determines the profit
maximizing solution for the regulated firm, rather than capital cost r or 
r + T,  and the tax rate T simply affects profitability at the solution. To see 
this, set S = 0 in equation (QI) and consider the necessary conditions with 
a tax but no subsidy. Equations (Q2) and (Q4) could be solved for L and 
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K, and they involve s but not r or T. For given s and r, any change in T in 
equation (Q3) will affect only the value of the Lagrange multiplier >-.; it will 
not change the solution values of L and K. 

8.4.  The tax and subsidy scheme cannot reliably move the firm to an efficient 
point in the inelastic region of demand. Tilting the total cost surface, which 
is what the tax and subsidy scheme will accomplish, can create two local 
constrained profit maxima, one that is capital intensive and one that is not 
capital intensive. Recall the total revenue surface described in footnote 10, 
with labor and capital inputs determining isoquants that were converted 
to isorevenue levels. Descending into the "valley" of that total revenue hill 
where demand is inelastic will not be as profitable as operating inefficiently, 
but close to the top ridge of the revenue hill where demand is unit elastic. 
There the rate of return constraint will meet the revenue hill at a point far
thest above the cost plane. We have already noted how the tax and sub
sidy can convert rate-of-return regulation to "cost-plus" or "percentage-of
revenue" regulation, and in those cases the incentive of the firm to raise cost 
rather than move into an inelastic demand region is well known. 
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Pricing under rate-of-return regulation 

9.1 Introduction 

Rate-of-return regulation of a profit-seeking firm not only invites an in
efficient choice of inputs to produce any given level of output, it may also 
cause output levels to be chosen inefficiently. Much attention has been ac
corded the technical input distortion discussed in Chapter 8. We focus in 
this chapter on the second distortion, the inefficient output levels result
ing from nonoptimal relative prices for multiple outputs. Our approach 
is to see whether firms will adopt second-best welfare-maximizing prices 
when seeking profit or other goals while subject to profit regulation. We 
shall find that pricing efficiency is not reliably motivated in firms regu
lated under Hope guidelines. 

An early analysis of rate-of-return regulation by Wellisz ( 1963) stressed 
the resulting economic inefficiency in pricing, specifically between peak 
and off-peak prices. Averch and Johnson (1962) also described a pricing 
distortion that rate-of-return regulation might induce in a multiproduct 
firm. Bailey (1973) extended Wellisz's peak-load pricing analysis and asked 
whether input distortions beyond those due to inefficient pricing would 
arise and whether inefficient pricing between peak and off-peak periods 
would result if firms sought to maximize output instead of profit. Waver
man (1975) has since confirmed that, along with peak and off-peak pric
ing distortions, the Averch and Johnson (1962) type of bias between capi
tal and other inputs would also result. Needy (1975) provided a systematic 
description of output distortions in the profit-maximizing, rate-of-return 
regulated firm. Pricing distortions due to both monopolistic reliance on de
mand elasticities and bias toward capital were set out in Bailey and White 
(1974), Eckel (1983), Sherman and Visscher ( 1979, 1982a), and Srinagesh 
(1986). But the general failure of rate-of-return regulation to deal with 
monopolistic urges to discriminate in price is still not fully appreciated. 

In Section 9.2 assumptions are made to simplify the welfare-maximizing 
problem as a standard for later comparisons. Pricing solutions are defined 
that are quasi-efficient in that they maximize a welfare objective subject 
to alternative profit constraints, and then solutions under the profit goal 
are obtained for comparison under the same constraints. The inefficiencies 
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in pricing rules of profit-seeking regulated firms are illustrated in Section 
9 .3 .  Peak-load and nonuniform prices are treated in Sections 9.4 and 9.5 .  
Dynamic elements are introduced in Section 9.6 .  Empirical evidence on 
pricing is considered in Section 9.7. Section 9.8 contains a summary. 

9.2 Capital bias and monopolistic elements in pricing 

To focus as directly as possible on pricing incentives, we assume a tech
nology with constant marginal productivity for each of two input cate
gories: capital and all other inputs. This technology invites the use of in
puts in fixed proportions, and rules out the Averch-Johnson input bias 
as long as demands are always price elastic, which we shall assume.' Of 
course, none of these assumptions has general practical relevance, but 
they are not extreme and all are helpful in allowing analysis of pricing 
inefficiencies because they prevent input inefficiencies from intruding. 

Consider the enterprise that seeks to maximize welfare when constrained 
to a certain profit level. Solving that imaginary enterprise's pricing prob
lem yielded second-best pricing rules in Chapter 5 .  We simplify them here 
with the constant marginal productivity assumption, and we also elabo
rate them to include several other forms of profit constraint that invite dif
ferent biases.2 Given these forms of the profit constraint, we find a second
best welfare-maximizing price for each case. 

Let consumer welfare be represented simply by the consumer surplus 
from quantities of goods or services, Q;'s, as S = S(Q i . · · · • Qn ) . We as
sume that cross-price elasticities of demand are zero here in order to keep 
solutions simple, and because no surprising results arise from nonzero 
cross-elasticities. Our representation of welfare accepts the current income 
distribution; it implicitly weights each consumer in the social welfare func
tion according to the inverse of that consumer's marginal utility of in
come, so a dollar of additional benefit has the same impact on social wel
fare whoever receives it. Social welfare will be consumer surplus, S, plus 
total profit, TI ,  or equivalently consumer surplus, S, plus total revenue, 
R, less total cost, C. One consequence of assuming this consumer sur
plus representation of welfare is that a (CS + TR)/aQ; = P; ·  We add a 

1 In trying to avoid an inelastic region of the demand curve, we know from Chapter 8 that 
a profit-regulated firm can be very wasteful, and, with the fixed proportions, technol
ogy capital waste need never cause a negative marginal product of capital. See Westfield 
(1965), Needy (1975), and Sherman (1972b). The input bias is small with a rate-of-return 
constraint if the allowed rate of return is close to the cost of capital and the firm's goal is 
maximum sales or output. See Bailey and Malone (1970) and also Crew and Kleindorfer 
(1979a). 

2 The arbitrary profit limit yields a solution with the least distortion. Since any reasonable 
constraint might be defended as most workable or feasible in creating a second-best out
come, we examine several. 
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constraint on profit and seek to obtain a second-best optimum.3 Society 
thus faces the Lagrangian 

G(Q1 , • • •  , Qn, >-0) = CS+ TR -TC+ >..0 (Il -fi) ,  ( 1 )  

where Il = R(Q1 ,  • • •  , Qn) -TC(Qi . . . .  , Qn) i s  profit, fi i s  the fixed profit 
limit, and >..0 is the Lagrange multiplier. 

Differentiating ( 1 )  with respect to Q; and setting the result equal to zero 
yields 

oG/oQ; = P; - TCQ; + >-o (P; + Q; op;/oQ; -TCQ; )  = 0 
for i = l , . . .  , n. (2) 

Letting CQ; = MC;, we obtain from (2) the implicit pricing rules, 

(3) 

where, for the i th product or service, we have price elasticity of demand 
defined as 

T/; = -<aQ;/op;HP;/Q;) . 

The second-best optimum price can also be represented as 

P; = MC;/ ( l - 0/TJ;)A0/ ( l + A0) )  for i = l , . . .  , n. 

(4) 

(5) 

Observe that (3) (or (5)) is a monopolistic pricing rule modified so that 
elasticities are overstated.4 For if Ao/( l + Ao) were replaced by 1, (3) would 
be the well-known pricing rule of an unconstrained, profit-maximizing 
monopolist. The value of Ao is such that for every i, 

>-o = (P; -MC;)/(MC; -MR;) ,  (6) 

where MR; =  P; + Q; op;/oQ; is marginal revenue. Since we can expect the 
solution value of Q; to exceed the monopoly output level, standard as
sumptions about cost and demand make MC; > MR; . We shall also con
fine attention to cases where P; > MC;, either because of scale economies 
or a positive fi in the profit constraint (but fi is less than the monopoly 
profit level ) .  Thus, although we present here no solution value of A0, we 
know from these relations that >..0 > 0, which means >..0 / ( 1 + >..0) < 1 ,  and 
so the right-hand side of (3) will be reduced from what it would be for a 

J Without any profit constraint, of course, the optimal price will equal marginal cost in 
each case. This is clear from equation (3) below, which requires P; = MC; if the Lagrange 
multiplier is zero because the constraint is not binding. 

4 Recall that Boiteux (1956) first demonstrated how in a welfare-maximizing enterprise all 
elasticities of demand are to be overstated by a constant that is chosen so the budget con
straint is just satisfied. See Section 5 .2 (and Baumol and Bradford 1970) for a review of 
literature related to the problem. 
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monopolist. Essentially, the profit-constrained, welfare-maximizing en
terprise overstates demand elasticity by the same constant, ( I + A.0)/>..0 , 
for every i. 

The same form for the pricing rule will follow when the profit limit is 
cast in other terms, such as a rate of return on capital or a percentage 
of revenue. So that we may identify effects of constraints on input use, 
let TC = wV + rK, where K is capital measured in numeraire terms and r 
is the cost of capital, V represents all other inputs with w as their index 
price, and V = L Q; VQ; and K = L Q;KQ; · s  Now suppose that profit is con
strained in any of these additional ways: 

I .  Rate of return on capital: 
TR- wV-sK = O, 
where s is the rate of return on capital allowed as profit . 

2 .  Profit as a percentage of total cost: 
TR - TC(l + g) = 0, 
where g is the percentage of cost allowed as profit. 

3 .  Profit per unit of output: 
TR - TC-L7� 1  Q;h; = O, 
where h; is the profit allowed per unit of the i th product sold. 

The socially optimal prices corresponding to these various forms of 
profit constraint can be obtained as they were in (5) above. They are: 

I .  Rate of return on capital: 
P; = [MC; + (s - r)KQ/0 + A.1 ) ]/ ( 1 - A.1 /0 + A.1 )11; ] , 
for i = I, . . .  , n. 

2. Profit as a percentage of total cost: 
P; = MC;( l  + A.2 g/( l  + '1..2))/ [ l  - A.i /( l + A.2)11; ] , 
for i = I , . . . , n. 

3 .  Profit per unit of output: 
P; = [MC; + h;A.3 /(l  - A.3) ]/ [ l  - A.3 /(l  - A.3)7J; ] , 
for i = l , . . . , n. 

All of these problems and solutions share the same general features. The 
objective is always CS+ Il where Il = TR -TC. The constraint is always 
of the form TR - TC-F, where F is an added term that may contain TR 
or Q or TC, or some portion of TR or TC, and the solution price for the 
ith product always can be put in the form 

5 We assume VQ; and KQ; are constant. This assumption is not necessary here, but it greatly 
simplifies the analysis by making it unnecessary to maximize with respect to V and K; so

lution values of V and K can be determined easily from solution Q;'s when VQ; and KQ; 
are constant. In addition, this technology avoids input bias in producing any given out
put when demand is price elastic. 
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Table 9 . 1 .  Summary of welfare-maximizing prices where 
Pi = (aMCi + 'Y)/( l - (3/rJi ) 

Constraint a 'Y (3 

Fixed profit limit 0 � 
l + >-o 

Rate of return >-1 (s - r)KQ; >-1 
on capital 1 + >- 1 l + >- 1 

Profit as a percentage l + >-20 + g) 
0 

>-2 
of total cost 1 + >-2 1 + >-2 

Profit per unit >- 3 h; � 
of output I + >-3 I + >-3 

Pi = (aMCi + ')')/(l - (3/rii ) .  (7) 

The values of Pi that maximize welfare under the various constraints are 
summarized in Table 9. l  according to values of the parameters a, ')', and 
(3 of the form given in (7) . Marginal cost may be modified in some way 
though a and/or ')', because the various constraints invite departures from 
ideal efficiency. When profit is constrained to some percentage of revenue, 
marginal cost is not distorted, but elasticity is adjusted in a different way. 
In general, however, through (3 the price is set as if demand is more elas
tic than it really is, as the simplest welfare-maximizing rule (equation (3)) 
required. 

When >. > 0,6 the a and 'Y terms in Table 9. l  that differ from 1 and 0 
bring slight overstatements of marginal cost . Notice in particular that with 
return on capital constrained, the 'Y term adds more to marginal cost, thus 
raising price, as the marginal capital requirement Ko; • is greater. There is 
a bias here against capital, because by increasing the profit allowance its 
use tends to reduce welfare.7 Constraining profit to be some percentage 
of total cost, or some amount per unit output, also brings a price far
ther above marginal cost to discourage high-cost products or high outputs 

6 We have already shown that with p; > MC;, >-0 always should be greater than zero, and 
similar arguments apply to Lagrange multipliers in the other cases. For >-1  through >-4 the 
numerator has the same form as >-0's numerator. The denominators differ from >-0's by an 
extra term but that term only helps to ensure that the denominator is positive, so >-1 to 
>-4 will be positive j ust as >-0 was. Let us also note that in all these cases >- < I  as long as 
MC; - MR; > P; - MC;. This latter inequality should be met at the solution under a con
straint that is well chosen to promote welfare, for it will tend to be satisfied when price is 
closer to the welfare optimum than to the monopoly level. 

7 See Section 8.4. 



        
       

9.2 Capital bias and monopolistic elements 235 

Table 9.2. Summary of constrained profit-maximizing prices 
where P; = (cxMC; + -y)/( 1 - /3/11;) 

Constraint 

Rate of return 
on capital 

Profit as a percentage 
of total cost 

Profit per unit 
of output 

r 
- >.. 1 (s - r)KQ; 

J - >.. , 

0 

{3 

when they are the basis for profit requirements that reduce welfare. In all 
cases, 13 is simply A/ ( 1 + }.. ) , a constant that serves to overstate elasticity 
and thus reduce its influence from the level of monopolistic markups over 
marginal costs.8 

Although it defines a desirable outcome, consumer welfare is not a goal 
that can be given direct operational meaning. We turn, then, to consider 
another goal, the profit of the multiproduct enterprise, which we presume 
exists in public utilities. As soon as the abstract welfare goal is replaced 
by the profit objective, the firm's tendency to overstate elasticity vanishes, 
and with it goes the tendency to approach efficient price structures. Rather 
than overstate demand elasticities to reduce markups over costs in setting 
prices, the profit-regulated firm turns out to be influenced by the full de
mand elasticities, just as a monopolist is. And this influence may produce 
inefficient price structures whenever goods or services with different elas
ticities can be distinguished by the rate-of-return regulated firm. 

It is a simple matter to delete consumer surplus from the Lagrangian 
( 1 ) ,  leaving profit alone as the objective, and to append one of the con
straints on profit already discussed. Of course, it makes no sense to maxi
mize profit while holding profit at the fixed level, n' so more interesting 
problems will include the rate-of-return, percentage-of-cost, or profit-per
unit constraint. The profit-maximizing pricing rule that results for each 
good under each constraint is given in Table 9.2. It is possible to show 
that all }..'s lie between 0 and l ,  which ensures that every combination of 
ex and 'Y in a pricing rule will serve to understate marginal cost . Since 13 

s If profit is set at some percentage of total revenue, no distortion of marginal cost is intro
duced (a = I and r = 0), but the {3 term that alters the influence of demand elasticity on 
price is modified by the element [ I -/( l - 11;) 1 .  which raises {3 where elasticity is greater. It 
thereby works to reduce revenue, and with it the profit requirement that lessens welfare. 
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always equals one, the cost understatement is the only means of lowering 
price; no overstatement of demand elasticity harnesses the monopolist's 
discriminating tendency now. 

Information about the range of values for >.'s allows us to interpret the 
pricing rules of Table 9.2 to see how marginal costs are understated. With 
profit as objective and 0 < >. < 1, a and 'Y will always lower marginal costs 
for the purpose of pricing, because 0 < a < 1 and 'Y < 0. With the rate-of
return constraint, the understatement of marginal cost is greater where 
marginal capital need, KQi'  is greater. With the profit-per-unit-of-output 
constraint, the understatement varies with the allowed unit profit, h; . With 
the profit-as-a-percentage-of-total-cost constraint, there is a percentage 
understatement in marginal cost that depends on the profit percentage, g. 
I f  the price elasticities of demand for the firm's various products or  ser
vices differ, the profit-seeking firm regulated by any of the profit con
straints shown ( including the rate-of-return constraint) may cross-sub
sidize through its understatement of marginal costs. Where 7/i is higher, 
l - l/71; will approach one, so the understatement of marginal cost may 
dominate, leading to a price below true marginal cost . But where 1/; is 
lower, the markup above even understated marginal cost might produce 
a generous profit contribution over true marginal cost. Although con
strained in the amount of profit it can earn, the firm will follow the mo
nopolistic practice of earning more profit where demand is less elastic .  
These cross-subsidization incentives arise from the influence of demand 
elasticity under all goals in Table 9.2. 

9.3 Illustrations of pricing bias 

To illustrate the pricing practices implied by the results in Table 9.2, let 
us consider simple examples involving two goods, one example stressing 
the effect of a capital bias on price and the other the effect of demand elas
ticity. We shall assume these demands and costs are independent of one 
another and that consumption of neither good affects other activities im
portantly. So that we can see the effect of capital on prices, we assume in 
Figure 9. 1  that demands for two goods, Q1 in panel (a) and Q2 in panel 
(b),  are similar but that the costs differ; the marginal capital required to 
produce a unit of the first product, k1 , is greater than the capital, k2, re
quired to produce one unit of the second product . The (constant) mar
ginal cost is also higher for the first product. These differences make the 
allowed profit increase more with output of the first product, as compari
son of allowed profits shown in the lower sections of the two panels re
veals. The firm regulated only by an overall constraint on total profit can 
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(a) 

(b) 

Figure 9 . 1 .  How capital affects price. 

be expected to take full advantage of this effect on allowed profit of pro
ducing Q1 •  It does so in Figure 9 . 1  by choosing a large Qj, even causing a 
loss, and using the handsome profit allowance thereby created to justify 
high profit earned on Q2 at the price Pi. 
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Since it brings a profit benefit, the allowed profit from producing any 
good might reasonably be viewed by the rate-of-return regulated firm as 
a reduction in that good's marginal cost . In any case, the pricing rule 
in Table 9.2 for the rate-of-return regulated profit-seeking firm is P; = 

[MC; - >·q (s - r)KQ/(l - h1 ) ]/ ( l - l/17; ) ,  where h1 (s - r)KQ/(l - h1 )  is 
clearly a reduction in marginal cost (see Callen, Mathewson, and Mohr
ing 1976) .  In Figure 9 . 1 ,  implicit marginal costs are represented as MCI 
and MC]_ and in keeping with the greater marginal capital need of Qi .  
MCI embodies a greater reduction from MC1 than MC]. does from MC2• 
In terms of marginal costs adjusted thus, the firm maximizes profit as 
shown in Figure 9. 1 ,  essentially by subsidizing Q1 and making a high profit 
on Q2• 

Now to see the effects of demand elasticity, assume that the two prod
ucts have the same marginal cost and marginal capital requirements but 
differ in demand elasticities. In Figure 9.2, MC1 = MC2 and k1 = k2, but 
the demand for Q1 in panel (a) is less elastic than the demand for Q2 in 
panel (b). The lower shaded areas of both panels indicate that one unit of 
each product adds the same amount to allowed profit. More profit can be 
earned from less elastic demand D1D1 than from D2D2, however, and the 
regulated firm will take advantage of that fact. The rate-of-return regu
lated firm's solution prices can be seen as profit-maximizing ones where 
marginal revenue equals implicit marginal cost, MCI = MC]., which is low
er than true marginal cost because of the rate-of-return constraint .  Notice 
that in Figure 9.2 the firm sets a very profitable price Pj on Q1 and uses 
the output of Q2 mainly to generate allowed profit in order that profit 
from Q1 can be retained. Indeed, in the Figure 9.2 example a loss is sus
tained on Q2 in order that more profit from the sale of Q1 can be retained. 

We know immediately that solutions reached in Figures 9. l  and 9.2 
cannot maximize welfare, because in each case one price is below mar
ginal cost. A price below marginal cost might conceivably add to welfare 
when some external benefit can be claimed or when one such subsidized 
product stands in a strong complementary relationship to another.9 Here 
such interrelations have been ruled out by assumption. Without any such 
justification, a price below marginal cost causes inefficiency by attract
ing to the industry resources that would be valued more by consumers in 
other uses (at least at their marginal costs); in addition, a financial loss 
results from pricing one product below marginal cost, which requires that 
the price of the other product be even farther above its marginal cost, 
thus causing a greater welfare loss there. We have shown by our exam
ples that a rate-of-return regulated firm can adopt nonoptimal price struc
tures, either because of differences in capital intensities of the two goods 

9 See, e.g., Mohring (1970). 
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(a) 

Dz 

D2 
Oi 

O -i-7'....,......,.-r-r-r"r'7-r-r1-������� 

(b) 

Figure 9.2. How demand elasticity affects price. 

(and the argument easily extends to a greater number) or because of dif
ferences in the price elasticities of their demands. 

It is obvious from Table 9.2 that the profit-per-unit-of-output constraint 
will also cause a term to be subtracted from marginal cost, in this case 
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D1 
0 ...__ ____________ 01 

(a) 

Pz+-----� 
Pz 

(b) 

Figure 9.3 .  Absolute and percentage reductions in marginal cost. 

'A3h)( l - 'A3 ) ,  in the pricing rule. Thus the example just completed could 
be repeated for the profit-per-unit constraint with identical results except 
that the weights h; will now control allowed profit for each good. I f  the 
allowed profit per unit is the same for every good, the amount subtracted 
from marginal cost in pricing every good will be the same. In the case of 
the percentage-of-total-cost profit constraint, marginal cost is multiplied 
by the fraction [ 1 - 'A2 ( 1 + g) ]/ ( 1 - 'A2) in the pricing rule. In this case, the 
magnitude of marginal cost can influence the degree of understatement 
across products, because the understatement is no longer independent of 
marginal cost. In all cases an understated marginal cost still is used, with 
the full monopolistic effect of demand elasticity on prices. 

The difference between an absolute understatement of marginal cost 
(through -r for the rate-of-return or profit-per-unit constraints) and a 
percentage reduction of marginal cost (through a for the percentage-of
cost constraint) is shown in Figure 9.3 . The demand and marginal cost 



        
       

9.4 Peak-load pricing and quality 241 

conditions are exactly the same as in Figure 9 . 1 ,  demand being similar for 
the two goods, but marginal cost is higher for Q1 in panel (a) than for Q2 
in panel (b). If we take the simple�t case, where allowed profit-per-unit is 
the same for every good (h 1 = h2) ,  the same absolute amount will be sub
tracted from each marginal cost to obtain MC{ and Mq. Prices P) and 
P2 would then be chosen by the firms. Comparable results would follow 
for the rate-of-return constraint with marginal capital requirements iden
tical for the two goods (KQ1 = KQ2 ) .  If a profit-as-percentage-of-cost con
straint is applied, in contrast, the same percentage understatement will be 
made in MC1 and MC2,  through a, resulting in MC;' and MCi. Prices 
P)' and P!f. would then be chosen. 

9.4 Peak-load pricing and quality 

A special form of the capital bias in pricing can be seen in the failure of 
rate-of-return regulated firms, until pressured recently by state and federal 
agencies in the United States to offer lower prices during off-peak periods 
when capital equipment is no constraint on output. Only peak-demand 
users press upon available capacity and call for its expansion, so ideally 
they should be the ones that pay for it. If capacity is abundant relative to 
demand at off-peak times, consumers do not have to be turned away by a 
high price. Rate-of-return regulated firms lack incentive to employ this 
very sound pricing principle, however, whenever the allowed return ex
ceeds the cost of capital. They would rather lower the price for capital
intensive peak demand in order to justify more capital assets, and charge 
a monopoly price at off-peak times to realize profit that greater capital 
will justify. 10 

A bias in peak-load pricing can be illustrated through reinterpretation 
of Figure 9 . 1 .  Imagine that k 1 (s - r) for the regulated firm depicted in 
Figure 9 . la is large, because marginal usage requires capital expansion, 
whereas k2(s - r) is zero in Figure 9.lb because service 2 is provided at 
the off-peak time, when service can be expanded without more capacity. 
Then the regulated firm's peak price P1 might be even lower than shown 
in Figure 9 . 1 ,  and the off-peak price f2 even higher. Perhaps because of 
rate-of-return regulation, the United States is far behind other countries 
in the application of peak-load pricing.I I  

10 Demand elasticities at  peak and off-peak times conceivably can offset this tendency. See 
Bailey and White ( 1974). The existence of diverse technology, such as base-load, inter
mediate, and peaking plants in electricity, also can complicate the simple case treated in 
the text. See Turvey (1968, pp. 28-31), Wenders (1976), and Crew and Kleindorfer (1979b, 
pp. 170-3). 

1 1  For examples of peak-load pricing in Europe, see Mitchell et al. (1978). All such pricing 
is not ideal (Slater and Yarrow 1983). Another application can be seen in Mitchell (1978). 
Complications when a durable good is involved are analyzed by Mills (1976). 
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Although a capital bias favors lower peak prices as long as the allowed 
return exceeds the cost of capital, demand elasticities still play a role that 
may support or offset that effect ( Bailey and White 1974; Sherman 1980b) . 
I f  the situation in Figure 9.2 were modified - for example, so that capital 
was required for Qi as shown in panel (a) and profit of ki (s - r) was al
lowed, but no capital was needed and no profit allowed for Q2 in panel 
(b) - then price P1 would be raised to the profit maximum and pj would 
be lowered until profit there just equaled k i (s - r) .  Here the elasticities 
actually would tend to encourage a higher peak price while the capital 
bias works the other way. Had the peak demand (Di Di) been less elastic 
than off-peak demand (D2D2) , that would tend to raise off-peak price 
and lower peak price, just as the capital bias would. 

In industries such as telecommunications or gas or electricity, customer 
classes are a common basis for differences in rate structures. Residential, 
commercial and industrial customers are charged different rates. Costs 
may differ in serving these types of customers, but the classes could also 
serve other purposes, as Eckel ( 1983 , 1985) has demonstrated. In partic
ular, if systematic peak and off-peak demand patterns exist by customer 
class, pricing by class could allow a crude approximation to peak-load 
pricing. On the other hand, pricing by class could also be a means of tak
ing advantage of demand elasticity differences, even in a monopolistic 
way. Some classes also are created for social purposes, such as "lifeline" 
rates in electricity to allow at least modest consumption for anyone (Scott 
198 1 ) .  

The larger capacity that results when peak-load prices do not exceed 
off-peak prices may be interpreted as higher-quality service, since peak 
users are able to receive service at their most preferred times. But this 
higher quality comes at the expense of off-peak users, who pay substan
tially more than the marginal cost of service they receive. More gener
ally, Spence (1975) has shown that if greater quality is associated with 
greater capital intensity, rate-of-return regulation may be expected to elic
it higher quality (see also Schmalensee 1970). By the same token, if quality 
depends on labor intensity, the rate-of-return regulated firm may skimp 
on quality. 

How easily a service can be defined also will influence its quality. Elec
tricity seems well defined, but the uniformity of wattage and freedom 
from breakdowns in service may vary. Telephone service may involve few 
or many "busy" signals .  Or there may be prompt or slow responses to re
quests for installation of service. I t  is possible for physical capacity to be 
adequate to meet peak demands while labor is not adequate or well super
vised, and then the possible benefit of a high level of peak service will not 
be realized. 
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Consider technologies that require capital not only to increase output but 
also to connect additional consumers. 12 Suppose that a monopoly sets one 
price, Pn• for the right to purchase units and a marginal price, PQ• per unit. 
Allowing the number of consumers to be variable while imposing a charge 
for consuming even one unit, like a fixed entrance or connection fee, leads 
to a very complex monopoly problem, which Oi ( 1971 )  has demonstrated.13 
But if consumers differ only by their incomes, and the income distribution 
is convenient, there will be a market demand function for units of the 
monopolist's output Q = Q(Pn• PQ• !) ,  and a market patronage function 
for the number of the monopolist's customers n = n(Pn >PQ• !) ,  where I 
represents other prices and the general income level that are unchanged 
by decisions in this regulated market. This is the demand model we devel
oped for the two-part pricing problem in Section 4.5 and extended to con
sider second-best prices in Chapter 5. The Q and n functions having the 
properties QPn < 0, QPQ < 0, nPn < 0, and npQ < 0 ( Q and n are comple
mentary) are implied if all consumers have identical tastes with diminish
ing marginal rates of substitution and differ only in their incomes, Q never 
being inferior, and if we can approximate n with a differentiable function 
for convenience. In a particular case, of course, the functions could be 
different and solutions could be very difficult to find and compare. 

Suppose that there is a population of N consumers who have the same 
utility function, U = U(g, q) for an amount, q, of the monopolist's good 
and an amount, g, of a composite of all other goods, but they differ by in
comes. The consumers' incomes y are distributed according to the relative 
density function /(y) ,  with cumulative distribution function F(y);  with 
y the lowest in income and y the highest income, F(y )  = 0 and F(Y) = I. 
We assume other prices are constant and replace I in demand functions 
by income y. The demand for an individual having income y will then be 
q = q (pn ,  PQ• y ) .  Individuals whose incomes are below some minimum 
level, Ym• will not pay the fee Pn to consume q > 0 at price PQ• and for 

12 The book value of capital used by privately owned U.S. electric utilities in the transmis
sion of electricity, which can be expected to depend partly on the number of customers, 
exceeds the book value used in generating electricity. Of course, marginal capital require
ments might vary considerably according to circumstances. For book values of capital by 
function, see Office of Accounting and Finance, Federal Power Commission, Statistics 
of Privately Owned Electric Utilities in the United States, 1974 - Classes A and B Com
panies (Washington, D.C.:  Government Printing Office, 1974), especially Table 17. 

13 If  consumers are identical, even to having the same incomes, perfect price discrimination 
is possible in the form of a fixed charge that takes each consumer's surplus and an effi
cient marginal price. Bailey and White (1974) treated this case in a peak-load context. 
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them q = 0. All the income of a person with y < y111 will be spent on an
other (or all other) consumption good, g, which has a price of I ,  so ex
penditure on g will be y and utility will be U(y, 0) .  The "cutoff" income 
Ym obviously depends on Pn and Pq• and we assume I <  Ym < Ji. Under 
these conditions, the total patronage and market demand functions can 
be calculated as 

n(pn ,PQ) = r f(y)  dy 
Ym 

(8) 

and 

(9) 

which have the properties assumed above. 
Let Kn units of capital plus Ln units of labor be required to add (con

nect) another consumer and let KQ units of capital plus LQ units of labor 
be required to produce a marginal unit of Q. By assuming that LQ, Lm 
KQ, and Kn are constant, we avoid the Averch and Johnson input bias in 
order to focus attention on pricing effects. With the cost of capital and 
the cost of labor both constant at r and w, profit for the firm is 

II = (Pn - rKn - wLn)n(pn ,PQ) + (pQ - rKQ - wLQ)Q(Pn• PQ) .  (10) 

To represent welfare for those who consume Q, it is convenient to use 
the indirect utility function, V<Pn • Pq•  y ) ,  obtained by maximizing direct 
utility subject to the individual's budget constraint . Let µ(y) be the mar
ginal utility of income for the individual with income y. Total consumer 
welfare can be represented as 

r V(Pn • PQ• y )w(y)f(y) dy, 
Ym 

( 1 1 )  

where w(y) is the social weight given an individual having income y. I f  
the consumer welfare function i n  ( 1 1 )  has welfare weights equal to  the re
ciprocals of the marginal utilities of income for all y 's then w(y)iW/iJPn 
equals - 1 and w(y)aV/apQ equals -q. We know that welfare weights have 
this property implicitly when the current income distribution is accepted 
in a well-functioning competitive economy,14 or whenever income distri
bution can be ignored so income is valued the same by society regardless 
of who receives it .  We make this assumption about welfare weights for
mally in 

w(y) = l/µ(y) .  (12) 

14 See Section 2.4 and also Negishi (1960). Notice that we are not maximizing with respect 
to incomes, and must accept them as given. 



        
       

9.5 Nonuniform pricing 245 

Four solutions will now be described, one for each of the following 
four goals: ( 1 )  to maximize welfare, (2) to maximize welfare subject to a 
budget constraint, (3) to maximize profit subject to regulatory rate-of
return constraint, and (4) to maximize monopoly profit . If social welfare 
is defined as the sum of consumer welfare given above in ( 1 1 ) ,  plus profit 
given in (10), or 

W= C + ?r, (13) 

then we know from Section 4.5 that ideal prices are 

(14) 

and 

(15) 

Thus, the ideal price structure has the declining block property, but only 
to the point where prices conform to marginal costs. 

The objective of maximizing social welfare subject to the constraint 
that profit equal some fixed amount, B, was pursued for two-part prices 
in Section 5 . 5 .  There, with increasing returns to scale, pursuing welfare 
allowed pricing for maximum efficiency subject to the constraint, say, that 
there be no deficit. Even with the constant returns to scale in both n and 
Q assumed here, there can be a second-best problem if a positive profit 
is required from the enterprise, or if some additional fixed cost must be 
covered. The Lagrangian formed to maximize welfare subject to a profit 
constraint is 

(16) 

Following the same steps as in Chapter 5, we can obtain from necessary 
conditions for a maximum of (16) the pricing rules 

and 

Pn - rKn - WLn -A  �QQ- �nQ ->.En 
= -- · = --

Pn l + A  � nn �QQ - �Qn�nQ l + A 

PQ- rKQ- wLQ _ -A �nn - �Qn _ -AEQ 
PQ 

- l + A
. 
�nn �QQ- �Qn �nQ - � ·  

(17) 

(18) 

where �nQ = (on/opQ)PQ/n, and other elasticities are defined similarly. 
These equations are solved for Pn and PQ and restated in Table 9.3 .  We 
shall interpret these rules and the En and EQ terms after we derive regu
lated and unregulated monopoly pricing rules for comparison.15 

IS For more general derivation of second-best welfare-maximizing two-part tariffs, see Ng 
and Weisser (1974) and Schmalensee (1981). The optimal single tariff for each firm in the 
same circumstances is due to Boiteux ( 1956). 



        
       

Table 9.3. Rate structures under alternative goals and constraints 

Maximizing profit 
Maximizing Maximizing welfare with rate-of-return Maximizing profit 

Tariff welfare with budget constraint constraint with no constraint 

Pn rKn + wLn ( 14) 
rKn + wLn 

(I7') 
rKn + wLn (25) 

rKn + wLn 
(27) 

I - (h/(1 - >.})En I -En I -En 

PQ rKQ+ wLQ (IS) 
rKQ + WL Q 

(18') 
rKQ + WLQ 

(26) 
rKQ + wL Q  

(28) 
I - (A/(1 - >.))EQ I -EQ I -EQ 
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The rate-of-return regulated firm seeks to maximize profit 

71" = (Pn - rKn - WLn )n + (pQ - rKQ - wLQ)Q 

subject t o  the constraint 

247 

(19) 

(20) 

where again s is the allowed rate of return and we assume s > r. The La
grangian that represents the firm's constrained maximization problem is 

G = ( 1 - <f>) [ (pn - rKn - wLn)n + (pQ - rKQ - wLQ)Q] 
+<t> (s - r) [Knn + KQQ] . (21) 

In addition to the constraint, a maximum requires that derivatives of G 
with respect to Pn and PQ equal zero: 

on oQ 
(Pn -'YKn - wLn ) a + n + (pQ - 'YKQ - wLQ) -:;- = 0  (22) 

Pn uPn 
and 

where 
¢(s -r) 

r = r - ---1 - <t>  
(24) 

is the shadow cost of capital. It can readily be shown that 0 < <t> < 1, and 
since we assume s >  r, it must be true that 'Y < r.16 This means that the firm 
sets prices using an understated marginal cost, what Callen, Mathewson, 
and Mohring (1976) called pseudo-marginal cost . The necessary condi
tions yield 

and 

Pn - 'YKn - wLn 
E + 

PQ -'YKQ - wLQ 
E 

PQQ 
= - l  

Pn 
nn 

PQ 
Qn 

Pnn 

Pn - 'YKn - WLn 
E 

Pnn PQ-'YKQ- wLQ 
E 

_ l 
Pn 

nQ PQ Q 
+ 

PQ 
QQ - - . 

Solving simultaneously gives the pricing rules (25) and (26) in Table 9 .3 .  
An unregulated monopolist will maximize (21 )  without the constraint, 

or with <t> = 0. It is easy to solve this simpler problem to obtain pricing 
rules (27) and (28) in Table 9.3 .  

16 We assume that 'I >  0 throughout. From (22) we have 'I =  r - <t>(s - r)/( 1 - <t>  ) .  As s goes 
from the monopoly return toward r, <t> goes from 0 toward I. The net effect is to make 
the implicit cost of capital, 'f, lower as s is set closer to r. 
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Now let us interpret the pricing rules in Table 9 .3 .  Maximizing welfare 
makes no use of demand elasticities, as (14) and (15) simply call for each 
price to equal marginal cost. The constrained welfare-maximizing rules in 
( 17) and ( 18) are like the unregulated profit-maximizing monopoly rules 
(27) and (28) except that, as with Ramsey pricing generally, elasticities in
fluence prices fractionally in constrained welfare-maximizing price rules 
(17) and ( 18) ,  just enough to raise money for the budget constraint . Notice 
that the regulated monopolist's rules in (25) and (26) make full use of de
mand elasticities, just like the unregulated monopolist's pricing rules in 
(27) and (28) . The regulated and unregulated monopolists differ only in 
that the regulated monopolist substitutes 'Y < r for r, and thereby under
states the marginal cost of capital and thus the marginal cost of output, 
using this lower pseudo-marginal cost in setting its prices. The rate-of
return regulated monopolist clearly does not choose the welfare-maximiz
ing rate structure of ( 14) and (15) or the constrained welfare-maximizing 
rate structure of (17) and (18). Indeed, the regulated firm relies no less 
than an unregulated monopolist on demand elasticity in setting its prices, 
while reducing prices to meet the rate-of-return constraint simply by un
derstating the capital portions of marginal costs. 

Although these pricing rules in Table 9.3 are less precise than ones tai
lored to the two-part pricing circumstances, as shown in Chapter 5 ,  they 
do afford simple interpretation. Note that 

En =  �QQ - �nQ 
�nn�QQ - �Qn�nQ 

and 

E _ �nn - �Qn Q - �nn�QQ - �Qn�nQ 
have the same denominator, which will be positive as long as own price 
elasticities of demand exceed cross-elasticities, a condition we should ex
pect to be satisfied. Although it is not possible to determine a priori the 
relative magnitudes of En and EQ, characteristics of industries that are 
regulated will tend to make IEn l > I EQl . 17 These industries usually supply 
important services people do not wish to do without, like water and elec
tricity. Any such service would have a low (in absolute value) elasticity 
of demand in the access fee, Pn- Moreover, since so many consume at 

17 Ordinarily, both terms in the numerators will be negative, and we can reasonably expect 
l €QQI > l €QnPQQ/pnn l  so En > O, and l �nnl > l €nQPnn/pQQI so EQ > O. However, since 
n and Q are complementary, it is possible for l �nnl < l �nQPnn/pQ QI ,  making EQ < O. The 
monopolist in that case would set output price PQ below true marginal cost, and the reg
ulated monopolist would set PQ below understated marginal cost. It is conceivable that 
instead En < 0, which could motivate the special incentives that used to be offered to 
builders of all-electric homes by electric utilities. 
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least some quantity of the service, changes in Pn are apt to have small ef
fects on Q because they are essentially income effects. These character
istics suggest that l �nn l and l �Qn l are both very small,18 which helps to 
make �Qn - �nn < �nQ- �QQ and thus IEn l  > IEQI .  This inequality would, 
of course, tend to make the fixed fee, Pm be set farther above marginal 
cost than the usage fee, PQ (by the markup, 1/0 - En) ,  being larger than 
1/( 1 - EQ)) ,  so that the declining block character of the rate structure 
would be exaggerated. Marginal capital intensities could also cause a dif
ference in the relation of Pn and PQ to their true marginal costs, and if 
marginal output is more capital intensive than marginal consumer con
nections, so KQ/LQ > Kn/ Ln, then rKQ would cause a greater understate
ment of the marginal cost of Q than rKn would cause for n. As a result, 
the declining-block property of the rate structure would again tend to be 
exaggerated. 

Of course, it is possible for equity concerns to alter the welfare-maxi
mizing price benchmarks that we have used.19 In particular, social welfare 
weights may be larger than the reciprocals of marginal utilities of incomes 
as incomes are lower. Then the assumption in (12) would no longer hold, 
and from arguments in Chapter 6 we should expect the ideal PQ to be 
larger and the fixed (regressive) fee, Pm to be smaller. This tendency could 
be found in the solution chosen by a rate-of-return regulated firm if con
necting new customers is more capital intensive than adding output, or 
if elasticity effects are such that EQ > En. But whether regulation could 
meet welfare aims would depend on technology and demand elasticities, 
which are beyond the control of the regulatory authority and therefore 
cannot generally be achieved through policy actions. Moreover, just the 
opposite tendencies can typically be expected from technology and de
mand elasticities. 

Quantity-dependent pricing 

The effect of rate-of-return regulation on the choice of a continuous quan
tity-dependent price schedule has been shown by Srinagesh (1986) . He 
first obtained a monopoly solution with marginal revenue equaling mar
ginal cost, as we observed in Chapter 5. With no income effect present, 
the marginal price at the largest quantity will equal marginal cost. Un
der rate-of-return regulation with s > r, marginal cost is understated, as 

18 We assume that all demands are elastic, to avoid perverse behavior that the regulated firm 
might undertake (even with fixed coefficients in production) in an effort to avoid operat
ing where demand is inelastic. That rate-of-return regulated monopolies want to operate 
where demand is elastic, like unregulated monopolies, was first shown by Westfield (1965) 
and discussed in Chapter 8. 

19 See Section 6.3.  
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pseudo-marginal cost, because the implicit price of capital is lower than 
its true opportunity cost. As a result, the price schedule is everywhere 
lower under regulation than it would be for an unregulated monopoly. 
Since the marginal price would equal marginal cost at the largest quantity 
without regulation, that price and prices at nearby large quantities under 
regulation will be lower than true marginal cost. So if continuous nonuni
form prices are used, as long as capital is a part of marginal cost, rate-of
return regulation will cause a marginal price to lie below marginal cost. 

The form of the continuous quantity-dependent price schedule may be 
more or less steeply sloped than a monopoly schedule or a welfare-maxi
mizing schedule. It depends on the properties of marginal revenue, which 
may vary with price reductions by different amounts at each q. Since mar
ginal prices at all quantities are reduced, by virtue of the pseudo-marginal 
cost being lower, Ym must be lower than with monopoly, and some who 
would not consume from a monopoly become consumers. The change 
from a monopoly price at any q will be greater if iJMR/iJP is small, so if 
iJ(iJMR/iJP)/iJq is positive, the price schedule will come closer to a uni
form schedule with regulation. If there is a general pattern the other way, 
so iJ(iJMR/iJP)/iJq < 0, the price schedule will have greater quantity dis
counts under regulation than under monopoly. 

The Srinagesh model does not have a separate cost for connecting con
sumers, which was easy to examine in the previous section with a two-part 
price. Had such a cost been included, it would tend to raise the price of 
the first unit consumed. Such an entry fee could differ from the one a mo
nopoly would use, as would the remaining price structure, depending on 
the degree of capital intensity in serving customers or in producing units. 
Only if all capital was used to connect consumers and none was used to 
produce output, however, would there be no incentive for a marginal price 
under regulation to lie below true marginal cost. 

9.6 Dynamic elements 

We saw in Section 8 .5  that operating with unchanging prices for an extend
ed period of time could improve technical efficiency in the firm. Whether 
prices can be changed or not does not alter the essentially monopolistic 
pricing incentives of the firm, however, so regulatory lag will not reduce 
output inefficiency. At the same time, acting as if quantities are fixed can 
improve pricing incentives, and we shall examine this possibility. 

If quantities are held at fixed values, the variables left in the firm's con
trol may be chosen by the firm not perversely, to influence its profit allow
ance, but constructively, to improve efficiency. As we saw in Chapter 3 ,  
Vogelsang and Finsinger (1979) have demonstrated for a simple setting, 
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in which allowed profit is set without reference to capital, that efficiency 
can be served by firms choosing prices. Their simple scheme needs re
markably little information, merely accounting data from the firm, and 
contains an iterative adjustment process that allows the firm to make price 
changes and retain resulting profit during the interval of a lag period, but 
then lose excess profit at the end of the period. When the profit gain is 
taken away, only the consumer welfare gain remains, in the form of ideal 
relative prices among multiple products. 

In adjusting its prices during any one period by the Vogelsang and Fin
singer scheme, the firm must always comply with a constraint that new 
prices times old quantities not exceed the product of old prices times the 
old quantities. The authors prove that adherence to old quantities, which 
essentially allows the firm discretion only for incremental changes, has 
the surprising effect that profit-seeking and welfare-maximizing incentives 
will lead to the same relative prices. But the quantities for which allowed 
profit is calculated must be from some previous period rather than the cur
rent one. As Sappington (1980) has stressed, to be foolproof the scheme 
requires that management of the firm look no further than the current 
period when seeking maximum profit. That is, the effect of current out
puts on allowed profit next period is to be ignored. 

As an example, suppose that the actual quantities from a past test peri
od are to be used in all allowed profit calculations in a rate hearing, rather 
than forecasted quantities at proposed rates, for some future test period. 
Future test periods are more commonly used during periods of high in
flation, because they can reflect anticipated input price changes, but here 
we propose to use past quantities instead. As we just noted, one possible 
drawback in using output quantities from some previous test period is 
that the firm, in anticipation of their later use, might select those quanti
ties in part to make later allowed profit greater. The firm might maintain 
currently nonoptimal outputs because of the gain it anticipates in a later 
period when its target revenues depend on those outputs. If the interval 
between output price decisions is long enough, however, this incentive of 
the firm will be muted, because to achieve later benefits the firm will have 
to forgo current profit. As the firm focuses more on gaining profit cur
rently, past outputs will be regarded as exogenous .20 

20 Suppose that the firm does not merely accept past outputs, but influences them by having 
designed its current prices in the past with a view to their future influence on target reve
nue. In the unlikely event that the firm can take such a long-term view, a main alterna
tive scheme would be to construct a reference mixture of outputs for the firm from in
dustry data. Although this clearly would prevent influence by the firm on the outputs 
that determine its allowed profit, the fact that one firm may face demand patterns quite 
different from others in the industry can make construction of such output quantities 
very difficult. Then using the firm's own outputs from a test period in the past may still 
be preferable. 
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p� 
Pj 

(a) 

(b) 

Figure 9.4. Inducing welfare improving prices. 

The effect of having exogenous outputs as a basis for target revenue 
can be briefly illustrated. Recall that Figure 9.2 shows a pricing solution 
for the regulated firm selling two products that have the same constant 
marginal cost and capital requirement but different demand elasticities. 
The constant marginal capital requirement makes rate-of-return regula
tion equivalent to profit-per-unit-of-output regulation, so that allowed 
profit varies with currently chosen outputs, just as Figure 9.2 indicates. 
Note that prices are inefficient under the profit-per-unit regulation (one 
price is below marginal cost). Figure 9.4 reproduces the demands and 
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marginal costs from Figure 9.2, and also shows the quantities chosen by 
the firm. In Figure 9.4 those quantities are labeled Q1 and Q2 ; they will 
be taken as the last period's outputs to be used currently as the basis for 
allowed profit. In choosing prices to maximize its current profit, now the 
regulated firm determines its allowed profit not from current outputs, as 
in Figure 9.2, but from the unchanging Q1 and Q2, while current out
puts at the chosen prices determine actual profit . Consider a small rise 
in P2 to P2. just above MC2, and an equal decline in P1 to P) .  Since Q2 
is greater than Q1 the increase in allowed profit from raising P2 is bound 
to be larger than the reduction from lowering P1,  that is, (P2 - Pi)Q2 > 
(Pj - P1 )Q1 ,  since P2 - Pi = Pj - P1 and Q2 > Q1 •  With these changes, 
profit from product 2 obviously will increase since it was negative before. 
Profit on product 1 will decline slightly, but, with allowed profit greater, 
the profit on both products at the new prices can be better than it would 
be if the old prices had been maintained. I f  actual profit is not as great as 
allowed profit, both prices can be raised until it is, and if allowed profit 
is exceeded, both prices can be lowered until equality is reached. Besides 
raising profit, this change in P1 relative to P2 is obviously in a direction 
that improves welfare, since it is away from the cross-subsidization pres
ent in Figure 9.2. Indeed, repeated application of this regulatory adjust
ment procedure can lead the one-period profit-seeking firm to approach 
second-best, or Ramsey, prices. 

Two qualifications about this pricing solution should be noted. First, if 
the firm's costs do not match the level expected, perhaps because of an in
put price change, results will not be ideal. Automatic adjustment clauses 
afford only an imperfect way to deal with this problem. The second point 
is that, when we refer to efficient prices, we include second-best, or Ram
sey, prices discussed in Chapter 5 and presented in (5) above, prices that 
may depart from marginal costs but in a manner that will minimize con
sequent welfare losses. Iterative adjustment has been proven to approach 
these second-best prices when allowed profit is based on last-period quan
tities and current prices that the firm chooses in order to maximize cur
rent profit.21 

9. 7 Empirical evidence 

Public utility rate structures have repeatedly been seen as being somehow 
inefficient. Possible explanations have included, among other things, po
litical influences (Jackson 1969; Littlechild and Rousseau 1975; Peltzman 
1971 ;  Stigler 1971 ;  Stigler and Friedland 1962) and income distribution 

21 The main idea is from the Vogelsang and Finsinger (1979) proposal . See also Sherman 
(1980a), Finsinger and Vogelsang (198 1 ,  1982), and experimental tests such as Harrison 
and McKee (1985) and Cox and Isaac (1987). 
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aims (Jones 1985; Posner 1971) .  Stigler and Friedland (1962) expected reg
ulators to reduce domestic relative to industrial electricity rates, on the 
ground that more votes lie with domestic users, but they found no signifi
cant effect. Jackson (1969) hypothesized that instead large industrial us
ers, as an effective special interest group, would win favored rates, and he 
found some support for that position. In part because of inconsistencies 
from tests of their implications, these political theories have been notably 
unsuccessful in explaining rate structures ( Posner 1974), and yet price dis
crimination has been shown empirically (Eckel 1983, 1987; Primeaux and 
Nelson 1980; Naughton 1986). 

Primeaux and Nelson ( 1980) estimated the ratio of price to marginal 
cost for electricity rates, and from differences observed in that ratio across 
customer classes they concluded that price discrimination was present. 
Eckel (1983) examined the pricing incentives of rate-of-return regulated 
firms and showed how they were motivated to choose other than welfare
maximizing price structures. In electric utility cost and elasticity data she 
also found evidence that actual electricity prices were more like those mo
tivated under profit-maximization than welfare maximization. Sringesh 
(1986) cited regulated telephone rate structures as being consistent with 
the implication that continuous nonuniform prices will lie below marginal 
cost for users of large quantities . 

There has been a sharp contrast in peak versus off-peak pricing between 
the United States and other Western countries for many years. That rate
of-return regulated firms would resist using peak-load pricing was em
phasized in an early paper by Wellisz (1963). In other countries, peak-load 
pricing is well developed in telephone, electricity, and other public utility 
industries (see, e .g . ,  Balasko 1976; Mitchell et al. 1978). But in the United 
States peak-load pricing was seldom used until governmental.pressure was 
brought in support of it in telephone and electricity industries in the 1970s. 
Since rate-of-return regulation would tend to be biased against higher 
prices at peak times, its widespread use in the United States may help to 
explain why peak-load pricing is so rare. 

9.8 Summary 

Rate-of-return regulation was not designed specifically to elicit efficient 
prices, and it does not do so. The incentives within the firm invite it to act 
as if marginal capital costs are lower than they really are. This effect on 
capital cost draws the firm into lower prices and larger outputs than an 
unregulated monopoly would offer. The price reductions are distributed 
among goods and services in relation to their marginal capital needs, how
ever, not as second-best pricing would dictate. A firm seeking to maximize 
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welfare while also meeting a budget constraint should price as if all de
mand elasticities are proportionately larger than they are, until the bud
get constraint is just satisfied. But the rate-of-return regulated firm re
sponds to elasticities in their original form after it favors marginal capital 
costs. It reduces marginal cost based on capital use to a pseudo-marginal 
cost level, and then the rate-of-return regulated firm is motivated to use 
demand elasticities in setting its prices just as an unregulated monopolist 
would. As a consequence, the firm's relative prices will usually be distorted 
from efficient relationships and cross-subsidization is even possible. 

Peak-load service usually presses on capacity limits, so that marginally 
it is more capital intensive than off-peak service. And since capital is fa
vored under rate-of-return-regulation incentives, higher peak-load prices 
may not be pursued by rate-of-return regulated firms. A comparison of 
pricing across nations shows that peak-load pricing is used much less in 
the United States than in many other countries, perhaps because of rate
of-return regulation. The same incentive to favor capital may distort two
part prices, possibly tending to favor quantity discounts more heavily. 
And quantity-dependent prices are apt to have their last segment for largest 
users offered at a price below marginal cost. Evidence suggests that pub
lic utilities in the United States discriminate in price more as profit max
imizers than as welfare maximizers. Some incentive schemes may avoid 
inefficient pricing, but regulatory lag alone will not prevent it. Dynamic 
schemes that allow prices in the future to be chosen subject to a constraint 
based on previous quantities might induce the firm to approach Ramsey 
prices. More attention to pricing incentives is needed to overcome the un
intended perverse incentives that arise under rate-of-return regulation. 

Questions 

9. 1 .  Suppose that a rate-of-return regulated public utility offers two services, 
Q1 and Q2, with demands 

P1 = 15 - 0.025Q1 , 

P2 = !0 - 0.025Q2• 

The cost of producing Q1 is $5 per unit. Service Q2 requires capital and Q1 
does not . To produce a unit of Q2 requires $100 in capital. Suppose that the 
allowed rate of return is 7 percent and the cost of capital is 5 percent. 
(a) Find Ramsey prices on the assumption that total revenue must equal 

total cost. 
(b) Find prices for the profit-maximizing public utility subject to rate-of

return constraint. 
(c) Explain any difference between answers in (a) and (b). 
(d) ls your answer to (b) sustainable? 
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9.2. Construct a single-product firm problem that calls for an efficient, welfare
maximizing, price where demand is inelastic. Prove that a rate-of-return 
constraint will not force the enterprise to a solution where demand is in
elastic. 



        
       

C H A P T E R  1 0  

The budget-constrained public enterprise 

10. 1 Introduction 

The budget-constrained, government-owned public enterprise is a com
mon form of organization for producing public services in many coun
tries. At the federal government level in the United States, examples of 
public enterprises are the U.S. Postal Service, the Corporation for Public 
Broadcasting, the Tennessee Valley Authority operating recreation areas 
and a huge hydroelectric dam, the Federal Deposit Insurance Corpora
tion, and the St. Lawrence Seaway Corporation, among others. Mixed 
ownership arrangements include Amtrak, COMSAT, ConRail, and even 
the National Academy of Sciences. At state and local government levels 
public enterprises number in the thousands.1 The magnitude of a public 
enterprise is often considerable, too; for instance, the U.S. Postal Service 
alone spends more than $30 billion a year. Public enterprises provide elec
tricity and telephone as well as postal services in many European coun
tries. In other parts of the world, government-owned enterprises can be 
found in agriculture, health, manufacturing, and other areas. Thus it is 
important to understand their behavior. 

A large literature now combines knowledge from politics and econom
ics to predict the consequences of providing goods or services through 
public or private enterprise.2 Direct implications of these theories are dif
ficult to test, however, because they depend on unknowns like the political 
importance and cost of organizing all the affected groups. Moreover, the 
theories adduce too many possible explanations for events. Indeed, on a 
number of points the accumulating evidence cannot distinguish among 

1 See Walsh (1978) for an estimate of how widely used public enterprises are and for a his
tory of their origins in the United States. Canadian mixtures of government and private 
ownership are described in Boardman et al. (1983). Pricing principles for such enterprises 
are briefly reviewed by Webb (1976) and management is discussed by Aharoni (1986). 

2 See Peltzman (1976) and the literature review by De Alessi (1974). This work also treats the 
question of when government regulation will be sought by private parties. See especially 
Stigler (1971), Posner (1971), Peltzman (1976), and Borcherding (1981). Effects of partial 
government ownership on market value are examined in Eckel and Vermaelen (1986). 
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hypotheses, and sharper hypotheses are needed if effects are to be success
fully identified.3 

As Chapter 3 indicated, in the absence of competition, firms are not 
easily induced to pursue economic welfare. Under rate-of-return regula
tion, a privately owned firm presumably has a goal of maximizing profit 
while meeting constraints imposed by regulation or other influences. In 
the last three chapters we examined problems in channeling that profit mo
tive into pursuit of economic welfare. Although private ownership creates 
a goal, our institutions have not manipulated the profit motivation so that 
it serves welfare ends perfectly. With public ownership, we have a differ
ent problem. Since profit in the private sense is no longer a goal, we are 
not sure what sort of motivation takes its place. 

What goal can be assumed for the managers of a public enterprise? If  
the enterprise i s  subject to a budget constraint that limits profit to a speci
fied amount (or limits a publicly subsidized loss), a profit goal has little 
meaning. Consumer welfare might be pursued as a goal, and of course a 
normative theory that prescribes prices in relation to costs is well devel
oped for that goal.4 Yet we know consumer welfare is difficult to measure 
and even if it is measurable management would not strive to maximize 
welfare without any incentive, which in this case could not easily be given 
operational form. Instead, managers might indulge their own preferences, 
seeking a large organization, high salaries, or other aims, depending in 
part on the constraints imposed on them. The budget constraint itself, 
which requires a fixed difference between revenue and cost, does not seem 
very restrictive, especially if the management is free to propose prices for 
enterprise products or services. So it might be well to examine the impli
cations of a general managerial goal . 

We shall see that several possible goals of the firm yield essentially the 
same pricing rule, and it is not a desirable rule. One goal that can yield 
some of the strongest consequences of managerial discretion is that of 
expenditure, or budget, maximization. The budget-maximizing aim was 
articulated for bureaucracies by Niskanen (1971 ,  pp. 36-42), and a goal 
like it was used to represent managerial discretion by Crew and Klein
dorfer (1979a) in their study of regulated firms. Budget maximizing is only 
a crude and unsubtle goal for government enterprises, as Lindsay (1976) 
has pointed out, but it yields sharp pricing implications. Revenue maxi-

3 Some clearly political influences have been observed, such as the pricing under a state 
regulatory commission that benefits state residents relative to nonresidents (see Littlechild 
and Rousseau 1975), or that the rich benefit from telephone and postal pricing in Great 
Britain (see Waverman 1977). But much evidence is ambiguous or conflicting, as Posner 
(1974) has demonstrated. 

4 This theory was described in Part I I .  
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mization has been claimed as a goal for large private enterprises by Bau
mol (1967). The expenditure or revenue goal usefully subsumes many pos
sible goals of managers, however, because either one of these goals fosters 
control over resources, and that could serve many other goals. Expendi
ture maximization is consistent with revenue maximization when a budget 
constraint is imposed, since maximizing one then maximizes the other. 
Total output is another possible goal. These goals are well defined, so they 
can yield clear implications for pricing in a multiproduct enterprise. 

It is useful to consider real-world public enterprises and their problems. 
They are created by political institutions and each can be quite different 
from any other. We briefly discuss the U.S. Postal Service and the devel
opment of London Regional Transport. The U.S. Postal Service appears 
to have come only slowly toward optimal pricing in its almost 20-year 
history. Transportation organization in London has seen much turmoil 
and a variety of pricing policies over the past half century. 

In Section 10.2 we derive budget-maximizing, revenue-maximizing, and 
output-maximizing pricing rules and contrast them with welfare-maximiz
ing and profit-maximizing (monopoly) pricing. In Section 10.3 we con
sider the effects on pricing of granting monopoly rights to public enter
prises in the form of entry protection. In Section 10.4 the behavior of a 
large public enterprise, the U.S. Postal Service, is examined to assess its 
conformance with these pricing implications. In Section 10.5 we describe 
urban transportation pricing problems and trace development of London 
Regional Transport. Section 10.6 summarizes results. 

10.2 Pricing rules to maximize the budget 

For a point of reference, consider a hypothetical budget-constrained pub
lic enterprise seeking to choose its outputs Q1 > . . . ,  Qn in order to maxi
mize welfare, which we shall assume to be the sum of consumer surplus 
and producer surplus represented by W( Q1 > . .  . ,  Qn) .5 With prices P1 > . . . ,  
Pm cost represented by the convex function £ (  Q1 > . .  . ,  Qn) , and with the 
allowed budget deficit equal to D, the enterprise will maximize the La
grangian 

£(Q1 > . .  . ,  Qn , µ.) = W(Qt > . .  . ,  Qn) + µ. [  D+ i�t PiQi -E(Q1 , . .  . ,  Qn)l (1)  

Maximizing with respect to the Q/s will yield the well-known Ramsey 
pricing rule, 

5 We assume that income elasticity of demand is zero and so consumer surplus is well de
fined. The income elasticity of demand should be small for most public services that do 
not absorb a large fraction of private expenditures. 
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P; - oE/oQ; µ, 
----- - -- - for i = 1 ,  . . .  , n, (2) 

P; 1 + µ, T/; 
where T/; = -(oQ;/dp;)p;/Q;, own-price elasticity of demand for the ith 
service; cross-elasticities are assumed to be zero. We know from the form 
of the Lagrangian ( 1 )  that µ, > 0, so 0 < µ,/ ( 1  + µ,) < 1, which means that 
demand elasticities are overstated at the welfare optimum. 

The budget-constrained public enterprise seeking to maximize expendi
ture faces the Lagrangian problem 

/(Qt >  . . .  , Qm "A) = E(Q1 > . . .  , Qn) + >.. [D + ;;i P; Q; - E(Q;,  . . .  , Qn >] . (3) 

where D is the deficit allowed to the firm and revenue is assumed concave 
in the Q;'s. Still assuming that demands for the n services are independent 
of each other,6 necessary conditions are 

at oE [ OP; oE ] 
oQ; 

= 
oQ; 

+ >.. P; + Q; 
oQ; 

-
oQ; 

= 0
• 

i = l , . . .  , n. (4) 

When rearranged, these conditions yield the implicit pricing rule, 

for i = l , . . .  , n. (5) 
P; T/; 

The solution also calls for >.. � 0. Indeed, with oE/iJQ; = MC; as margin
al cost and P; + o;P;/oQ; as marginal revenue, it is evident from (4) that 
>.. = MC;/(MC; - MR;) .  We can therefore expect >.. > 1 as long as demand 
is elastic so MR; > 0 and the firm operates beyond the monopoly output 
(which it should do to expand expenditures) so MC; > MR;.1 And with >.. > 
1 it follows that ("A - 1  )/>.. < I .  Thus the pricing rule in (5) calls for the ex
penditure-maximizing, budget-constrained public enterprise to understate 
marginal cost for each of its services by the same fraction, ("A- 1 )/>.. < 1 .8 

6 Interdependencies among products or services complicate the analysis by bringing cross
elasticities into the solution, and are not of major interest here. Indeed, we are interested 
to learn whether cross-subsidization might arise without nonzero cross-elasticities as a 
cause. See Mohring (1970) for an analysis of the effects of cross-elasticities in a welfare
maximizing model, and George (1973), Sherman and George (1979), and Scott (1986) for 
discussion of their importance in U.S. Postal Service pricing. 

7 Marginal cost must exceed marginal revenue at outputs beyond the profit maximum, from 
second-order conditions for that maximum. The budget-constrained expenditure-maxi
mizing firm will try to avoid entering an inelastic region of demand, because revenue, and 
hence cost, would be lower there. 

s This possibility was developed in Sherman (1980b, 1983b). Note that, with ). >  I, sufficient 
conditions for a maximum of ( I )  will be satisfied. Consider the two-good case and let the 
constraint be represented by F. The expanded bordered Hessian, which must be positive 
for a maximum, then has the value H = - /Q1 Q1 (FQ2)2 - /Q2 Q2(FQ1 )2

+ 2/Q1 Q2FQ1 FQ2• 
We have FQ1 < 0 and FQ2 < 0 from the argument in the text that MC > 0. As long as the 
second derivative of revenue is negative, A >  I ensures IQ1 Qi < 0  and IQ2 Q2 < 0. Although 
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If the goal (3) had been to maximize total revenue rather than expendi
ture, while the constraint remained the same, the resulting pricing rule 
would be essentially the same as the one in (5). The Lagrange multiplier 
term that serves to understate marginal costs would have a slightly altered 
form, but its effect would be exactly the same.9 Intuitively, the budget 
constraint makes these two problems the same because when it is effec
tive it forces an exact correspondence between revenue and cost. To max
imize one is then to maximize the other. 

To aid in the interpretation of (5), let us contrast it with the uncon
strained profit-maximizing solution and the welfare-maximizing solution 
under the budget constraint. Maximizing the unconstrained profit objec
tive, 2, Pi Qi -E, will yield the familiar monopoly pricing rule, 

Pi - aE/aQi 
- -

Pi 7/i 
(6) 

We already have in (2) the welfare-maximizing pricing rule. Contrasts 
among these three solutions will be clearer if we solve explicitly for prices 
pf under constrained expenditure maximization, Pi

M under monopolistic 
profit maximization, and Piw under constrained welfare maximization. 
Also let ( A- I )/}.. = a1 < I  and ( 1 +1t )/1t = a2 > I . Solving (5), (6), and (2) 
we then have 

and 

pf= a 1 aE/oQ; 
1 - 1/7/i 

M aE/oQi 
Pi = 1 - 1/7/;

, 

w aE/oQ; 
P· = 

I l - l/<:¥2 7/i 

' (7) 

(8) 

(9) 

In comparing (9) with (8), one observes directly the well-known result 
that the budget-constrained, welfare-maximizing firm actually adopts a 
monopolist's pricing rule except for systematically overstating all demand 
elasticities by the simple multiple, a2 •  Similarly, comparing (7) with (8) 
shows that the budget-constrained, expenditure-maximizing public enter-

IQ1 Q2 < 0, we can expect IQ1 Q2 < 1Q1 Q1 and IQ1 Q2 < /Q2Q2; thus H > O  for a maximum 
with two goods. Conditions for extreme points in problems such as this are set out in Ar
row and Enthoven (1961). 

9 Replacing E(Q1 , • •  . , Qnl by 2, p;Q; as the goal in (3), with >.' as Lagrange multiplier, 
yields as necessary condition ( I + >.' ) ( p; + Q;(ap;/aQ;)) - >.' aE/aQ; = 0, and 

[p; - (>.'/( 1 - >.' l l  (aE/aQ;l l/P; = 1;,.,;. 

This rule will be seen as the same as (5) when it is realized that >- = MC;/(MC; - MR;) 
whereas >.' = MR;/(MC; - MR; ) .  
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prise also uses a modified monopoly pricing rule, but instead of overstat
ing demand elasticity, it understates marginal cost for every i by the same 
fraction, a1 • Since it does not act as i f  its elasticities were greater than 
they really are, the expenditure-maximizing public enterprise following 
the pricing rule in (7) will rely more on the monopoly power implicit in 
less elastic demand. Rather than have prices depart optimally from the 
true marginal costs and rely just enough on demand elasticities to meet 
the budget constraint, as the welfare rule in (9) calls for, the expenditure
maximizing public enterprise systematically understates marginal costs for 
all its services. And the revenue-maximizing enterprise will price in the 
same way. 

Suppose that the budget-constrained public enterprise attempts to max
imize a weighted sum of its total output, where the weight given to out
put i is a3i . Its problem then is to maximize 

G(Qi . . . .  , Qn , 1/;) = i�t 0'.3iQi + l/;  [v+i�t PiQi -E(Qi . . . . , Qn)l (10) 

and necessary conditions for a solution will yield the pricing rule 

Pi - (iJE/iJQi -a3ijl/;) 
- -

Pi T/i 
or with pp representing the constrained output-maximizing price, 

o iJE/iJQ; -a3;/1/; P; = l - l/71; . 

( 1 1 )  

( 12) 

Once again ,  demand elasticity is not overstated, whereas it would be to 
maximize welfare. Marginal cost is understated, but now by an amount 
to be subtracted from each marginal cost rather than by a multiplicative 
constant . 

The main difference between the behavior to be expected under an ex
penditure or revenue goal on the one hand and the output goal on the 
other is in responses to inelastic demand. Rather than operate where de
mand is inelastic, the revenue- or expenditure-maximizing firm will want 
to depart from the efficient expenditure function E(Qi . . . .  , Qn) to raise 
costs, whereas the output-maximizing firm still has incentive to be effi
cient. Raising costs obviously can make expenditures higher and justify 
higher prices which, with inelastic demand, would also yield higher reve
nue. We shall not explore this most perverse possibility, and merely as
sume that, i f  it occurs, a fixed cost of waste can be added to the expendi
ture function and we shall be left with the same marginal conditions. The 
fact that wasteful costs might be incurred is of course important. 
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An example will illustrate these pricing rules. Consider an enterprise 
serving two demands, Q1 = p 1-2 

and Q2 = p2-5 ,  with constant marginal cost 
(equal to average cost) at simply $1 per unit. In these monetary units it is 
easy to show that the unconstrained profit maximum calls for Pt1 = $2 and 
pf! = $1 .25 . I f  a break-even constraint is imposed, we know the welfare 
optimum will require Pt= $1 and pf= $ 1 .  When similarly constrained 
to break even, however, a budget-maximizing firm will choose pf = $1 .42 
and pf = 89¢ . At this solution, total revenue, and hence total expendi
ture, will be larger at $2.32, compared with $2.00 at the welfare optimum 
and 90¢ at the unconstrained profit maximum. Notice that cost and un
weighted output are the same in this simple example, which means that 
the output-maximizing solution is the same as the budget-maximizing so
lution . The budget- or revenue- or output-maximizing solution involves 
cross-subsidization because the service with more elastic demand, Q2, ob
viously will be priced below its marginal cost of $1 ,  whereas the service 
with less elastic demand, Q1,  will be priced to make a contribution above 
its marginal cost. Indeed, cx1 for equation (7) is equal to 0.71 in this exam
ple so it is as if marginal cost is seen at only 71 percent of its true value, and 
profit is then maximized on the basis of this artificially low marginal cost. 

10.3 Entry protection and pricing discretion 

From Chapter 3 we know that a firm protected from entry has greater dis
cretion in choosing its prices. If the expenditure function E ( Q 1 ,  • • •  , Q n) 
has the properties of decreasing ray average cost and economies of scope, 
Baumol et al. (1977) have shown that adopting the Ramsey prices given 
in (2) may prevent entry, even when it is allowed. When those convenient 
properties for E( Q 1 , • • •  , Qn) are lacking, however, a grant of monopoly 
protection may be needed to prevent socially inefficient entry into some 
or all of the public enterprises' markets (Faulhaber 1975). I f  entry is pre
vented by law in any market, demand elasticity there may appear lower, 
and even a welfare-maximizing enterprise will set a higher price in that 
market. A budget-maximizing firm will set a still higher price, because the 
enterprise will make full use of indicated demand elasticities rather than 
overstate them . Even though the resulting prices are not sustainable, they 
may persist because entry is barred. 

To illustrate, suppose that entry is forbidden in market 1 and so de
mand elasticity is altered from 171 to 17 1 (3. ,  where 0 < {31 < 1 . Then if the 
Ramsey pricing formula (9) is applied to market 1 ,  the reduced demand 
elasticity will cause a rise in p1 ,  and the greater contribution that results 
will allow reductions in other prices and make entry into those markets 
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even more difficult. Thus, by affecting observed demand, the denial of 
entry may prevent genuine application of Ramsey pricing even i f the enter
prise seeks to promote welfare, because only 111(3 1  can be observed. With 
entry limited, the constrained expenditure-maximizing firm may follow 
the pricing rule 

E a1 o W/oQ; 
P; = ' 

I - I/11;f3; 
(7') 

where 0 < f3; < 1 in markets protected from entry, which is perverse com
pared with a2 > 1 in (9). Indeed, lower demand elasticities that result from 
barring new entry could bring prices in some markets far above marginal 
costs. Since under the budget-maximizing goal all marginal costs are un
derstated by a1 < 1 , other prices that are set close to understated marginal 
cost may actually lie below true marginal cost, thereby resulting in cross
subsidization, as found in the example in Section 10.2. Such cross-sub
sidization can follow only if marginal costs and elasticities of demand 
across products differ substantially, as they are apt to do when one or a 
few of the demand elasticities are reduced (in absolute value) by statutory 
entry barriers. 

When entry to any of its markets is limited, the public enterprise also 
has more scope to pursue goals other than welfare. But it is not easy to 
distinguish which goal the enterprise is pursuing by observing the pric
ing rule it employs. Revenue maximization and budget maximization are 
indistinguishable, as we have noted. If the enterprise maximizes output, 
it will follow the slightly different pricing rule in (12). Cost and output 
weights must differ to bring about price differences for the output goal, 
however, unless there is inelastic demand which the revenue- or expendi
ture-maximizing enterprise would raise prices (and costs) to avoid. 

Under terms of the 1970 Postal Reorganization Act, the U.S. Postal 
Service was converted from a bureaucracy as a government department 
into a public enterprise. The Postal Service was to realize revenues each 
year just $920 million below total costs 10 and that amount of subsidy was 
to be made up by Congress through a continuing appropriation. A uni
form price has long been required for all first-class letter mail to "bind 
the nation together," even though delivery in dense urban areas costs less 
than delivery in sparsely populated rural areas. The uniform price creates 

IO 84 Stat. 719 (August 12, 1970). The $920 million was to be reduced gradually from 1979 
to 1984 to half that level, where it would remain. This sum excludes so-called phasing 
appropriations that subsidize classes bearing sharp price increases under the act, to ease 
the transition from old policies. The act also was amended to allow greater one-time def
icits by the Postal Reorganization Act Amendments of 1976, 90 Stat. 1 303 (September 
10, 1976). 
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opportunities for entry into letter delivery in the urban areas, because 
delivery costs there tend to be lower, so to achieve the goal of a uniform 
price, entry into letter mail services has been forbidden since 1845 by the 
Private Express Statutes. The Postal Reorganization Act placed some new 
constraints on fees for postal services, like requiring that fees cover mar
ginal costs in order to avoid cross-subsidization. Postal fees must be ap
proved by a Postal Rate Commission, which holds hearings on proposals, 
and by the Governors of the Postal Service, but the initiative for propos
ing fees lies primarily with the Postal Service. In this situation, with the 
letter mail entry barrier, we should examine whether any evidence for 
output- or revenue- or budget-maximizing behavior can be found in the 
way that the Postal Service has priced its services. 

10.4 The example of the U.S. Postal Service 

After its formation in 1970, the U.S. Postal Service was repeatedly ac
cused of understating its marginal costs to circumvent rules intended to 
prevent cross-subsidization among mail classes. The first postal rate case 
decided by the fledgling Postal Rate Commission ( Docket R71-1) accepted 
as correct the Postal Service's imputations of costs to the various mail 
classes, but when the decision was appealed, the District of Columbia 
Court of Appeals described the Postal Service's cost estimates as inade
quate.11 Of the roughly ten billion dollars of annual cost incurred by the 
Postal Service at that time, slightly less than half had been traced in any 
way to the classes of mail that might have caused it; the remainder was 
classified as fixed or institutional, unrelated to mail volume. The Postal 
Service justified the resulting low marginal costs by claiming great econo
mies of scale, a claim that the court found unsubstantiated.12 

Available empirical evidence, although incomplete because of limita
tions in data, has failed to support the Postal Service claim that because of 
great scale economies added mail volume requires little increase in cost. An 
early study of labor productivity by Fred Dziadek (1959) actually found 
decreasing returns across 42 post offices for 1954 and 1958, and an early 
study of average operating costs by Morton Baratz (1962) found no ten
dency for such costs to decrease with output. A later cross-sectional study 
of labor productivity by Edmund Mantell ( 1974) was equivocal on the 

11 Association of American Publishers, Inc. v. Governors, U.S. Postal Service, 485 F. 2nd 
768, D.C. Cir. 1973, especially pp. 777-8. 

12 Complaints about U.S. Postal Service pricing are set out in Chief Administrative Law 
Judge's Initial Decision, Postal Rate Commission Docket R74-l ,  May 28, 1975, Vol. l ,  
especially pp. 12-13. See also Association of American Publishers, Inc. v. Governors, 
U.S. Postal Service, 485 F. 2nd 768, D.C. Cir. 1973 and National Association of Greet
ing Card Publishers v. U.S. Postal Service, D.C. Cir. , December 28, 1976. 
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question of economies of scale but, if anything, it would indicate constant 
or decreasing returns rather than increasing returns. In a cross-sectional 
study of post offices, Leonard Merewitz (1971) found economies of scale 
for small offices (up to l ,400 employees) but diseconomies for large ones, 
and the net effect of mixing post offices of different sizes would not be 
large-scale economies for the entire postal system. Studies of total postal 
costs were handicapped before 1961 because data on capital input costs 
were unavailable. When Rodney Stevenson (1973) studied costs over time 
after 1961 for the entire postal system, however, he found no economies 
of scale. Even in its own statistical study 13 the Post Office Department had 
found no evidence of economies of scale. 

By examining the costs that might be saved by eliminating each mail 
class separately, George Wattles (1963) made an estimate of incremental 
costs, to evaluate what now would be called economies of scope.14 The 
economies he found were much more modest than claimed by the Postal 
Service. Economies of scope arise whenever one organization can pro
vide multiple services at lower cost than if separate organizations provide 
them. Incremental cost, the added cost to an organization of providing a 
particular service while the levels and variety of its other services are held 
constant, will be lower for that organization if it experiences economies 
of scope. No full-fledged analysis of postal costs has yet settled the ques
tion of whether economies of scope exist in the U.S. Postal Service, al
though techniques described by Fuss (1980) exist for carrying out such an 
analysis .  Until that work is properly carred out, true postal costs cannot 
reliably be known. 

Accounting methods that the Postal Service inherited from the Post 
Office Department were biased toward making economies of scale and 
economies of scope appear greater than they really were, and marginal 
costs therefore lower. First, the Postal Service for some time imputed 
only short-run costs to the classes of mail, and by being classified as fixed 
costs, many long-run costs of capacity were simply excluded from the 
costs attributable to only one mail class. 15 Second, as long as a particular 

13 See Bureau of Finance and Administration, Post Office Department, Summary Reporl 
of Cos/ Sys/em Task Force on Incremenlal Casis (Washington, D.C.), May 1970. 

14 See Panzar and Willig (1977b) for a description of economies of scope, and Baumol et al. 
(1977) for a demonstration of their importance to pricing. For the influence of economies 
of scope on firm organization, or lack thereof, see Teece ( 1980). 

15 Stevenson (1973, 1976) charged the Postal Service with having excess capacity relative to 
demands, and pointed out how the provision of excess capacity will tend to make the ob
served marginal cost lower than the optimal level. The Chief Administrative Law Judge 
found in Initial Decision on Postal Rate and Fee Increases, U.S. Postal Rate Commission 
Docket R74-l ( May 28, 1975) that many costs were classified as fixed, or institutional, 
costs even though they could have been traced to classes of mail; see vol. I, pp. 8, 9. See 
also Miller and Sherman (1980). 
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cost was traceable to two or more classes of mail it was not attributed 
to any class. That is how the cost of the billion-dollar bulk mail system, 
which is devoted almost exclusively to third- and fourth-class mail, was 
not attributed to those classes by the Postal Service when it was first in
troduced, but was classified instead as an institutional cost. Third, to be 
attributed to a class of mail, a cost had literally to vary in direct propor
tion to the volume of mail in that class. Such costs as mail sacks and 
stamps were not attributed to mail classes because they did not move per
fectly proportionately to mail volumes, even though the movements were 
almost proportional and the logical connection of the cost to the class of 
mail was inescapable. 

With strong criticism from appeals courts, the Postal Rate Commission 
brought pressure on the Postal Service to trace its costs more fully to the 
classes of mail that cause them. In 1976 the Postal Rate Commission in
sisted ( Postal Rate Commission Docket R76-1) that 60 percent of total 
cost be attributed to the classes of mail. And in 1977 (Postal Rate Com
mission Docket R 77-1) the portion of total cost traced to mail classes went 
slightly above 70 percent. More recently, however, that trend was reversed, 
and no great increase in the attribution of costs to mail classes has oc
curred. A Commission on Postal Service, which was formed under terms 
of the Postal Reorganization Act Amendments of 197616 and could be 
described as sympathetic to the Postal Service,17 even recommended new 
legislation that would limit to 60 percent the proportion of cost attributed 
to classes of mail.18 Limiting how much cost can be imputed to mail ser
vices is certainly a bizarre purpose for legislation. Yet bills introduced 
in Congress afterward (notably H.R.  7700 and S. 3229) contained that 
provision. If enacted, such legislation actually could have helped the Post
al Service maintain high expenditures, by keeping estimates of marginal 
costs below the true marginal costs. 

The Postal Service practices that serve to understate marginal costs gen
erally affect all mail service costs as if by a percentage reduction, and 
they thus appear to be consistent with the pricing formula for budget or 
revenue maximization. However, the omission of bulk mail system costs 
would primarily have reduced marginal costs of third- and fourth-class 

16 90 Stat. 1303 (September 10, 1976). 
17 The commission had seven members, plus the postmaster general and chairman of the 

Postal Rate Commission ex officio. Two of the seven chosen members were also to be 
Postal Service employees. As it turned out, two others were affiliated with magazines that 
tended to favor old Post Office Department pricing. Many of the consultants that were 
selected had argued Postal Service positions before. For example, the main analysis of 
postal rate-setting practices was supervised by the Postal Service's former assistant post
master general for rates and classification. 

18 Report of the Commission on Postal Service ( Washington, D.C.), April 18, 1977. 
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mail, and might be seen as serving a goal of output maximization, with 
heavy weights applied to those classes of mail. Thus it is not possible to 
distinguish among possible goals of the enterprise. But the evidence is 
consistent with pursuit of a set of goals different from welfare, and sug
gests that the budget constraint alone is not sufficient to control behavior 
of the public enterprise. 

10.5 A complex problem: urban transit 

Vehicle transportation in urban areas raises special problems of coordi
nation, especially when a variety of public and private transport means 
coexist. A public enterprise might be well suited to handle the task of 
providing public transportation in such circumstances. That at least was 
the argument of Herbert Morrison (1933), who, as Minister of Transport 
for England in 1929, proposed the unification of buses, tramways, and 
the underground in London. Organizing such an entity from separate 
privately owned and local publicly owned enterprises was complicated 
enough, and a change of governments in 1931 almost doomed the effort 
to failure. After much negotiation, a single enterprise was formed, under 
the London Passenger Transport Act of 1933 ( Barker and Robbins 1974). 
To appreciate only the pricing task of such an enterprise, we shall first 
examine the problem of urban traffic congestion.19 

Consider an economy in which each of n consumers (i = 1 ,  . . .  , n) de
rives satisfaction from traveling by two different modes, private auto
mobile passenger miles ( t�) and public bus passenger miles (lb ) ,  and also 
from consuming units of a composite commodity (g i ) .  Utility functions 
are quasi-concave, continuous, and twice differentiable: 

(13) 

Average input quantities required to produce units la and lb are repre
sented by composite variables ( including fuel, tires, and vehicle) fa and 
fb, with average input requirements interdependent: 

(14) 

(15) 

Average inputs fa and fb are each (continuous and twice differentiable) 
increasing functions of both la and lb during periods of congestion.  The 
input resource, f, can be transformed from ( into) composite commodity, 

19 The model presented here is from Sherman (197 1 ,  1972a). It has origins in the classi
cal Pigou ( 1920) roads problem, made well known by Knight (1924), which has been ana
lyzed carefully by Buchanan (1956) and Mills (1981). The problem was examined from a 
second-best standpoint by Levy-Lambert (1968) and Marchand (1968). 
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g, according to the convex (continuous and twice differentiable) transfor
mation surface: 

f( g, r) = 0. (16) 

The price of r in terms of g will be denoted by 11". 
Notice that the two transit modes are imperfect substitutes, so each 

mode appears in utility functions (13) and leads to a separate demand 
function (cf. Levy-Lambert 1968; Marchand 1968). Transit input require
ments are also interdependent, as represented in (14) and (15); travel by 
one mode can add to congestion in both modes. A greater marginal con
gestion effect from auto passenger miles seems reasonable because of the 
well-known greater requirements of auto passengers for "passenger car 
units," common-denominator determinants of road congestion. A bus re
quires roughly three passenger car units but actually carries well over three 
times as many passengers as a passenger car.20 The congestion effects due to 
a marginal auto passenger mile are represented by ora/ota and orb/ota, and 
the effects due to a marginal passenger bus mile are ora/otb and orb/otb. 
A greater contribution to congestion by auto passenger miles will thus be 
specified in the following assumption: 

We shall find convenient the additional assumption 

ora/otb orb/otb 
= 

' ora/Ola orb/ota 

( 17) 

(18) 

which requires the same relative marginal contribution from each mode 
in congestion of either mode. This equality is plausible as long as passen
ger car units are crucial determinants of congestion.21 

With prices Pa and Pb per unit of ta and lb , g as numeraire, and yi as 
the i th consumer's income, budget constraints are 

Maximization of (13) subject to ( 19) for each i requires 

oUi . 
-- = X' i = 1 ,  . . .  , n, 
og i ' 

20 See Road Research Laboratory (1965, pp. 200-201). 

(19) 

(20) 

21 Evidence from rural roads ( Road Research Laboratory 1965, p. 1 15) can be interpreted 
( Walters 1968, p. 176) to support iJra/iJta > iJrb/iJt0 and also iJr0/iJt b > iJrb/iJt b· These 
relations do not imply equality in (18) but they are at least consistent with it. A relation 
close to (18) is implicit in the successful use of passenger car units for both rural and 
urban traffic capacity studies ( Road Research Laboratory 1%5 , p. 200). 
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<JUi . ot i  = >..1Pa, i = 1 ,  . . .  , n, a 
<JUi . 

--. = >..1Pb ,  i = 1 ,  . . . , n, 
atb 

(21) 

(22) 

where >..i is the ith consumer's marginal utility of income. These condi
tions, including (5), yield demand functions 

g i = g i(Pa, Pb, y i ) ,  i = 1 ,  . . .  , n ,  (23) 

t� = t�(Pa, Pb ,  y i ) ,  i = 1 ,  . . .  , n, (24) 

tb = tb(Pa, Pb , y i ) ,  i =  1 ,  . . .  , n. (25) 

By substituting these solution values into ( 1 ) ,  we derive indirect utility 
functions, 

Ui = Vi(Pa, Pb , yi ) ,  
as i n  Section 2.2. 

We shall now examine possible responses of this economy to a price per 
auto passenger mile that equals average cost rather than marginal cost.22 
Extreme bottleneck situations in which average cost curves "bend back
ward" (take on negative slopes) will not be considered. Nor is considera
tion given to road construction finance, or to allocation problems that can 
arise from differences among transit modes in the fixed and per mile ex
penditure patterns that they may require (Sherman 1967a, b). 

A second-best rush-hour transit fare 

Let us consider a second-best welfare-maximization problem, given inter
dependent sources of congestion and imperfect substitutability of modes. 
To avoid interfering with off-peak optimality, we shall not levy any taxes 
on inputs, as we did in Section 4.6, even though doing so might help to 
control rush-hour congestion. Instead we shall adjust the bus fare for 
rush-hour travel , in an effort to reduce inefficiency from the nonoptimal 
auto price that we cannot alter. Auto travelers take into account only the 
average cost and not the marginal cost of auto passenger miles, so that 

(26) 

In setting the urban bus fare , Pb, given (26), we are concerned with an 
optimal departure from the average cost of tb. Thus, we seek an optimal 
p in the expression 

22 For efficiency, we would of course prefer full pricing of road use, wherever feasible. 
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(27) 

We emphasize conditions that make the optimal bus fare less than the 
average cost of service (p < 0) ,  because that calls for subsidization of the 
public transit service. That the optimal public transit fare should lie below 
average cost is a stronger implication than that the fare lie below mar
ginal cost, since with congestion average cost is below marginal cost. 

The input commodity, r, may include consumers' time as well as gas, 
tires, and the like. In that case the prices, Pa and Pb, must for consistency 
reflect the value of consumers' time as well .  Then to preserve single prices, 
an assumption of equal valuation of time by all consumers is forced upon 
us. Although a price below average cost still indicates a loss for the tran
sit agency, the exact amount of the loss, in an accounting sense, is not 
available.23 

Using arbitrary weights, (3i, we form a linear combination of indirect 
utility functions that we wish to maximize subject to constraints: 

max 

subject to 

1rTa = Pa 

1rrb +p = Pb 

k t� = la 

'i. tb = tb 

tara + tbrb = r 

'i, g i = g  

f(g, r ) = O  

n 
L (3iVi(Pa, Pb, y i )  

(µa ) ,  

( µb ) ,  

(Ta ) ,  

( Tb ) ,  

( 'Y ) ' 
(x ) ,  

( </> ) '  

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 

(34) 

(35) 

where Greek letters at the right are Lagrange multipliers associated with 
the constraints. In addition to constraints (29) through (35), first-order 
conditions for a maximum of (28) are 

(36) 

23 It would be possible to express a public transit loss solely in marketable variables by de
fining r without including consumer time, a definition that would be reasonable for the 
analysis carried out here because the other inputs also tend to behave as postulated for r0 
and rb functions (see Walters 1961). But the analysis would then require some awkward 
assumptions about the consumer's opportunity to substitute his own time for commod
ity q. Time could also be treated separately, but only by complicating the analysis con
siderably. 



        
       

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 

(43) 

These conditions can be used to obtain an optimal value of p.24 From 
properties of the indirect utility function (see in particular (17) and (20) 
in Section 2.2), we can replace the partial derivatives of indirect utility 
avi/aPa = A it� and avi/aPb = Ai tb in (37) and (38), and avi/ayi = Ai in 
(30). The resultant (j iAi 's in (37) and (38) can then be replaced by their val
ues in (43). Next define S10p0 = };7= 1 ((at�/aPa) + t� (at�/ayi)) as the Sluts
ky effect on demand for auto passenger miles of a compensated change in 
their price, and similarly for s,bPa • s,aPb ' and StbPb ·  For simplicity, we 
drop t and P from the subscripts whenever a and b are also distinguished, 
always keeping the t subscript to the left (e.g . ,  S10pb = Sab>· We can then 
use the fact that 25 

Pa Saa + Pb Sba + Sgp0 = Pa Sab + Pb Sbb + Sgpb = 0 

to convert equations (37) and (38) into the form: 

(� -Pa)saa + (� -Pb)sba = � ,  
(� -Pa)sab + (� -Pb)sbb = O. 

Relations (45) and (46) can be solved, in turn, for 

Ta -P = /la sbb 
X a X D 

(44) 

(45) 

(46) 

(47) 

24 The steps are analogous to those followed in Section 4.6, but must take added complica
tions into account here. 

zs See Samuelson (1947, p. 105, n. 1 1) .  
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Tb 
- Pb = fl.

a Sab 
x X D ' 
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(48) 

where D = Saa Sbb - (Sab)2. Conditions (41) and (42) imply that in equilib-
rium 

� = x( ��g). 
Substituting this relation into (39) and (40), we have 

Ta fl.a ara ( -dg )( ara arb ) _ = - 7r - +  -- r + t  - + tb -X X ata dr 
a a 

ata ata ' 

Tb fl.a ara ( -dg )( arb ara ) - = - 7r - + -- rb + tb - + ta - . 
x x atb dr atb atb 

(49) 

(50) 

(51) 

Now by substituting (50) and (51) together with (26) and (27) into (47) and 
(48), and eliminating P.a/x, we can finally obtain the optimal value of p, 
p*: 

p* = 7rf - -- r + t  - + th -D1r(ara/atb) + Sab [ ( -dg )( ara arb )] 
D7r( arb/ata) - Sbb 

a 
dr 

a 0 ata ata 

- [1ffb - ( -dg ) (rb + Tb 
arb 

+ ta 
ara )] · dr arb arb 

(52) 

Since there is no tax on inputs and we assume competition in other mar
kets, we can here assume equality between the marginal rate of transfor
mation and the price ratio for g and r : 

dg 
- - = 7r. 

dr 
(53) 

With this equality, and setting (D7r(ar0/atb) + Sab)/(D7r(ar0/ata) - Sbb) = 
E, (52) reduces to 

p* = .,,. [ta( ara _ ar0 E) + tb( arb _ arb 
E)] · atb ata atb ata 

(54) 

Now we are in a position to ask what conditions call for a subsidy, with 
p* < 0. We first define cost elasticities, 

arj tk 
�Jk =  - · 

- , j = a, b; k = a, b, 
ark r1 

and compensated demand elasticities, 
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If  we substitute for E in (54) and multiply through by the denominator of 
E, which is positive, then with assumption (18) all terms involving D in 
the result will vanish. And the sign of p* will be negative if (:�: ta + :�: tb}-sbb) < (:�: ta + !�: tb) <sab ) .  

Dividing both sides by (-Sbb) ( ta ara/ata + tb arb/ata) and using (18) to 
simplify the left-hand side of the inequality yields 

ara/atb = arb/atb < (�) . ara/ata arb/ata -Sbb 
Multiplying through by tb/ta and converting the result into elasticity 
terms, we obtain 

�ab = �bb < (�). 
�aa �ba -T/bb 

(55) 

Thus, for p* < 0, a compensated increase in Pb must cause a greater rel
ative increase in both ra and rb through the effect on ta than decrease 
through the effect on tb .  It must be noted that whether condition (55) is 
satisfied depends on values at the solution. But since it can be expressed 
in cost and demand elasticities, and is an inequality, (55) might hold over 
a relevant range of prices, and should therefore be a useful starting point 
for examining the appropriateness of subsidization. 

The economic policy interpretation of this result for peak periods with 
no input tax is reasonably straightforward. The price of public transit 
should be set lower, as the cost elasticities are relatively higher for auto 
passenger miles. And as a decrease in the price of public transit elicits a 
greater response from auto travelers, the price should be set lower, even 
to the point of requiring a subsidy, for a lower fare can then reduce overall 
congestion. This suggests that perfect substitutability of ta and lb would 
definitely make p* negative and imply a subsidy, a result that is easily 
shown. If we take only one of the left-hand terms in (55), since they are 
equal, and replace elasticities by their definitions, we have 

( arb/atb) ( tb/rb ) SabPb/ta 
( arb/ataHta/rb )  

< (-Sbb )Pb/tb · 

With perfect substitution, this inequality reduces to 

arb/atb --- < l, arb/ata (56) 

a condition that will always be satisfied by assumption (17). With interde
pendence, the sign of p* thus depends entirely on the relative contributions 
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of the modes to total congestion when the modes are perfect substitutes, 
and depends also on the degree of substitutability when that is imperfect . 

Input taxes and second-best off-peak transit fares 

One way to deal with a second-best price below average cost is to attach a 
balanced budget constraint to the second-best (now third-best?) problem, 
in a manner we examined in Chapter 5 .  But this is not the only way. As 
Marchand ( 1968) indicated and as we saw in Section 4.6, a tax on inputs 
together with an optimal p can eliminate completely the transit misallo
cation. But because many transit service inputs need not be purchased at 
the time they are used, an inputs tax cannot effectively be varied by time 
of day, so an inputs tax that is optimal at rush hour will cause misallo
cation at off-peak times. If we can find an optimal combination of tran
sit fare and input tax to deal with the rush-hour problem, however, we 
can then determine an optimal (second-best) transit fare in off-peak hours 
that will minimize off-peak misallocation due to the (still effective) inputs 
tax. In cities where most travel occurs during rush hours, this policy could 
offer genuine allocative advantages. 

Finding an optimal fare and inputs tax is actually easier than finding 
the fare alone. To accommodate an inputs tax, we depart from (53) and 
let the solution price ratio, 7r , exceed the marginal rate of transformation, 
as in Section 4.6. Now maximize (28) subject to constraints (29) through 
(35) also with respect to 7r .  We can carry through the same solution steps 
as above ((44) to (52)), but as a result of differentiating with respect to 7r, 
µa =  µb = 0, making the first-order conditions simple enough to yield val
ues of Pa and Pb directly. From these values, using (29) and (30), we can 
obtain solution values 7r ' and p' : 26 

7r ' = ( -dg ) (1 +  
ta . ara + tb . orb ) . (57) 

dr ra Ola ra Ola 

p' = ( -dg ) [1a( ara 
-

rb ara ) + tb( arb 
-

rb arb )] 
. (58) 

dr atb ra ata atb 'a ata 

With assumption (18), by simply rearranging terms in parentheses in (58) 
and multiplying by tb/ta to convert to cost elasticities, we can obtain the 
condition for a negative p' : 

26 The values of 7r ' and p' given in (44) and (45) will yield P; and Pl, that equal the marginal 
social costs of 10 and t b• and thus eliminate the misallocation due to (13). The number of 
travelers is assumed large enough to justify simple expectation functions, so adjustments 
are parametric and externalities are separable for each decision maker. If all auto and 
bus travelers made up only two decision units, the (reciprocal) externalities would be 
nonseparable and success could not be claimed for this tax-subsidy policy. See Davis and 
Whinston (1962) and also Diamond (1973). 
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�ab �bb 7r'rb tb 
- = - < -- . (59) 
�aa �ba 7r'ra la 

The right-hand term in (59) is a ratio of total expenditures on inputs in 
public transit compared to auto transit. Condition (59) indicates that with 
an optimal inputs tax a lower price is optimal for public transit, even to 
the point of causing a loss, as the expenditure for auto travel is relatively 
smaller, which of course makes more of the burden of the inputs tax (from 
7r' )  fall on public transit passengers. A greater excess of cost elasticity 
with respect to la over that with respect to tb will permit the expenditure 
for auto travel to be larger and still have the optimal p' negative. 

With the inputs tax, a loss for the transit agency at its optimum price 
no longer implies that a net subsidy is needed, since the transit agency 
loss can be offset by proceeds from the inputs tax. Indeed, by forming 
an expression for the net proceeds from both inputs tax and transit fare, 
( 7r' - (-dg/dr))r + p 'tb, and substituting from (57) and (58), it is easy to 
show that net proceeds (before transfers) will not be negative. Moreover, 
even the net proceeds from public transit alone, ignoring the tax pay
ments of auto travelers, will be positive (these proceeds are tb ( la ora/otb + 
tb orb/otb ) (-dg/dr)) .  Thus, although the transit agency may show a defi
cit, the deficit will not exceed the value of inputs taxes that are simulta
neously being imposed on the agency. 

Now let us consider a second-best fare for the off-peak hours, given an 
input tax that makes 7r" > -dg/dr part of an optimal rush-hour solution 
but holds at off-peak times as wel l .  We assume that at off-peak times there 
is no congestion, and we can specify an off-peak second-best problem by 
modifying (14) and (15), and every equation in which their derivatives ap
pear, to reflect 

ora = 
ora 

=
orb

= 
orb = 0. 

ola olb ola otb 

Tracing through the solution steps ((44) to (52)) again for this simpler 
problem, we can readily find an optimal off-peak value of p, p" : ,, [ ,, ( dg )] [ Sab ] 

p = - 7r - - dr 
rb - ra

(-Sbb) 
. (60) 

The value of p" will be negative for any 7r" > (-dg/dr) if the extreme 
right-hand expression in parentheses in (60) is positive. Dividing through 
that expression by ra and multiplying by tb/ta to convert to compensated 
demand elasticities, we can obtain the condition: 

(61) 
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Thus in the presence of an inputs tax that is ideal only at peaks, the off
peak public transit price should be lower, even to the point of causing a 
loss, as the expenditure for auto travel is relatively smaller, making more 
of the burden of the inputs tax (from 7r")  fall on public transit passengers . 
As the elasticity of compensated demand in response to changes in Pb is 
greater ( in absolute value) for tb compared to t0, the expenditure for auto 
travel can be larger and still the optimal p" will be negative. Again, any 
apparent subsidy to the transit agency will not be a net subsidy, for it will 
be offset by proceeds from the inputs tax much as it was in the rush-hour 
inputs tax case above.27 

Public enterprise for transportation 

Four years of planning and negotiation led to the creation in 1933 of the 
London Passenger Transport Board, a public agency charged with coor
dinating into one movable force a total of 92 separate public and private 
transport services in the London area ( Barker and Robbins 1974). Trans
port services under the board were to raise revenues sufficient to cover 
their costs, with a revenue pool arrangement among separate units and a 
committee to ensure their cooperation. Capital was raised on favorable 
terms with government guarantees, and facilities were expanded and im
proved, including electrification of railways, until World War II limited 
what could be done. 

The development of London transportation organizations shows both 
the problems and possibilities in tackling coherently the general problems 
of urban transit coordination described above. World War II saw cost in
creases in London unmatched by fare increases, and after the war greater 
government control of the struggling units was seen as inevitable. There 
were problems of changing technology, with trolley buses that had looked 
so promising in the 1930s becoming less effective than the simple bus. Af
ter coming to power in 1945, the Labor Party nationalized London Trans
port and the railways, and since that time political forces have influenced 
policies. 

After control over transport in London was given to local government 
in 1970, a break-even policy was adopted, with the intention that revenues 
would cover costs. But a national aim of controlling prices limited fare in
creases, and in the 1970s necessary local subsidies ranged from 20 percent 
to almost 40 percent of working expenditures (Bos 1986). From 1981 to 

21 Net off-peak (tax-subsidy) proceeds from the transit agency will be 

[ 7r" - (-dg/dr)J (r0 t  bl7/ab/(- 11ab) , 
which is positive for any positive inputs tax. 
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1983 fares were substantially reduced, increased, and then reduced again ,  
as  a Labor government in London disputed with the Conservative na
tional government. Finally in 1984 control of London bus and under
ground service was returned to the national government under London 
Regional Transport with two subsidiaries, London Bus Ltd. and London 
Underground Ltd. London Regional Transport is to develop fare struc
tures and other policies to bring maximum use of the services provided. 
The scheme adopted had sufficient flexibility to allow subsidization with 
local funds, if that was seen as desirable. Indeed, the deregulation of bus 
services, which has been permitted in parts of England and could compli
cate subsidization, was not allowed - at least for the time being - in Lon
don. Fares tended to cover only about three-fourths of total costs, al
though that was higher than in many other European cities at the same 
time. 

If there were not inputs taxes in London, empirical analysis combines 
with the theory above to suggest that peak bus fares should be subsidized, 
and with inputs taxes in existence both peak and off-peak fares would seem 
to warrant subsidization for second-best optimality (Sherman 1967a). A 
case has been made also for subsidizing underground travel in order to 
relieve road congestion (Levy-Lambert 1968) . The widespread policy of 
subsidizing public transport in Europe probably accounts for the higher 
quality of transportation in European cities relative to American cities. 
Possible effects of strong actions are hinted also by restrictions that have 
occurred at various times. For example, when the Suez Canal was closed 
in 1956 motor fuel became scarce in England and was rationed. With the 
resulting decline in automobile traffic, bus performance was judged to im
prove by more than 90 percent, and London's economic life was success
fully sustained with much reduced auto traffic ( Barker and Robbins 1974). 

Yet developing the institutions that will implement with efficiency such 
policies of subsidization remains difficult ( Pucher, Markstedt, and Hirsch
man 1983) .  Desirable policies may emerge as an almost accidental result 
of political conflict, although they can be influenced by careful analyses. 
Entry limitations may be needed, which complicates controlling enter
prise performance. And it is difficult to find truly comparable situations 
elsewhere to use as a basis for evaluating performances. The real coordi
nation task itself is far more complicated than our discussion can indi
cate, and any institution facing it will have to contend with political as 
well as economic forces . 

10.6 Summary 

A public enterprise typically is constrained by its budget to have only a 
certain difference ( perhaps zero) between total revenue and total cost. 
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Without more extensive limits on its behavior, such an enterprise may 
seek to maximize its total expenditures, as a bureaucracy has been claimed 
to do, or its revenue, as large private firms have been accused of doing. 
Unlike the welfare-maximizing enterprise, which follows a monopoly-like 
pricing rule but overstates demand elasticities to form Ramsey prices, the 
expenditure- or revenue-maximizing public enterprise will follow a mo
nopoly-like pricing rule and understate its marginal costs by a constant 
percentage. An output-maximizing public enterprise also will understate 
its marginal costs, but by a uniform amount. A public enterprise pursu
ing any of these goals may draw more heavily on its monopoly power when 
setting prices than a welfare-maximizing enterprise would. Statutory en
try barriers magnify this perverse effect by enhancing the monopoly power 
of the enterprise. 

Urban transportation involves more complex pricing to control conges
tion externalities. If an automobile passenger contributes more to con
gestion than a bus passenger, then a case may be made for subsidizing bus 
and even subway transport to relieve road congestion. But it is difficult to 
win political agreement for such policies. I f  entry is restricted, it is also 
difficult to create efficiency incentives in institutions. Of course some en
try is almost inevitable, in the form of private vehicles. 

Since its chartering in 1970 as a public corporation (after operating 
many years as a bureaucracy), the U.S. Postal Service seems to have be
haved as a cost or revenue maximizer. It has repeatedly been accused of 
understating the marginal costs of individual mail services and has ad
mitted they are higher only when prodded by the Postal Rate Commis
sion. The Postal Service and its predecessor the Post Office Department 
have been accused of cross-subsidization, which can easily result from 
the pricing rules implied by expenditure, revenue, or output maximiza
tion. London Transport faces a more complex pricing problem, in that 
greater subsidization may be desirable, and output maximization may be 
a more defensible goal. Political influence has dominated pricing policies 
to the point of preventing consistency, but it may lead to adoption of the 
subsidization policy. 

Questions 

10. 1 .  Suppose that a public enterprise offers two telegraph services, one ( Q 1 )  
with short messages and quick delivery and the other ( Q2 )  with longer 
messages but less rapid delivery. Demand is given by 

P1 = 15 - 0.025Q1 ,  

P2 = l0 - 0.025Q2, 

and total cost ( TC) of production is given by 

TC = 1250 + 5Q 1  + 5Q2• 
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(a) Find Ramsey prices on the assumption that the public enterprise must 
have total revenue equal to total cost. 

(b) Suppose that the public enterprise attempted to maximize total cost 
rather than welfare, while subject to the constraint that total revenue 
must equal total cost. Determine P1 and P2, and interpret any changes 
from Ramsey prices found in part (a) (give a rationale for any spe
cific changes brought by changing from the welfare goal served by 
Ramsey prices to the maximum total cost goal). 

(c) I f  free entry is allowed into both services, are Ramsey prices from 
part (a) sustainable? Are prices found in part (b) sustainable? 
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Conclusion 

11.1  Introduction 

The welfare goal that competitive markets serve can be set out also as 
an objective for regulation to achieve when competition cannot function 
wel l .  We have focused attention on expressing such ideal outcomes, tak
ing economic efficiency as our dominant goal . Chapter 2 presented ways 
to represent economic welfare and Part I I  was devoted to the study of 
prices that would make such welfare as large as possible. But Chapter 3 
brought out difficulties inducing the pursuit of welfare through regula
tion, and Part I I I  showed that real-world regulatory institutions are not 
really designed to pursue that aim.  Indeed, the contrast between Parts I I  
and I I I  reveals how far institutions are from idealized conceptions. 

We now want to consider what might be done to improve regulatory 
performance, especially where monopoly power exists because entry is 
prevented. In Section 1 1 .2 we briefly review ways to persuade present or
ganizations to pursue welfare aims. Since these organizations and their 
regulation were influenced by contending parties understandably promot
ing their own interests, it is not surprising that they are not ideal . With
out the forces of competition, it can be difficult to induce welfare aims in 
a firm or industry. But that is not the only problem. Regulatory institu
tions have grown out of conflict among different consumers and between 
consumers and enterprise owners or managers . Political and judicial in
stitutions have played an important role in their formation, and outcomes 
have represented compromises between opposing positions. In Section 1 1 . 3  
w e  acknowledge the difficulty of reconciling contending interests. Con
flict among vested interests is likely to remain a serious problem as long 
as it is resolved by political means, but opportunity for improvement does 
exist. Section 1 1 .4 provides a summary. 

11.2 Institutional design 

How to organize the provision of public services, such as electricity, water, 
gas, transportation, or telecommunications, particularly when they re
quire enormous investments and can be produced at lowest cost by one 

283 
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organization rather than by competing sellers, is a question faced by all 
societies. In some countries a government department provides many of 
them, with expenses budgeted out of general revenues and with proceeds 
from sales being deposited in the government's treasury. In other times 
or places a public enterprise is the organization of choice, a unit sepa
rated from government in that it can use its own revenues to meet its ex
penses, but solely or substantially owned by government and also sub
ject to governmental oversight. Elsewhere, and especially in the United 
States, privately owned corporations provide public services. State regu
latory agencies have been concerned primarily with determining a rate of 
profit for such private firms. Mixed public and private enterprises may 
also be found, sometimes operating in many respects like a private firm 
but with a large fraction of shares owned by government. Needless to 
say, the degree to which market forces are relied on in the economy will 
have some bearing on this choice, along with a country's history regard
ing control over the means of production. 

Regardless of the form of organization chosen, it is safe to say that 
its regulation will not be ideal. Rate-of-return regulation of private firms 
possesses systematic biases in input and output choices; and incentives 
for the control of costs, including the introduction of new technologies, 
may be quite weak. Public enterprises function in a variety of political 
circumstances but are seldom greatly restrained, so a range of outcomes 
from them is possible. Even less is known about the performance of gov
ernment departments. 

Some excellent performances stand out. Thirty years ago the French 
public enterprise, Electricite de France, applied theories of welfare pric
ing like those described in Chapters 4 and 5 and also contributed impor
tantly to their development .  The U.S. Postal Service record reviewed in 
Chapter 10 is not so favorable. Some uneconomic practices there can be 
traced to the predecessor Post Office Department, which reflected politi
cal preferences related to congressional influence that nearly two decades 
of operation as a public enterprise has not entirely overcome. The regula
tion of public utilities is so widespread, being practiced in all 50 states, 
that one might hope the institution would be effective. But its features 
suggest the paraphrase of an old maxim: "You can lead a public utility 
to a rate hearing but you can't make it pursue welfare ." Still, knowledge 
about incentives is steadily increasing, and improvements over existing 
institutions should be possible. 

Free entry makes many parties eligible to provide services, and thus to 
test an existing producer. When entry is barred, that outside challenge is 
lost, and the single producer may face only some form of administrative 
oversight, which we can call a regulator, rather than competitors who 
force it to serve society well. Long-distance telephone service and airline, 
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truck, and bus transportation have recently been opened to the force of 
free entry. There is no equally effective substitute for the remarkable pro
cess by which competition converts profit-seeking behavior to desirable 
social ends. Competition will not always function satisfactorily, however, 
so an alternative arrangement may have to be chosen involving statutory 
monopoly with an extramarket regulator, who of course has a monopoly 
position over regulation. Between the firm and the regulator a variety of 
incentive problems can develop. 

Even with entry barred, information about a regulated monopoly's per
formance possibilities may be obtained from producers operating else
where. Breaking our national telephone company into seven regional com
panies, for example, improves prospects for obtaining such information 
to compare performances . If other firms produce the same product under 
similar conditions elsewhere, such "yardstick" information can be used 
about costs, qualities, and other performance aspects to induce one firm 
to put forth optimum effort (Shleifer 1985). Although conditions else
where may never be exactly the same, efforts to account for differences 
and use performance achievements of others are extremely desirable (Yar
row 1985), and they were used with positive effect under airline regula
tion by the Civil Aeronautics Board. Contemporaneous performance of 
others will reflect available technology and going input prices, so it offers 
the performance reference point closest to a competitive market. It can 
be considered the best standard next to that resulting from free entry. 

Little explicit attention was given to consumer welfare in the design of 
current institutions. Drawing from proposals of Loeb and Magat (1979), 
Vogelsang and Finsinger (1979), and Finsinger and Vogelsang (1981 ,  1982), 
it would be possible to induce incentives for welfare pricing, and insti
tutional design may be made more effective by experimental study (e.g . ,  
Harrison and McKee 1985; Cox and Isaac 1987) .  On the cost-control side, 
greater focus on axiomatic costs might improve control over enterprises. 
Gains might follow from incentive sharing arrangements, which are found
ed on an understanding of the fundamental principal-agent problem. Im
provements are possible simply by holding principal and agent to an an
nounced plan. This "pretend-but-perform" idea (Sertel 1982; Koray and 
Sertel in press) captures some of the reality in the principal-agent relation 
by focusing on and even limiting what the parties actually can commu
nicate to one another. Combining bidding for the right to serve as agent 
with detailed contractual features might also add to the effectiveness of 
regulation ( Laffont and Tirole 1 987; McAfee and McMillan 1987a; Rior
dan and Sappington 1987) .  

Much remains to be done in designing incentives into regulatory insti
tutions when entry is unavailable as a check on firm performance. New 
and more detailed rules need to be drawn to specify incentives. Here we 
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have only sketched the form of the problem and the nature of some ap
proaches (see, e.g . ,  Joskow and Schmalensee 1986) .  As we saw in Part 
I I I ,  existing institutions were not designed with efficiency incentives in 
mind, and indeed the very idea of bonus payments and risk sharing ar
rangements is still foreign to regulatory institutions. Yet the need for in
centives, especially to serve welfare in the absence of free entry, is now 
obvious. Existing public enterprise and public utility institutions were de
rived from those used in private markets, but they do not pursue eco
nomic welfare without the free entry of private markets. 

To avoid giving the wrong impression, it should be said that many pub
lic utilities perform admirably in their situations. But examples such as 
Electricite de France, which adopted more fully a welfare goal, suggest 
that some institutions may be better designed. The issue is whether insti
tutions of regulC'.tion are designed so their effort achieves the most cus
tomer benefit, not whether the institutions are conscientious or public 
spirited. Given the institutions that we have chosen, we probably are for
tunate that they have performed as well as they have. 

11.3 Conflicting interests in regulation 

The recent trend in the United States has been to reduce the government's 
regulatory role, through a movement called "deregulation." Cross-subsi
dization in airlines and telecommunications had created disadvantaged 
customers of these services who effectively opposed the old policies. New 
potential providers of services also complained of unreasonable barriers 
preventing them from providing services. Federal legislation ended fare 
and entry regulation of airlines by the Civil Aeronautics Board, which 
was phased out of existence. In addition, a celebrated court case broke up 
American Telephone and Telegraph into seven local service monopolies 
and allowed competition in long-distance service. Much greater attention 
to cost exists now that the reorganization of these industries has brought 
competing providers of services. 

Familiarity with the effects on prices of sugar import quotas, which 
benefited domestic producers for many years, or even recent "voluntary 
restraints" on Japanese automobile manufacturers, shows that govern
ment intervention does not always improve overall welfare. When new 
rules can be drawn through political acts, new rents can be created, and 
interest groups will form to seek them (Buchanan, Tollison, and Tullock 
1980). Those with more knowledge and influence will usually benefit, but 
a large number of more diffuse and unorganized citizens will lose. So gov
ernment action cannot automatically be assumed to be beneficial, per
haps even if both regulated firms and regulators favor it. 
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Regulation in the United States has passed beyond the earliest stages 
of intervention that confirmed governmental authority and established 
a role for courts. The scope of public utility rate cases continues to be 
broad, however, and to invite lengthy debate over issues, sometimes with
out sound economic justification. Adoption of narrower rules, at least for 
certain aspects of the regulation, could reduce uncertainty caused by reg
ulatory discretion and could also reduce inappropriate political influence. 
Essentially, this requires that regulatory agencies commit their policies to 
the form of rules, in order to create for regulated firms a more predict
able environment. The rules would give incentives for desirable behavior, 
perhaps along the lines sketched in Chapter 3, so the firm would not de
pend as much on regulator judgments, which are hard to predict. This 
step might appear as a reduction in regulator authority, and so be resisted 
by regulators. It would limit the opportunity of regulators to change their 
minds, and to apply their judgments with the latest information avail
able. But it could also bring predictability and planned incentives into 
monopoly regulation now seriously lacking them. 

A debate has taken place for half a century over the conduct of mon
etary policy, where clearer rules were advocated in place of the discre
tion of authorities. However sound a decision might be at the time it is 
taken, uncertainty about it before then can reduce its effectiveness (Si
mons 1936). That debate about rules versus discretion is not entirely set
tled, but the advocates for rules have clearly established the advantages 
of their position. In monopoly regulation, clear rules would serve an even 
more transparent aim of giving new incentives to enterprises. Incentives 
now serve investor interests but do not systematically serve consumers 
in the way missing elements like free entry would require. Interests of 
parties like investors and consumers are so obvious under monopoly reg
ulation that rules might be challenged, perhaps in court. That is where 
clearer understanding of regulatory principles and incentive effects is val
uable. It can help to produce sound rules and make their enforcement 
more predictable. 

The creation of new institutions affords a good time to narrow the scope 
of negotiation by agreeing on rules, although the task of creating new in
stitutions is itself so great that ideal regulatory arrangements may not im
mediately be created. Under England's recent privatization of British Tel
ecom, for instance, price guidelines call for overall price increases that 
allow for the rate of inflation, less a targeted percentage for improvement 
in productivity. As a regulatory device, this provides no real guidance for 
rate structure and leaves the question of how to determine the percentage 
departure of price changes from inflation up in the air. Still, the slender 
rule offers efficiency incentive, since it does not base a firm's prices on its 
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own costs, and it is of a type that can induce welfare pricing ( Vogelsang 
1988) . Presumptions about how it operates may develop, however, per
haps favoring the special interests involved, and the presumptions may be 
legitimated. Then change to better arrangements will be difficult because 
wealth positions will be predicated on the existing practices (Tullock 1975). 

When those involved already have positions to protect, it is hard to 
avoid compromise between their interests, even though compromise o; 
disputed issues may not yield the most efficient results. The history lead
ing to rate-of-return regulation reflects fully this battle of vested interests. 
It was resolved sensibly; seeming comparability to market processes was 
attempted in compromise form to determine investor returns. But real is
sues of regulation, such as, "What should be the enterprise aim and how 
can it be induced? " were not treated. The compromises between legal ar
guments did not yield an effective institution for the general public welfare 
purpose that reasonably ought to be pursued. 

Once interests are well established, change is difficult. But as in air
lines and telecommunications, when parties see flaws in current proce
dures they may be willing to accept change, particularly when authori
ties are devoted to improving regulation. Some gains can be made merely 
from consistent behavior of the parties, as in "pretend-but-perform" pro
posals. Improvements almost certainly will require rules that create better 
incentives for enterprises to serve consumers and that specify in greater 
detail how regulation will function. The range of circumstances, on the 
one hand, and the range of possibilities, on the other, are great . New 
arrangements are being tried in many jurisdictions. Out of such experi
ments we should seek improved institutions of monopoly regulation. 

11.4 Summary 

Welfare economics affords a way to represent how pricing and other poli
cies will benefit a large population of consumers, and provides a standard 
for regulatory performance. Actual policies involving statutory monopo
lies do not always allow the most consumer benefit, largely because free 
entry to force consumer benefit is missing. Outcomes can reflect some 
monopoly tendencies, or even distortions from efficiency that regulation 
itself may induce. Such results should not be surprising because existing 
regulatory institutions were not designed to promote welfare. They grew 
instead out of conflicts that were often settled in court through compro
mise between contending parties. Better design of regulatory institutions 
is possible, if based in part on the knowledge reviewed here. Of course, 
it is difficult to make changes in institutions unless affected parties ap-
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prove, but much change has occurred recently in response to regulatory 
problems. 

New rules are needed in monopoly regulation, rules that create incen
tives for firms to pursue welfare. Such rules should narrow and replace 
regulator discretion, which now adds to uncertainty without motivating 
firms positively. Innovations are attempted from time to time in public 
utility regulation, often with cooperation of all parties. Because rate-of
return regulation of public utilities developed out of court cases, j udicial 
process continues to be the main avenue for change. Some principle may 
become the subject of court review, as it did in the Hope case, and open 
the possibility for general change. The same is true of many public enter
prises, such as the U.S. Postal Service, where regulation has also been in
fluenced by the courts. But regulatory agencies need to take initiatives for 
change to occur, even though some desirable initiatives may seem to re
duce their power and be unappealing to them for that reason. Still, insti
tutional changes of many kinds are being attempted at present, and we 
should hope for more improvements in the future. 
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