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Foreword

Policy makers, international organisations, central banks and Treasury 
departments were caught off guard during the financial crisis of 2007–
2008. This was mainly due to a poor understanding of the connectiv-
ity between major trends in the global economy, such as deregulation, 
leverage, financial innovation and the rise of savings outside of OECD 
countries. The crisis was a manifestation of the inconsistency between 
these global trends. And this journey is not over.

This book Globalisation and Finance at the Crossroads—by former and 
current OECD officials—aims to provide the reader a with good under-
standing of what happened during the crisis, what is currently happen-
ing, as well as some of the tools that current and future practitioners 
will need to analyse and understand financial risk going forward.

Groupthink amongst policy makers and regulatory pushback from 
banks are blocking sensible financial regulation. In some jurisdictions, 
banks are still dealing with the aftermath of the crisis, while in others 
banks’ profits are back to pre-crisis levels even as they continue pushing 
back on regulations. While the Basel Committee has done good work 
on capital and leverage reforms, not so much has been done to change 
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the business models of large systemic banks, which the authors have 
shown in research spanning a decade to be much more important. It is 
hard to judge when the right balance will be achieved, but it is safe to 
say we are not there yet and more work needs to be done.

In this respect, the regulatory landscape best suited to the global 
collective interest in the future is a central concern for the OECD. In 
general, progress towards a world that operates on a level playing field 
and based on a set of common principles has been very slow. One has 
to agree with the authors that without consistency, new forms of risks 
will always emerge; worryingly, today we see plenty of inconsistencies 
between financial jurisdictions in OECD countries and between dif-
ferent policy approaches in advanced and in emerging countries. In 
addition, in certain developing countries debt is building up quickly, 
including that associated with infrastructure investment in Belt-and-
Road-related countries; and there are also echoes of the 2008 financial 
crisis in some emerging countries in the extent to which large off-bal-
ance sheet exposures of banks have been building up. The authors argue 
that the connections between globalisation and finance have reached a 
crossroads where the pressures for policy changes are building up anew.

But how do we know which issues matter most and what policies are 
best suited to deal with them? The world is not in any state to withstand 
another crisis, given the extremes to which monetary and fiscal support 
were pushed in major economies since 2008. This book aims to provide 
students, historians, researchers and policy makers with some necessary 
tools and a way of thinking about problems in globalisation and finance 
based on real-world experience, in both the policy world and private 
sector finance. One of the main strengths of this book is that the pro-
posals being put forward are based on empirical support.

The knowledge being shared within these pages is invaluable. I 
am happy to say this based on my own experience with some of the 
authors at the OECD, where the case for an imminent crisis was pre-
sented internally and in published forms in the two years prior to the 
‘Lehman moment’ in late 2008. This view was based both on knowl-
edge of, and bottom-up research on, banks’ activities. Since 2012, the 



Foreword     xi

OECD has incorporated some of this thinking into its overall work on 
New Approaches to Economic Challenges (NAEC). I would encourage 
others interested in reform to benefit from the breadth of the insights in 
this book.

Paris, France  
April 2018

Angel Gurría
OECD Secretary General
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AMLF Asset-backed Commercial Paper Money Market Mutual Fund 
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Amortised Cost Accounting a method of valuing a portfolio of assets 
(e.g. loans) based on historic cost, less repayments, adjusting for 
write-offs (including intangibles) like goodwill or accretions. It is 
used for instruments whose main purpose is to collect contractual 
cash flows (payments of principal and interest), to be distinguished 
from Fair Value through Profit or Loss accounts.

Bank acceptances bills issued by companies that instruct the bank to 
pay a specified sum to a third party at a specified date. The bank 
acts as a guarantor, but unless the bill is discounted it doesn’t appear 
on the bank balance sheet. If it is discounted before the due date—
cashed in at a discount—it will appear on the bank balance sheet.

Basel Rules housed within the BIS, located in Basel, Switzerland, a 
banking committee meets to set minimum rules that banks in mem-
ber jurisdictions should meet with respect to capital and liquidity. 
‘These include Basel I, Basel II, and Basel III.
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Belt and Road Initiative (BRI) a project by China, covering 72 coun-
tries (and rising), which involves an extensive infrastructure 
investment programme funded mainly by Chinese Communist 
Party development and commercial banks. It is aimed at secur-
ing resources, shifting excess capacity and creating a cooperation 
and trade platform with (a high value added) China at its centre.

BIS Bank for International Settlements.
Broker-Dealer an intermediary, often owned by a bank. Acting as a 

broker is executing trades on behalf of a client as their agent; as a 
dealer executing trades on the firm’s own account.

Capital Asset Pricing Model (CAPM) an equilibrium relationship 
whereby the expected return on a stock requires a linear combination 
of a risk premium and the risk-free rate (normally the government 
bond yield). Investors are able to invest without risk in the bond and 
require a premium to invest in the riskier asset.

CBOE Chicago Board of Options Exchange.
CBOT Chicago Board of Trade.
CDO Collateralised Debt Obligation. These take debt such as loans 

and mortgages that generate cash flows which are then used to create 
securities within a special purpose entity. The securities are promises 
to pay in a sequence based on seniority (from AAA to junk bonds 
and equity). Returns are higher for the risky tranches which, in case 
of default in the underlying debt, incur the first losses, thereby pro-
tecting more senior tranches. Synthetic CDOs are constructed with 
derivatives.

CEA Commodities Exchange Act, 1936.
CFIUS Committee on Foreign Investment in the United States.
CFMA Commodity Futures Modernisation Act, 2000.
CFTC Commodity Future Trading Commission.
CMO Collateralised Mortgage Obligation.
CoCos contingent convertible bonds. These can be converted to com-

mon equity in a crisis.
Collateral high-quality assets like cash or government debt that are held 

by a lending counterparty as a buffer against default. Rules apply to 
collateral (e.g. under Basel III) in the form of ‘haircuts’ (e.g. $100 of 
securities that collateralises a loan of $90 has a 10% haircut).
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Collateralised Synthetic Obligations (CSO) These are essentially like 
CDOs, but instead of holding physical loans and bonds, it invests in 
derivatives (swaps, CDS, etc.) to gain exposure to fixed income assets.

Common Equity Tier 1 (CET-1) a ‘going concern’ loss absorber for 
banks made up of issued common stock, retained earnings and only 
some qualifying minority interests.

Covered Bonds is where a bank issues bonds linked to a cover pool of 
assets; most often this is dynamic cover, whereby the bank updates 
for the best assets to back the bonds.

Credit Default Swap (CDS) The buyer pays a premium and the seller 
insures the security against default according to contractual terms for 
an agreed notional amount net of the recovery value of assets follow-
ing a default. The securities can be traded, depending mainly on the 
probability of default, a discount rate and the period of time.

CSE Consolidated Supervised Entities; a regulatory programme for 
acceptance of regulation in EU jurisdictions.

Curvature Risk in Basel when calculating market risk including 
options, it captures the nonlinear risk not captured by ‘delta’ when 
a portfolio is subject to a spot price stress scenario (second derivative 
effect).

CVA Credit Valuation Adjustment, a Basel concept related to counter-
party valuation shifts.

Delta-adjusted in options the delta refers to the sensitivity of the deriv-
ative value to the underlying price of the security. If the portfolio is 
based on derivatives, its value is sensitive to and adjusted for price 
changes of the underlying names.

Derivatives These are contracts to buy and sell underlying assets, 
indexes, interest rates and currencies according to specific condi-
tions: notably notional amounts, definitions, maturity dates and mar-
gin requirements. They are mainly over the counter (OTC) due to 
their specificity, but there is a regulatory push towards more uniform 
contracts that are traded on exchanges. The price of the derivative 
is linked to the price movements of the underlying security. Typical 
derivatives are swaps, options, futures and forwards.

DFAST Dodd-Frank Act Stress Test.
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Distance-to-Default (DTD) for a bank, this is a statistical measure of 
the gap between the market value of the bank’s assets (calculated as 
that implied by market data) and the book value of its liabilities. The 
default point is zero, and higher values indicate a safer bank.

Dodd-Frank Act authored by Senator Chris Dodd and Rep. Barney 
Frank is the ‘Wall Street Reform and Consumer Protection Act’. It 
deals with all aspects of the US financial system needing reform fol-
lowing the 2008 crisis.

EBITDA Earnings before Interest, Taxes, Depreciation and 
Amortisation.

EMIR European markets infrastructure regulation.
Entrusted Loans Common in China. Companies with idle funds pro-

vide finance to each other with a return above the deposit rate at a 
bank. The bank in principle is an intermediary only and regulations 
in China require it not to offer guarantees.

Exchange Rate the bilateral price between 2 currencies. A trade-
weighted exchange rate index (TWI) weights together various bilat-
eral currencies according to their importance in a specific country’s 
trade with the other countries.

Fair Value through Profit or Loss accounting for financial instruments 
that cannot be classified for amortised cost accounting methods. 
Assets values are based on fair value (current market value). They are 
assets held for trading purposes or designated as such by the nature of 
the asset (such as equities and derivatives). Gains and losses are recog-
nised in the income statement.

FASB Financial Standards Accounting Board, which issues the 
Generally Accepted Accounting Standards (GAAP) mainly referring 
to US company accounts.

FDI Foreign Direct Investment.
FHFA Federal Housing Finance Agency.
FOMC Federal Open Market Committee.
Forward (derivative) is an OTC derivative contract between 2 parties 

to buy or sell an asset/currency at a specified future date at a price set 
today. The contract may be traded before expiry and may or may not 
include margin requirements.



Glossary of Acronyms and Concepts     xxvii

FSB Financial Stability Board. The FSB is the successor of the Financial 
Stability Forum, suggested by Hans Tietmeyer as a means for the 
official family to discuss financial issues.

Future (derivative) is like a forward, but is standardised, usually liquid 
and traded on an exchange with frequent margin requirement top-ups.

GATT General Agreement on Tariffs and Trade.
GICS Global Industrial Classification Standard.
Gross Market Value (GMV) of derivatives, as opposed to the notional 

value, this the dollar value of the cost of replacing the derivatives at 
current prices.

GSEs Government Sponsored Enterprises, United States context, See 
Fannie Mae and Freddie Mac.

GSIB Global Systemically Important Bank, as defined by the FSB.
Hedge Fund lightly regulated managers of private capital that use an 

active investment approach to play arbitrage opportunities that arise 
when mispricing of financial instruments emerge. Extensive use of 
leverage and derivatives is a common feature of hedge funds.

ISDA International Swaps and Derivatives Association.
LCR Liquidity Coverage Ratio, a Basel regulatory rule
Leverage in financial balance sheets is the use of borrowed funds to 

enhance returns. More highly leveraged banks have higher debt-to-
equity ratios (see also the different concept of synthetic leverage).

Liquidity (depth) of a security is the ease with which it can be trans-
acted without affecting its price. Depth requires uniform securities 
traded on exchanges. Depth is measured by the size of an order need 
to move the market.

Living will regulatory proposals where a bank must outline detailed 
plans for how it should be resolved in the event of a default.

IFRS International Accounting Standards Board, used in most coun-
tries outside of the USA (which uses FASB standards).

IMF International Monetary Fund.
Intermediate Holding Company (IHC) A 2014 Federal Reserve rule 

requiring larger foreign banks with subsidiaries in the USA to set up 
separately capitalised holding companies to be subject to the same 
capital rules as US bank holding companies.
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Intrinsic Value long-term discounted cash flows which may differ from 
current market value.

IOSCO International Organization of Securities Commissions.
Margin is a form of collateral posted by derivative counterparties to 

protect against default. The defaulter’s collateral is forfeited to offset 
some part of the loss. They are required for both exchange cleared 
and OTC derivatives under BCBS and IOSCO rules developed in 
response to a G20 request after the crisis. Margins help ensure the 
non-defaulters capital is protected, but also raise the cost of  derivative 
transactions and use up valuable liquidity for the poster of the  
margin.

Market Making broker-dealers hold inventories of securities on balance 
sheet the prices of which are displayed for sale to customers as buy 
and sell quotations.

MBS Mortgage-Backed Securities.
MFN Most Favoured Nation. A status granted to a trade partner which 

must be equal to the most favoured of its trading partners.
MPA Macro-prudential Assessment Framework, in China.
MR Market risk, a notation used in Basel trading book capital rules.
NAFTA North American Free Trade Agreement.
Non-Operating Holding Company (NOHC) is a legal structure for 

bank holding companies whereby the parent can raise capital and 
debt and invest in subsidiaries, but these are firewalled from the par-
ent and each other. The structure is to ensure that the creditors of 
anyone cannot pursue the capital or assets of any of the others.

Notional Value referring to derivatives is an exposure measure calcu-
lated as the number of contracts multiplied by the price of a contract 
at the start date. Payments related to the contract are based on the 
notional value.

NSFR Net Stable Funding Ratio, a proposed Basel rule.
OECD Organisation for Economic Cooperation and Development.
OFHEO Office of Federal Housing Enterprise Oversight (now 

defunct).
Option is a derivative contract between 2 parties whereby the buyer 

pays a fee or premium to the seller in exchange for keeping an offer 
to buy or sell a security at a specific price over a specified period of 
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time. Bought call options are the right (but not the obligation) to 
exercise the option before or at expiry. A bought put option is the 
right to sell a security in the same manner.

Originate-to-distribute model banks originate loans, securitise them 
and distribute them to investors.

OTC over the counter, applying to non-standard derivatives exchanged 
between two counterparties.

PBOC Peoples Bank of China.
Prime Broking the special services given by bank broker-dealers to 

prime clients such as hedge funds. This includes rapid allocation of 
securities to investors usually via inventory and intermediating secu-
rities lending.

QSPE Qualified Special Purpose Entity. A US bank SPE with risk fully 
transferred to a third party. They are passive entities that purchase 
assets and pass through cash flow to investors and are not consoli-
dated. During the crisis, banks sometimes regarded their reputation 
as an obligation to lend support to QSPEs even if they were not 
legally obliged to do so.

Rehypothecation collateral is pledged to an intermediary (i.e. that can 
be seized in the event of default) is hypothecation. If that collateral is 
then repledged to a third party, it is rehypothecation (which occurs if 
a segregated account has not been asked for in the transaction).

REMIC Real Estate Mortgage Investment Conduit.
Repo A repurchase agreement involves an immediate sale of securities 

and a simultaneous agreement to repurchase them at a pre-specified 
future price and date. The intent is to borrow cash/liquidity.

Reverse Repo Opposite of a Repo. It is the purchase of securities and a 
simultaneous agreement to resell them at a specified date and price.

Risk Weighted Assets (RWA) Banks are allowed to weight assets 
according to their purported riskiness, using either a default set of 
external weights for smaller less sophisticated banks or weights set by 
running sophisticated internal models. The Basel capital rules apply 
to RWA as opposed to the larger total assets.

RMBS Residential Mortgage-Backed Securities.
SEC Securities and Exchange Commission.
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Securitisation is the generic term for pooling commercial loans, mort-
gages, consumer debt, etc., and selling their cash flows as securities 
such as CDOs.

SFT Securities Financing Transaction (like a repo).
SIV Structured Investment Vehicle.
SOE State-owned Enterprise.
SPV/SPE Special Purpose Vehicle or Special Purpose Entity. These are 

legal entities like a company with a narrow purpose to isolate the 
originating company from financial risk—by sitting off the balance 
sheet. Whether or not the parent has some form of control deter-
mines how they should be consolidated for accounting and regula-
tory purposes.

Structured Product a generic term for the structuring of securities such 
as equities, bonds and loans to achieve tailored outcomes for clients, 
such as better yields and directional bets on markets (many offering 
downside capital protection). Derivatives are commonly used in their 
construction. A CDO is one of many different types of structured 
financial products.

Subprime Mortgage Loans to lower-income households with poor 
credit histories that don’t qualify for conventional mortgages and pay 
higher-than-prime lending rates due to the risk.

Swap, (interest rate) Two parties swap cash flows, in a normal vanilla 
transaction involving fixed and floating rate legs. A company may 
want to lock in a fixed rate and receive floating to match its float-
ing rate debt. The other side might be an investor. Notional amounts 
are constant, and the market risk to counterparties depends on what 
happens mainly to the fixed rate over the period of the contract. A 
rise hurts the fixed rate receiver.

Synthetic Leverage using derivatives to gain exposures the size of which 
depends on the future price movements of underlying assets.

TALF Term Asset-Backed Securities Loan Facility. A US crisis measure.
TARP Troubled Assets Relief Program. A US crisis measure.
‘Teaser’ Interest Rates and Resets To attract subprime borrowers rates 

were set below that reflecting the true risk for the first few years, 
which would then be reset to the higher rate later on.
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Tier 1 Capital is made up of CET-1 capital and ‘Additional Tier 1 
Capital’, where the latter is other perpetual capital instruments not 
secured or covered by guarantees that enhance its seniority and which 
are not callable for a minimum time period which must be approved 
by supervisors. Examples include preferred shares and CoCos.

Tier 2 Capital this is supplementary ‘gone concern’ issued capital 
instruments (that can’t be included in Tier 1) but usable to settle lia-
bilities in default. It includes: undisclosed reserves, asset valuation 
reserves, provisions, hybrids (debt/equity) and subordinated debt 
(NB Tier 3 doesn’t exist under Basel III).

TLAC Total Loss Absorbing Capacity. Adds debt to capital for GSIBs to 
make up a minimum (see text).

Total Return Swap a swap in which one party makes payments based 
on a fixed or floating rate, while the other’s is based on the income 
and/or capital gains of an underlying assets.

Tri-partite Repo where a third party administers and runs all the ser-
vices associated with the repo transaction.

Trust Company Loan Trust companies are financial entities that may 
be owned by a bank, which administer funds (e.g. inheritances, 
endowments) on behalf of a third party. As such, they are off-balance-
sheet transactions for a bank (a China context).

Underwriting investment banks raise capital for companies or govern-
ments that are issuing securities (bonds and equity), usually in a syn-
dicate, each taking responsibility for its allotment. This carries capital 
risk if prices change before finalisation.

Vega whereas delta measures the sensitivity of a derivative value to 
a change in the underlying price, vega measures its sensitivity to a 
change in the volatility of the underlying asset price.

VIE Variable Interest Entity. US bank SPE (SPV) with risk not fully 
transferred to a third party. The company has some form of control 
(not necessarily voting rights) and is consolidated in the company 
accounts.

WMP wealth management product—China common usage.
WTO World Trade Organisation.
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Introduction

Globalisation and the governance of the international financial system 
have arrived at the crossroads. Either a coherent global level playing 
field for the cross-border activities of banks and multinational enter-
prises must emerge or the likelihood of another crisis will rise over time. 
This level playing field must extend to both the advanced countries that 
dominated the world economy during the second half of the twentieth 
century and the emerging countries that have shifted the world’s eco-
nomic centre of gravity from Europe to Asia, especially China and econ-
omies in its immediate sphere of influence.

Sovereign governments acting on what they believe to be in the national 
interest of their citizens have not served the collective global interest. The 
result has been a series of financial disturbances or crises, from the Latin 
American debt problems of the 1980s, the ‘peso’ crisis of the mid-1990s 
and the Asia crisis of the late 1990s to the post-millennium subprime 
debacle and euro crisis. These episodes have been managed in the main 
with monetary and fiscal policy responses, restrictive where the IMF has 
been in control and by easing elsewhere, usually accompanied by emer-
gency bailouts and supports. Follow-up regulatory responses to avoid 
repeating the latest crisis have usually been negotiated with banks at the 
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centre of the crises themselves. This has served only to roll the crisis from 
one country, region or sector to another without dealing with the underly-
ing structural problems.

The 2007–2008 crisis did not happen in isolation with a few banks 
behaving badly. It resulted from the collision of a number of incon-
sistent economic and financial trends. The first of these is globalisation 
and the rapid development of emerging markets based on high national 
saving and state-owned enterprise-based investment. Two different eco-
nomic systems began to butt-up against each other: one based on the 
principle of markets determining outcomes; the other based on the 
state playing the key role in the economy. Soon after the millennium, 
vast financial flows from countries recovering from the Asian crisis and, 
slightly later, from China to the USA, served to link the US mortgage 
market to emerging Asia. This intersected with the second major trend: 
financial innovation and deregulation that allowed leverage to expand 
in new ways (notably synthetic leverage via derivatives and structured 
products). Leverage rose—interacting with asset prices while increas-
ing connectivity and counterparty risks within the financial system in 
Europe and the USA—until the financial pyramid collapsed upon 
itself. As of today, the response to the crisis has not solved the under-
lying problems and, looking forward, risks appear to be rolling into 
new sectors and regions (and possibly into China and its Belt and Road 
Initiative).

When thinking about policy and future markets outcomes, there 
are always one or two moving parts that really matter at any point in 
time. These will change from one phase to the next, with the actions 
of agents and structural changes conditioning what will happen next. It 
is important to avoid basing views on long-run average relationships or 
‘equilibrium’ conditions. Even if everything can be confidently assumed 
to revert to equilibrium eventually in response to disturbances, adjust-
ment processes along the way can be very damaging. Underlying forces, 
institutions, incentives, interconnections, and dynamics need to be  
understood.

This book is aimed at young policy makers learning their trade, pri-
vate sector analysts and students (at the masters or doctorate level) look-
ing to learn where and how to look for the key moving parts. It reviews 
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the historical roots of today’s globalised financial world and, based on 
what has happened, it explores the interconnectedness of the factors 
involved in the crisis. These include structural change, regulations and 
what agents did and will continue to do as these interactions change 
and move forward. The chapters will often refer to the real-time pub-
lished work of the authors and the processes followed in giving views 
and advice from the start of 2007. The book blends academic training, 
experience of private sector money management and policy making in 
central banks, Treasuries, the Institute of International Finance and the 
Organisation for Economic Cooperation and Development (OECD).

Policy Makers Blindsided by Inconsistent Global 
Trends on a Collision Course

By the start of 2007, there was a general view in official circles that 
hedge funds were highly levered and constituted the main risk to sta-
bility—there was a fear that they weren’t regulated and supervised by 
authorities as were the banks.1 The OECD Financial Directorate dis-
puted this, arguing that hedge fund leverage was only just above 3 times 
equity, that they played a key role in providing liquidity in the face of 
volatility, and that investment banks were protected (via collateral/mar-
gins) in regard to hedge fund risk. The argument was that the latter are 
managed actively and can close down risks while, by way of contrast, 
structured products originated by banks are ‘passive’ in nature and are: 
‘highly exposed to downward price gaps in the risky assets used in their con-
struction’.2

Policy makers had no idea that it was in the banking system where an 
‘atomic bomb’ was primed to explode. The OECD Secretary General 
was nervous about the financial situation. He called the key staff into 
his office in March 2007. One view was that US losses related to struc-
tured products would be more than $300 billion, and that: ‘… write offs 

1 See Financial Stability Forum (2007).
2 See Blundell-Wignall (2007).
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of these magnitudes… will constrain the ability of prime brokers and banks 
to expand their balance sheets, … It is the potential instability in the credit 
supply process that is the key issue’. The other view stated: ‘In its ‘Economic 
Outlook’ last Autumn, the OECD took the view that the US slowdown 
was not heralding a period of worldwide economic weakness, unlike, for 
instance, in 2001. Rather, a “smooth” rebalancing was to be expected, with 
Europe taking over the baton from the United States in driving OECD 
growth. Recent developments have broadly confirmed this prognosis. Indeed, 
the current economic situation is in many ways better than what we have 
experienced in years’.3

The IMF had published descriptive material about structured prod-
ucts such as collateralised debt obligations (CDOs) in technical boxes 
and papers, but the systemic risks they posed did not make it through 
to the ‘front office’ view. The April 2007 Financial Stability Report con-
cluded in its global assessment (p. 7): ‘This weakness has been contained 
to certain portions of the subprime market (and, to a lesser extent, the Alt-A 
market), and is not likely to pose a serious systemic threat. Stress tests con-
ducted by investment banks show that, even under scenarios of nationwide 
house price declines that are historically unprecedented, most investors with 
exposure to subprime mortgages through securitized structures will not face 
losses’.4

The BIS Annual Report of 2007 (pp. 108–110) too was quite san-
guine about the economic and financial situation despite more con-
cerned views within its ranks5: ‘The rally in credit markets was twice 
interrupted by periods of market turbulence, which turned out to be rel-
atively brief in duration. Sound corporate fundamentals, as well as strong 
investor demand for structured credit products and greater investor risk 
appetite, seemed to be important forces behind the rally’. And later: 

3 OECD (2007), p.7.
4 See IMF (2007). The irony of this is that the IMF was placing faith in simulations carried out 
by none other than Lehman Brothers, the investment bank that fifteen months later would 
become the most famous casualty of the crisis.
5 See, for example White (2006). White correctly pointed to globalisation connections and the 
unprepared nature of policies to deal with crises should such defaults require management and 
resolution in the future.
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‘Whether and how the problems in the US subprime mortgage market may 
spill over into other markets remains unclear. In part, the risks are limited 
because of the relatively small size of the subprime market’.6

Ben Bernanke, to whom the world owes something of a debt for his 
courageous responses to the crisis later on, seemed to have little idea of 
what was happening before the event. In a speech in Chicago in May 
2007, he stated: ‘Importantly, we see no serious broader spillover to banks 
or thrift institutions from the problems in the subprime market; the troubled 
lenders, for the most part, have not been institutions with federally insured 
deposits’.7

In March 2007, the Financial Stability Forum met for the last time 
before the real tremors of the crisis started.8 There had been a strong bout 
of market volatility in February, and it would be fair to say that the pre-
ponderance of opinion was that the markets had worked well, liquidity 
providers had come in, and it was all reasonably reassuring. It would be 
unfair to say there was no concern about the extent of subprime defaults, 
though it was felt this was more a concern for borrowers than for finan-
cial markets. Easily the biggest concern was the work being done on 
highly levered financial institutions which were taken to be the unregu-
lated hedge funds and private equity sectors. Only a few were concerned 
about the regulated (and vastly more leveraged) banking system.

This snapshot of views at the time is not an unfair cherry-picking. 
The problems with financial policy making were (and likely remain) 
quite systematic. Trawling through hundreds of official documents 
concerning the policy advice of international organisations shows that: 
‘The general pattern here is that the most pointed questions and useful 
warnings were largely made relatively early, when risks may have seemed 
abstract or highly unlikely. Not only were they generally not reflected in the 
main editorial sections designed to focus high-level attention, but as excesses 

6 See BIS (2007).
7 See Bernanke (2007).
8 Probably in August with BNP Paribas freezing accounts based on subprime structured products. 
Others argue that the real start was the earlier collapse of the two Bear Stearns hedge funds in 
July.
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accumulated over time concern seems to have diminished rather than 
increased’.9 When the risk of crisis is remote, criticisms are more strident 
but clear and present danger is, for whatever reason, put to one side.

Policy makers did not understand the interconnectedness of financial 
innovations and structural changes in the world economy. Globalisation 
(particularly China’s role) and financial innovation were, together, inter-
acting to change the normal parameters within which inflation, mone-
tary policy, regulation and supervision operated. These trends were on a 
collision course.

The Broad Aims of this Book

Few policy makers or bankers accepted responsibility for the crisis. It 
was as though the crisis was an ‘exogenous phenomenon’ that came out 
of nowhere. It did not. When economists talk about ‘causality’, they 
usually have some notion of ‘exogeneity’ in mind; that relatively inde-
pendent factors changed and caused endogenous things to happen—in 
this case the biggest financial crisis since the Great Depression. The cri-
sis itself was not independent, but originated from the distortions and 
incentives created by past policy actions. Poor regulation and supervi-
sion in the face of structural change are shown to be the prime causes of 
the crisis. Evidence-based research about what happened should guide 
regulatory reform.

However—having been blindsided and authorities finding themselves 
in uncharted waters—the emergency response was to pump liquidity 
and capital into banks (with the USA in the lead here), while regulatory 
reforms then proceeded without the benefit of evidence-based research. 
Furthermore, the new regulations were developed in full consultation 
with the banks whose influence (particularly in Europe) was very effec-
tive. The letters written by the big players at the centre of the crisis 

9 See Shigehara and Atkinson (2011).
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make interesting reading. In broad terms and paraphrasing, they have 
the following themes in common:

• ‘be very careful about the unintended consequences and cumulative 
effects of regulation in our complex businesses’;

• ‘do not place simple leverage constraints at the centre of regulations’;
• ‘be careful about things you make us deduct from equity’; and
• ‘don’t unduly constrain us with regulations in our crucial role in support-

ing the economic recovery’.10

The subtext of all this was that banks, having socialised their losses via 
the emergency measures in the crisis, needed to restore profits and share 
prices as quickly as possible for the more narrow benefit of senior staff 
and major shareholders.

The first broad aim of this book, then, is to examine the reforms put 
in place and to compare these with what the emerging empirical evi-
dence has to say concerning risks in the financial system.

A second aim of the book is to broaden the perspective of the reader as 
to the interconnectedness between structural changes in the global econ-
omy, monetary policy responses, ongoing innovation, re-regulation and 
market outcomes. The history of the crisis and its aftermath teaches that 
there are indeed unintended consequences—there always are. Regulating 
to control the causes of the previous set of issues leads to innovations and 
business model changes that roll risks into new sectors and jurisdictions—
particularly when a level playing field has not been established. The line 
between banks and what is often referred to as ‘shadow banking’ begins 
to shift. Jurisdictions with more lenient variants of the Basel rules, and 
those believing they can operate with impunity behind capital controls 
and other so-called macro-prudential instruments find leverage and risky 
products are entering in new ways. The reality has always been that until 
all financial instruments are taxed and regulated in the same way, and in 
all locations, financial markets will find a way to arbitrage the differences 

10 See Bank for International Settlements (2009).
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in regulatory and tax parameters. This should be seen as ‘principle number 
one’ of any regulatory theory. The world is still very far away from this 
ideal.

Finally, the book aims to share some of the practical research tools 
and methods for looking at the emerging issues in globalisation and 
finance. At any moment in time, there are a few moving parts that mat-
ter much more than others in driving markets and risks. The art of both 
managing money in the private sector and financial policy making is to 
identify what these are at the present point in time. For this, a strong 
view throughout the book is that bottom-up empirical analysis of micro 
company data, specific regulations, security instruments and products 
is the key to understanding the linkages between finance and the real 
economy. The ability to recognise inconsistent developments and risks 
that drive turning points and crises will help the practitioner under-
stand what the next issue will be.
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Introduction to Globalisation

Globalisation concerns the opening up of trade, cross-border invest-
ment and inter-connected production and financing between coun-
tries, a process which underpinned much of the success of advanced 
countries in the post-war period. The world by the 1960s had essen-
tially split into three: the OECD-integrated market (including Japan 
and West Germany); the centrally planned world led by Russia; and 
the developing countries that were not centrally planned like Russia, 
but which were significantly autarchic and did not rely on open market 
arrangements due to high tariffs, border controls on trade, high levels of 
state-ownership of industry, and controls on foreign exchange and capi-
tal flows. The way that globalisation unfolded in this latter group was to 
play a key role in the 2007–2008 crisis.1

1
Globalisation Sets the Background  

to the Crisis

© The Author(s) 2018 
A. Blundell-Wignall et al., Globalisation and Finance at the Crossroads, 
https://doi.org/10.1007/978-3-319-72676-2_1

1See Blundell-Wignal et al. (2013) for a more detailed study of some of these points.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-72676-2_1&domain=pdf
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The OECD Countries Open Up

Amongst the OECD countries, post-war reconstruction efforts were 
designed to encourage trade and greater integration. The Marshall 
Plan announced in 1947 engaged the USA in the European rebuilding 
process. It also oversaw the administration of the European Payments 
Union which facilitated the re-emergence of a multilateral trading sys-
tem. From 1948, the Global Agreement on Tariffs and Trade (GATT) 
led to more trade liberalisation, mainly in the OECD area, with four 
‘rounds’ of multilateral negotiations completed by 1956 and a fifth by 
1961. With the retreat of European empires, successive GATT rounds 
became more global, with participation rising from 26 countries in the 
Dillon Round (1960–1961) to 62 in the Kennedy Round (starting in 
May 1964) and 123 in the Uruguay round (the last to be completed in 
1994). Major expansions of trade followed in each case.

In Europe, the trend towards greater integration was even faster. The 
Treaty of Rome in 1957–1958 became the basic legal framework ulti-
mately for the establishment of the European Union (EU) single mar-
ket. European current account convertibility came into effect in 1958 
and the process of import licensing ended. By 1968, a full customs 
union was established, with tariffs and quotas on internal trade being 
abolished and a common external tariff on third countries coming into 
effect. Capital account deregulation and the ending of financial repres-
sion of domestic financial markets were, on the other hand, notoriously 
much less rapid.2

Propping up fixed or managed exchange rate regimes was one pri-
mary reason for not promoting faster financial integration. Persistent 
dollar weakness from 1958 to 1973 (despite current account bal-
ance of payments surpluses) led to US controls such as: the Interest 
Equalisation Tax (IET) in 1963; the voluntary foreign credit restraint 

2See Bakker (1996) and Wyplosz (2001). McKinnon (1973) amongst other uses the term ‘finan-
cial repression’, for systems, often with interest rate controls, that keep saving yields below infla-
tion enabling governments to incur more debt for development paid for in part by an inflation 
‘tax’.
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(VFCR) in 1965; foreign direct investment (FDI) limitations; and 
extensive diplomacy to support the dollar. At the same time, surplus 
countries (such as Germany and Switzerland) imposed capital account 
restrictions, in order to maintain domestic monetary control and a 
fixed exchange rate in the face of inflows. Capital flow management 
was driven by the direction of flows in the early 1970s: the USA, the 
UK, Denmark, France, Italy and Sweden imposed measures to control 
outflows, while Germany, Switzerland, Australia, Japan, Austria and 
Finland focused on measures to prevent inflows.

The fixed exchange rate system was eventually abandoned in 1973, 
leading to the floating of the major exchange rates. This coincided 
with a rapid rise in inflation nearly everywhere and the oil price shock 
in 1973–1974, with OPEC achieving a much greater share of the eco-
nomic rent from its cheap production costs. Most developed countries 
found themselves wrestling with inflation, high unemployment, huge 
budget deficits and large external imbalances. Heavy use of eurocur-
rency markets to recycle oil surpluses followed, and there was strong 
official support for this, notably through the IMF.

With the end of the commitment to fixed exchange rates, the  
trend to financial repression and capital controls began to be reversed 
in the 1970s, a process which was accelerated in the 1980s by policy  
and structural changes that made regulations less effective. Central 
banks were formulating new approaches to monetary control, facili-
tated by separating their functions from the budget process and rely-
ing on market instruments. The extensive use of interest rate swaps, 
options, forwards and other derivatives separated the notion of expo-
sure and capital flows across exchanges to which many controls applied. 
Institutional investors and international banks lobbied hard for deregu-
lation to avail themselves of the increased range of products. Germany 
ended the repression of banks to prevent money from coming in by 
1975 (see OECD 2002; Dooley and Isard 1980). The USA removed 
capital controls in 1974, and the Depository Deregulation Act followed 
in 1980 (which phased out interest rate ceilings). The UK abolished 
all capital controls and foreign exchange restrictions in 1979. In 1980, 
Japan formally ended its exchange controls in one move. By 1981–
1982, all of the four major currency countries liberalised exchange 
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controls and domestic financial markets. Other OECD countries soon 
followed.

From 1981 to 1983, the French under Francois Mitterrand tried 
independently to stimulate via fiscal and monetary policy during the 
Volcker squeeze and restrictive German policies. This was followed by 
capital flight and the imposition of strict controls on outflows to defend 
the franc. However, recurrent crises in France forced them to change 
gear after 1983, and France moved to liberalise from 1983–1984, com-
pleting the process by 1986.3 Jacques Delors left the French government 
around this time and went to the EU Commission to complete the sin-
gle market project. The Single European Act was signed in 1986, com-
mitting countries to remove all controls on goods and capital by 1992. 
The Second Banking Directive came into effect in 1992—while recog-
nising national regulatory approaches, countries could no longer restrict 
entry into their domestic market. Australia and New Zealand signed the 
Closer Economic Relations treaty in 1983, freeing up all trade and cap-
ital restrictions between them. The USA signed a free trade agreement 
with Canada in 1987 and the North American Free Trade Agreement 
(NAFTA) added Mexico in 1994. Much less progress in formal terms 
occurred in Asia.

The Case of Japan

Japan deserves some focus for two reasons: first, its spectacular growth 
prior to 1973 has to a large extent provided something of a model for 
how to achieve an ‘Asian miracle’; and second its cultural values, indus-
trial structures and policies have been very different to those of other 
OECD countries, so that changing regulations and controls ‘on the books ’ 
do not have the same implications for openness. For example, Japan has 
had the lowest FDI inflow of all OECD countries for many years, most 
likely due to the lack of a market for corporate control. Boards are reti-
cent to allow hostile foreign takeovers via M&A activity, and legal teams 

3See OECD (2002), for a full description of measures and dates.
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to support such action are hard to find. Accountability in the corporate 
governance framework is unclear, and inflexible employment and termi-
nation rules and restrictions on the entry of foreign workers also serve 
as a barrier.4 Thus while foreign ownership was allowed on paper from 
1970, and exchange controls and capital account restrictions were eased, 
in practice the potential benefits of regulatory openness were blunted.

As in China and the Asian Tigers subsequently, the state played the 
key role in accelerating Japanese growth in the early post-war period. 
The Ministry of International Trade and Industry (MITI) was perhaps 
the most important key actor in the planning process.5 Local indus-
try was protected at the outset, and heavy investment in key industries 
through the Fiscal Investment and Loan Program (FILP) played a key 
role. The other parallels are striking too. As growth accelerated, poor 
social security and financial repression measures encouraged a sharp 
rise in saving. Relationships between large firms were strong, based on 
cross-shareholdings and the Kieretsu supply chain structure for interme-
diate inputs. The bulk of finance for new investments was provided by 
Japan’s development banks. As industrial policies succeeded, a bank-ori-
ented financial system emerged in the form of the ‘main bank system ’.6 
While Japan made the yen convertible as early as 1960, it did not 
remove exchange controls and severe capital account restrictions during 
the ‘miracle’ growth phase. Indeed capital controls played an important 
part in the desire to engineer an undervalued exchange rate.7

The first oil shock and the breakdown of the fixed exchange rate 
system ended the very high growth phase of the Japanese miracle. By 
this time Japan had completed the catch-up phase of capital invest-
ment and technology transfer from the West. Japan adapted well as 
the terms-of-trade shifted against it. While growth slowed substan-
tially it remained above most of the rest of the advanced countries as 
unemployment remained low and many of its industries emerged as 

4See OECD (2015).
5See C. Johnson (1982).
6Each major company formed a long-term relationship with a ‘main bank’.
7See Fukao (1990).
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global leaders by successfully adapting advanced technologies in fields 
such as steel, motor vehicles and electronics. Throughout the 1970s, 
Japan did not open its capital account as the floating exchange rate era 
arrived. It experienced some wide swings in the yen as it successfully 
managed a rapid disinflation while avoiding the recession experienced 
elsewhere following the second oil price rise and the Volcker squeeze of 
1979–1982.

The partial removal of foreign exchange controls in 1980 was a water-
shed event for Japan. Capital outflows accelerated and as US rates and 
the dollar rose with the Volcker disinflation the yen was able to weaken, 
ensuring the competitiveness of the yen. But signing the Plaza Accord 
in September 1985—whereby major central banks were to use coordi-
nated intervention8 to drive the overvalued US dollar down—proved 
to be problematic for Japan. The yen appreciated strongly, and in 1987 
the Louvre Accord was agreed to halt the fall in the dollar. Buying dol-
lars was combined with further deregulation of outflows that permit-
ted pension funds and insurance companies to own more foreign 
assets. The easing of Japanese monetary policy to support these efforts 
was to plant the seeds of an asset bubble in both equity and real estate 
prices which reached a peak at the start of the 1990s. The reversal of 
this bubble occurred as US monetary policy eased and the dollar weak-
ened, contributing to a further sharp rise in the yen. The collapse in 
asset prices had serious implications for bank balance sheets which the 
authorities were reluctant to address, resulting in lost decades of eco-
nomic performance.

The problems for Japan arose from four important sources: first, 
failing to deal with bank bad loans while recapitalising them; second, 
trying to manage the exchange rate through monetary policy and inter-
vention strategies while increasingly liberalising the capital account, 
which created monetary control problems and asset price inflation; 

8‘Intervention’ refers to the practice of choosing a target level for the exchange rate by the central 
bank which stands read to buy or sell the currency at that price. To hold the exchange rate down 
in the face of buying pressure usually results in the accumulation of foreign currency reserves at 
the central banks, and the sale of the local currency, which finds its way into the domestic bank-
ing system and expands the money supply.
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third, liberalising the capital account while maintaining a set of cultural 
values that worked against a market for corporate control, and main-
tained the inflexible relationships between firms that weakened the cre-
ative destruction process (whereby stronger innovating companies drive 
out their weaker competitors); and fourth, excluding immigration in 
the face of a declining population while maintaining inflexible labour 
market practices.

Mexico Crises

The collapse in commodity prices during the early 1980s led to the first 
emerging markets crisis. Following the first oil price rise in 1973–1974, 
fiscal policies in many developing countries remained expansionary. In 
particular outside Asia, state-owned enterprises (SOEs) often played a 
large role in economic strategies focused on import substitution while 
export bases remained narrow. With IMF encouragement, many coun-
tries borrowed on international financial markets to fund their budget 
deficits and at the same time to avoid adjusting to the terms-of-trade 
loss experienced by oil importers. This strategy of ‘recycling’ oil reve-
nues by accumulating generally US dollar-denominated floating rate 
debt seemed to work well so long as US monetary policy was relaxed.

However, when the second oil price rise triggered by the Iranian revo-
lution was followed by the Volcker monetary policy squeeze in the USA 
to fight inflation during 1979–1981, the deficiencies of this strategy 
became transparent. Both the dollar and US interest rates rose sharply, 
prices of oil and commodities soon fell (eroding export receipts) and the 
position of most large US dollar-denominated debtors became unten-
able. In the summer of 1982, Mexico effectively defaulted, triggering 
a widespread flight of capital from developing countries. Where coun-
tries had strengthened their export orientations to adjust to rising oil 
prices during the 1970s, mainly the Asian Tigers, they coped relatively 
well with the financial market pressures. But elsewhere, especially in 
Latin America, debt servicing and capital flight were persistent prob-
lems for the rest of the decade. Governments and the IMF dealt with 
the crisis by trying to ensure debtor countries were able to continue to 
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service their debts to the Western banks rather than forgiving that debt. 
A severe recession was followed by poor macroeconomic performance 
throughout what has widely been termed a ‘lost decade’.

A second crisis, focused more narrowly on Mexico, occurred in 
1994–1995. The huge Mexican current account deficit with a fixed 
exchange rate was financed by issuing Tesobonos, denominated in pesos 
but indexed to dollars. As borrowing risks rose, securities were sold 
by international investors, Mexican dollar foreign exchange reserves 
ran out and the exchange rate in the end collapsed. The USA (with 
Robert Rubin of Goldman Sachs as Treasury Secretary) and the IMF 
mobilised enough funds to bail out the US banks and other creditors 
entirely. Rubin used the Treasury’s Exchange Stabilisation Fund, so that 
President Clinton did not have to obtain Congressional approval. The 
US Treasury/IMF was becoming a vehicle to bail out Wall Street to an 
even greater extent than in the 1980s, essentially guaranteeing banks 
recovery of their capital and not just its servicing. This contributed to 
reinforcing a too-big-to-fail (TBTF) perception that would come back 
to haunt policy in 2007–2008, in both the USA and Europe, with even 
greater needs to support financial institutions.

Washington Consensus

Globalisation began to take hold from the end of the 1980s and, after 
the collapse of the Soviet Union, the market-integrated model of the 
OECD and the Washington Consensus had seemingly won the argu-
ment about successful global economic governance.9 These principles 
were about stabilisation, liberalisation and structural adjustment. They 
involved some combination of fiscal stabilisation and tax reform; liber-
alising interest rate and establishing realistic exchange rates; openness 
in trade and investment; and legal arrangements conducive to property 
rights.10 The IMF, the World Bank (WB) and the WTO became the  

9See Williamson (2004). The emerging economy import substitution model had failed.
10Much of the discussion originated with a focus on the experience of the ‘Southern Cone’ of 
Latin America and took place in the context of the contrasting success of the Asian Tigers. A syn-
thesis of these ideas gradually came to be known as the ‘Washington Consensus’.
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institutional side of promoting these principles with WB Structural 
Adjustment Programs (SAPs) implemented in developing countries, and 
lending was conditional on adherence.

Centrally planned economies suffering from stagnation in the 1980s 
also began to break up and move in part towards the OECD model. 
After the Soviet Union collapsed in 1991, many of the ex-Soviet satel-
lites wanted to detach from Russia and join the European Union.

When Fukuyama (1989) wrote that the world had reached the end 
of history with respect to Communism versus the West, he did not  
foresee the arrival of China. How wrong this declaration would prove 
to be once China gained access to most favoured nation (MFN) sta-
tus in the USA in 1994 and to the World Trade Organisation (WTO) 
seven years later. This opening up in the West was in itself a good thing 
for China’s growth and for the countries that trade with China. But 
the implications for advanced countries are far reaching, and the world 
is in the process of dividing into two very different systems of global 
governance.

Emerging Asia

Asia was more export-oriented and had a more diversified industrial 
base than Latin America, and did somewhat better, particularly in the 
1990s. Net private capital portfolio flows to emerging markets soared at 
this time, and FDI managed to stabilise and then recover. FDI inflows 
imparted resilience to net capital flowing to emerging economies, 
despite volatility in portfolio and other ‘hot’ money flows.

The Asian Tigers (Hong Kong, Taiwan, Korea and Singapore), 
Thailand, Malaysia, Philippines and Vietnam were at first successful in 
combining a key role for the state while opening up to foreign invest-
ment from advanced countries.11 These countries had pegged their cur-
rencies to the dollar and industrialised rapidly financed by net private 
foreign borrowing. However, during the first half of the 1990s there 

11The role of the state varied in intensity across these countries.
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was a significant build-up of foreign debt.12 A lot of the finance went 
into companies characterised by ‘crony capitalism ’, where related party 
transactions and poor corporate governance were a common feature. 
The policy of fixing against the dollar worked well for many years as 
the dollar weakened persistently against the yen (i.e. from 1985). This 
favoured emerging Asian industries increasingly in competition with 
Japan for third markets while Japanese industries increasingly out-
sourced cost-sensitive activities to the region. The dollar was especially 
weak during the second Mexican crisis in 1995. But as Mexico stabi-
lised the dollar recovered and rallied strongly as the tech boom took off 
in the USA. This created increasing competitiveness problems in the 
Asia region.

As the yen fell back after 1995, non-Japan Asia experienced increas-
ing trade pressure because their currencies were linked to the rising dol-
lar. Hedge funds and portfolio managers began to withdraw funds as 
the economic fundamentals deteriorated. Thailand (and others) had let 
‘hot money ’ in, and when these flows reversed, a vicious circle mecha-
nism set in (falling asset prices, reserves loss and economic contrac-
tion).13 The IMF organised a series of bailouts, tying packages to reform 
and structural adjustment (cuts in fiscal policy; higher interest rates to 
protect the exchange rate; forcing insolvent financial institutions to fail; 
pushing for Western-style bank business models; and reducing restric-
tions on foreign ownership).

The policy of allowing insolvent institutions to fail in Asia was 
in sharp contrast to the way US and European banks were treated 
in the peso crisis, and for that matter in the more recent global 

12Many have used the Asia crisis as an excuse justifying capital controls. See, for example, J. 
Stiglitz and S. Yusuf (2001), and articles therein. The real problem, however, is managing the 
exchange rate, and monetary policy accommodating speculation as a result of exchange mar-
ket intervention. Australia is in Asia and has followed policies of free capital flows and floating 
exchange rates since 1983. It suffered no financial crisis in 1997 or subsequently. Others have 
rightly argued for the need to restructure the global financial architecture. See B. Eichengreen 
(1999). But how to do this remains elusive.
13See Corsetti et al. (1998).
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turmoil—where the US Treasury and the IMF ensured that such a 
scenario would not happen to US banks. Similarly, the recession that 
followed the higher interest rates and fiscal cuts in Asia was in strong 
contrast to the vigorous easing of monetary policy and relaxation of 
bank rules that the USA and Europe imposed following the 2001 reces-
sion and the recent crisis. Many Asian borrowers couldn’t pay their 
debts as the economy went into recession. This created a very bad image 
in Asia, causing the region to veer away from the IMF/World Bank 
approach to governance, and looked to find Asian solutions to deal with 
Asian problems.

The Chiang Mai Initiative set up regional bilateral swap arrange-
ments between the central banks of ASEAN, China, Japan and South 
Korea. This has been followed by the Asian Bond Markets Initiative (to 
set up local currency bond markets to help avoid the build-up of cur-
rency mismatch in portfolios). Capital controls have remained a strong 
feature of policies throughout Asia following the crisis of the late 1990s 
and FDI flows have been relatively modest as a consequence, in spite of 
impressive growth.14 These episodes of the 1990s reinforced the view in 
China that the OECD/Washington Consensus model was certainly not 
going to be appropriate for them. China has been able to take advantage 
of mixed feelings in Asia about the Washington Consensus to launch 
the ambitious One Belt One Road Initiative (discussed in Chapter 9) in 
2015.

The China Growth Phase

With some historical merit, China sees itself as a global civilisation—
the middle kingdom Chung Kuo. While it might have been overshad-
owed by the past 250 years of industrial revolutions in the West, its 
own pre-eminence has a much longer history. It was first unified in  
221 BC and then always reunified after periodic scissions. Culturally 

14See S. Radelet and J. Sachs (1998).

http://dx.doi.org/10.1007/978-3-319-72676-2_9
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(with Confucian values) and militarily, China dominated surround-
ing countries (in script, language and/or culture, including in Japan, 
Korea and Vietnam) for 2000 years. The patterns of industrialisation in 
the West that had contributed to China’s previous weakness militarily 
vis-a-vis Britain, Russia and Japan could be copied—by building infra-
structure, obtaining foreign technology and supporting industry with 
subsidies, tariff and foreign investment protections. This progressed rap-
idly under the leadership of Deng Xiaoping.

During the late 1970s, the centrally planned (Soviet-style) devel-
opment approach in China was terminated. Deng had become a par-
amount leader from 1978 to 1992 and chose a more decentralising 
approach to planning delegated to the provinces. He dismantled collec-
tive farms, established free economic zones and wooed foreign capital 
into them where technology transfer needs were the greatest. These pol-
icies were known as ‘hide and bide’. What China needed most abroad 
was stable access to foreign markets. China would thus ‘bide our time 
and hide our capabilities ’.15 Access to external markets was a priority 
that China proved very adept at acquiring (see below).

Unlike the early centralised planning of the Soviet Union, China’s 
reforms under Deng Xiaoping, with self-contained local governments 
responsible for production targets (akin to the multidivisional form in 
business), were highly successful: first in agriculture, and then extend-
ing to other sectors. China has always had a clear strategy set out in 
5-year plans to which new phases are added following the success of the 
preceding phase. Following China’s entry into WTO in 2001, it has 
moved quickly to become the largest exporter in the world and, for the 
moment, second only to the USA in terms of GDP.

The common elements of successive Five-Year Plans are that the state 
plays the most important role in the economy. This includes inter alia: 
financial repression to build a large saving base; investment via SOEs 
to drive the industrial strategy; subsidies via the tax system and cheap 
funding from large state banks; and the pricing of exports to gain 

15See Allison (2015). He points out that China’s military leaders interpret this as ‘wait before 
getting even’.
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market share (the ‘China price’). A major new phase is under way since 
the crisis in the Belt and Road Initiative that does not go in the direc-
tion of multilateral openness—a topic that will be discussed in detail in 
Chapter 9.

In Summary

The correlation between national savings and investment is a well-
known indicator for measuring openness, evidence from which is 
presented in Chapter 9.16 Open trade and investment should see no 
correlation between resident’s saving and profitable investment in the 
country concerned. Savings and investment did become less correlated 
on average in large countries following the 1980s, led by European inte-
gration.17 The Asian Tigers and China had begun to grow and current 
account imbalances became larger—and particularly so for that between 
China and the USA—but the size of this was small compared to the 
vast size of saving and investment. Emerging economies have never 
been seduced into opening their trade and investment and, particularly 
in the BRICS (i.e. Brazil, Russia, India, China and South Africa), into 
changing cultural values that allow level playing field foreign participa-
tion in their economies. In both cases, their national saving and invest-
ment have always remained highly correlated (see Chapter 9).

One possible reason for this is the experience of Japan and some of 
the early attempts amongst developing countries to attract foreign cap-
ital often resulted in problems. Sometimes this was because they relied 
on exports from a narrow commodity base which are very cyclical (oil, 
copper and coffee). Such countries often attempted to implement an 
‘import-substitution model’ of development to diversify away from 
commodities and attempted to attract foreign funding while pegging 
exchange rates and maintaining capital controls. But this mix of policies 
often led to crises.

16See Feldstein and Horioka (1980).
17See Chapter 9 for a discussion of these issues.

http://dx.doi.org/10.1007/978-3-319-72676-2_9
http://dx.doi.org/10.1007/978-3-319-72676-2_9
http://dx.doi.org/10.1007/978-3-319-72676-2_9
http://dx.doi.org/10.1007/978-3-319-72676-2_9
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The China Path to Prosperity and the US 
Financial Crisis of 2007–2008

The interaction between globalisation trends in Asia and financial sys-
tem innovation and deregulation in the West combined to be funda-
mental causes of the crisis. The Asia/China development model set 
off a global supply shock with a number of elements that would drive 
towards low interest rates and rising asset prices just as financial deregu-
lation and product innovation were occurring in ways that would allow 
banks and investors to take maximum advantage. The policies to bring 
about the Asian miracle had a number of moving parts that link to the 
events that followed:

• Exchange rate management and export pricing policies which were to 
drive import penetration by Asian countries and particularly China 
on an unprecedented scale into Western markets—the needed access 
to foreign markets—which would affect jobs and living standards in 
the West.

• A savings glut resulting from the financial repression policies needed 
to generate funding for investment that did not rely on open capital 
markets and capital flows from the West—which was to keep down-
ward pressure on global real interest rates.

• Foreign exchange market intervention resulting from the export 
pricing strategies that would lead to unprecedented buying of US 
Treasury securities—which was to help drive nominal interest rates 
down towards the low real rates.

• The competitive response of Western companies to the challenge 
from Asia, which took the form of accelerating the Schumpeterian 
process of innovation in strong companies and the exit of weaker 
firms—this was to add to severe pressure on jobs and living standards 
when combined with import penetration.

The result of the twin forces of import penetration and advanced coun-
try innovation (such as automation through digitalisation) was to 
squeeze the middle classes through corporate restructuring, kill wage 
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pressures and set in train deflation pressures and an historic monetary 
response that would drive asset prices upwards and bond yields down 
(discussed for the post-crisis period in Chapter 9). Low inflation, bond 
buying and easy monetary policy drove down the entire term structure 
of interest rates, from the long end of which US mortgages are priced. 
These preconditions were to combine with financial deregulation and 
innovation in a disastrous fashion by 2007–2008.

Export Success and Import Penetration Strategies

The development model of the Asian Tigers, like Japan before them, 
focused on strong saving and trade expansion combined with support-
ive capital account and exchange rate management. Hong Kong was 
something of an exception in choosing a currency board and an ‘invest-
ment openness’ approach. India, Pakistan, Indonesia, Turkey, large parts 
of Latin America and Africa chose more autarkic routes in these earlier 
years. The ‘Tigers’ benefited enormously from Asian trade regionalism 
and the post-1960s success of Japan. Their strategic location allowed 
them to benefit from investment and trade trends following globali-
sation events of the early 1980s. These countries expanded their share 
of world merchandise exports rapidly, achieving an 8% share of global 
trade at their peak.

Japan had signed the Japan–China Trade Agreement in 1974, which 
mutually granted MFN status for trade (customs, export and imports), 
and a bilateral investment treaty in 1988 through which it obtained 
National Treatment status within China (improving scope for local pro-
duction abroad as opposed to exports). The US MFN status for China 
had to be renewed each year by Congress prior to 2001. But China’s 
accession to the WTO in December 2001 enabled an unprecedented 
acceleration of their exports and freed companies not to have to sell via 
state intermediaries (except for certain goods like cereals, tobacco, fuels 
and minerals and some services, such as restrictions on transport and 
distribution logistics inside the country). It also gave China access to 
cheaper imports of raw material and capital goods, thereby improving 
competiveness.

http://dx.doi.org/10.1007/978-3-319-72676-2_9
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China’s total merchandise exports as a share of the world total rose 
sharply and in recent years, it has become the world’s largest exporter 
and is especially dominant in manufacturing. Figure 1.1 shows the 
12-month-ended trade balances of the USA with a selection of countries 
and groups. The US trade balance has never stopped deteriorating with 
China, and by the crisis years it reached 90% of all of the other countries 
shown added together. After China joined the WTO, the US trade bal-
ance with it diverged even from the large deficit with European countries.
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Both the USA and Japan had already seen a rise in import penetra-
tion from China prior to 2001, in contrast to Europe where this was 
delayed until WTO entry (see Fig. 1.2). Import shares from China 
rose in all regions after 2001 and this, as will be touched on below, has 
affected labour markets in these countries.

Exchange Rate Management and Pricing for Market 
Share

Exchange rate management and targeting traded goods prices in these 
years prior to the crisis played an important role in rapid export expan-
sion. A country may hold its exchange rate at a level that is underval-
ued compared to fundamentals, which favours exporters unfairly and 
discriminates against imports. This is usually achieved by the country 
picking an exchange rate and having its central bank stand ready to buy 
or sell dollars against its own currency at that price. Because flows can 
at times be large, possibly destabilising the money supply, this policy 
is usually accompanied by capital controls and related regulations to 
reduce the flows and make the task easier.18 Economists sometimes refer 
to this as a ‘beggar-my-neighbour ’ policy, and it is the subject of disputes 
between countries.19

Undervaluation is difficult to define. In principle a purchasing-pow-
er-parity (PPP) real exchange rate is compared to some fundamen-
tals-based ‘norm ’ such as GDP per capita to estimate where it should 
be.20 These real econometric measures are subject to great uncertainty 
however. For the discussion here what matters is the policy countries 
were pursuing to contain their exchange rates compared to where they 
might otherwise have moved without capital controls and/or foreign 

18Capital account management can be by residence—domestic versus foreign. But it can also be 
by currency, including restrictions on the forward foreign exchange markets, as imposed by Korea 
in 2010.
19For example United States Department of the Treasury (2016).
20As in the Harrod-Balassa-Samuelson effect. In a survey of the empirical literature to 2006, Tica 
et al. (2006) found that 49 out of 58 empirical studies supported the presence of the effect. More 
recently Berka et al. (2014) found evidence for the effect in the context of European data. Rodrik 
(2008) uses this approach.
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exchange intervention. In this sense, exchange rates need to be looked at 
alongside movements in the level of international reserves.

This is done for selected countries in Fig. 1.3. Most of the countries 
shown managed to keep their currencies down versus the dollar, and 
heavy accumulation of reserves occurred (though less in the economies 
with strong capital controls). Russia and Indonesia have been particu-
larly ‘successful’. China carried out a large devaluation just prior to the 
launch of the WTO, but since its own accession it did not devalue any 
further. However, the net capital flows into China associated with this 
process would have seen the exchange rate rise sharply, thwarting its 
push to expand exports. Consequently, it chose to maintain capital con-
trols and to intervene heavily in the foreign exchange market to keep 
the rate from rising. This policy is closely aligned with other methods 
for keeping traded goods prices focused on market share.
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Keeping the exchange rate at a steady level allows policy then to focus 
on keeping its traded goods prices competitive versus other export-
ers (the so-called China Price ). This requires some manipulation of the 
price of traded goods in foreign currency via China’s SOEs. Figure 1.4 
shows the US price index for imports from China in dollars, the RMB 
exchange rate and the implied price received by exporters in RMB, all 
expressed as deviations from the December 2003 base of 100. From 
2003 to the end of 2016, there has been no net increase in prices, 
despite wage increases at home and an appreciation of the exchange 
rate. This can be achieved by export companies accepting margin falls 
at home rather than losing market share. This would place enormous 
pressure on companies if margins are squeezed too much, including 
their ability to meet debt liabilities. For this reason, other policy tools 
are used to support the export sector. Factors cited in addition to the 
exchange rate that support competitive pricing of exports with variable 
mark-ups include: export tax rebates; loans from SOE banks and other 
subsidies; low wages, network clustering (hubs) for efficiency aided by 
tax concessions for FDI; lower occupational safety and environmental 
protection costs; and the occasional illegal use of foreign technologies 
and counterfeit products.
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The Saving Glut and Real Interest Rates

China’s capacity to produce and export was facilitated by a boost of sav-
ing and investment. While ageing and cultural values play a role in sav-
ing, these trend factors do not seem to be enough to explain the sudden 
move up in saving (and investment) from the early 2000s, as shown in 
Fig. 1.5 (shown as a share of global saving). From 6% of the world total 
in 2000, just as WTO status was achieved, China’s national saving rose 
to be 31% of the world total by 2015.

This saving change came about from three primary factors. First, 
state-driven investment under financial repression (selective capital 
controls, interest rate ceilings and credit rationing) bottles up domestic 
saving and increases the correlation between national savings and invest-
ment. Second, to facilitate investment the state fully or partly privatised 
around two-thirds of its SOEs and state assets between 1995 and 2005. 
From 1998 to 2004, six in ten SOE employees, some tens of millions 
of workers, were laid off.21 This boosted corporate profits in the state 
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21See Liu (2005) and Cai et al. (2008).
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and private sectors and hence company saving. Third, pension reforms 
at the end of the 1990s were taking effect. This reform reduced benefits, 
increased contributions and became partially funded, requiring increased 
household saving.22

This swing in world saving has led to a current account surplus in 
China and to a deficit in the USA. Despite the hope that one-day con-
sumption will play a greater role in Chinese policy to remove this source 
of tension, the likelihood is not very optimistic. First, by embarking on 
the Belt and Road Initiative (discussed in Chapter 9), the investment 
needs in China are greater than ever. Second, even if consumption-led 
growth were possible, the current account surplus will likely not fall. A 
study based on OECD trade input–output data suggests that this could 
actually worsen the trade imbalance.23 This is because investment in 
China is much more import-intensive than consumption, which the 
Chinese are well placed to satisfy themselves.

Current account surpluses have to be financed by an equal and oppo-
site capital flow. In financial repression economies, it is most often the 
government via the central bank (rather than the private sector) that 
finances the current account surplus with an equal and opposite capital 
account flow. A savings glut in China, invested in the USA, lowers real 
interest rates and encourages investment there to exceed US national 
saving—see Box 1.1.24 There is nothing wrong with this if the saving 
funds productive investment to repay the debt down the track. But this 
didn’t happen as the facilitating factor of the savings glut interacted with 
other policies to fund in large part (unproductive) subprime mortgages 
in the USA. More will be said about the genesis and evolution of the 
financial crisis in the USA in subsequent chapters. Suffice it to say here 
that China was the source of an essential enabling flow of saving that 
helped to fuel the US subprime crisis.

22See Ma and Wang (2010).
23See Ma et al. (2016).
24See Bernanke (2005).

http://dx.doi.org/10.1007/978-3-319-72676-2_9
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Box 1.1: Schematic for China Saving Glut Funding Subprime 
Housing

The high saving glut financial repression economy has the low real inter-
est rate r*. The figure shows the production possibility curve between 
consuming today and consuming tomorrow for the closed economy case. 
In the autarky case, the higher real interest rate r leads to equilibrium 
at D. But there is a glut of savings available at a much lower real rate r* 

C2 US external imbalance adjustment:
China excess saving--financial repression low real rate r*
External surplus emerges for China and deficit for the USA--favours consumption
This imbalance must be financed by an exact equivalent capital flow to the USA
These flows bid into Treasury securities where foreign reserve manager became huge holders
This drove down treasury yields

C The flow to the USA went into sub prime RE as yields on MBS securities (price off Treasuries) fell
Poor investments led to failures of loans and hence products structured on them

B D A
DEFICIT = AB

(1+r) (1+r*)
C1

Fig. 1.6 Savings glut and real interest rates (Source Author’s representation)
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due to China, so the USA can improve welfare (move to a higher indif-
ference curve) by investing further and moving production to point to C 
and consumption to point A. The amount AB is the current account deficit 
(= China surplus). Welfare is improved if investment is pushed to the point 
where the return on investment falls from r to r*. The idea fails if the defi-
cit is not associated with productive investment (Fig. 1.6).

Capital Inflows, Foreign Exchange Intervention 
and Bond Buying

The China policy of allowing FDI inflows to build value chain hubs/
agglomerations in free economic zones, while not permitting free out-
flow of investment (a part of the financial repression policy), puts 
upward pressure on the exchange rate, and would risk overvaluation 
without foreign exchange market intervention (see also Box 1.2). The 
extent of intervention versus the dollar in the lead up to the crisis, 
simultaneously invested in US Treasuries, is illustrated in Fig. 1.7. This 
shows the vast holdings of US Treasury securities by non-US countries 
(mainly governments). Japan was first to accelerate buying in the early 
2000s, and this was soon followed by China after 2004. Once the crisis 
began, official and private scrambling for US Treasuries (the most liq-
uid securities in the world) accelerated across the board, and the Federal 
Reserve joined into the buying as part of their Quantitative Easing 
response to the crisis. Foreign holdings are now over $6tn, of which 
over half sits in the Asian region (much larger than the Fed holdings).

Box 1.2: Exchange Market Intervention and the Trilemma

Financial repression policies include exchange rate and capital account 
management, non-convertibility of the currency, high bank reserve 
requirements, interest rate ceilings and strong controls on foreign direct 
investment (FDI). These financial policies are essentially a tax on the finan-
cial economy. This acts to bottle up savings because companies, house-
holds and pension funds can’t buy or sell foreign assets, and government 
control of banks leads to directed credits and investments according to 
government objectives thought to be necessary for economic develop-
ment. The relatively small size of consumption compared to GDP means 
that industrial goods must be exported, and this in turn has required 
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pricing for market share (discussed earlier). This process became econom-
ically meaningful after China was allowed to join the WTO in late 2001.

In the case of a country wishing to stabilise its exchange rate with 
export objectives in mind resisting FDI inflow (or outflows) reduces 
ex ante pressure on the exchange rate, and hence the size of foreign 
exchange intervention needed to meet the relevant exchange rate peg. 
Maintaining a stable nominal exchange rate requires the central bank to 
become ‘the market’ at the target price: i.e. buying (or selling) US dollars 
and selling (or buying) domestic currency at the fixed price. The dollars 
accrued (in the case of inflows) are then lent to the rest of the world by 
investing them in liquid government securities (usually US dollars).

Foreign reserve accumulation in this way has occurred for a long period 
with a sequence of Asian countries intervening to manage the exchange 
rate: first Japan and then Korea and Taiwan, and most recently China 
from 2004. Russia, Brazil, South Africa and India have also been strong 
in this activity. Foreign exchange intervention (in the face of inflows) 
expands credit because buyers invest the local currency acquired in their 
projects and the money finds its way into the domestic banking system. 
This is the source of the so-called trilemma: that it is not possible to con-
trol the exchange rate, the money supply and avoid capital controls at the 
same time. Most developing and emerging countries have capital con-
trols to slow down inflows and, in crisis situations, to stop sudden out-
flows. These crises are often of their own making and are easily solved 
by floating the exchange rate. For example, Australia is a country in the 
Asian region which depends on foreign funding of its banks. If commodity 
prices fall sharply, and investors wish to withdraw funds, Australia lets the 
exchange rate adjust down until it is sufficiently attractive for new buyers 
to come into buy $A assets. The problems for Asian countries are caused 
by the pegging to the US dollar combined with the threat that existing 
investors would be restricted from withdrawing funds in a crisis—so inves-
tors move quickly in such countries.

For the purposes of understanding the 2007–2008 crisis and its after-
math, the massive purchase of US Treasuries drove bond prices up 
and yields down right across the yield curve (via the usual term-struc-
ture arbitrage activity) compared to what they would have been in the 
absence of such activity—joining forces as it were with monetary policy 
responses to deflation pressure and the savings glut pressures. US mort-
gages are priced off US long-term bonds, and the bubble here was to 
play a key role in the crisis.
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The Impact of the Rise of Asia on the West

The Competitive Response of Western Companies 
to Competition from Asia

Innovation and the adoption of new technology are inextricably linked 
with trade. Firm-based trade theories link the importance of econo-
mies of scale accessed by expanding sales abroad to the adoption of new 
technology and innovations that jointly drive productivity growth. To 
understand the pressures on labour markets in the West, it is not suf-
ficient to focus on import penetration alone. The entry of major Asian 
companies into global trade supported by variable margin pricing, sub-
sidies and cheap funding has posed a serious threat to all companies.25

Recent thinking links trade and technology adoption in a dynamic 
manner at the firm level. Heterogeneous firms within industries have 
different skills and research capabilities which, sometimes combined 
with luck, drives innovation and striving for ‘leanness’. More produc-
tive firms expand and become more intensive in their use of high-skilled 
labour within industries. Industry productivity rises as less effective 
firms exit via acquisition (in the main) or failure. There are substantial 
overheads in establishing export markets (distribution networks) and/
or to invest in foreign subsidiaries that (both) allow more productive 
firms to achieve economies of scale. The successful firms are better able 
to manage these costs of expanding via exports or its equivalent in set-
ting up to produce abroad.26

These economies of scale allow firms better to compete for market 
share against successful firms from other countries. This process involves 
corporate restructuring with increases in demand for skilled workers 
and the reallocation of supply chains within industries and between 
countries. Production processes are broken up and reallocated in global 
value chains. Previously separated boundaries are crossed in new ways 

25Even companies lower down in the value-added chain, such as the Maquiladoras on the 
Mexican border, are having to restructure due to China/Asia pressure.
26See, for example, Helpman et al. (2004) and Melitz and Redding (2012). The underlying idea 
is that only highly productive firms are able to make sufficient profits to cover the large fixed costs 
required for export operations.
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with digitalisation and automation, including via robotics.27 The non-
level playing field competition from Asia has accelerated these natural 
selection pressures on Western companies.

A recent OECD study has attempted to examine what this process 
looks like using micro-data for 11,000 of the largest global companies 
across 21 GICS industrial sectors (excluding Financials and REITs). It 

Firm Produc�vity Level at Weighted Avg. for Period
(for the deciles matching the horiz. axis growth deciles)

Deciles 1 & 2 groups
(nega�ve growth) Deciles 9 & 10 groups

(strong growth)

Avg. of Firm Growth of Produc�vity
0 (for the ranking deciles marked)

(-) (+)
Deciles 3 to 8 groups
(posi�ve moderate growth)

Foreign Sales Weighted Avg. for Period for Deciled Marked
(exported or via foreign subsidiary)

The produc�vity of each firm was measured as its value added, or employee remunera�on plus 
profits (EBITDA), per worker. Then the growth of produc�vity of each firm over the period 2002-2016 was 
calculated and weighted by its share in the value added within its own industry. The firms were 
then ranked into deciles from the weakest (Decile 1 -ve growth) average in the industry through to the strongest 
weighted produc�vity growth Decile 10 (posi�ve) grouping. Then size-weighted firms from each of the 10 
buckets of produc�vity growth from each industry were grouped together—mixing industries—from all the 
worst in class growth grouping through to all the best in class. Both firm and industry size weights are
used to mix the firms from different industries in this way. Each firms produc�vity performance is 
always paired with its total net sales and its foreign sales, measured in billions of dollars.
The intercepts for the triangles are conceptually the averages for all the firms in the respec�ve buckets.

Fig. 1.8 Firm productivity and foreign sales (Source Authors, updated and 
based on their work for the OECD Business and Finance Outlook 2017)

27Unmanned factories are already operational in North America. Amazon is about to launch 
unmanned stores, so that even lower-skilled service sector jobs are at risk. Any activities that can 
be broken up into calculations and/or repetitive activities can be digitalised and linked up across 
the internet and applied to everything in the end: production, innovation and design, inventory 
control and logistics, and driverless road, rail, sea and air transport. Robotics, cloud computing 
and the internet of things (where objects can communicate information about themselves to feed 
into the above processes) are platforms for innovation that are unstoppable in businesses that 
want to survive in the modern competitive world.
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examined their weighted productivity growth rates and ranked them 
into groups of ten (deciles) within their industries. It then collected the 
matching decile groups for each industry to have companies ranked 
from worst (decile 1’s) to best (decile 10’s) in terms of productivity 
growth. The characteristics of each grouping were looked at (their level 
of productivity, wage growth, wage levels, R&D spending and so on).28

The reader is invited to look at the original study, but at a general 
level these firm groupings look something like the conceptual picture 
shown in Fig. 1.8. According to the OECD study, R&D spending is 
always important for driving productivity growth. But as recent trade 
theory suggests, the very best-in-class in terms of productivity growth 
are those companies that develop large foreign markets. The worst 
group is summarised by the triangle on the left. When the names are 
examined, these firms tend to be well-known companies that achieved 
past growth and a high level of productivity in their home market, but 
they have become stuck. Productivity growth is on average negative 
for the group—the level is falling. The largest group of companies by 
numbers is summarised by the smaller triangle in the middle of the dia-
gram. These companies have moderate productivity growth and levels 
and small international markets—often zero. They tend to depend on 
supply chain work from larger companies. The most outstanding group 
is summarised by the large triangle to the right. These companies, often 
well known, have very fast growth and productivity is rising. Their huge 
success in penetrating foreign markets is the key driver (along with 
R&D spending and sometime M&A restructuring).

More and more of these larger global firms are forced to restructure 
(digitalise, use robotics, use supply chain innovation, etc.) to defend 
their domestic sales and try to gain better access to world markets in 
competition with others, via exports or foreign production invest-
ment. Sometimes M&A is a mechanism to do this and, in this respect, 
Chinese firms are spending very large sums in recent years to move 
up the value-added chain, while Western companies have always been 

28See OECD (2017).
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leaders in this area. These issues are taken up and data provided in 
Chapter 9, which looks towards the future. The main point of this part 
of the discussion concerns the way in which emerging market import 
penetration interacts with technology and innovation to keep compa-
nies lean and mean, and that this feeds through into labour markets, 
wages and prices of consumer goods—inflation and monetary policy.

The Impact of Import Penetration and Firm Innovation 
on Western Labour Markets

The positive achievements of Asian industrialisation on such a large 
scale were bound to affect other economies in terms of trade shares 
and impact on the labour market. A paper about the ‘China Shock ’, by 
Autor et al. (2016), provides an empirical tour de force on debunking 
the idea that Chinese import penetration has not cost US jobs. US local 
labour market geographies most exposed to import penetration from 
China were found to be affected in the following ways:

• They suffered the largest falls in manufacturing jobs, which resulted 
in increased unemployment or withdrawal from the labour force (at 
all education levels) rather than reallocation to other firms and sec-
tors. All up 2.4 million jobs are estimated lost, ignoring aggregate 
demand and non-local input–output spillover effects (the inclusion 
of which would make the numbers much larger).

• For below-college-education employees, non-manufacturing jobs 
were also lost within the labour market commuting zone, likely due 
to negative demand spillovers.

• Tracing individual workers over time in longitudinal studies, there 
was very little geographic migration in response to the trade shock.

• Displaced workers move into job churning with fewer years working 
than non-displaced workers, and they remain in the same trade-ex-
posed industry (since their industry-specific human capital is 
destroyed leaving them badly placed). After some 16 years, 43% are 
still ‘churning’ in the same exposed industry.

http://dx.doi.org/10.1007/978-3-319-72676-2_9
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• The authors also reference a number of studies for other countries 
that suggest these effects are not confined to the USA.

This was not supposed to happen. Trade leads to specialisation, for 
example in capital-intensive production in capital-rich countries and 
in labour-intensive activity elsewhere.29 If lower-skilled labour becomes 
less valued in rich countries, there may be transitional disruption. But 
this can be helped along by unemployment insurance and trade-exposed 
adjustment support packages.30 As developing countries urbanise and 
generate saving for investment, productivity should rise in their traded 
goods sectors (e.g. manufacturing), and real wages in that sector will 
also begin to improve. Rising real wages creates demand for the output 
of the low-productivity non-traded sectors causing prices there to rise—
and hence the real exchange rate will appreciate over time. This, in turn, 
should encourage a substitution towards demand for foreign goods.31 
Technology transfer between rich and poor countries will see productiv-
ity continue to rise, so that all countries gain from open trade. The pic-
ture that unfolded over the 2000s was very different from this ‘everyone 
wins ’ view of the world.

The loss of jobs in the West—and the fear of job loss—when com-
bined with cheap imports from China and other emerging market 
economies (EMEs)—meant that global deflation pressure became 
everywhere more pronounced—other than for resources (such as iron 
ore, copper, rare metals, oil) needed for the industrialisation process in 
Asia, whose prices rose during periods of strong demand. This was very 
good for countries like Australia, Canada, Brazil and South Africa. But 
a very different picture emerges for countries with significant manufac-
turing firms competing with China. Rising import penetration together 
with the technology response of advanced companies to rising global 

29The Heckscher-Ohlin and Stolper-Samuelson theorems are well known in undergraduate 
courses.
30See, for example, Box 1 of OECD, ILO, World Bank and WTO (2010).
31The Harrod-Balassa-Samuelson effect: wages will also tend to rise in the non-traded sector in 
order to retain workers, and this is passed on in higher non-traded prices. As this occurs over long 
periods of time, the general price level will rise versus the price of goods overseas.
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competition began to cost jobs in middle-paying occupations. Squeezed 
between import penetration from China and induced corporate restruc-
turing in advanced countries, middle-class workers have suffered a loss 
in living standards.

Figure 1.9 shows the changes in employment shares for high-skilled, 
middle-skilled and low-skilled workers.32 In nearly all countries the 
share of middle-paying jobs has fallen between 2000 and 2015.33 
Relative employment growth has been strongest in the highest paying 
more technologically demanding jobs. The share of lower-skilled jobs 
is rising. Other than for highly skilled workers, deflation pressures are 
present in all countries.
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Fig. 1.9 Hollowing out: Changes in shares of employment by pay category, 
2000–2015 (percent). The chart shows changes in employment shares over 
the years 2000–2015. The data include all persons aged 15–65 who reported 
employment in the sample reference year, excluding those employed by the 
army. Occupations are first assigned by International Standard Classification of 
Occupations (ISCO) categories that are consistent over the whole period. These 
occupations are then grouped into three broad categories by wage levels, as in 
Goos et al. (2014) (Source Data are from the International Labour Organisation 
and US Bureau of Labor Statistics)

32This updates Fig. 11 from Acemoglu and Autor (2011) for the USA, which is also based on the 
Goos et al. (2009) study for Europe. An additional 10 years of data are included.
33While these patterns imply employment income distribution would worsen, it need not worsen 
after tax and transfer payments. This study is concerned with the pressures from globalisation and 
not the redistributive policies that they might improve income distribution.
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Deflation Pressures in Firms Most Affected 
by Globalisation

As global competition has increased, in the form of the cross-border 
activities of (mainly) SOEs from China and the Asian Tigers, firms less 
able to adjust in the face of the un-level playing field are forced into 
structural adjustment. Stagnant or falling productivity puts downward 
pressure on wages per worker. This has put further pressure to drive for 
better processes and efficiencies.

When wages per employee are matched to the same company group-
ings as in Fig. 1.8, the picture that emerges goes some way to explain 
some of the pressures being felt by workers all over the world—which 
has already had a strong impact on political outcomes.34 Those com-
panies in the two worst groupings (usually incumbents with high-pro-
ductivity levels but exhibiting negative productivity growth) have falling 
average wages per capita.35 This group is summarised by the triangle of 
averages (productivity and wage growth per capita and wage levels) in 
the lower left of Fig. 1.10. The largest numbers of companies are rep-
resented by the triangle for the moderate productivity growth groups 
(deciles 3–8). These tend to exhibit moderate average wage levels and 
growth. Finally, the companies in the two best productivity growth 
groups have positive wage increases. However, the level of wages is lower 
than the first grouping and the wage increases still occur at rates lower 
than the firm’s productivity growth. This of course will see profits rising 
at the expense of employee wages in these companies. In all cases, the 
micro-data show that wages do not grow in line with productivity even 
in the best firms and tend to fall faster in negative productivity growth 
firms.36 In short, deflation pressure is evident in the global firm-based 
data.

34Such as: Brexit, the election of the US President, the rise of right wing politics in Europe, and 
referendum outcomes in Switzerland.
35Recall that these companies use employees from countries in multiple national and interna-
tional locations.
36See also Divided We Stand (OECD 2011) which shows that the top decile wages grew faster 
than the bottom decile in all OECD countries from the mid-1980s to the late 2000s.



32     A. Blundell-Wignall et al.

The OECD study points out that these divergences are more extreme 
in some company sectors than others. In particular, there are wider pro-
ductivity and wage growth differences between firms in:

• The large ‘materials ’ sector: this consists of diverse industries such as 
chemicals, fertilisers, industrial gases, construction materials, metal 
(steel), glass containers, paper packaging, aluminium, diversified 
materials, mining, gold, precious metals and minerals, forest prod-
ucts and paper products.

• The large ‘Industrials ’ sector: which consists of capital goods, transpor-
tation, and commercial and professional services.

These industries contain many of the trade—and technology-exposed 
workers, i.e. they include large numbers of the lower-skilled jobs where 
emerging market countries are making progress. They also include 
industries prone to the digitalisation of routine tasks and the use of 
robotics.

(+) Avg. Firm Produc�vity Growth over the Period
(for the growth ranking deciles marked)

Deciles 9 and 10 groups
(strong growth)

Deciles 3 to 8 groups
(posi
ve moderate growth)
0 Avg. Wage Growth Over Period

(-) (+)

Deciles 1 & 2 groups
(nega
ve growth)

See the notes in the box below Figure 1.8.
Wages per capita by firm were gathered in the
same way, matched with the produc
vity
growth ranking of the firms.

Weighted Avg. Wage Level (per capita) (-)
(for deciles corresp. to growth ranking marked)

Fig. 1.10 Company productivity and wage trends in advanced countries (Source 
Based on OECD (2017))
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Summing up the Globalisation Background 
to the Crisis in the USA

The Great Bond Rally

Figure 1.11 shows 115 years of history of the US 10-year government 
bond rate in nominal and real terms and CPI inflation. Prior to globali-
sation in the 2000s, the domestic money supply was thought to be the 
prime cause of inflation, a domestic central-bank-driven phenomenon, 
with a natural rate of unemployment and inflation expectations affected 
by central bank credibility. Globalisation appears to have changed all 
that, because the supply and demand for labour and goods have become 
more global: the workforce of Asia became integrated into global value 
chains. It seems likely that a global Phillips Curve has emerged. The 
effect of these phenomena was not perceived quickly enough by central 
banks, which had come to the consensus view that low inflation must 
be due to their own policy credibility. In some ways, this was a legacy of 
the past and, because of this, central banks kept interest rates too low.

In terms of the above analysis, real and nominal bond yields fell 
due to the interaction of a number of factors all working in the same 
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Fig. 1.11 US Treasury bond yields (Source Maddison, Thomson Reuters, author 
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direction: the savings glut in Asia, deflation pressures, monetary policy 
easing in response to those pressures and unprecedented foreign buying 
of US Treasury securities.

The debate over this issue can be thought about as an ex ante 
prediction:

• In the face of a global supply shock, a too easy monetary policy would 
see low inflation and increased asset price inflation, with investors 
taking advantage of low rates to buy assets.

• If monetary policy had been appropriately tight, with low inflation 
due to central bank credibility, there would also have been low infla-
tion, but asset price inflation should have remained absent.

In the event, the former scenario is the one that unfolded. The yield on 
the US Treasury 10-year bond fell in both nominal and real terms from 
about 2001, well after the Volcker disinflation had settled CPI inflation 
into the 2–5% range. This corresponds with the entry of China into 
WTO, and the start of the above-combined factors. Once the crisis set 
in, inflation took another leg down and risk aversion and the demand 
for safe liquid assets from pension and sovereign wealth funds joined 
currency managing central banks in buying even more US Treasuries.

Some empirical evidence on the factors that drove US bond rates 
is presented in the Appendix to this Chapter. The main effect of short 
rates on bond yields came almost immediately after the crisis began (the 
drop in short rates from over 5 to 0.3% reduced the 10-year rate by 
over 1 percentage point immediately). But the effect of foreign buying 
of Treasuries began much earlier. By January 2007, the effect subtracted 
around 165 basis points from the 10-year bond rate. Subsequently, this 
effect nearly doubled after the crisis, when the Federal Reserve joined 
into the buying, and purchases reached the maximum amounts shown 
in Fig. 1.7.37

37This variable is correlated with excess saving reflected in the current account surplus: since cur-
rent accounts have to be financed, and official lending through reserves accumulation was the 
principle channel for this.
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The Great House Price Rally

US house prices played a critical role in the US subprime crisis. The 
outcomes for this asset class (due to many of the issues discussed ear-
lier) are shown (by region) in Fig. 1.12. By boosting house prices, very 
low-interest rates contributed to the leverage and financial fragility 
problems that followed. From 2000 to the start of 2007, house prices 
in the Pacific region rose by 128%. From the crisis trough to the early 
2018 average prices rose around 46% for the whole of the USA.

It should not be forgotten too that house prices likely contributed 
to the lack of adjustment in labour markets in the face of import pen-
etration. People like to own their homes, and moving between regions 
requires workers to sell their homes and buy new ones in the places 
where the jobs are available. Trade-exposed workers sit in localities 
often found in: the East-North-Central (Michigan, Ohio, etc.); East-
South-Central (e.g. Alabama, Kentucky and Tennessee); and West-
North-Central (e.g. Iowa, Kansas, Missouri). Jobs may be available in 
California, but monetary policy has failed to boost house prices to the 
same extent as it did for the Pacific region because of the poor underly-
ing supply and demand conditions. Workers wanting to own their own 
home don’t want to move.
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If unemployment fails to adjust to easy policy in the regions where it 
is most needed, this creates the incentive to keep monetary policy rates 
lower for longer. Leverage builds up further, and people on low incomes 
are induced to take on loans that they won’t be able to afford at higher 
rates. These loans are analysed in the next few chapters and tie in with 
all of the other complex factors that played critical roles in the crisis—
financial innovation, securitisation, derivatives, the measures taken for 
dealing with the crisis and the attempts at negotiating with banks for 
reform.

Appendix to Chapter 1: Modelling the Effect 
of Foreign Buying on US Bond Yields

Table 1.1 shows the Engle-Granger co-integration and error-correction 
model estimates for the 10-year US Treasury bond rate, where CPI is 
the consumer price index, LIBOR is the US 3-month rate and Treasury 
securities holdings by foreigners and by the US Federal Reserve are 
expressed as a per cent of GDP.38

According to this model, the contributions to the overall fall in the 
US bond yield are:

• The move up in foreign and Federal Reserve holdings of US 
Treasuries as a percentage of GDP. This was 15.4% in January 2002 
(worth 125 basis points off the yield) and rose to 21.2% (165 basis 
points off the 10-year rate), by January 2007. This variable peaked 
most recently at over 40% (worth a full 3 percentage points off the 
yield).

• Libor just prior to the crisis was just over 5% and fell to around 
0.3%. This would account for a 1.1 percentage point fall in the 
10-year bond rate.

• The fall in inflation, from around 4% to just less than 2% over this 
period, on average, subtracted around 50 basis points from bond 
yields over the period.

38See Blundell-Wignall and Roulet (2014), and references therein.



1 Globalisation Sets the Background to the Crisis     37

References

Acemoglu, D., & Autor, D. H. (2011). “Skills, Tasks and Technologies: 
Implications for Employment and Earnings”, Handbook of Labor Economics, 
4b, 1043–1171.

Allison, G. (2015, September). The Thucydides Trap. The Atlantic.

Table 1.1 US 10-year bond model

Source Datastream, Authors. Phillips−Perron (PP) unit root test is employed, 
which corrects, in a nonparametric way, any possible presence of autocorrelation 
in the standard ADF test. Tests are showing that all variables are non-stationary 
series at levels but stationary series at first differences. The significant error-cor-
rection result establishes the presence of a co-integrating relationship between 
the bond rate and the explanatory variables, and the lag structure demonstrates 
causality. It suggests a 7-month lag for the full effects to work through from a 
change in the co-integrating variables to the observed 10-year bond rate
*** indicate significance at the 1% level
** indicate significance at the 5% level
* indicate significance at the 10% level

Cointegration equation (1) Equation (1) Equations (2)
(2000–2016 monthly) (2000–2016 monthly)

CPI Inflation, Monthly % Change 0.230** [-1.98] –
3-month LIBOR 0.226*** [10.42] –
Foreign Holdings of US Treasury 

Securities %GDP
−0.078*** [-16.87] –

Error correction equation (2)

Lagged residual – -0.107*** [-3.70]
Change in CPI variable – 0.013 [0.25]
Change in LIBOR from  

3 months ago
– 0.136** [2.11]

Change in foreign treasury  
holdings %GDP

– −0.003 [-0.08]

Constant 0.049*** [33.12] -0.001 [−0.72]
Test statistics

F-Statistic 441.08 3.36
Probability (F-Statistic) 0 0.01
Durbin Watson 0.24 1.6
Wald F-Statistic 430.59 5.1
Total Observations 214 214



38     A. Blundell-Wignall et al.

Autor, D. H., Dorn, D., & Henderson, G. H. (2016). The China Shock: 
Learning from Labour Market Adjustment to Large Changes in Trade (NBER 
Working Paper No. 21906). National Bureau of Economic Research.

Bakker, A. F. P. (1996). The Liberalization of Capital Movements in Europe. 
Dordrecht and Boston: Kluwer Academic.

Berka, M., Devereux, M. B., & Engel, C. (2014, September). Real Exchange 
Rates and Sectoral Productivity in the Eurozone (NBER Working Paper No. 
20510). National Bureau of Economic Research.

Bernanke, B. (2005). The Global Saving Glut and the U.S. Current Account 
Deficit. Federal Reserve Board. Homer Jones Lecture.

Blundell-Wignall, A., & Roulet, C. (2014). Problems in the International 
Financial System. OECD Journal, Financial Trends, 2014(2).

Blundell-Wignall, A., Atkinson, P. E., & Roulet, C. (2013). Integration Versus 
Interdependence and Complexity in Global Trade and Finance in the Post-
war Period. In Morten & Gnan (Eds.), 50 Years of Money and Finance: 
Lessons and Challenges. SUERF 50th Anniversary Volume. Larcier.

Cai, F., Park, A., & Yao, Z. (2008). The Chinese Labour Market in the 
Reform Era. In L. Brandt & T. Rawski (Eds.), China’s Great Economic 
Transformation. Cambridge: Cambridge University Press.

Corsetti, G. P., Pesenti, P., & Roubini, N. (1998). What Caused the Asian 
Currency and Financial Crisis: The Policy Debate (NBER Working Paper No. 
w6834). National Bureau of Economic Research.

Dooley, M., & Isard, P. (1980, April). Capital Controls, Political Risk, and 
Deviations from Interest-Rate Parity. Journal of Political Economy, 88(2), 
370–384. University of Chicago Press.

Eichengreen, B. (1999). Towards a New International Financial Architecture: A 
Practical Post-Asia Agenda. Washington: Institute for International Economics.

Feldstein, M., & Horioka, C. (1980, June). Domestic Savings and 
International Capital Flows. The Economic Journal, 90(358), 314–329.

Fukao, M. (1990, September). The Liberalization of Japanese Exchange 
Controls and Structural Changes in the Balance of Payments. The Bank of 
Japan Monetary and Economic Studies, 8(2), 101–165. Tokyo.

Fukuyama, F. (1989). The End of History. National Interest, Summer.
Goos, M., Manning, A., & Soloman, A. (2009). Job Polarization in Europe. 

American Economic Review: Papers & Proceedings, 99(2).
Goos, M., Manning, A., & Soloman, A. (2014). Explaining Job Polarisation: 

Routine Biased Technological Change and Offshoring. American Economic 
Review, 104(8), 2509–2526.

Helpman, E., Melitz, M. J., & Yeaple, S. R. (2004). Export Versus FDI with 
Heterogeneous Firms. American Economic Review, 94(1), 300–316.



1 Globalisation Sets the Background to the Crisis     39

Johnson, C. (1982). MITI and the Japanese Miracle: The Growth of Industrial 
Policy, 1925–1975. Stanford, CA: Stanford University Press.

Liu, L. (2005, March). Bidding Farewell to This Year’s Laid off Workers. China 
News Weekly, Vol. 220.

Ma, G., Roberts, I., & Kelly, G. (2016). A Rebalancing Chinese Economy: 
Challenges and International Implications. In Structural Change in China: 
Implications for Australia and the World. Reserve Bank of Australia.

Ma, G., & Wang, Y. (2010, June). China’s High Saving Rate: Myth and Reality 
(BIS Working Paper No. 312). Bank for International Settlements.

McKinnon, R. I. (1973). Money and Capital in Economic Development. 
Washington, DC: Brookings Institution.

Melitz, M. J., & Redding, S. J. (2012). Heterogeneous Firms and Trade (NBER 
Working Paper No. 18652). National Bureau of Economic Research.

OECD. (2002). Forty Years’ Experience with the OECD Codes of Liberalisation 
of Capital Movements. Paris: OECD.

OECD. (2011). Divided we Stand: Why Inequality Keeps Rising. Paris: OECD.
OECD. (2015). Business and Finance Outlook. Paris: OECD.
OECD. (2017). Business and Finance Outlook. Paris: OECD.
Radelet, S., & Sachs, J. (1998). The East Asian Financial Crisis: Diagnosis, 

Remedies, Prospects. Brookings Papers on Economic Activity, 1, 1–90.
Rodrik, D. (2008). The Real Exchange Rate and Economic Growth. Brookings 

Papers on Economic Activity, 39(2) (Fall), 365–439.
Stiglitz, J., & Yusuf, S. (2001). Rethinking the East Asian Miracle. New York: 

Oxford University Press.
Tica, J., & Druzic, I. (2006). The Harrod-Balassa-Samuelson Effect: A Survey of 

Empirical Evidence (Working Paper Series No. 06-07). University of Zagreb.
United States Department of the Treasury. (2016, October). Foreign Exchange 

Policies of Major Trading Partners of the United States. Semi-Annual Report to 
Congress.

Williamson, J. (2004, September 24–25). A Short History of the Washington 
Consensus. Paper Commissioned by Fundación CIDOB for a Conference 
“From the Washington Consensus Towards a New Global Governance.” 
Barcelona.

Wyplosz, C. (2001). Exchange Rate Regimes: Some Lessons from Postwar Europe 
(CEPR Discussion Paper No. 2723). Centre for Economic Policy Research.



41

Introduction to Financial Deregulation 
and Innovation

At the same time that industrialisation and trade were taking off in Asia, 
with implications for global saving and investment and for pressures on 
living standards, financial deregulation and innovation were proceeding 
at a rapid pace in the west. These structural trends were on a collision 
course.

The Great Depression and wartime controls that followed led to 
extensive widespread regulation of the financial system, involving 
restrictions on international capital movements, interest-rate ceilings 
and various types of quantitative controls. In the USA, these included 
Regulation Q interest ceilings, federal insurance for bank deposits and, 
importantly, the Glass-Steagall Act that separated deposit-insured bank-
ing from securities-broking and insurance businesses. Europe never had 
this separation, and its universal banks have always mixed commercial, 
retail and investment banking. Major regulations on interest rates, cap-
ital controls and links between fiscal budgets and central bank funding 
began to be removed in the early 1980s. Bank capital adequacy rules 
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were generally absent, and leverage was considered to be an indicator of 
risk rather than a minimum required ratio. The soundness of bank bal-
ance sheets relied more on informal bank supervision.

Much of this structure was intended to allow macroeconomic policies 
more supportive of employment without generating financial instability 
or pressures that could threaten the Bretton Woods par value system, 
which was designed to permit the progressive opening of the interna-
tional trading system. Lack of international adjustment mechanisms 
and inflationary biases created tensions, such as those described in 
Box 1.2 in the previous chapter, with which the system could not cope 
and the par value system collapsed in the early 1970s. Soon afterwards, 
regulations on international capital movements began to be relaxed or 
abolished, and by the early 1980s, this applied to major controls on 
interest rates, bank lending and links between budget financing and 
central banking.

Bank failures and the savings and loan crisis turned regulatory atten-
tion in the USA during the 1980s to bank solvency. From 1981, the 
Fed and the Office of the Comptroller of the Currency announced a 
minimum 6% capital ratio versus total assets for community banks and 
5% ratio for larger deposit-taking institutions. The FDIC announced a 
similar rule. At the international level, two sets of issues concentrated 
regulators’ attention:

• The emerging market debt crisis, especially in Latin America 
(recounted in Chapter 1) was threatening the balance sheets of large 
internationally active banks in advanced countries, especially the 
USA; and

• The relentless rise of the Japanese yen after 1984 steadily strength-
ened the capital base of Japanese banks and encouraged aggressive 
competition which banks in other countries found difficult to resist.

By the late 1980s, the Basel Committee of Banking Supervisors (BCBS) 
had become the de facto global bank regulator and, after much consul-
tation with banks, the Basel I Accord was announced (implemented in 
1992). This imposed a simple risk-weighted capital rule. The concept, 
much loved by the banks, was that instead of holding capital against 

http://dx.doi.org/10.1007/978-3-319-72676-2_1
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possible losses to the total balance sheet from wherever they might 
come, it would all be done the other way around. Regulators would 
know which assets were risky and which were not, so they could apply 
fixed weights—large for risky assets and smaller for less-risky ones. The 
added up risk-weighted assets’ total was to be the base for a minimum 
capital ratio of 8%. The experience of Basel I revealed a number of flaws 
(see below), and this led to a process to replace it with what proved to 
be an even more flawed framework in Basel II.

The 1933 Glass-Steagall Act reflected the judgement that the mixing 
of more risky business models with traditional deposit banking was a 
significant contributor to the Great Depression. Citigroup led the lob-
bying to remove restrictions on these activities in 1999, and this was 
one of the key steps towards the 2007–08 crisis. In the preceding 50 
years, major banking crises had been avoided. The repeal of Glass-
Steagall in 1999, the agreement for Basel II to replace the flawed Basel 
I in 2004 and SEC rule changes in the same year that removed effective 
leverage constraints on broker-dealer activities together were to cause 
leverage and asset prices to explode upwards. In just a few years, the 
world was to be thrown into the greatest financial crisis since the Great 
Depression.

The problem with regulators, after consulting with banks, defining 
what is ‘risky’ in order to set risk weights is that there are too many 
moving parts: not least financial innovation to find new ways to game 
the regulatory rules and to take advantage of taxation structures to 
benefit clients and to generate fees and profit. What is ‘risky’ becomes 
dynamic, depending on what banks do in response to how rules are set. 
By studying the mistakes made in the lead up to the 2007–08 crisis, 
better insights can be obtained as to the sorts of regulations that might 
work.

This chapter sets out the capital and other rules changes in the first 
half of the 2000s that proved conducive to leverage, and outlines the 
endogenous financial innovations and instruments that enabled banks 
to expand leverage despite attempts to improve the regulatory system—
undermining the latter completely. One cannot hope to understand 
the crisis without investing a little time into these basic components 
that conditioned what happened. Subsequent chapters then provide 
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empirical evidence about the causes of the crisis and what sort of regula-
tory framework is essential.

Too often everyone has a view, and regulatory policy proceeds based 
on national interests and objectives other than the stability of the finan-
cial system—regulatory capture and what most benefits the ‘national 
champions ’ plays an important role. After a crisis, policy proceeds  
without the benefit of empirical evidence—by necessity of the urgent 
situation—making the process ad hoc and more subject to pressures 
from vested interests. But with time more evidence has become avail-
able, and this should be looked at with the aim of getting better bank 
business models and regulatory structures.

The Basel Accords I and II

Capital regulations under Basel I came into effect in December 1992 
(after their development via consultations between members and with 
the banks since 1988). The aims were: first, to require banks to main-
tain enough capital to absorb losses without causing systemic problems; 
and second, to level the playing field internationally (to avoid competi-
tiveness conflicts, especially by restraining Japanese banks).

The Basel Accords define Tier 1 capital, which is in principle of higher 
quality—and hence of best use in a crisis. In the view of the present 
authors, this should be equal to equity capital less goodwill and a few 
other deductions. Tier 2 capital is of lesser quality (certain subordinated 
debt, etc.) and was negotiated in the Committee because some coun-
tries had more lax definitions of capital than others, and they didn’t want 
hardships imposed on their own banks.1 A minimum ratio of 4% was 
required for Tier 1 capital versus risk-weighted assets (RWA), and 8% 
for Tier 1 and Tier 2 capital together. The Basel I risk weights for differ-
ent loans are shown on the left side of Table 2.1. The securities listed on 
the far left are multiplied by the weights, and the total is added up.

1See Tarullo (2008). This kind of favouring of one’s own banks in a ‘competitiveness’ sense, 
instead of consistent cross-country rules for stability, continues to this very day.
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Experience showed, however, that banks had an incentive to pool 
the more risky loans, turn them into securities, and sell them off the 
balance sheet while retaining low-risk assets that didn’t need much  
capital—a process of disintermediation that amounted to regulatory 
arbitrage. For example, consumer loans and commercial real estate 
with a 100% weight could be pooled, turned into securities (securitisa-
tion) and sold off. In this way, banks quickly accumulated capital well 
in excess of the regulatory minimum: i.e. the rule had no constraining 
impact on bank risk-taking, and leverage could be increased for the 
lower risk-weighted assets banks chose to retain.2 For these reasons, the 
regulators decided to propose a new accord, and again in consultation 
with the banks.

The ‘revised framework ’ known as Basel II was released in June 2004. 
It was built around three ‘Pillars’:

• Rules to define capital and minimum requirements to buffer unex-
pected losses;

• Supervision; and
• Market discipline.

Pillar 1 required banks to hold a minimum of 8% of capital (Tier 1 
and 2) versus RWA. Total RWA are based on a complex system of risk 
weighting that was simple under Basel I but became much more com-
plex under Basel II. The weights are applied to all bank assets to calcu-
late the ‘credit’ risk component. ‘Market’ (MR) and ‘operational’ risk 
(OR) are calculated separately and then added:

where w(i ) is the risk weight for asset i; and A(i ) is asset i; OR and MR 
are directly measured exposures and grossed up by 12.5 (to make it 

(2.1)RWA = {12.5(OR+MR)+ 1.06 ∗ SUM[w(i)A(i)]}

2Bank always want to increase leverage for profitability. A 1% spread on a $100 loan with $100 
of equity gives rise to a 1% return on equity. Levered up 30 times gives a 30% return on equity. 
With fees for securitisation on top of this, the return on equity can be very large indeed. If banks 
are implicitly guaranteed by governments, perfect moneymaking machines are created—private 
gains for shareholders in the good times, and socialised losses if greed risks taking the bank down.
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equivalent to an asset level to which the 8% ratio can apply), and credit 
risk is the sum of the various asset classes, each weighted by its appro-
priate risk weight.3 Basel II was scheduled to begin in January 2008.

Banks were to be able to choose between: first, a simplified approach 
(for smaller institutions without the capacity to model their busi-
nesses in risk terms) by using the fixed weights shown in column two 
of Table 2.1; second, a ‘standardized’ approach based on external ratings 
(shown in the columns three and four in Table 2.1); and third, an inter-
nal ratings-based (IRB) approach for sophisticated banks, driven by their 
own value-at-risk (VaR) models (see the far right side of Table 2.1). The 
IRB approach required banks to specify the probability of default (PD) 
for each individual credit, its loss-given-default (LGD), and the expected 
exposure at default (EAD). To do this requires highly complex model-
ling and aggregation. These in turn offer banks with the necessary exper-
tise the possibility of deriving lower weights on the basis that these are 
more risk-sensitive than the weights defined by the Basel Committee. 
This approach required the approval of the bank’s supervisor.

The simplified system and the external rating-based approach 
retained the basic features of Basel I. It is striking (with the hindsight of 
the financial crisis) that all these approaches show the Basel Committee 
cutting the risk weight on mortgages by some 15 percentage points 
(from 50 to 35%), and by much more if the bank could use the IRB 
approach (by between 60 and 70%). The weight for lending between 
banks was only 20% under Basel 1, and this was kept the same under 
the simplified Basel II and for most categories above ‘junk’ in the exter-
nal ratings approach. For banks using their own models, the indicative 
average cut was in the range of 20–30% below Basel I.

It is somewhat surprising that the regulators allowed large sophisticated 
banks to run their own internal models to define the riskiness of their 
assets for regulatory purposes. With a little creativity, banks would be able 
to hold as little capital as they liked—so needless to say it was strongly 

3At the time, a scaling factor was applied to this latter term, estimated to be 1.06 on the basis of 
Quantitative Impact Studies (QIS), in order to preserve previous minimum capital over a transi-
tion period.
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supported by them. There are in fact many problems with the Basel 
Accord framework, and these are set out for reference in Appendix to 
Chapter 2. It was left to Pillars 2 and 3 to ensure that any problems with 
Pillar 1 would be dealt with in a timely way (see Table 2.1).

The issues of regulatory arbitrage and problems with the Basel system 
will be returned to later in this chapter, after first introducing the finan-
cial innovations that were going on at the same time.

Financial Innovations: Securitisation 
and Derivatives

The regulatory system in the 60 years prior to the crisis provided a con-
text for extensive trade liberalisation within Europe and globally under 
successive GATT rounds, a huge expansion of world trade and a grow-
ing world economy without repeating the banking crises of the 1930s. 
All this would come to an end by 2007. The innovations known as 
securitisation and derivatives eventually interacted with badly designed 
capital adequacy regulation and resulted in the world’s greatest financial 
crisis since the Great Depression.

Support for Housing in the USA

The earliest roots of the crisis can be traced back to New Deal support 
given to the collapsing housing sector at the bottom of the Depression 
and never really withdrawn. The Home Owners Loan Act (1933), the 
National Housing Act (1934) and its amendment in 1938 created 
various financial vehicles to slow the wave of foreclosures. These vehi-
cles offered government support for the mortgage market by provid-
ing liquidity and guarantees to banks offering mortgages. These efforts 
were generally successful, and two of the financial vehicles, the Federal 
Housing Administration (FHA) and the Federal National Mortgage 
Corporation (FNMC), continued to operate during the post-war boom 
that followed the Depression and the War. Favourable tax treatment, 
notably deductibility of interest payments, and interest-rate regulation 
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that channelled funds to specialised housing finance providers (sav-
ings and loans, known as S&Ls or ‘thrifts’) reinforced the policy bias in 
favour of homeownership.

In 1965, the FHA was folded into the newly created Department 
of Housing and Urban Development, and, in 1968, the FNMC was 
split into two financial enterprises. One (‘Ginnie Mae’) bought gov-
ernment-guaranteed loans and remained part of the government. The 
other (‘Fannie Mae’) was a more ambiguous creature which could also 
buy ordinary (i.e. not guaranteed) mortgages under a social mandate 
from Congress to provide support for low- and middle-income hous-
ing. Fannie Mae was structured as a quoted company. Around the 
same time, Congress created a competitor for Fannie Mae, the Federal 
Home Loan Mortgage Corporation (‘Freddie Mac’). This was owned 
by S&Ls until it also became a quoted company in 1989. Fannie and 
Freddie’s Congressional origins together with their social mandates led 
them to be known as ‘government-sponsored enterprises’ (GSEs) that 
were widely perceived to have an implicit guarantee, notwithstanding 
that they were private quoted companies. This implicit guarantee would 
eventually play an important role in the 2007–08 crisis.

As long as the macroeconomic environment was stable, this frame-
work supported robust residential construction and a strong expansion 
of homeownership throughout the middle and working classes. S&Ls 
provided low-risk long-term (typically 30 years) fixed-rate mortgages 
to homebuyers who provided 20% down payments while NHA and 
FNMC and its successors provided liquidity. As reported by Michael 
Lewis,4 outstanding mortgages rose from $55bn in 1950 to $1200bn in 
1980, exceeding all US stock markets combined in size.

4This account of the emergence of the securitised mortgage industry draws heavily from Michael 
Lewis (1989). Other sources are Bethany McLean and Joe Nocera (2011) and Barry Ritholtz, 
with Aaron Task (2009).
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Packaging Mortgages

In 1970, Ginnie Mae decided to enhance its liquidity by pooling some 
of its mortgages, packaging them as bonds and selling them. Freddie 
Mac soon followed. A major problem with this approach is that US 
borrowers can repay mortgages ahead of time with no penalty. This 
insulates a fixed-rate mortgage from any rises in market rates but allows 
it to be refinanced at a lower rate if market conditions permit. In effect, 
a call option for the borrower is incorporated in the mortgage contract 
which is likely to be exercised if market rates fall. So the holder of mort-
gages, or any security containing them, has no idea what maturity his 
or her investment has. This is unattractive to an investor, and securi-
tised mortgage bonds were not very successful during the 1970s. But 
two major forces emerged which, as Lewis recounts brilliantly in Liar’s 
Poker, led to change.

One was the steady movement of economic activity and popula-
tion in the USA towards the south and west and away from the north-
east and heavy industrial region around the Great Lakes. This created 
a regional imbalance in the overall funding of home building since 
financing demands were high in the south and west, where most of 
the building took place, but the flow of deposits to the S&Ls in these 
regions was more limited. S&Ls, as secondary institutions, did not 
enjoy good access to the interbank market, which in any case deals in 
very short-term instruments, so equilibrating flows did not relieve this 
imbalance.

This appeared to offer an opportunity to a money trader in the US 
Treasury bonds department at Salomon Brothers, named Bob Dall, 
who occasionally also traded Ginnie Mae securities. Salomon Brothers 
could buy mortgages in the south, relieving the funds shortage at local 
S&Ls, package them as securities and sell them to S&Ls with an excess 
of deposits and limited investment outlets in the north and mid-west. 
This would effectively transfer surplus funds in the north and mid-west 
to the south where they were needed. Based on this idea, Dall per-
suaded Salomon’s executive committee in mid-1978 to separate trading 
in Ginnie Maes from the US Treasury bonds department and to transfer 
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it to a newly created mortgage department. He appointed 30-year-old 
Lewis Ranieri, an aggressive young bond dealer, to run it. As the depart-
ment grew so did Ranieri’s authority and Dall was squeezed out of the 
picture.

The second force was the loss of monetary discipline which led to 
the collapse of the Bretton Woods system and high and variable infla-
tion during the 1970s. Soon after Ranieri took control of the mort-
gage department, US inflation rose above 10% and money market rates 
followed, varying between 10 and 20% for most of the next three to 
four years as the Volcker Fed got serious about bringing inflation down 
below 5%. While S&Ls enjoyed a regulatory advantage vis-à-vis com-
mercial banks in attracting funds, deposit rates were capped below 6%. 
This was far below market rates.

The result was severe problems at all deposit-taking institutions in 
attracting and retaining deposits. Money drained into market instru-
ments, notably money market mutual funds which were available in 
small amounts to retail investors. Inevitably, Congress moved to deregu-
late interest rates on deposits,5 which could now rise to competitive lev-
els so S&Ls could retain their funding. But with market rates far higher 
than they had been historically, this put them in the position of funding 
old fixed-rate mortgages earning between 5 and 10% with deposits cost-
ing in the 15 to 20% range. As a practical matter, nearly the whole sec-
tor was effectively bankrupt.

In this environment, there was little activity in the securitised mort-
gage sector. With the yield curve typically inverted during this period, 
even new mortgages yielded too little to cover their carrying costs. So 
S&Ls stopped originating new mortgages, which meant no raw mate-
rial to securitise. At the same time, losses on carrying historical mort-
gages acquired when interest rates were much lower were consuming 
S&Ls’ capital so buyers were scarce. Most mortgage departments on 
Wall Street closed. Only Lewis Ranieri’s operation at Salomon Brothers 
expanded.

5The Depository Institutions Deregulation and Monetary Control Act of 1980.
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Trading Mortgages Take off

On 30 September 1981, Congress came up with a solution to the 
S&Ls’ problems. In effect, it allowed S&Ls to exchange similar or iden-
tical mortgages, record losses by booking their disposals at prices far 
below par, i.e. their acquisition price, and then recover back taxes for 
up to 10 years.6 The prospect of recapitalising created by the tax break 
transformed the market overnight as S&Ls raced to churn their mort-
gage portfolios. Virtually, all spontaneous activity involved selling, as 
this was necessary to claim the tax break, and Ranieri’s department was 
the only buyer. Salomon Brothers could not suddenly just add hundreds 
of billions in bad mortgages to its balance sheet, but it could act as a 
market maker by insisting that sellers replace their old mortgages with 
essentially identical mortgages provided by Salomon Brothers. Ranieri’s 
department extracted large spreads on these deals but so long as the tax 
break was worth more to the S&Ls than the cash loss from the deal 
with Ranieri, the S&Ls agreed to terms. In 1982, his department made 
$150m, a very large sum in those days, and this is believed to have risen 
significantly during the following few years.

At the start, this flood of activity involved trading whole loans, i.e. 
individual mortgages. Salomon Brothers thus owned and sold large 
numbers of loans on property whose quality it was in no position to 
monitor. Administrative costs were high. This was an odd role for an 
investment bank whose business was trading in securities, especially 
given the poor reputation of the S&Ls that had originated the loans. All 
this made Salomon Brothers’ management uneasy. In addition, the tax 
break which generated all this activity encouraged sellers but not buyers. 
Salomon Brothers sought ways to package the loans into securities that 
would appeal to a wider range of investors. This would have two major 
advantages: first, securitisation fees would become an important source 
of revenue; and second, the underlying assets would be off Salomon 
Brothers’ balance sheet, conserving capital and providing a means of cir-
cumventing eventual rules on capital adequacy.

6Lewis reports that S&Ls were selling mortgages at 65 cents on the dollar around this time.
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Securitisation Follows

Mortgage securities created during the 1970s and early 1980s, i.e. when 
Ranieri was establishing his operations, were simple pools of individ-
ual mortgages. The pools were divided into shares, eventually known as 
‘tranches’, and the pools’ cash flows were passed pro rata to the owners 
of the various tranches. They were structured as ‘Grantor Trusts’, which 
for tax purposes operated like a partnership. This structure, however, has 
important limitations.

One limitation of the Grantor Trust structure is that the cash flows 
from a mortgage pool are a mix of principal and interest which are 
passed through to investors. Principal receipts must be reinvested, and 
tax implications vary across different classes of investors (i.e. tax-exempt 
investors, financial businesses and individuals). Uncertainty about pre-
payments exacerbates this problem since the cash flows are unpredict-
able. Another limitation is that since the underlying securities entail 
risk, and will normally involve some defaults, the pools must include a 
‘residual interest’, essentially an equity component. A third issue is that 
most underlying mortgages have a 30-year term at a fixed rate making 
the securities unattractive for many investors who prefer shorter matur-
ities. Finally, unless the credit quality of the underlying mortgages can 
be made transparent, the riskiness of the securitised pool is difficult to 
assess.

The ‘Waterfall’

In 1983, Ranieri’s team, working with Larry Fink7 at First Boston, 
tried to deal with these issues in a security package created for Freddie 
Mac. They allowed the tranches to be differentiated, essentially creating 
multiple classes of securities in a ‘Collateralized Mortgage Obligation 
(CMO)’. Instead of passing the cash flows through to owners or 
tranches on a pro rata basis, the CMO ordered the tranches in terms 

7Later co-founder and CEO of Blackrock.
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of seniority and passed all cash flows to the most senior tranche until it 
was fully paid before moving on to the tranche next-in-line. Thus, no 
tranche received any money until all tranches senior to it had been fully 
serviced. This served to create a hierarchy of certainty about the cash 
flows and the creditworthiness of the various tranches. The most sen-
ior tranches would be fully serviced in almost any circumstances while 
the tranches last in line were unlikely to receive anything unless, very 
fortuitously, none of the underlying securities defaulted. In each time 
period, the cash flows would service some number of tranches fully and 
partially service a single tranche when the money ran out while leav-
ing nothing for the remainder. When the money would run out in each 
period could not be known ahead of time. In all likelihood, the tranche 
first affected as the money ran out would move over time as the number 
of cumulative defaults in the pool rose.

The practical result was that the tranches could be loosely divided 
into three groups: first, a ‘super senior’ class of high instruments with 
predictable cash flows that could be marketed as a fixed instrument; sec-
ond, a ‘mezzanine’ class covering the uncertain range of tranches where 
cash flows could be expected to run out; and third, a residual ‘equity’ 
class which would be first in line to absorb all losses on defaults by the 
underlying mortgages.

This structure had several favourable features. First, the most sen-
ior tranches could obtain high ratings from the rating agencies and be 
sold to a wide range of investors as high-quality fixed interest instru-
ments. Second, investors in the most senior tranches would be isolated 
from the uncertainties arising from early repayments and defaults, 
which could be shifted to the lowest tranches. Third, maturities of 
these tranches could be fixed at shorter terms than those of the under-
lying mortgages, concentrating long-term interest-rate risk in the lower 
tranches. Fourth, tranches could be packaged into different types of 
securities that catered to different investor preferences, e.g. by splitting 
payments into interest-only and principal-only bonds. Such a structure 
allowed a large share of the package to be marketed to a wide range of 
investors paying interest rates that reflected the quality of the security 
and its repayment terms. If the residual (equity) interest is not market-
able, it remains on the balance sheet of the investment bank doing the 
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securitising. While high risk, because this is where most of the risk of 
the entire pool has been concentrated by design, it is not guaranteed 
to lose money, and if underlying mortgages perform better than antici-
pated when the loans were extended, it could prove to be lucrative.

The Mortgage Conduit (REMIC) and Structured 
Investment Vehicles (SIVs)

This CMO structure raised tax issues which resulted in a subsequent 
problem when Sears Mortgage Securities (SMS 1984-1) transaction 
was challenged by IRS on a regulatory basis. It was denied status as a 
Grantor Trust. IRS considered that there were two problems:

• Treating different tranches differently typically involves deferral of 
income that IRS considers unacceptable.

• An investor no longer holds a simple direct share in the trust, whose 
income can be passed through, since the ownership structure varies 
over time as principal repayments are allocated according to priority 
and not pro rata to owners.

The only solution to this, if the advantages of differentiating tranches 
were to be preserved, was new legislation that authorised a clear struc-
ture that would avoid double taxation of cash flows, i.e. at both entity 
and investor levels. Ranieri made common cause with Fannie Mae 
(David Maxwell), which recognised the potential advantages of secu-
ritising mortgages, and together they invested considerable time and 
energy lobbying Congress about the issue.

Ultimately, they were successful. The 1986 Tax Reform Act included 
the authorisation of the ‘Real Estate Mortgage Investment Conduit’ 
(REMIC). This accommodated multiple classes of ownership, i.e. dif-
ferentiated tranches, while remaining exempt from taxation at the entity 
level, like a partnership. The REMIC structure shifts the basis for taxa-
tion from the principal and interest received by the REMIC to the form 
in which it is paid to investors. Notably, this can involve conversion 
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of interest to principal, creating tax benefits which tend to be higher, 
the lower the quality of the underlying mortgages. A REMIC structure 
must also contain a residual interest, i.e. equity tranches, which passes 
the entity’s profit or losses to its holder.

The REMIC structure greatly enlarged the potential market for secu-
ritised mortgages. But limitations remained. The underlying securities 
were confined to mortgages and their underwriting standards largely 
conformed to Fannie Mae and Freddie Mac’s fairly high standards, 
given their central role in the market as middle-men between borrow-
ers and the capital market. Over time, the development of Structured 
Investment Vehicles (SIVs) in tax havens provided a way around these 
limitations. It enlarged the potential market further by facilitating secu-
ritisation of non-conforming, i.e. larger or lower-quality mortgages and 
other types of credit (i.e. a collateralised ‘debt’ obligation, or CDO) 
within a corporate vehicle. Since the tax havens had no corporation tax, 
this replicated the tax advantages of a REMIC for a wider class of secu-
rities. Over time, as the share of securitised mortgages in private pools 
rose relative to federal pools packaged for Fannie and Freddie, more and 
more SIVs containing mortgages would be established in tax havens, 
notably the Cayman Islands (in Fig. 3.1 in the next chapter, these 
would be included in the private mortgage securities shown there).

The essence of the securitisation process is set out in Fig. 2.1. Banks 
make loans in the traditional way, but instead of keeping them all on 
the balance sheet they sell them for a fee to investors in the form of 
securities. This avoids any need for capital backing, due to either reg-
ulation or market discipline, and adds to profits notwithstanding low 
interest rates. The pooled loans pay interest which in turn pays the 
return on the securities. An investment bank might design the prod-
uct and arrange custody and administrative servicing—ensuring the 
interest from the loans finds its way to the securities. The entity issu-
ing the securitised product could be a SIV set up by the bank, or taken 
up by a government-sponsored agency like Fannie Mae and Freddie 
Mac. Credit ratings would be sought for the various tranches—senior 
tranches receiving AAA, AA, A ratings, etc., mezzanine tranches having 
higher risk (in the ‘B’ grades) while an equity tranche would absorb the 

http://dx.doi.org/10.1007/978-3-319-72676-2_3
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first loss in the event of defaults. This would protect the senior and mez-
zanine tranches.

Insurance for the underlying bonds and loans could be used to get 
better credit ratings. The bank may or may not have connections with 
the SIV. It might own some of it, or have a repurchase arrangement 
with the SIV, requiring the bank to buy back the securities under cer-
tain specified conditions.

Fig. 2.1 CDO securitisation (Source Authors)
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Teaser Rates and On-Selling

To keep the pipeline going for the securitisation process, more and 
more loan origination was required from banks and S&Ls. The demand 
was insatiable, because adding fee-for-sale revenue to the profit line had 
a powerful effect on returns compared to interest-rate spreads. Finding 
more borrowers could be made easier by making them cheaper and 
more available and then essentially selling them to get rid of any respon-
sibility for them. This was one of the accelerating factors in the sub-
prime crisis. The strong incentive was to keep finding borrowers—no 
matter what their creditworthiness—to keep the pipeline going. Loan 
rates and ‘teaser’ deals were common—interest rates were very low rates 
for the first couple of years before a ‘reset’ occurred (reversion to a nor-
mal rate) that could trigger defaults of poorly informed consumers.

Derivatives

Derivatives play a critical role in the structuring of products discussed 
above, particularly interest rate and credit default swaps (CDS). These 
also play a key role in regulatory arbitrage that goes on to this day.

Derivatives are contracts between 2 parties the value of which derives 
from the price of the underlying reference asset, most commonly: com-
modities, stocks, indexes, interest rates, currencies and property. Specific 
conditions apply to the contract: a date for maturity; and the nature 
of outcomes, such as the strike price versus the underlying price at the 
time and the default status of a bond.

Derivatives Have a Long History8

Variants of forward contracts date back to ancient Mesopotamia 
and Athens to facilitate exchanges of perishable goods harvested at 

8This Discussion Draws Heavily from William S. Mathis (2017), Kiernan (2015), and Abraham 
(2017). See also Moss and Kintgen (2010).
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different times of the year and trade involving high-risk merchant 
voyages. Options may also date back to ancient Greece, as suggested 
by Aristotle’s story of Thales of Miletus who became rich by buy-
ing options on the right to use olive presses during a strong harvest. 
Mediterranean traders in the middle ages also used option-type con-
tracts as insurance vehicles.

A limitation of such instruments is that buyers and sellers have 
to find each other and then negotiate a contract, which are time- 
consuming. Another is that if prices fluctuate before settlement the loser 
has a strong incentive to back out, creating a significant counterparty 
risk. Indeed, with unstandardised and unregulated markets, fraud and 
counterparty risk limited the use of derivatives for centuries. Options 
were even outlawed at times in Europe.

Improvements in forward markets that evolved into futures 
exchanges emerged in feudal Japan during the eighteenth century (the 
Edo period). Taxes in many regions were levied in physical rice. This 
was stored by the authorities in cities and sold at auction. The winning 
bidder at the auctions would receive a voucher, rather than the physi-
cal rice itself, allowing them some flexibility in handling the rice. The 
vouchers eventually became transferable. In 1697, the Dojima Rice 
Exchange was established in Osaka, and, following a collapse in rice 
prices in 1729, changes were introduced to make the process more effi-
cient. Physical rice could be traded at the shomai, where vouchers were 
issued to allow short-term flexibility but had to be settled within four 
days. A second venue, the choaimai, was also established to permit con-
tracts to be signed for future delivery of various types of rice up to four 
months before they were harvested. No trading took place, but all rele-
vant information was recorded at a clearinghouse. To participate, traders 
had to establish a line of credit at the clearinghouse and the clearing-
house assumed responsibility for payment in the event of default, effec-
tively eliminating counterparty risk. This was effectively the first futures 
exchange and it operated until 1937.

Further development along these lines followed the repeal in 1846 
of the Corn Laws in the UK. This stimulated the internationalisation 
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of trade in grain at a time when the American mid-west was being set-
tled. Around the same time, the Illinois and Michigan Canal was com-
pleted, linking the Great Lakes to the Mississippi River and the Gulf 
of Mexico; the telegraph was introduced, transforming communications 
between Europe and North America; and the railroad boom gathered 
pace in that region. These forces would soon turn the small town of 
Chicago into a major metropolis with a central role in the world’s grain 
markets.

In 1848, the Chicago Board of Trade (CBOT) was created to oversee 
the expansion of trade in commodities that was already getting under-
way. The Board evolved much as the Dojima Exchange had evolved 
in Japan leading to the development of formal future markets but on 
a much larger scale. The CBOT moved quickly to develop rules and 
product standards to facilitate more efficient trading and, over time, the 
range of commodities that could be traded increased.

The evolution of options markets was much slower, given the diffi-
culty of negotiating prices in the absence of standardised contracts and 
the counterparty risks options entailed. First steps in providing meth-
odologies for pricing were developed by New York-based Russell Sage 
in the late nineteenth century, and a key figure in the development of 
an organised market for options was Jesse Livermore, who operated out 
of ‘bucket shops’ in New York early in the twentieth century. He was 
essentially a bookie making a market for people who wanted to bet on 
equity prices. These activities remained on the fringe, however, until 
a period of grain market turbulence during the 1960s led the CBOT 
to extend trading to include options for both some commodities and 
quoted equities. It then established the Chicago Board of Options 
Exchange (CBOE) which it soon spun off as a separate exchange. The 
CBOE quickly moved to standardise contracts and establish clear-
ing and settlement processes with trades guaranteed by the Options 
Clearing Corporation. Nevertheless, as late as 1973 options activity was 
quite limited with equity option trading only available for calls in just 
16 stocks.
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But the Huge Expansion of Derivative Activity Is Recent

During the 1970s this changed dramatically, driven by three forces:

• Macroeconomic instability involving high and variable inflation and 
deregulation of prices and controls in many individual markets. This 
led to widespread demand for ways to both hedge and to gamble on 
a broader range of risks, notably in financial markets relating to inter-
est rates and exchange rates, generated by this instability.

• Advancing computer technology made a large increase in trad-
ing activity feasible. It permitted complex and tedious calculations 
needed to apply tools of statistical inference to future price move-
ments on a large scale. It also allowed much more rapid process-
ing of transactions, accommodating the vast expansion of trading 
volumes.

• The Black–Scholes theorem, which established a better methodology 
for pricing options than existing alternatives. Black and Scholes also 
demonstrated how options could be used to hedge equity positions 
in a portfolio, much as they were used in commodity markets.

The result has been a rapid and enormous expansion of derivatives 
activity, which today mainly relates to futures, options, forwards and 
swaps. As innovation has proceeded rapidly in the main financial cen-
tres (the largest of which is London), various hybrid contract have 
emerged: for example, ‘swaptions’ are options on the swap market use-
ful for trading based on interest-rate expectations. Many derivatives 
are still traded on exchanges and have a clearing house that guarantees 
to make good payments in the event of a default by one of the par-
ties—such as with future markets. However, the bulk of derivatives are 
still traded ‘over the counter’ (OTC) due to their specificity (they are 
unlike other contracts and don’t have the uniformity and depth to be 
exchange traded). For the securitisation market and structured products, 
the derivatives that are of most interest concern interest-rate swaps and 
CDS set out more fully in Box 2.1.
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Regulating OTC Derivatives in the Run-up to the Crisis9

A basic regulatory authority for future markets in agricultural commod-
ity markets in the USA was established as early as 1922 by the Grain 
Futures Act. The Securities Exchange Act of 1934 was part of the New 
Deal trend to regulating financial markets and led to the CBOT reg-
istering as a securities exchange, bringing it under the auspices of the 
Securities and Exchange Commission, and the Commodities Exchange 
Act (CEA) of 1936 required all futures and commodity options to take 
place on organised exchanges. Significantly, in the light of the subse-
quent evolution of the markets, this left treatment of non-commodity 
options and derivatives that were not ‘futures’ undefined. The establish-
ment of the Commodity Futures Trading Commission (CFTC) in 1974 
to regulate commodity futures and options did nothing to clarify the 
treatment of other types of derivatives.

The rapid growth of interest-rate and currency swaps during the 
1980s attracted increasing attention to derivatives from regulators as 
concerns were voiced that exposure to risk was being shifted from indi-
vidual institutions to the system as a whole. To counter calls for regula-
tion, the large banks active in derivatives markets formed a lobby group 
now known as the Independent Swaps and Derivatives Association 
(ISDA) in 1985. Mark Brickell, from JP Morgan, joined in 1986 and 
emerged as its chief spokesman, becoming Chairman in 1988. Around 
the same time, the CFTC published a notice saying that it planned to 
examine whether derivatives fell under the rubric of ‘futures’, in which 
case they came under the CFTC’s regulatory authority.

This issue had significant implications for derivatives markets 
given that, under the CEA, all futures activity had to be on organised 
exchanges. OTC activity would be illegal, and contracts not traded 
on exchanges would not be recognised by the courts. Brickell and the 
ISDA prevailed on this issue when Wendy Gramm, Chair of the CFTC, 
ruled in 1989 that derivatives were not futures.

9This account draws heavily on Barry Ritholtz, with Aaron Task (2009) and, especially, Bethany 
McLean and Joe Nocera (2011).
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Discussion about regulating derivatives in Washington continued 
throughout the 1990s. In March 1998, under Brooksley Born, a suc-
cessor to Gramm, the CFTC circulated a draft ‘concept’ paper to other 
regulators, industry representatives, legislators and the Treasury for 
‘feedback’ before circulating it more widely. It posed a variety of ques-
tions suggesting reassessment of the CFTC’s approach to derivatives, 
arguing that OTC derivatives functioned essentially as futures that 
needed functional supervision. It reasserted the CFTC’s jurisdictional 
claim in the area.

The negative reaction was intense, with a group of bankers threaten-
ing to move their derivatives business to London if the CFTC pursued 
the ideas set out in the paper. The President’s Working Group of regu-
lators, led by Fed Chairman Greenspan and Treasury Secretary Rubin, 
met in April to pressure Born to abandon her initiative. There seems to 
have been some difference of interpretation between Born and Rubin 
as to what had been agreed. In May, the CFTC published a revised 
version of the paper which immediately led Greenspan, Rubin and 
SEC Chairman Levitt to send a letter to Congress asking it to block 
the CFTC’s request for comments. Many hearings took place during 
the remainder of 1998, during which Long-Term Capital Markets (a 
highly leveraged hedge fund using derivatives) collapsed with $129bn 
of counterparty exposure. This seriously disturbed financial markets and 
the New York Fed organised a rescue plan, financed by large Wall Street 
banks. But no action was taken as regards derivatives.

These events left the regulatory status of OTC derivatives open. This 
was fixed by the Commodity Futures Modernisation Act (CFMA), intro-
duced on the last working day before the Christmas recess in 2000, never 
debated and attached as a rider to an 11,000-page Omnibus Budget bill 
signed by outgoing President Clinton on 21 December. The sponsor of 
the CFMA was Senator Phil Gramm, Wendy Gramm’s husband. He had 
also sponsored the Gramm–Leach–Bliley Act, more formally known as 
the Financial Services Modernisation Act, that had abolished the Glass-
Steagall Act (discussed earlier) in 1999. The gist of the 2000 law,10 made 

10As an aside, the exemption of energy, oil markets and the trading of such on electronic 
exchanges would not be subject to functional supervision. This suited Enron, who reportedly 
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explicit, was that OTC derivative products, including CDSs, between 
‘sophisticated parties’ would not be regulated as ‘futures’ under the CEA. 
Nor would they be subject to any other federal or state regulation. This 
meant in effect that the CFTC would be able to supervise activity at the 
‘entities’ level, but not as a setter of the rules about the functioning of 
the market. In effect, the combination of the 1999 and 2000 Acts meant 
that banks could involve themselves in all securities-broking businesses 
and that they would not be regulated in OTC derivatives markets. This 
opened the door for unregulated CDS trading as a part of the structured 
products businesses getting underway. Notional amounts outstanding 
rose from less than $100bn when the law was signed to more than $50tn 
by 2007.

The Demand for Securitisation and Derivatives

Basic Bank Balance Sheet Arithmetic

Low interest rates discussed in the context of globalisation in Chapter 
1 reduced the ability of banks to make profits because margins are 
squeezed. This occurred at the time when deregulation, securitisa-
tion and increasing derivatives activity opened new ways for banks to 
increase their return on equity (ROE). Two channels were particularly 
important: first, securitisation. This allowed assets to be sold for a fee 
which goes through to the profit bottom line without affecting the bal-
ance sheet, facilitating indefinite repetition of such fee-for-sale activities. 
Second, derivatives and banks’ own VaR models can be used to mini-
mise the amount of costly equity banks are required to hold. The first 
mechanism raises the numerator of the ROE (the profit line), while the 
second can reduce the denominator (the bank’s equity capital).

If loans are kept on balance sheet, then profits depend on the inter-
est-rate spread and the ability to grow loans and deposits. A simple bank 
balance sheet is shown on the left side of Fig. 2.2.

lobbied heavily to influence the bill and where Gramm’s wife Wendy was a member of the Board, 
very well.

 

http://dx.doi.org/10.1007/978-3-319-72676-2_1
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Let: A = Total assets;
F = fees earned from securitization;
r1 = yield on loans and securities;
r2 = yield on high quality liquid assets;
r3 = interest paid on deposits;
 = equity as a share of total assets;

α = high quality liquid assets as a share of A;
c = operating costs as a percentage of A;
l = default rate on A; and
π = profits.

If we assume, for simplicity, that

 that the bank operates to ensure that α and c are held constant, then:

The return on equity (ROE) becomes:

It can be seen immediately that low interest rates are bad for bank prof-
its and, as market rates are reduced, the bank’s normal trading profits 
are squeezed. Choosing a high ratio of high-quality liquid assets (α ) also 
reduces profits (as the return is less than for loans and securities) and 
obviously higher bank costs and/or greater loan losses are also bad for 
profits.

r1 > r2 > r3 and

(2.2)π = [r1(1− α)+ r2α− rd(1− �)− c− l] ∗ A+ F.

(2.3)

Fig. 2.2 Basic bank balance sheet and securitisation (Source Authors)
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In the emerging low-interest-rate environment, the growth of deriv-
atives and securitisation could not have come at a better moment. 
Securitisation allows a bank to hold down the size of its balance sheet 
(as in the left side of Fig. 2.2), even as it originates more loans by shift-
ing them through securitisation to the (off-balance sheet) structured 
investment vehicle (follow the arrows from the bank to the SIV on the 
right side of Fig. 2.2). The fees earned by securitisation add directly to 
profits, at least while it goes on. Derivatives and IRB models could also 
be used to reduce required equity holdings and hence the capital ratio 
λ, thereby raising leverage and the return on equity, by lowering the 
ratio of RWA to total assets.

The Boom in Derivatives

Figures 2.3 and 2.4 shows the notional value of derivatives as a multiple 
of GDP and in nominal terms, respectively. There has been spectacular 
growth: rising from $80tn in 1998, less than 3-times world GDP; to 
$670tn (around 11-times world GDP) by 2008; to a peak of $700tn by 
2013, after which regulatory reform began to cut in. On the eve of the 
crisis, interest-rate derivatives were about 80% of the total, 9% related 

Fig. 2.3 Global notional derivatives versus primary securities as a multiple of 
world GDP (Source Bank for International Settlements; authors)
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to exchange rates, CDSs accounted for 5%, 5% related to commodities 
and 1% were equity-linked. Most of the derivatives are still traded over-
the-counter (OTC), despite progress with those traded on exchanges in 
recent years following regulatory reform.

These are enormous sums, and it is on these notional amounts that 
fees are set. Gross market values (GMV) of outstanding contracts 
shown in Fig. 2.5 are much lower than notional. The GMV refer to 
the net amounts that would have to be settled if all derivatives had to 
be replaced at the prices prevailing at the time. The GMV rose to over 
$20tn at the start of 2008, but the veritable explosion of volatility fol-
lowing the failure of Lehman Brothers and the freezing of financial mar-
kets at the end of the year caused the GMV to rise further. Increased 
attempts to hedge risk at high costs (option values change with volatil-
ity), and rising default probabilities for CDS’s (see Box 2.1), caused the 
GMV essentially to double between 2007 to 2008.

Fig. 2.4 Notional value of derivatives by sector (Source Bank for International 
Settlements and World Federation of Stock Exchanges; authors)
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Some derivatives are more dangerous than others—interest-rate 
swaps are the largest component, but are relatively low risk. CDS, on 
the other hand, are the potential ‘nuclear bombs’ of the derivatives mar-
ket, and these played an important role in the crisis. Some of the basics 
of derivatives are set out in Box 2.1.

Some of the growth of derivatives is associated with legitimate hedg-
ing, even if the share of derivatives activity involving non-financial cus-
tomers is striking. The world is changing all of the time, particularly in 
taxation and regulation, which gives rise to enormous arbitrage oppor-
tunities for large global banks. They leverage arbitrage opportunities to 
make profits. They also pursue tail risk opportunities, using derivatives, 
and are incentivised to do so as regulations change and threaten profita-
bility. Corporate client hedging and other activities involving derivatives 
in 1998 amounted to a total of around 2.5-times world GDP. But while 
the primary assets base has remained relatively stable, the exponential 

Fig. 2.5 Gross market value of derivatives by sector (Source Bank for 
International Settlements; authors)
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growth of derivatives as a share of GDP to 2008 suggests a very strong 
role for bank arbitrage and speculative activities, both for their own 
account and for other investors, such as hedge funds, insurance compa-
nies and mutual funds.

Box 2.1: Derivatives

Notional versus Gross Market Value: The notional value of a derivative 
contract is an exposure measure calculated as the number of contracts 
multiplied by the price of a contract at the start date. This amount is the 
basis on which fees are set. The GMV is the dollar value of the cost of 
replacing the derivatives at current prices.

Interest-Rate Swap Example

Interest-rate swaps are by far the biggest component of the derivative mar-
ket. Two parties agree to exchange interest-rate cash flows—typically fixed 
versus floating rates. These can give exposure at a better price than the 
underlying reference assets and/or allow for management of the volatility 
of flows according to product/client needs. Their prices vary with move-
ments of the fixed interest rate. The following example shows the flows 
and what happens to exposure when the fixed interest-rate shifts (Fig. 2.6).

Notional Value: $100m (price times the number of contracts).

Time Period and Rates: 5-year dollar interest-rate swap, where counter-
party D pays fixed rates of 5% per annum against receipt of floating rate 
Libor. Counterparty C undertakes the reverse transaction. C and D deal 
with their investment banks. So D enters into the swap with Broker-Dealer 
B, while C enters into its swap with Broker-Dealer A. The 2 banks match 
their books.

Fig. 2.6 Interest-rate swaps (Source Authors)
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A Bond Sell-off: The market value of these contracts at the time they 
are signed should be zero because they can be closed out at no cost. 
But derivative prices change with those of the underlying securities (the 
delta). If the market rate on which the swap-fixed rate is based rises by 
1% p.a., then the market value of each of these $100mn swap contracts 
rises to $4.21m, equivalent to 1% p.a. present-valued over five years, i.e.

[

1/1.06+ 1/POWER
(

1.06, 2
)

+ 1/POWER
(

1.06, 3
)

+1/POWER
(

1.06, 4
)

+ 1/POWER
(

1.06, 5
)]

∗ $100m

Thus, D now has a claim on B, hence a counterparty risk, of $4.21m;  
B has a similar claim on A worth the same amount—as does A vis-à-vis C. 
So the aggregate GMV of these contracts, hence total counterparty risk, is 
$12.63m.

Clearing Reduces Risk: With a clearing house exposure to risks falls. The 
banks’ books are both matched so they remain hedged. The fixed-rate 
payer (D) is in the money, since his obligations have fallen in value while 
his LIBOR claims remain at market. Provided positions can be netted in the 
event of default, only the LIBOR payer (C) creates a risk for the clearing 
house. So total counterparty risk is only $4.21m. This all assumes the clear-
ing house itself is solvent—well-capitalised and not likely itself to default.

Credit Default Swaps—Potentially the Most Dangerous Derivative

The buyer of the CDS pays a premium, and the seller insures the secu-
rity against default according to contractual terms for an agreed notional 
amount (net of the recovery value of assets following a default). In the 
absence of default, the CDS expires worthless to the buyer. The securities 
can be traded at prices that depend on the probability of default, a discount 
rate and the period of time for the contract. They are dangerous because the 
seller can be exposed to the full notional amount (less any recovery value).

The following example assumes the contract is over-the-counter for 4 
years. For simplicity, the probability of survival each period is assumed to 
be the same. The value is calculated as the sum of the present discounted 
expected value of the notional less the recovery value each period: where 
expected values come from the cumulative probability of default (allow-
ing for the probability of survival in previous periods). The value is lower, 
the higher the premium charged (a per cent of the notional) and the 
higher the discount rate. Thus:

PV =
(

1− p1
)

N(1− R)d1+ p1
(

1− p2
)

[N(1− R)d2− (Nc/4)d1]

+ p1p2
(

1− p3
)[

N(1− R)d3− (Nc/4)
(

d1+ d2
)]

+ . . . p1p2p3
(

1− p4
)[

N(1− R)d4− (Nc/4)
(

d1+ d2+ d3
)]

− p1p2p3p4
(

d1+ d2+ d3+ d4
)

Nc/4
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Where: N is the notional, $100m; R is the recovery rate, 50%; p is the prob-
ability of survival; d(i ) is the discount factor each period, 6%;(d1 = 1/1.06; 
d2 = 1/(1.06)2… etc., and c is the premium as a % of N, at 4%. The top 
rung of Fig. 2.7 uses a 30% survival rate to illustrate very high risk (like a 
subprime mortgage bond). In this case, the contract for the buyer is worth 
a very high €45.2m. 

More generally, Fig. 2.7 shows a number of cases, with the cumulative 
probability of their defaults shown on the far left. At the top is the high-
risk case with the 30% chance of survival in each period, just mentioned, 
and which has a 99% chance of default after 4 periods. The case of a safe 
security, like an investment grade corporate bond, is shown at the bot-
tom, with a 95% chance of survival each period. The value to the buyer is 
only $4.6m. Like an atomic bomb, as the probability of default rises, so too 
does the risk to the seller insuring the bond.

Regulatory and Tax Arbitrage with Complete 
Markets in Credit

While securitisation, SIVs and the like helped the profit line of banks, 
the second complementary way to improve the rate of return on equity 
for the bank is to reduce the effective capital ratio (λ in Equations 2.2 
and 2.3). The Basel risk-weighting approach proved a bonanza for banks 
wishing to do this, an issue that remains to this very day.

The growth of and innovations in derivatives were in essence a move-
ment towards ‘complete markets ’ in credit (the ability to buy and sell all 

Fig. 2.7 Credit default swaps (Source Authors)



2 Financial Innovation and Basel II     73

assets in all states)—and particularly the ability to go short bank credit. 
Complete markets make it difficult to specify the risk of a security in 
the Basel system when derivatives can transform and shift risks (see, 
e.g. Table 2.2). Differential regulatory capital weights, the tax status 
of investment products, and the tax rates faced by investors are fixed 
parameters and cannot be arbitraged away by trading—the tax and reg-
ulatory ‘wedges’ being exploited do not disappear with increased trad-
ing because they are policy parameters. These fixed policy parameters 
that cannot be arbitraged away are an open invitation to the innova-
tive minds of traders to find ways to minimise regulatory and tax costs. 
There is an incentive in financial markets to use the completeness of 
markets to reconfigure credits and capital market instruments in ways to 
minimise capital charges and reduce tax burdens for clients.

The example in Table 2.2 illustrates the point in a simple fashion.

• Bank A lends $1000 to a BB-rated bond issuer, 100% risk weighted 
under Basel II; in buying the bond it would have to hold $80 capi-
tal (8% capital ratio weighted at 100%). Bank A holds a promise by 
the company to pay a coupon and redeem at maturity. But it might 
default.

• Bank A buys a CDS from Bank B on the bond, thereby pass-
ing the promise to redeem from the company to Bank B. Because 
B is a bank, which carries a 20% capital weight, Bank A reduces its 
required capital to 20% of $80, or $16.

Table 2.2 Promises treated differently

Source Authors representation, taken from Box 2 French Ministry (2009)
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• One would think that Bank B would have to carry the promise and 
100% risk weight the exposure—but instead it underwrites the risk 
with a reinsurance company outside of the banking system—the 
promise to redeem is now outside the banks, and the BIS capital 
rules don’t follow it there. Under Basel II, Bank B’s capital required 
for counterparty risk is only 8% of an amount determined as follows: 
the CDS spread price of say $50 (500bps), plus a regulatory sur-
charge coefficient of 1.5% of the face value of the bond (i.e. $15), all 
multiplied by the 50% weighting for off-balance-sheet commitments. 
That is, $2.60 (i.e. 0.08*$65*0.5).

• So jointly the banks have managed to reduce their capital required 
from $80 to $18.60 ($16 plus $2.60)—a 70.6% fall. In effect, in this 
example, the CDS contracts make it possible to reduce risky debt to 
some combination of the lower bank risk weight and a small weight 
that applies to moving the risk outside of the bank sector—so there 
is little point in defining an ex-ante risk bucket for the BB-bond as 
100% risk weighted in the first place.

The simple transaction described above allows the banks to raise the 
leverage ratio on the transaction from 12.5 (the Basel 8% minimum 
requirement) to 53.8. The Basel II risk-weighting approach has allowed 
banks to expand their leverage in this example by almost 400%. In a 
global crisis, all three of these players may fail, and losses could be huge, 
but no one is holding much capital. It will be important to bear this 
example in mind later in this book where the case is made for a simple 
unweighted leverage ratio—losses may come from unexpected events and 
a bank can’t predict what these will be with its risk-weighting models.

A Basic Regulatory Principle

The financial system is a system of promises. A basic problem with the 
Basel system is that it cannot deliver a regulatory ideal of treating the 
same promises in the financial system in the same way wherever they are 
passed in the regulatory and tax arbitrage process. The same promises 
should be treated in the same way, regardless of where they sit in the 



2 Financial Innovation and Basel II     75

financial system. In the above example, this is problematic as shown in 
Table 2.2. Without further regulatory intervention, the banks manage 
to reduce the overall capital in the banking system to $18.6, instead of 
$80, by passing the promise to a sector that lies beyond the banking 
regulator. The model multipliers can be adjusted somewhat by regula-
tors so that counterparty risk is penalised by more—but a one-size-fits-
all model adjustment will take no account of the actual situation of the 
reinsurer in another jurisdiction and which possibly holds insufficient 
capital. Banks A and B are not treated equally, and the reinsurer is out 
of the regulatory picture.

Banks, Implicit Government Guarantees  
and Shadow Banks

Banks have their own separate regulators. But they deal with insur-
ance companies in various jurisdictions which are not regulated in the 
same way so financial promises can be shifted there. Some hedge funds 
issue securities in their own name and take deposits of investors and 
invest with leverage on their behalf—they act like capital market-ori-
ented banks. They are lightly regulated, but market discipline in the 
absence of any implicit public guarantees for hedge funds gives rise to a 
higher cost of capital that is more likely to correspond to the risks that 
are being taken. Typical hedge funds have leverage ratios in the 4 to 5 
range. Banks on the other hand are highly regulated, and deposits are 
widely perceived to be publicly guaranteed. This has allowed leverage 
of some bank institutions to be in the 30–75 range. Even if the guar-
antee is not a formal one, the fact of being regulated acts as a ‘stamp of 
approval’ helping to reduce funding costs. It is from the regulated sector 
that the crisis arose. Going forward, as will be argued in later chapters, 
as regulations on banks are stepped up, there is a corresponding shift in 
the amount and nature of business conducted in the shadow banking 
system, i.e. an evolution not unlike that witnessed in the lead up to the 
crisis.

Where regulatory lines should be drawn is a very difficult subject 
on which to obtain a consensus—but as noted earlier the one guiding 
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principle is that similar promises should be treated in similar ways—
wherever the promise sits. Lobbying and regulatory capture have made 
sure that this does not happen.

Tax Arbitrage

Counterparty risk arising from the use of OTC derivatives was one of 
the key hallmarks of the crisis. Regulatory arbitrage and shifting prom-
ises were an important contributor to the explosion in CDS use. Tax 
arbitrage too allows promises to be transformed with strong implica-
tions for bank on- and off-balance-sheet activity.

Consider two bonds H (high) at a 10% coupon and L (low) at an 
8% coupon. One investor is tax exempt while the other investor is sub-
ject to a 15% tax rate on bond L and a 40% tax rate on bond H11 (e.g. 
municipal bonds held from another state and federal bonds held in a 
taxable account). The non-taxable investor can buy bond H with the 
proceeds of shorting bond L and capture 2% of the face value traded, 
per year, with no initial investment. The taxable investor can buy bond 
L with the proceeds of shorting bond H and capture a 1% spread after-
tax with no investment. The simple arithmetic is set out in Table 2.3.

Both traders gain as long as the taxable investor can utilise the tax 
deductions. Neither partner needs to know that the other even exists—
the broker does the securities lending to the respective parties. Tax dis-
parities signal the opportunity. The combined profits realised by both 
trading partners, after-tax, come at the expense of reduced government 
tax revenue (by the deductibles of the ‘short’ exposure 40% of $6, or 
$2.4). These sorts of transaction using CDS complete-market tech-
niques give strong incentives to banks with investment-banking arms 
to create structured notes that are very interesting to investors—giving 
rise to returns and risk profiles that they might not otherwise be able 
to achieve. Banks arbitrage tax parameters that are never closed by their 
actions, providing new businesses and revenues—but at the same time 

11For example, municipal bonds held from another state and federal bonds both held in a taxable 
account.
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risking a build-up of counterparty risk and leverage. Without a properly 
binding constraint on the ability of banks to expand leverage through 
capital arbitrage, the incentive to build attractive businesses on the basis 
of these incentives—continually expanding counterparty risks—may 
become excessive.

Targeting the Ratio of Risk Weighted to Total Assets 
to Maximise the Return on Equity

If the Basel system has nothing to say about the ratio of RWA to total 
assets (A ), then banks that have not already pushed this to the limit can 
adjust to a target for RWA through regulatory arbitrage to achieve a 
complementary target for the ROE.

From Equation (2.1) and focusing on the Basel II objective for core 
Tier 1 capital plus buffer of 8% then, with the ROE defined as profit 
(π ) divided by capital, it follows that capital can be defined as12:

12Ignoring the temporary transition scalar 1.06 that is not relevant.

Table 2.3 Tax arbitrage

Note These spreads can be levered up with derivative trades as much as the cli-
ent wants
Source Authors

Investors X & Y Create Opportunities for Broker Dealers

Lower Yield Bond L @ 8% and Higher Bond Yield H @ 10%

Non-Taxable Investor X Asset Liability
Buy H with proceeds of 

Shorting L
H +100 L −100

Income 10 −8
Net Income (spread) 2
Taxable Investor Y  

(Tax 15% on L & 40% on H), Net of Tax

Buy L with the proceeds of 
shorting H

L +100 H −100

Income 6.8 i.e. 100*0.08*(1−0.15) 6 i.e. 100*0.1*(1−0.4)
Net Income (spread) 0.8
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The bank would use regulatory arbitrage (choosing weights, w i) to 
achieve the weighted portfolio of assets such that the targeted ROE* is 
achieved:

(2.4)0.08

{

12.5(OR +MR)+
∑

wiAi

}

= π/ROE

(2.5)
(

∑

iwiAi

)

= π/(ROE ∗ .08)− 12.5 (OR +MR)

Fig. 2.8 Ratio of risk-weighted assets to total assets: GSIBs versus the full uni-
verse of large banks, 2003–2016 (risk-weighted assets as a percentage of total 
assets). Notes The sample includes 129 large global banks over the period 2003–
2016. All systemically important banks (GSIBs) listed by the Financial Stability 
Board (2017) are included. Based on Sarin and Summers (2016), the six US GSIBs, 
the fifty largest US banks by 2016 assets, the fifty-five largest banks in the world 
ranked by market capitalisation (including European, Japanese and Australian 
GSIBs) and eighteen listed domestic systemically important European banks 
identified by the European Banking Authority. Following Ayadi et al. (2015), 
banks considered as systemic in this paper are the ones identifiable in the list of 
banks which are directly supervised by the ECB, non-euro area EBA stress tested 
and Swiss banks with more than €30bn. Chinese banks are excluded from the 
sample as state ownership involves different issues than for the ones relevant 
for the other banks considered here. Financial statement data are collected 
from SNL Financials. For consistency purposes, financial statements reported 
under GAAP accounting standards are adjusted to be comparable with IFRS basis 
(Source SNL Financials, author calculations)
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Banks choose their ROE target and then (large banks) use IRB mod-
elling to optimise the weights (w i) to achieve ROE*. The RWA feature 
has been criticised by the OECD since the beginning of the crisis.13 
Global systemically important banks (GSIBs) have an incentive to 
use their internal models to minimise the holding of costly capital. 
Figure 2.8 shows the ratio of RWA to TA. A large sample of banks is 
used, consisting of GSIBs and other large national banks. A fall in the 
ratio of RWA/TA permits a rise in leverage, which is always the most 
attractive means for a bank to gear up its spreads (including syntheti-
cally via derivatives) for increasing profits. The GSIBs in particular have 
targeted a reduction in this ratio (from 50% on average in 2003 to 34% 
by the time of the 2007–08 crisis, and much more extreme examples 
can be found on an individual bank basis). Non-GSIB banks are less 
able to use internal models (the systems require sophisticated processes 
and derivatives for shifting exposures and ‘netting risks’) but may shift 
risks around with derivatives. Quantitative impact studies have shown 
that each bank can have very different capital levels to support identical 
asset portfolios (all of their models differ, are used differently and can’t 
easily be verified and changed by supervisors).14

Summary

The ability of banks to transform risk with complete markets in credit 
allows them to shift promises around according to their different reg-
ulatory and tax treatment and basically to avoid the proper intent of 
the Basel risk-weighting approach and thereby expand leverage in a 
relatively unchecked manner. Basel risk weighting was associated with 
a perverse outcome in the crisis—those that looked best on the Tier 1 
capital adequacy ratio, the greater the losses and in some cases bank-
ruptcy of the banks concerned—because:

14See Bank for International Settlements (2013). An identical set of assets required some 300% 
more capital at the most demanding bank than at the least demanding one.

13See Blundell-Wignall and Atkinson (2008, 2009).



80     A. Blundell-Wignall et al.

• Capital arbitrage under the Basel weighting of assets precisely permits 
higher leverage (economising on capital while expanding the balance 
sheet as shown in the above example) which is more risky.

• A low amount of capital versus the un-weighted balance sheet is 
symptomatic of a banking culture with a greater willingness to take 
on more risk with taxpayer’s money—a culture of privatising gains 
and socialising losses. This is where the ‘too big to fail’ incentive 
comes for policy makers that banks and investors know is there—an 
implicit guarantee.

With these basic concepts and tools in hand, the following chapters will 
use them to analyse the crisis in more detail.

Appendix to Chapter 2: Problems  
with Pillar 1

There are a large number of technical problems with the Basel 
risk-weighting approach, most of which have been carried over into 
Basel III.

Portfolio invariance: The risk-weighting formulas in the Basel capi-
tal regulations are based on a specific mathematical model, developed 
by the BCBS, which is subject to the restriction that it be ‘portfolio 
invariant’, i.e. the capital required to back loans should depend only 
on the risk of that loan, not on the portfolio to which it is added 
(Gordy 2003). This is convenient for additivity and application across 
countries. But it has an important disadvantage: it does not reflect the 
importance of diversification as an influence on portfolio risk. Thus, the 
minimum capital requirements associated with any type of loan due to 
credit risk simply rise linearly with the holding of that asset type regard-
less of the size of the exposure (appropriate diversification is simply 
assumed). This means that Pillar 1 does not penalise portfolio concen-
tration (as might occur, e.g. under a quadratic rule applied to deviations 
from a diversified benchmark). Dealing with concentration issues are 
left to supervisors in Pillar 2.
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Single global risk factor: For the mathematical model underlying the 
Basel approach (I or II), each exposure’s contribution to value-at-risk is 
portfolio invariant only if: (a) dependence across exposures is driven by 
a single systemic risk factor—a global risk factor, since it is supposed 
to apply to global banks operating across jurisdictions; and (b) each 
exposure is small (Gordy 2003). What we know of the subprime cri-
sis (discussed later) is that it originated in the US housing market (a 
regional-sector risk) and exposures were quite large. Of the two condi-
tions for invariance, by far the most important is the requirement of a 
single risk factor that applies to all participants. Almost prophetically, 
Gordy states: ‘A single factor model cannot capture any clustering of firm 
defaults due to common sensitivity to these smaller scale components of the 
global business cycle. Holding fixed the state of the global economy, local 
events in, for example, France are permitted to contribute nothing to the 
default rate of French obligors. If there are indeed pockets of risk, then cal-
ibrating a single factor model to a broadly diversified international credit 
index may significantly understate the capital needed to support a regional 
or specialized lender’.

Different treatment of ‘financial promises’: Securities are essentially 
financial promises—e.g. to pay income and repay credits. If regula-
tions treat promises differently for different instruments and in differ-
ent jurisdictions, then financial markets will innovate to find ways to 
exploit these differences. This is made very easy with modern derivatives 
(CDS in particular). Promises of one sort can be transformed into those 
to which the lowest capital charges apply and ownership can be moved 
around easily. The Basel IRB-weighting approach encourages innova-
tions like this on a quite massive scale.

Bank capital market activities: In many ways, the main hallmarks of 
the global financial crisis were the contagion risks between counterpar-
ties. This came about with banks involving themselves in capital mar-
ket activities for which they did not carry sufficient capital. Examples 
include: securitisation and its warehousing and the option rights of 
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structured product vehicles; and the massive industry of regulatory and 
tax arbitrage.

Pro-cyclicality: The Basel system is known to be pro-cyclical. There are 
many reasons for this. The most basic reason is that judgments tend to 
underestimate risks in good times and overestimate them in bad times. 
More specific factors include:

• The modelled quality of assets varies over the cycle—risk spreads are 
narrower in good times possibly understating risks and vice versa;

• While some recent new regulations try to address this, banks’ risk 
measurements tend to be point-in-time and not holistic measures 
over the whole cycle;

• Counterparty credit policies are easy in good times and tougher in 
the bad;

• Profit recognition and compensation schemes encourage short-term 
risk-taking, but are not adjusted for risk over the business cycle (e.g. 
high dividends and buybacks in the good times and vice versa); and

• The external ratings-based approach uses credit ratings, which are 
notoriously pro-cyclical.

Subjective inputs: The IRB approach of the revised framework actually 
exacerbates subjectivity by making banks themselves responsible for esti-
mating probability of default, loss given default and exposure at default. 
Private bankers cannot predict future asset prices and future volatility 
events better than anyone else. Unobservable securities prices (e.g. those 
not traded on exchanges) rely on pricing to models which are particu-
larly subjective.

Unclear and inconsistent definitions: The main problems here have 
been the definition of capital.

• Regulatory adjustments for goodwill and other deduction are not 
treated in the same way in all jurisdictions. They should apply to 
common equity, and not to Tier 1 and/or a combination of Tier 1 
and Tier 2 capital.

• Banks do not provide clear and consistent data about their capital.
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This means that in a crisis the ability of banks to absorb losses will 
differ between banks and jurisdictions.

Problems with Pillars 2 and 3

Pillar 2 relates to the supervisory review process: With stress testing 
and guidance from supervisors, banks can be made to hold capital for 
risks not appropriately captured under Pillar 1. Building buffers in this 
way requires supervisors to be forward-looking, that is: to keep up with 
changes in market structure, practices and complexity. This is inherently 
difficult. Supervisors may be less likely to be able to predict future risk 
events than private bankers—as the 2007–08 crisis illustrates so well. 
Supervisors have smaller staff (per regulated entity) and are mostly less 
well paid. If supervisory practices lag, the risk cycle policy makers will 
be ineffective in countering the defects in Pillar 1.

In this respect, it is worth noting (see below) that the former UK 
Financial Services Authority (FSA), which was one of the best staffed and 
most sophisticated of supervisors, signed off on Northern Rock to be one 
of the first banks to go to the Basel II IRB approach, understanding fully 
that this would reduce their capital significantly, immediately prior to the 
subprime crisis. Later, the Lehman use of repo 105 to disguise leverage 
in its accounts was not hidden from supervisors—it appears they did not 
fully appreciate what they were looking at (Sorkin 2010).

Pillar 3 relies on disclosure and market discipline: Markets will sup-
posedly punish banks with poor risk-management practices. Underlying 
this is an efficient markets notion that agents all act in a fully rational way 
as market discipline is allowed to work. Unfortunately, the consequences 
of allowing the financial system to collapse are so severe that this threat is 
not credible, creating the perception, often called ‘implicit’, of a govern-
ment guarantee that the most severe developments will not be permitted.
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Introduction

The financial crisis was caused and facilitated at a number of different 
levels. Chapter 1 discussed globalisation in the context of two very dif-
ferent and inconsistent economic systems butting up against each other: 
one leading to a savings glut, excess capacity and downward pressure on 
jobs, wages, inflation, company returns and interest rates; and the other 
responding at the company level by digitalisation, technical innova-
tions and restructuring, which added to the pressure on the middle class 
already dealing with import penetration effects. The build-up of foreign 
exchange reserves invested heavily in US treasuries—and ultimately the 
Fed’s own purchases—resulted in lower interest rates. Occurring as it 
did at a time of financial innovation, use of derivatives and deregulation 
an equity culture became a feature of the banking industry—to develop 
new business models for banks that would turn them into growth stocks 
and reward executives driving the process. There was a growing pressure 
to take on leverage and sell new products in order to grow earnings.

A first line of defence for the financial system in the face of grow-
ing pressure to take on risk is to have sound institutions supported by 
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strong micro-prudential regulations. Both of these were absent in the 
lead up to the 2007 crisis. The first objective of this chapter is to analyse 
the main local (as opposed to global) causal factors that directed these 
pressures into subprime mortgages and securitisation from 2004 within 
the USA. Understanding why this happened is an important prerequi-
site for developing prudential policies and institutions to protect the 
financial system.

Global Competition and the Equity Culture 
for Banking

Securitisation discussed in Chapter 2 was most easily executed by an 
investment bank (IB). US banks felt that European banks had a com-
petitive advantage with their universal banking corporate structure. 
US lobbyists pointed to the ‘unfairness’ of three important sets of reg-
ulations: the Glass-Steagall Act; Securities and Exchange Commission 
(SEC) rules for IBs that were too restrictive; and the FDIC Act of 1991 
that required US commercial banks to adhere to a leverage ratio. On 
these grounds, US banks lobbied the US authorities first to remove 
Glass-Steagall in 1999; and then to change the SEC rules and to adopt 
Basel II as soon as possible.1

During the lead up to the 1999 Gramm-Leach-Bliley Act and its 
aftermath, there was a rush to buy IBs, broker-dealers and credit card 
businesses in order to turn banks into ‘financial supermarkets ’. The aim 
of CEOs such as Sandy Weill of what became Citigroup in pushing for 
the removal of restrictive regulations was, after all, to achieve earnings 
expansion and share price appreciation—to become ‘growth stocks ’. The 
model of separated institutions, with bank businesses based on balance 
sheets and interest rate spreads on loans, was thought not conducive 

1See, for example, the letter by Davis C. Bushnell, senior risk officer of Citigroup to the Federal 
Reserve, FDIC, Controller of the Currency and the Office of Thrift Supervision. As late as the 
17th of March 2007, just before the crisis, Bushnell argued against leverage ratios that would 
require more capital, and strongly supported the push to Basel II.

http://dx.doi.org/10.1007/978-3-319-72676-2_2
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to this growth strategy. The removal of Glass-Steagall and the series 
of innovations that resulted in the ability to buy and sell bank-related 
securities on capital markets required an aggressive culture on the part 
of institutional sales, origination and trading staff to book more revenue 
through the new products coming on stream. This brought the ‘equity 
culture ’ of investment banking into institutions that might otherwise 
have run more conservative businesses.

From the late 1990s, a consolidation wave swept through banking 
to create financial supermarkets where cross-selling and global expan-
sion were perceived to be the keys to success. Chemical Bank merged 
with Chase Manhattan in 1996, and this group in turn merged with JP 
Morgan in 2000. JP Morgan Chase bought Bank One in 2004. Bank 
of America was acquired by Nations Bank in 1998; this group in turn 
bought Fleet Boston Financial in 2004 and the MBNA credit card com-
pany in 2005. Continental Europe always had universal banking, but 
fear of competition from the USA saw their banks join the merger trend 
and global expansion through foreign branching strategies, particularly 
with respect to the lucrative New York and London markets. Thus, 
while Sandy Weill was busy tying up Travellers Group (Primerica, Smith 
Barney, etc.) with Citibank in the late 1990s, Union des Banques Suisses 
amalgamated with the Bank of Switzerland and bought Paine Webber, 
while Deutsche Bank bought the UK’s Morgan Grenfell and Bankers 
Trust Corporation. Banque National de Paris bought the IB Paribas in 
1999; Societe Generale bought into TCW asset management group in 
2001; and Barclays bought the US credit card company Juniper Bank in 
2003 and the Home Equity Servicing Corporation in 2006.

These and other bank mega-groups that formed at the time found 
themselves in a competitive environment that required new ways to 
make money. The benefit for earnings growth of switching more heav-
ily towards fixed-income businesses with upfront recognition of fees 
for securitisation saw the ‘early movers’ race ahead in market share and 
earnings. Those that delayed suffered in the league tables (see the UBS 
discussion below). Originate-to-distribute businesses would also be able 
to benefit from economising on capital by gaming the Basel system. 
This all became a key part of the process to drive revenue, the return on 
capital and the share price in a globally competitive marketplace.
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Remuneration

In order for executives and sales staff at all levels to benefit from the 
‘equity culture’ compensation, schemes designed to reward revenue 
growth were important (see the corporate governance section below). 
Bonuses were based on upfront revenue generation. To keep valued 
employees stock purchase plans were widespread prior to the crisis, 
sometimes with free option features, and they were seen as ‘key’ for 
achieving growth and earnings targets. This was argued to be in share-
holders’ interest—the common philosophy being that: ‘if you pay pea-
nuts you get monkeys ’. In one such plan, employees could buy a lot of 
stock and hand it back to the bank at cost price if the market price fell 
over the following 2 years.2

The culture of pushing the envelope with remuneration incentive in 
mind has not changed even a decade after the crisis. To illustrate this, 
one need not look beyond the fines for misconduct over numerous 
money making issues in recent years (such as rigging interest rate mar-
kets, misleading customers, creating fake accounts and breaking money 
laundering and terrorist financing laws). The incentives of the equity 
culture are strong, and management seems unable to control it—if any-
thing the data on fines shows that things may have become worse.3 The 
need to develop a better path to reform that does not rely on ‘sensi-
ble management’ but instead limits risk-taking via leverage controls, 
and sensible legal corporate structures are dealt with later in this book. 
A first step in understanding why this is needed is informed by under-
standing why leverage and securitisation got out of hand in the USA 
from 2004.

2The Citi Stock Purchase Plan in 2000 let employees buy Citi shares at the July 31 closing price, 
allowing them the option to return the stock if the price had fallen. Each bank had its own 
scheme in the market for attracting and holding staff.
3See Resti (2017), and CCP data.
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Causality

Low interest rates were a global phenomenon, and so too was the rise in 
mergers between banks and branching to gain global access. Pressures to 
grow businesses were building as mergers were being completed: while 
business structures may become more concentrated, this doesn’t matter 
to shareholder unless earnings grow at a faster rate as a consequence. 
Merger trends were already accelerating in the 1990s, as it became clear 
that regulatory change sought in the USA was gaining in Congressional 
and Senate support. But these factors do not explain why the securitisa-
tion business took off from 2004 in the USA and not elsewhere.

When economists talk about ‘causality’ they usually have some 
notion of exogeneity in mind; that relatively independent factors 
changed and caused endogenous things to happen—in this case the 
biggest financial crisis since the Great Depression. With respect to 
subprime securitisation in the USA, there were local causal factors 
concentrated in 2004. Why this relatively small part of the world finan-
cial system contributed to a global financial crisis on a much larger 
scale—issues related to the business models of large banks and their 
interconnectedness through derivatives—will be examined in detail in 
subsequent chapters.

Institutional and Regulatory Issues

Why Subprime Securitisation Was Concentrated  
in the USA

Many of the background factors discussed earlier such as low interest 
rates and the agreement of the Basel rules were common to all coun-
tries, so the initial pressures bursting through in subprime securitisation 
in the USA deserves an explanation. There are in fact many reasons for 
this, all relating to facilitating factors some of which had been set in 
train before 2004.
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• First was the greater reliance on capital markets relative to banks in 
the USA, which contributed to an overall dominance of an invest-
ment banking culture. This ‘equity culture’ was to be a key feature 
of the new business model for banks and proved to be critical in the 
speed with which new opportunities would be taken advantage of.

• Second, while interest rates were low in most advanced countries, 
mortgage interest for homeowners is deductible in the USA whereas 
this is not the case in most other countries.

• Third, as noted in Chapter 2, the 1986 Tax Reform Act included the 
Real Estate Mortgage Investment Conduit (REMIC) rules, which 
can issue multiple-class pass-through securities without an enti-
ty-level tax. This greatly enhanced the attractiveness of mortgage 
securitisation. It also meant that investors in other countries could 
also take advantage of US innovations in this area.

• Fourth, the 1997 Taxpayer Relief Act substantially exempted sales 
of personal residences from capital gains tax (which did not apply to 
financial assets like stocks).4

• Fifth, the USA Government Sponsored Enterprises (Fannie Mae and 
Freddie Mac) play a crucial role in absorbing mortgage risk and facil-
itating their securitisation. This implicit government guarantee for 
mortgage risk is not present in any other country.

• Sixth, the regulator of Fannie/Freddie at the time, the Office of 
Federal Housing Enterprise Oversight (OFHEO), was separate 
from the bank regulators (the Federal Reserve, the Office of the 
Comptroller of the Currency and the FDIC), so that policies of bank 
regulators had little jurisdiction over this large part of the intermedia-
tion process.

• Finally, the Bush Administration ‘American Dream’ policy that tried 
to spread home ownership to lower income groups through zero 
equity lending greatly facilitated the origination of new mortgages 
which are the key raw materials for the securitisation process.

4More precisely, the Act exempted from taxation the capital gains on the sale of a personal res-
idence of up to $500,000 for married couples filing jointly and $250,000 for those filing as 
singles.

http://dx.doi.org/10.1007/978-3-319-72676-2_2
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A lot of the discussion about the causes of the crisis has focused on  
processes, corporate governance and the role of institutions. For exam-
ple: that securitisation was the problem; that the operation of credit 
rating agencies (CRAs) was flawed; that risk modelling and underwrit-
ing standards in banks were not adequate; and that there were corpo-
rate governance lapses. While these all had a role to play, they are not 
causal with respect to time and place: why the USA and why in 2004? 
After all, securitisation is present in a number of countries, and both 
CRAs and large global banks operate their processes across multiple 
countries—not just the USA. For the most part these processes were 
aspects of the financial system that accommodated the equity culture 
in banking in its drive to benefit from incentives that had been created 
over a longer period of time, and they do not explain why the rapid 
acceleration in residential mortgage-backed securities (RMBS) from 
2004 occurred in the USA. To be causal in the exogeneity sense would 
require that these processes and roles became subject to independent 
behavioural changes. For example, CRA practices would be ‘causal’ if in 
2004, they had developed new inferior practices that triggered events. 
In fact, they were only accommodating banks’ drive for profit as the 
banking system responded to other exogenous factors.

Why US Subprime Securitisation Accelerated from 2004

In 2004, four time-specific factors came into play that unleashed the 
sudden surge in RMBS:

• First, the Bush Administration ‘American Dream’ zero equity mort-
gage proposals became operative, helping low-income families to 
obtain mortgages5;

• From early 2004, the then regulator of Fannie Mae and Freddie Mac 
OFHEO imposed an ongoing requirement on each enterprise to 
maintain a capital level at least 30% above the statutory minimum 

5See the White House (2004).
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requirement due to past problems associated with operational con-
trol and audited financial statements. Balance-sheet caps were subse-
quently imposed.6 These constraints created the incentive for banks 
to accelerate private label RMBS;

• The Basel II accord on international bank regulation was finalised 
and published. It opened an arbitrage opportunity for banks that 
caused them to accelerate off-balance-sheet activity; and

• The SEC agreed to allow IBs voluntarily to benefit from regulation 
changes to manage their risk using capital calculations under the 
‘consolidated supervised entities program ’.

The appendix to this chapter reports econometric analysis presented 
to the annual Reserve Bank of Australia International Conference at 
Kirribilli in 2008 supporting the view that these changes caused the 
building pressures to break out in the form of banks accelerating their 
off-balance-sheet mortgage securitisations.

The American Dream Act

The American Dream Downpayment Act was signed into law in 
December 2003, and in June 2004 the Department of Housing and 
Urban Development announced $160m for implementation. It pro-
vided funds for assisting very low-income households with upfront 
down payment and closing costs. Perhaps more important than the 
financial support was the signal this provided to both regulators and the 
banking industry that Congress and the Administration were positively 
supportive of home purchases by people providing no capital them-
selves. The availability of down payment funds, supported by political 
endorsement of subprime mortgage at a time when interest rates were 

6For Freddie Mac, the cap was set at ½% per quarter growth above the mid-2006 level. For 
Fannie Mae, the cap was the end of 2005 balance-sheet level, with any increase to be approved 
by OFHEO. These were to remain in place until the GAAP audit issues were solved. These 
were removed in March 2008 (to help alleviate recession pressures from the subprime crisis), as 
OFHEO was replaced by the Federal Finance Housing Agency (FHFA).
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relatively low and S&Ls and banks were offering encouragement with 
‘teaser rates’ (discussed in Chapter 2), worked to accelerate originations.

The Fannie and Freddie Caps

When OFHEO imposed greater capital requirements and balance-sheet 
controls on Fannie and Freddie, it caused the contraction and subse-
quent ‘hobbling’ of these two major players in securitised mortgages, 
which had always been operating with the unfair advantage of perceived 
government guarantees. Banks that had been selling mortgages to them 
faced revenue gaps and an interruption to their earnings. Their solution 
was to create their own Fannie and Freddie ‘look-alikes’: the structured 
investment vehicles (SIVs) and collateralised debt obligation (CDOs) 
based on mortgages discussed in Chapter 2.

The influence of the controls affecting federal mortgage pools and the 
corresponding response in private label RMBS can be seen in Fig. 3.1, 

Fig. 3.1 Residential mortgage-backed securities and house prices (Source 
Thomson Reuters, US Federal Reserve and author’s calculations. GSE securitisa-
tions and home mortgage pools)

http://dx.doi.org/10.1007/978-3-319-72676-2_2
http://dx.doi.org/10.1007/978-3-319-72676-2_2
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together with house prices. House prices had been rising for some time, 
creating expectations of capital gains and resulting in rising equity for 
homeowners. The GSE balance sheets and trusts had been rising in line 
with house prices, but when the constraints were imposed, and this 
momentum faltered, private RMBS accelerated sharply. The big difference 
of course is that this was occurring in institutions that were not sponsored 
by governments and where there were no guarantees of any kind.

The Announcement of Basel II

There has never been agreement with the view of the current authors 
with respect to the idea that the transition from Basel I to Basel II was 
a ‘co-sponsor’ of the added pressure to originate mortgages and issue 
RMBS.7 This arbitrage opportunity and its implementation illustrate 
well the equity culture issues discussed earlier whereby the pushing of 
the envelope to enhance returns is a permanent feature of the corporate 
culture of IBs.

Smart traders will always take advantage of any anomalies in the 
financial system regulation very quickly. When Basel II was published 
in 2004 banks were informed that the capital weight given to mort-
gages would fall from 50% (under Basel I) to 35% under the simplified 
Basel II, and to as little as 15–20% depending on whether and how a 
bank would use the sophisticated internal ratings-based (IRB) version. 
A lower capital weight raises the return on capital for a given mortgage 
asset, and the corollary of this is that greater concentration in low-capi-
tal-weighted mortgages improves the overall bank return.

One of the ‘gob-smacking ’ assumptions of basic capital regulation 
under the Basel system is something called ‘portfolio invariance’.8 In 
simple terms, the riskiness of an asset like a mortgage is independent 
of how much of the asset is added to the portfolio. Banks appear to 

8See the appendix to Chapter 2.

7This issue was discussed at length in the OECD Committee on Financial Markets and at 
Financial Stability Board (FSB) meetings.

http://dx.doi.org/10.1007/978-3-319-72676-2_2
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have believed this, judging by the way they responded to the arbitrage 
opportunity that arose in the transition from Basel I to II. Banks moved 
quickly to take advantage of it, and regulators did not see what was 
going on.

If mortgage securitisation could be accelerated and pushed into off-
balance-sheet vehicles, banks could raise the return on capital right 
away in 2004 without waiting for the new regime to come into effect. 
It would be quite rational to do this to the point where the proportion 
of on-balance-sheet mortgages (with a 50% capital weight) and off-bal-
ance-sheet mortgages (with a zero capital weight) equated the (higher) 
return likely to emerge for a Basel II mortgage (where capital weight-
ings would apply regardless of whether assets were on or off the balance 
sheet).

When this point was made at a policy seminar at the European 
Parliament in 2009, a very senior representative from the Bank of 
England replied: ‘I agree with you up to a point, but there is one problem 
with your argument. Basel II might have been announced in 2004, but it 
was not due to take effect until 2008 ’.

The implication, of course, is that bank management is so blinkered 
that it takes no account of known future changes in the regulatory envi-
ronment even as they apply to portfolio assets with a thirty-year term. 
The light only seemed to come on in the Bank of England delegate’s 
eyes when an example was given from Citigroup’s balance sheet.

Citigroup chose to move towards using the IRB Basel II option, where 
FDIC data on the Quantitative Impact Study Number 4 (QIS4) showed 
that such banks expected the capital weight on mortgages to fall by 2/3, 
say from 50% under Basel I to 15–20% under Basel II, for example say 
17%.9 With securitised off-balance-sheet mortgages not attracting a capital 
charge under Basel I, this presented a straightforward arbitrage: what per-
centage of on- and off-balance-sheet mortgages would allow the increased 
return on capital for mortgages now (from 2004) without causing a 

9See FDIC (2005).
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shortage of capital later when Basel II became fully operational? The arbi-
trage in the perfect case would be:

At the end of 2007, Citi 10K filings show $313.5bn on-balance-sheet 
mortgages and $600.9bn Qualifying Special Purpose Entities (QSPEs) 
in mortgages, almost exactly the 33 and 67% split.

The SEC Rule Changes in 2004

Prior to 2004, the SEC was responsible for broker-dealer subsidiaries of 
IBs, where stringent rules (permitting a maximum 15:1 debt to equity 
ratio) applied, but no provision was made for compulsory consoli-
dated supervision of IBs, even if they had banking affiliates. This posed 
a problem for internationally active securities firms since operating in 
Europe required consolidated supervision to comply with the EU’s 
Financial Conglomerate Directive.10

To deal with this situation, the SEC adopted a purely voluntary 
‘Consolidated Supervised Entities’ (CSE) programme in 2004. This 
was recognised by the Financial Services Authority (FSA) in the UK 
as ‘equivalent’ to other internationally recognised supervisors, provid-
ing supervision similar, although hardly identical, to Federal Reserve 
oversight of bank holding companies. It proved to be inadequate.11 

0.33 ∗ (50%On− Bal. Sheet Cap. wt. Basel I)+ 67% ∗ (0%Off− Bal Sheet Basel I)

= 17% Basel II Equivalent Overall Capital Requirement forMortgages

10For IBs with no US banking affiliate, the law does provide for voluntary supervision of the 
holding company. Only Lazard Ltd opted for this arrangement. The 5 (former) major IBs all had 
some US banking affiliates and hence were uncovered until the Consolidated Supervised Entity 
program described in the main text was created.For discussion by the SEC director, Division of 
Trading and Markets, see Erik Sirri (2008).
11A report by the Inspector General of the SEC in September 2008 on the Bear Stearns collapse 
was very critical of the CSE program and SEC supervision: ‘…we have identified serious deficien-
cies in the CSE program that warrant improvements. Overall, we found that there are significant 
questions about the adequacy of a number of program requirements, as Bear Stearns was com-
pliant with several of these requirements, but nonetheless collapsed. In addition, the audit found 
that [the SEC] became aware of numerous potential red flags prior to Bear Stearns’ collapse, but 
did not take actions to limit these factors’. See SEC (2008).
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Furthermore, even if the SEC had been well-equipped to carry out 
supervisory responsibilities beyond the activities of broker-dealer sub-
sidiaries, the scope for different approaches to enforcement noted by the 
General Accounting Office (GAO) would have remained as a potential 
distortion to competition.12

These new arrangements permitted a sharp rise in the leverage ratio 
of US GSIB’s towards 34.2 on average in 2008 (on a comparable IFRS 
basis, see Table 3.1). Still constrained by FDIC rules, the increase due 
to the SEC rule change did not see the US banks catch up to the high 
and rising levels of leverage applying in European banks. This quantum 
shift in leverage was a great enabling factor for banks to take advantage 
of the arbitrage possibilities in bank capital requirement and tax regula-
tions. From 2004, there was a material acceleration in off-balance-sheet 
mortgage securitisation and the use of derivatives (particularly CDS) to 
create synthetic bonds as key avenues to drive the revenue and the share 
price of banks.

Table 3.1 US and European bank leverage ratios. The leverage of global system-
ically important banks is compared by converting the US banks and one Swiss 
bank from GAAP to IFRS for comparability. The ratios are total assets divided by 
core Tier 1 common equity (IFRS basis, total assets divided by core equity)

Source Bank reports, authors

Year 6 US Global 
Banks

9 EU Global 
Banks

4 UK Global 
Banks

2 Swiss 
Global Banks

2005 26.7 39.9 32.8 75.4
2006 25.1 42.1 31.7 71.8
2007 29.5 40.1 39.0 81.2
2008 34.2 45.9 47.2 89.3
2009 22.6 37.7 27.2 61.8
2010 21.8 36.0 26.3 52.1

12In 2007, the GAO reported to Congress that the Federal Reserve, the Office of Thrift 
Supervision (OTS) and the SEC ‘employ somewhat different policies and approaches to their 
consolidated supervision programs’ and reiterated a recommendation that Congress modernise or 
consolidate the regulatory system. See GAO (2007).
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Corporate Governance

It was noted earlier that an equity culture in banking and remunera-
tion practices played a role in the crisis as traders exploited opportuni-
ties created by poor regulatory structures. At OECD and FSB meetings, 
the question was often asked as to why company executives weren’t able 
to play a greater role in controlling the risks. This question seemed to 
imply some moral aspect to bank governance—that if there were poor 
regulations that could be exploited, companies should not take advan-
tage of them.

The most basic principle of the ‘equity culture’ is to make money. 
CEOs, traders and sales staff have insecure jobs, and their objective is to 
maximise their benefits while they are still sitting in the relevant chair. 
Poor regulations will always be exploited, and in this respect, the Basel 
II rules announcement in 2004 was a clear opportunity to be taken 
advantage of. Mounting excess leverage via the gaming of the Basel sys-
tem became a phenomenon in all jurisdictions, as temptation to grow 
quickly via securitisation spread globally. The example of Northern 
Rock in the UK is a useful ‘smoking gun ’ example of how Basel II came 
to be used to bloat leverage (see Box 3.1). It did not seem to occur to 
the CEO of Northern Rock not to take advantage, even as profit warn-
ings came into play—an example of poor corporate governance.

Box 3.1: The Northern Rock Example

Liquidity problems can easily arise when bank liabilities are not matched 
to the duration of their assets. This is well-illustrated by Northern Rock 
in the UK which rapidly added mortgage products to its balance sheet in 
anticipation of Basel II. Mortgages products had been made so attractive 
under the IRB regime due to come into effect under Basel II that there was 
an incentive to grow them more quickly than could be funded by deposits. 
Northern Rock increased its assets at a rate of over 25% per annum in the 
few years preceding its collapse in 2007, funded by borrowing heavily in 
wholesale markets. Assets were concentrated in mortgage products (75% 
of the total) which would reduce capital requirements once their Basel II 
application came into force. When equity culture was mixed in with credit 
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culture, the attraction for management was to expand businesses with 
more profitable mortgage products driving earnings and (therefore) the 
share price; or they could return excess capital to shareholders, with an 
equally beneficial impact on the share price.

Here is an exchange between the Northern Rock CEO and the UK 
Parliamentary Treasury Committee taking evidence about the crisis13:

Mr. Fallon:   “Mr. Applegarth, why was it decided a month after 
the first profit warning, as late as the end of July, to 
increase the dividend at the expense of the balance 
sheet?”

Mr. Applegarth:   “Because we had just completed our Basel II two and 
a half year process and under that, and in consultation 
with the FSA, it meant that we had surplus capital and 
therefore that could be repatriated to shareholders 
through increasing the dividend.”

By June 2007, just as the crisis was to break and liquidity was to dry up, 
Northern Rock had total assets of £113bn and shareholders’ equity of 
£2.2bn. Thus, their capital had been leveraged by a factor of more than 
50. Their RWA under Basel II had been reduced to a mere £19bn (16.7% 
of total assets), compared to £34bn under Basel I (30% of assets). Under 
Basel II Tier 1 capital was a ‘healthy’ 11.3% of RWA, but only 2% of total 
assets. When concerns about asset values and loan soundness emerged in 
the markets liquidity dried up and Northern Rock suffered the first run on 
a British bank since 1866. Their regulatory capital was less than 10% of the 
£23bn that the authorities used to support the bank.

The other crucial financial stability issue concerns high-risk investment 
banking activities, losses within which led to contagion of more stable 
traditional business segments in bank holding companies that were not 
formally separated from each other. In this respect, sound corporate 
governance can and should make a difference. But boards seemed una-
ble to understand and/or to act in a timely way. In this respect, the UBS 
example discussed in Box 3.2 is instructive.

13See Treasury Committee (2007); Evidence 47.
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Box 3.2: The UBS Example of Investment Banking Culture  
and Governance14

UBS management saw Citigroup and others rapidly growing their fixed- 
income business in investment banking through securitisation. An exter-
nal consultant was also appointed to recommend strategy. This consultant 
pointed out that of all the businesses, fixed income was the area where 
the UBS investment bank lagged its three leading competitors the most. 
The IB had its biggest product gaps in the Credit, Securitised Products and 
Commodities businesses—those in credit, interest rates, mortgage-backed 
securities (MBS), subprime and adjustable rate mortgages (ARMs) were 
singled out. In March 2006, UBS presented its conclusions and key initia-
tives to close revenue gaps. These included expanding: its securitised prod-
ucts via a new Securitised Products Group; its Global Structured Finance 
and High Yield Loan Business; Structured Credit; and the development of 
trading strategies for these products.

The three biggest players in fixed-income revenue in 2005 and 2006 
were Goldman Sachs (about $8.75bn and rising to $10.4bn in 2006), 
Citigroup (about $9.25bn and rising to $10.5bn in 2006); and Deutsche 
Bank (about $9bn and rising to $11.5bn in 2006). These numbers were 
presented by the UBS head of fixed income in March 2007 as the ‘gap’ 
that had to be closed—UBS was a mere ninth at around $6bn in 2005 and 
about $6.2bn in 2006. UBS developed a revenue gaps strategy—a ‘growth 
at any cost’ mentality—at exactly the wrong time from a macro-pruden-
tial risk perspective.15 This is classic investment banking (from the Latin 
American debt crisis to subprime, the modern bankers continued a long 
tradition). Market share, revenue gaps and beating the key competition 
are the topic of every morning meeting at all levels in the bank, and for 
senior management, it can be a question of holding your job.

The corporate governance and risk control functions in many firms 
will adjust to accommodate strategy when an equity culture is mixed in 
with a banking credit culture. In UBS departing top risk managers were 
replaced by people from a sales background (consistent with growth) not 
a risk-management background.

UBS has a centralised Treasury able to raise funds efficiently in the 
open market. It chose to charge recipients of funds distributed internally 
within (i.e. lower than) the normal external spread:

15A UBS strategist identified a $4.3bn revenue gap to the top 3 competitors of UBS, and saw this 
as the most significant revenue opportunity.

14This section is based on UBS (2008).



3 The Watershed Year of 2004: Origins and Causes of the Crisis     103

…i.e. internal bid price bids were always higher than the relevant LIBID 
and the internal offer prices were always lower than LIBOR.16

The businesses were able to fund themselves at prices better than in the 
market. No attempt was made to take account of liquidity in this process 
(to match term funding to liquidity). A stricter funding model was seen as 
a ‘constraint on the growth strategy ’.
There was strong resistance from the IB management to hard limits on the 
balance sheet. Such limits were quickly installed in Q3 and Q4 2007, only 
once the crisis was under way.

Staff compensation incentives did not differentiate between the crea-
tion of genuine ‘alpha’ versus the creation of returns based on low-cost 
funding, nor the quality (risk attributes) of staff earnings for the company. 
The relatively high yield from subprime made this an attractive candidate 
for long position carry trades (even with thin margins) via leverage (and 
using derivatives). This encouraged concentration in the higher carry mez-
zanine tranches of CDOs. It also encouraged minimal hedging of super 
senior positions (in order to be more profitable).

Notwithstanding the fact that the senior management and the board 
identified the subprime issue as a major risk in September 2006, the 
IB management did not adjust until July 2007. The Board did not feel 
strongly enough about the risk. Growth and revenue are in the inter-
ests of the shareholders, and the Board would not have been able to act  
forcefully. This was in complete contrast to their actions once the crisis 
became clear and more weight had to be assigned to a negative view. 
IB management held sway, and senior management and the Board went 
along with it. The Shareholder Report (April 2008) states that senior man-
agement took comfort from the main exposures being AAA CDO’s, and 
that they were prepared to rely on IB assurances that the risk was well 
managed. Revenue growth and catching up to competitors were central 
to the dominant corporate culture. All management focus within the IB 
on ‘processes’ for new business initiatives and prior approval of transac-
tions were:

‘…on speeding up approvals as opposed to ensuring that the process 
achieved the goal of delivering substantive and holistic risk assessment of 
the proposals presented’.17

17UBS (2008), p. 41.

16UBS (2008), p. 25.
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The report also states that internal reporting of risk positions was com-
plex, even across the ‘silos’ within a business line. A holistic picture of the 
risk situation within IB business lines was not presented to management 
or the board, and there was no serious internal challenge to the overall 
strategy.

The UBS example illustrates that poor corporate governance, too, 
played a role in the crisis.

There are perhaps four hypotheses about why poor corporate govern-
ance failed to counter the worst excesses of banks in the lead up to the 
crisis.

• One is that the culture of investment banking is much harder to con-
trol from the boardroom.

• Another is that the business is more complex, and the products are 
inherently more difficult to understand than simple banking prod-
ucts so that risk control practices are much more difficult.

• Another is the extent of ownership of risks associated with bank strat-
egy in the longer run, perhaps associated with board structure and 
the independence of directors.

• Still another concerns remuneration incentives that became such 
a clear part of the business model drivers, with bonuses linked to 
up-front revenue and the current share price.

However, an examination of some crude indicators of corporate gov-
ernance in Table 3.2 suggests that there are no simple answers. The US 
banks’ governance characteristics were surveyed in mid-2007 just prior 
to the crisis, and are arranged from left to right in terms of their known 
subsequent share price declines—from the worst to the best. All of the 
above banks had a majority of so-called independent directors and this 
line was excluded from the table. When the corporate governance indi-
cator shown in the left column applies, it is marked with an X. While 
the sample is small, a few interesting observations emerge:
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• Investment banking segment: arguably a complex and high-risk activity 
that is difficult to govern. Of the six worst banks on the left, four are 
IB operations. This seems to have some validity.

• Consumer/regional banks: on the right, four of the six best banks 
are regional consumer type banks. This is consistent with the above 
IB comment and suggests that business models (to be discussed in 
Chapter 4) have quite a lot to with good or bad outcomes in the 
crisis.

• Partnerships: Goldman Sachs sits towards the right side of the table 
(for good performance), suggesting it is not impossible to manage 
high-risk businesses. A key feature in Table 3.2 is that it is the only 
one with a partnership-like corporate structure. At the time, 88% of 
the shares were held by insiders or those with a greater than a 5% 
stake. This arguably gives the partners ‘skin in the game ’—a positive 
feature. No other bank surveyed comes close to this concentration of 
ownership, all of the others having very dispersed share ownership.18

• Chairman and CEO the same person: this raises lack-of-accountability 
issues, but it seems common to all the banks other than (the less cri-
sis-affected) US Bancorp.

• Employee compensation greater than 20% of revenue: arguably good, 
if it attracts and maintains quality staff. However, Wachovia, Merrill 
Lynch, National City, and Citigroup all paid well, but were in the 6 
worst performers.

• Risk committee chair not on the board: arguably a bad thing, if 
the risk team reports only to the CEO and not to the full board. 
However, this seems not to be a factor. On the far right, most of the 
regional consumer banks did not have a risk subcommittee, and yet 

18A key member of Santander’s Board told one of the present authors back in 2010 that the main 
reason why that bank avoided the subprime crisis was because the Botin family has run the bank 
since the beginning (140 years) and care about losing money—instilling a strong risk culture and 
controls. This once more is the ‘skin in the game ’ issue.

http://dx.doi.org/10.1007/978-3-319-72676-2_4
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performed well. This suggests once again that it is what banks actu-
ally do—investment banking or consumer banking—that is a more 
important determinant of good and bad outcomes than anything 
internal risk managers are able to influence.

• Staff compensation: above-average general staff compensation is not 
obviously linked with better or worse outcomes for banks. Four of 
the six worst banks paid well, and three of the six best also did so.

• Executive compensation: paying high for the best executives is arguably 
a good thing, because they are incentivised to drive the business. In 
the table, executive compensation is divided between base remuner-
ation and that related to stocks. Focusing on the IBs in Table 3.2, a 
few interesting observations emerge. Lehman Brothers, whose failure 
was to be a key ‘moment ’ in the crisis, has the feature that its exec-
utives had relatively low base remuneration but well above-average 
stock compensation. The question arises as to whether this causes the 
‘envelope’ to be pushed too hard to benefit from stock price appre-
caiation. Goldman Sachs differs from Lehman Brothers as it pays its 
executives well right across the board—in terms of their base com-
pensation and stock rewards. This presumably links up with their 
near-partnership financial structure, as noted earlier. Amongst the 
regional consumer banks, PNC Financial is the second best per-
former (according to the narrow criteria used here) and its compensa-
tion structure at the time looked exactly like that of Goldman Sachs.

• Wells Fargo: this bank has not been mentioned so far, and as this 
book was being written they were caught up in a scandal with respect 
to cross-selling and fake accounts. However, as diversified large 
national banks at the time of this survey, they were widely regarded 
as one of the best-managed banks in the USA. They went through 
the crisis unscathed and were able to absorb the troubled Wachovia 
Corporation at the peak of the crisis. It is interesting to note that this 
well-run bank did not pay its executives above-average base compen-
sation or stock programme awards compared to its peers.

These observations suggest that there is no simple way to summarise 
good corporate governance. Good governance is likely to be complex 
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and idiosyncratic to the firm. It is not high pay or moderate pay, but 
whether executives are involved with the firm with skin in the game—
as with family-run or partnership structures. Managers’ interests must 
be aligned with those of shareholders so that they share any negative 
consequences of their decisions with the ultimate owners. In this way, 
long-term thinking about downside consequences is built into decision 
making. Bringing long-term value comes first for banks run this way, 
with financial rewards following through in due course to those with 
ownership and control. Unfortunately, very few banks have this type of 
structure. Most of the banks considered in this book have widely dis-
persed share ownership, usually in the hands of institutional investors or 
mutual fund managers. Typically these agents of owners do not play a 
significant role in corporate governance.

One of the best papers explaining and providing empirical sup-
port for these difficulties can be found in Isaksson and Celik (2013). 
Institutional investors are a highly heterogeneous group, and their will-
ingness and ability to engage in corporate governance depend on the 
incentives between chains of agents (ultimate owners, agency managers, 
proxy advisors, security lending agents and asset consultants) as opposed 
to skin-in-the-game owners. The ultimate owners of shares are very far 
away from the company, and their agents operate according to different 
business models, investment strategies and trading practices. While it is 
always desirable to work to improve governance via regulatory initiatives 
to increase shareholder engagement, these are shown by the authors to 
have unintended consequences. The diversity and complexity of the 
investment chain can render general policies or regulation ineffective. 
This set of issues is particularly relevant for financial firms, as some of 
the above examples have shown.

Even within the firm, control and effective governance becomes a 
part of the degrees of separation in the governance chain. For example, 
discussions with senior bank management post the crisis suggested to 
the present authors that when remuneration incentives are based on 
deal flow with upfront recognition of fee-for sale revenue, loan officers 
often presented to the risk officers simply to get the deal approved—
with the equity culture pressuring them to comply. The very same loan 
officers then took comfort from the approval they received from the risk 
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officer. The loan officers did not own the risk assessment process in a 
traditional credit risk culture way.

The Crisis Hits, the Lehman Moment

The first wobbles in the crisis happened in 2007 when house price began 
to fall (see Fig. 3.1). Countrywide Financial and New Century Financial 
stopped taking applications for loans because their funding was dry-
ing up. Two hedge funds owned by Bear Stearns went bankrupt in July. 
Liquidity was becoming an issue. In August, BNP Paribas froze with-
drawals on funds that had invested in subprime mortgages that were 
falling in value and suffering rising redemptions. The run on Northern 
Rock occurred a month later. Still, policymakers didn’t catch on to what 
was happening to liquidity—the subprime market was thought to be 
small in the world financial system. In March 2008, subprime securi-
ties issued by Bear Stearns were downgraded, and at this point, the Fed 
began to understand that liquidity was an issue—they launched the 
lending facility programme for banks in trouble. Investors too began to 
understand something was amiss. Bear Stearns was quickly sold for $2 
a share to JP Morgan (a week earlier it had been at $65 on the stock 
exchange), in the hope that would put an end to the crisis. It did not.

Fannie and Freddie, the two mortgage monoliths began to col-
lapse, forcing the government to guarantee them formally in early 
September—underlining that these huge mortgage securitisation agen-
cies were too big to fail (TBTF). Even more that 10 years after the 2008 
crisis, the Fannie and Freddie issues, and the quality of the securities 
held in conservatorship, are not resolved. But the big test arose the fol-
lowing week: Lehman Brothers.

Lehman Brothers was one of the biggest underwriters of MBS. It suc-
cumbed to the falling value of subprime mortgages and filed for bank-
ruptcy in September 2008. Its capital was not nearly enough to absorb 
the massive losses, and the immediate issue was that no one would 
lend to it to fund its activities. Tim Geithner president of the FRBNY 
decided not to lend to Lehman, and called a meeting to sell it in pieces 
to other banks. This was the greatest bankruptcy filing in US history, 
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and it was to be a test that led to all the emergency measure that fol-
lowed. The bankruptcy set off contagion losses in all of the Lehman 
Brothers counterparties. The Fed and the US banks had gotten together 
over the weekend to work through the exposures, by netting them—
cancelling offsetting trades to reduce the problem to the smallest net 
exposure. But the net exposure caused losses for those who had Lehman 
positions in derivatives, particularly Credit Default Swaps (CDS).

US officials felt that drawing the line at Lehman Brothers, by not to 
supporting its sale with guarantees, would send a good message to the 
financial markets in terms of the moral hazard issues. Even with hind-
sight, there is no way to know what would have happened if Lehman 
had been saved, and whether letting it go was the right decision. But 
what is clear is that the ‘Lehman moment’ happened at a point in time 
when the global systemic nature of the crisis was about to unfold.

The decision to let Lehman fail, and to go into close-out netting, led 
to a freezing up of the financial system. Merrill Lynch came into the 
gunsights at the Lehman moment, and Bank of America was essentially 
forced to absorb it for an all-stock deal of $50bn. Then AIG, which had 
guaranteed vast amounts of bonds, and had written cheap CDS con-
tracts for gaming the Basel system, to all intents and purposes failed. 
On the verge of its collapse, and after the experience with Lehman 
Brothers, the government decided it could not allow AIG to fail too.

This chapter has explained the immediate causes of the crisis in the few 
short years following poor regulatory decisions made in 2004. The following 
Chapter 4 will focus on the business models of banks and just why global 
contagion became the key issue—and why saving AIG was so essential.

Appendix to Chapter 3: Modelling the 
Acceleration of US RMBS from 2004

In a paper presented to the 2008 Reserve Bank conference at Kirribilli, 
two of the authors modelled the evolution of the stock of RMBS out-
standing using the following explanatory variables: GDP; the mortgage 
rate; the mortgage spread to Fed funds; 12-month house price inflation; 

http://dx.doi.org/10.1007/978-3-319-72676-2_4
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aggregate excess bank capital under Basel; and an allowance (via a 
dummy variable) for the impact of the S&L crisis at the end of the 
1980s. With these standard variables, the model worked well for sample 
periods prior to 2004, but broke down afterwards. The parabolic jump 
after 2004 shown by the full-model line in Fig. 3.2 cannot be explained 
without reference to the four causal regulatory/structural shifts noted 
earlier which occurred around that time.

The authors then calculated the likely freeing up of capital under the 
full Basel II system for sophisticated adherents as was known to banks 
through their participation in the QIS4 simulations. This would be an 
additional capital saving of $220bn by the end of 2007 (in addition to 
existing Basel 1 excess capital). When included in the model, this var-
iable adds a jump of around $500bn in private label RMBS. When a 
dummy variable is included for the Fannie and Freddie controls (and 
doubling for the SEC rule change in 2004) a further $800bn is added.19 

Fig. 3.2 Model of RMBS  and the 2004 acceleration (Source Blundell-Wignall 
and Atkinson (2008))

19This corresponds also with the period of the 2004 SEC rule change, and it is impossible to sep-
arate this effect from the Fannie and Freddie effect—clearly greater leverage possibilities for IBs 
greatly helped the response to compensating for Fannie and Freddie constraints.
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This full model result is shown in the thick line. Once these two dummy 
variables are added, the coefficients on all the standard variables return 
to their pre-2004 values (see Blundell-Wignall and Atkinson (2008) in 
the Reserve Bank Conference volume). This suggests that the period in 
which Basel II was anticipated and arbitraged (as in the Citigroup exam-
ple) and the Fannie and Freddie controls were in play, banks were able 
to accelerate RMBS using lower quality mortgages (and supported by 
‘American Dream’ policies) by some $1.3tn. Much of the problems now 
known as the subprime crisis can be traced to these securities.
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Introduction

In the preceding chapter, it was noted that the corporate governance 
of banks had no clear correlation with banks that succeeded or failed. 
Once regulations constraining the ‘equity culture’ were removed, and 
the flawed Basel II rules were announced, the floodgates opened to give 
full force to regulatory arbitrage and the use of high-risk subprime secu-
ritisation. One of the obvious puzzles was that all banks faced:

• The same global regulatory and capital rules.
• The same listing rules on stock exchanges bearing on boards and cor-

porate governance.
• Similar senior staff bonus mechanisms.
• The same accounting firms and credit rating agencies (CRAs) institu-

tions and processes.
• Tax distortions everywhere that give rise to arbitrage opportunities.
• The same availability of OTC derivatives, securitisation and struc-

tured products.
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But all banks did not have the same crisis outcomes. In this chapter, 
it is shown that it is the business models of banks—what they actually 
do—that really explain which banks succeeded and which failed, and 
the contagion effects to which they give rise. To this day, regulatory 
capture and political connections have prevented anything meaningful 
being done about this critical issue.

Contrasting Banking Conglomerate Asset 
and Liability Composition

This chapter focuses on the balance sheet structures of banks and how 
these (more than anything else) determined outcomes in the crisis.1 To 
illustrate the issues, it uses examples and numbers that are easy to fol-
low, setting the scene for more formal evidence later on.

Figure 4.1 shows main components of the balance sheets of four 
banking conglomerates in 2009, two of which needed support in the 
crisis and two which did not. The contrasts in asset composition are 

Fig. 4.1 Consolidated balance sheet structure of conglomerates: % of assets, 
June 2009 (Source Company reports)

1It draws heavily on the ‘Elephant in the Room’ paper by Blundell-Wignall et al. (2010).
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striking. Citigroup and Deutsche Bank belong to countries that figured 
prominently in the crisis. These banks are widely acknowledged to be 
‘too big to fail ’ (TBTF). Wells Fargo and Westpac required no support 
during the crisis. The salient features of the balance sheet composition 
of all four banks in 2009 (at the height of the crisis) are as follows:

• ‘Loans ’: to businesses (that produce real things) and to households 
(for housing and consumption) are shown in the first set of bars on 
the left. Loans generate more reliable cash flows, and amortised cost 
accounting applies. For the safer banks, loans were 58% of assets for 
Wells Fargo and 79% for Westpac. In the case of Deutsche and Citi, 
loans were only 15 and 22%, respectively.

• Securities at fair value through profit or loss (including derivatives): 
These assets (the second set of bars) accounted with fair value are 
held in the ‘Trading Book ’.2 For the two banks needing support, these 
assets were in the 40–60% range, in contrast to Wells Fargo and 
Westpac, where this component was in the 8–12% range. Broad dif-
ferences of this kind are common for traditional deposit-taking banks 
compared to those encompassing vast investment bank (IB) activities. 
Fair value assets including derivatives were inside a 10–15% range in 
a wide range of safer banks during the crisis.

• Deposits: Activities on the asset side of the balance sheet are funded 
out of deposits and wholesale borrowing (including via derivative 
sales). Deposits tend to be more stable (‘sticky’ with predictable cash 
flows), which reduces the risk of liquidity crises. Low deposits, imply-
ing higher wholesale funding, appeared to be a strong feature of the 
German and US banks containing investment banks (IBs). Wells 
Fargo and Westpac have a strong deposit base.

• Long-term Debt funding: Bond funding is longer duration and 
requires the maintenance of a strong credit rating to be cost- 
effective—acting as a discipline on banks. Deutsche Bank is very low 
in long-term bonds.

2The trading assets are consolidated with other assets at fair value through profit or loss. See the 
Glossary for definitions of Banking and Trading Books.
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• Other liabilities: are highest in the German bank.
• ‘Equity ’: This critical balance sheet item—the object of regulatory 

capital rules—appeared to be small in 2009, and particularly so in 
Deutsche Bank, at 2%. Wells Fargo easily had the largest capital base.

Some greater details for the four banks are shown in Table 4.1. If 
Wells Fargo and Westpac conformed to the structure of a ‘bank’, as it 
is thought of by politicians and the public at large (i.e. an institution 
that funds mainly via deposits and longer-term borrowing and lends to 
households and to companies that do real things), this cannot be said to 
be the case for Citigroup and Deutsche Bank in 2009.3 On a consoli-
dated basis, these latter institutions looked much more like large highly 
levered hedge funds—though no hedge fund running these sorts of 
structured products would dream of having a leverage ratio of almost 50 
(assets versus equity), as was the case of Deutsche Bank.4

Synthetic CDO Issuance by Banks

In Chapter 2, the basics of ‘waterfall’ cash-flow CDOs were explained 
and the use of off-balance-sheet special purpose vehicles (SPVs) to 
avoid capital regulations was set out. Tax arbitrage incentives were also 
explained. Synthetic CDOs are of two basic types:

• Balance sheet synthetic securitisation: Banks keep the assets on balance 
sheet, but transfer the credit risk to the CDO SPV by buying credit 
default swap (CDS) protection. The investors (insurance companies, 
hedge funds, etc.) are sellers of protection and get the spread pre-
mium synthetically. The CDO is tranched as with the cash CDO, 
but the underlying assets remain with the originating bank. How the 
CDS transfers risk in this way is set out in Table 2.2. The investor (as 
with AIG) is exposed to defaults of the originating bank assets. The 

3Deutsche Bank is typical of other large French, German, Swiss and UK banks.
4A typical hedge fund has a leverage of 4 or 5 times equity.

http://dx.doi.org/10.1007/978-3-319-72676-2_2
http://dx.doi.org/10.1007/978-3-319-72676-2_2
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Table 4.1 Key balance sheet and off-balance-sheet ratios: Deutsche, Citi, Wells 
Fargo, Westpac

In millions of local 
currency

Deutschebank 
€m

Citi $m  
(converted 
to IFRS)

Wells Fargo 
$m  
(converted 
to IFRS)

Wespac in 
A$m

Jun 30, 2009 Dec 31, 2009 Dec 31, 2009 Sep 30, 2009
Assets 1,732,873 2,500,986 1,309,572 589,587
Cash like 108,315 414,908 67,965 21,581
Fair value securities 1,140,525 987,113 108,965 71,029
of which derivatives 769,678 703,219 89,484 na
Financial assets avail-

able for sale
19,960 306,119 217,537 1630

Loans 264,485 555,471 758,254 463,459
Other 199,588 237,375 156,851 31,888
Liabilities 1,732,873 2,346,013 1,195,213 589,587
Cash like (non-int.) 57,698 116,229 181,356 9235
Deposits (Int. 

bearing)
368,532 719,674 642,662 329,456

Fair value liabilities 
(incl. S/T repos)

875,115 1,005,012 104,892 47,326

Long-term debt 134,811 364,019 203,861 131,353
Other 261,277 141,079 62,442 35,646
Equity 35,440 154,973 114,359 36,571
Memo: MAX LOSS 

EXP. TO SPEs
23,900 106,405 95,240 0

Key Ratios % % % %

Loans/assets (%) 15.3 22.2 57.9 78.6
Fair value assets/

total assets (%)
65.8 39.5 8.3 12.0

Deposits/liabilities 
(%)

24.6 35.6 68.9 57.4

L-T Debt/liabilities 
(%)

7.8 15.5 17.1 22.3

Fair value liabilities/
total liabilities (%)

50.5 42.8 8.8 8.0

Other debt/liabilities 15.1 6.0 5.2 6.0
Equity/assets (%) 2.0 6.2 8.7 6.2

Source Company reports. VIEs (Variable Interest Entities) are special purpose 
entities (SPEs) which must be consolidated on the balance sheet if losses arise. 
QSPEs (Qualifying Special Purpose Entities) are where risks have been fully  
transferred to a third party
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bank has counterparty risk as the protection seller in a credit event 
may default (as with AIG). Often the main point of this transaction 
was to expand leverage by the bank, by reducing capital requirements 
(as noted in the previous chapter). The investor is motivated by 
achieving a risk and return profile for their portfolio.

• Arbitrage collateralised synthetic obligation (CSO ): These are a means to 
undertake market risk transactions via products that arbitrage spreads 
using purpose-built indices. These indices (like CDX and iTRAXX) 
are portfolios of single name CDS which contain typically 125 fixed 
names. New versions of the index (the on-the-run index) are launched 
periodically as the CDS in the previous index begin to mature. They 
can be CDS related to underlying RMBS names, but also government 
securities and other debt. The mechanics are that an SPV is created, 
and the investors pay in par amounts to establish the collateral pool. 
The SPV invests in the collateral required. It then sells CDS protection 
on the index pools set up by the bank dealer, and these pay the asso-
ciated CDS spread to the SPV (related to the credit risk in the pool). 
The investor receives the spread premium through the SPV and any 
income from the collateral. The par principle is paid at the end of the 
maturity of the CSO (net of any payments for defaults). The bank set-
ting up the structure will offer different tranches related to seniority— 
but often sells a single tranche (typically mezzanine). With ‘single 
tranche CSOs’, the arranger sells a ‘bespoke’ tranche to the inves-
tor and the payment structure does not depend on that for any other 
tranches (as in the cash waterfall model of the standard CDO). These 
products became very popular and accelerated after 2004.

In the CSO case, the credit institution is the credit protection buyer 
(a direct counterparty) in the tranche sold to the investor; they pay the 
premiums and hence are exposed to the volatility risk of credit spreads 
in the portfolio (market risk) and to the risk of default of the inves-
tors. Banks work with investors like hedge funds and pension funds 
to achieve specific outcomes—but single tranche CSOs can be highly 
illiquid. Like cash CDOs, the SPV would normally set up a CSO in 
a low-tax jurisdiction. CSOs may also be unfunded (which was quite 
common in the run-up to the crisis).
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Each tranche has a notional value and is defined by lower and upper 
loss points. The objective for a tranche might be to achieve Libor plus X%, 
with a certain maturity, but with loss points defined (attachment points). 
For example, the BBB-rated tranche might be defined by a 5 and 10% loss 
range. When the synthetic CDO is ‘unfunded’ (meaning there is no upfront 
cash investment), payments are required on a regular basis or at the end of 
the maturity period. In this example, if the losses are less than 5%, then no 
payment is required for the 5–10% loss tranche; if it moves into the 5–10% 
range, payments are required; and at 10%, the tranche value goes to zero.

It is important to note the ‘atomic bomb ’ nature of investing in unfunded 
CSOs. An investor buying the underlying bond would lose 10% in the above 
example of 10% losses. But the buyer of the BBB tranche is completely wiped 
out. This sort of thing was to play a big role in the global crisis. CRAs were 
under pressure to underprice the risk of CDOs and CSOs to help IBs transfer 
the risk to investors more easily. As noted earlier, they played a facilitating role 
in the crisis. This issue of the role of CRAs and what should have been done 
to improve their processes are set out in Appendix A to this chapter.

Issuance of Credit Derivative Structured Products

Credit derivative products are exposed to two sorts of risks: defaults (as 
discussed above) and spread movements, so that the value of an index 
tranche depends on price movement of underlying names and the cor-
relation assumptions used to value the issue. The ‘delta-adjusted’ value is 
roughly the price at which a tranche could be traded at any time prior 
to maturity on the open market.5

Figure 4.2 shows the issuance by major banks of standardised 
structured credit products (index-based tranches). Both notional  
and delta-adjusted values are shown.6 Just prior to the crisis, this was 

5More specifically, delta-adjusted means the sensitivity of the tranche based on derivatives to 
changes in the price of the underlying names that are referenced.
6This is a highly standardised single tranche CDO, with (say) iTraxx Europe or CDX NA IG 
as its reference portfolio. Besides using standard portfolios, the attachment and detachment 
points, maturity and documentation of index tranches are also standardised, ensuring that these 
products are much more liquid than bespoke synthetic CDOs. Structured equity products are 
not included. These Credit Flux data do not include CSOs based purely on CDS instead of the 
underlying credit instruments.



122     A. Blundell-Wignall et al.

running at $500bn notional and $2.4tn per quarter delta-adjusted. It 
fell away sharply during the crisis—particularly in the last quarter of 
2008. However, the policies for recovery—including zero rates in some 
countries and massive liquidity support—saw values pick up again 
somewhat in 2009, as volatility normalised (i.e. as the market rallied, 
volatility fell and spreads narrowed somewhat). The effect of these value 
shifts (that must be accounted for at fair value) contributed to the losses 
and write-downs in banks, a phenomenon that made the 2008 cri-
sis so different from previous ones. The biggest issuers (in order) were 
JP Morgan, Deutsche Bank, Citigroup, UBS, BNP Paribas, Lehman 
Brothers, Merrill Lynch, Morgan Stanley, Barclays, Societe Generale 
and Calyon.

These banks were responsible for $508bn dollars of the $1.1tn losses 
admitted to by banks by mid-2009, some 46% of the total. If the ulti-
mate losses resulting from the total collapse of Lehman Brothers were 
included (rather than the write-downs before the collapse), the total 
would be much higher, and these banks would be responsible for 2/3 of 
the higher total losses. Similarly, losses of Bear Stearns absorbed by JP 
Morgan are not included because they would not be apparent for some 
years after the takeover (being held as collateral by the Fed in exchange 
for a loan of $30bn).

Fig. 4.2 Issuance of CDO index tranche volumes (Delta-adjusted, quarterly) 
(Source Credit Flux, authors)
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Figure 4.3 shows CDS contracts in notional outstanding amounts 
and their net value on the RHS scale. The explosive growth in CDS 
from 2004 to 2007 is explained by regulatory factors noted earlier, 
which permitted a leap in leverage with the expansion of the CDO 
market, as well as the growing use of CDS in ‘reducing risk’ on risk-
weighted assets for taking advantage of Basel weighting procedures.

Bank Losses at the Time of the Crisis

Figure 4.4 shows the losses from all sources (including from CDOs and 
CSOs) of: banks (most of which can be described as having participated 
in the ‘equity culture ’ in banking discussed in Chapter 3); the insurance 
companies like AIG that wrote CDS contracts; and Fannie and Freddie 
(that were the mill for the mortgage securitisation process).

These losses admitted to at the time (and excluding the payouts to 
AIG counterparties and the losses of the Lehman balance sheet after it 
collapsed) sum to $1.6tn, but may actually understate the true situa-
tion. This is because banks shifted products from their trading book to 
their banking book when it proved convenient to do so, and held them 
there for long periods (particularly longer-run cash CDOs rather than 
synthetic products which were shorter term in nature). When institu-
tions hold products in their banking book, they are not marked to mar-
ket. Accounting standard issues related to this are discussed in Appendix 
B to this chapter.

The AIG Payouts

Table 4.2 shows the amounts US authorities paid out to settle bank 
exposures to the single counterparty AIG during the crisis.

AIG was the biggest writer of CDS through its London financial 
products arm. Given what happened, it is now clear that the CDS was 
written in a way that was underpricing risk. In many ways, AIG was 
underpinning the entire house of cards. In August 2008, it reported 
$441bn in ‘super senior’ CDS exposure alone, $307bn of which was: 
‘written to facilitate regulatory capital relief for financial institutions 

http://dx.doi.org/10.1007/978-3-319-72676-2_3
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 primarily in Europe ’. By early September, on the eve of its collapse, 
12,000 individual derivative contracts reportedly amounted to $2.7tn, 
of which $1tn with just 12 counterparties.7 Had the USA allowed AIG 
to fail, it is not at all clear how well any of the banks in the table would 
have withstood the additional losses. The drain on their capital and the 
indirect effects of the turmoil that would have followed in the markets 
to which they were exposed would likely have increased losses.

Too Big to Fail, Contagion and Counterparty Risk

The ‘too big to fail’ (TBTF) problem (where the market knows the 
government will have to save institutions that might otherwise take  
the whole system down) seems to have been a feature of underpricing 
risk in the 2008 crisis. Banks carry relatively small amounts of capital. 

Fig. 4.3 Credit default swaps outstanding (Source BIS, authors. Notional 
amounts are all the debt exposure covered. Gross market values on the RHS 
refer to how much money would actually change hands after netting if deriva-
tives were sold on the reporting date at prevailing market prices)

7The quotation is from AIG’s August 2008 10Q filing as reported by Sorkin (2009). The com-
ment about 12 counterparties is attributed by Sorkin to a confidential source. See p. 236 and the 
endnotes to Chapter 16, p. 395.
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Fig. 4.4 Major financial institutions’ write-downs and credit losses to mid-2009 
(Source Proxy statements. Totals for 2007 to mid-2009, $bn)
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Assets valued at fair value through profit or loss on both side of the 
balance sheet may be extremely volatile in a crisis, particularly where 
liquidity issues arise, and these movements can wipe out the capital 
very quickly (if properly accounted for). If the conglomerate includes 
a commercial bank alongside other subsidiaries, it may also be wiped 
out (in the absence of a rescue), i.e. because of ‘contagion risk’ aris-
ing from the activities of other members of the banking group. This is 
because the (highly volatile) securities businesses (based on fair value 
through profit or loss accounting) share the bank’s capital with the less 
volatile commercial banking business where cost amortisation account-
ing applies and volatility is much lower. Where insured deposits are 
involved, it is all the more likely that the group will be supported in a 
crisis, which in turn encourages greater risk taking by the higher-risk 
segment.

Table 4.2 US payments to settle AIG obligations to prevent its failure

aDirect payments from AIG through end-2008 plus payments by Maiden Lane III, 
a financing entity established by AIG and the New York Federal Reserve Bank to 
purchase underlying securities
bSeptember 18 to December 12, 2008
cCommon equity net of goodwill; net of all intangible assets for Merrill Lynch 
and HSBC
Source AIG; company reports for capital data

In $bn
Institution Collateral postings 

for credit default 
swapsa

Payments to 
securities lending 
counterpatiesb

Total As a share 
of capitalc at 
end-2008 (%)

Goldman Sachs 8.1 4.8 12.9 29.1
Société Générale 11 0.9 11.9 28.9
Deutsche Bank 5.4 6.4 11.9 37.4
Barclays 1.5 7 8.5 20.0
Merrill Lynch 4.9 1.9 6.8 77.4
Bank of America 0.7 4.5 5.2 9.1
UBS 3.3 1.7 5 25.2
BNP Paribas … 4.9 4.9 8.3
HSBC 0.2 3.3 3.5 5.3
(memo: Bank of America after its merger with Merrill 

Lynch )
12 [18.1 ]
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The use of counterparties in derivatives transactions to structure 
products and minimise capital requirements adds a further source of 
risk (in addition to leverage and risky trading). This is the potential fail-
ure of the counterparty to the derivatives transaction (another bank, 
an insurer, a pension fund, a hedge fund). The failure of a large coun-
terparty like AIG may impact upon many banks at the same time. No 
matter how well hedged a bank may be in a technical sense, a counter-
party failure can be devastating, as the AIG example in Table 4.2 shows. 
One senior banker at a conference where one of the present authors was 
speaking said that for them the possibility of AIG failing wasn’t a mate-
rial risk, because they had bought puts on AIG itself. But of course this 
misses the interconnectedness point: that the contract would have likely 
been held with another bank which is shown in Table 4.2 list.

In the case of all these institutions, the rescue of AIG (a single coun-
terparty) resulted in a payout by the US Federal Reserve equal to enor-
mous percentages of their capital at the time. Regulatory rules normally 
do not allow such large exposures to single entities, so the question 
arises as to how this could have happened. The answer is that the value 
of the position on the balance sheet reflects the exposure to immediate 
counterparty risk but not to the underlying exposure to future market 
risk. A sudden rise in volatility and collapse of liquidity in a crisis can 
result in levered derivative positions moving sharply and delta-hedging 
the portfolio to keep the exposure limited is not possible, as no one will 
trade. Prior to the crisis, limits were no doubt respected. Exposure limits 
based on current market valuations work well enough in normal peri-
ods, but they may break down with speed when they are most needed 
in a crisis.

Commercial Versus Investment Banking

Commercial banking has experienced large losses in previous crises. The 
fact that the unique feature of this crisis was business models based on 
securities and derivatives that are prone to contagion and counterparty 
risk does not mean that less volatile commercial banking is ‘safe’ for all 
states of the world:
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• Commercial banks that are small and concentrated on assets in a par-
ticular region can have major problems if that region suffers idiosyn-
cratic recessions and asset price falls—for example, a sharp fall in oil 
prices in an oil kingdom or state.

• Excessive concentration on specific assets such as mortgages or com-
mercial real estate can also lead to major problems (the S&L crisis; 
Australian banks in the early 90s etc.).

• Related party transactions with industrial companies, as in Japan and 
Korea in the Asia crisis, can be very problematic, as can such transac-
tions in family-owned banks.

• Borrowing in foreign currency within countries that run current 
account deficits has been a major issue (such as the Latin American 
debt crisis).

• In the aftermath of 2008, hundreds of small regional banks focused 
or mortgages failed or were merged with other banks.8

Nevertheless, a credit culture combined with the right degree of con-
centration in banking has one great advantage over investment banking 
securities businesses: the flows on incoming and outgoing cash flows are 
reasonably predictable and may be accounted for with amortised cost 
accounting. Securities prices, particularly those embedded with deriva-
tives, are accounted for at fair value, and losses may arise with volatility 
and/or the failure of counterparties.

External Cost of Crises and Resolution Credibility

Some idea of the risks and costs of this crisis that were borne by the 
taxpayer globally are given in Table 4.3, which shows capital injections 
and emergency loans in the first column ($1.5tn), asset purchases and 
guarantees in the second ($5.2tn), and debt guarantees in the third 

8See old press releases in www.FDIC.gov. One hundred and forty-six banks failed in the 2 years 
after 2008, almost all in the small specialised category. Local savings banks in Spain are also got 
into trouble and the so-called dynamic provisioning (counter cyclical) capital rules did not seem 
able to prevent this at the time.

http://www.FDIC.gov
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($4.6tn).9 This was well in excess of the capital of the banking sys-
tem. In the US case, as Thomas Hoenig (2016) points out, US bank 
losses and the Troubled Assets Relief Program together summed to be 
6% of total assets of the US banks concerned, about double the size 
of bank capital. No doubt the extremely large support numbers were 
justified to forestall the onset of an even greater crisis. These measures 
may have arrested the crisis, but in recent years complacency seems to 
have crept back in, with banks once more pushing for some roll-back of 
regulations.

The credit and derivative markets are inherently volatile and 
 interconnected globally, so contagion and counterparty risk loom 
large. The following chapter will focus on what was done by way of 
reform after 2008, and whether this will prove to be enough to forestall 
future crises. Indeed, this will be the theme of much of the rest of this 
book, where more detailed evidence on risks and what causes them are 
presented.

Appendix A to Chapter 4: The Role of Credit 
Rating Agencies in the Crisis

History

CRAs began in 1909 with Moody’s. CRAs are an ‘experience business ’ 
based on trust and past performance. The CRAs create public informa-
tion on ratings to allow the trading of securities on public exchanges. 
This essential service assesses the credit risk of the issuer and the spe-
cific credit risk of the securities concerned. This helps to set a common 
standard for contracts, investment benchmarks and regulations. In 
short, they provide a means of comparison that is essential everywhere.

In the early days, rating agencies used an ‘investor pays’ busi-
ness model. But a very high public demand for ratings emerged after 
the Penn Central/commercial paper market collapse in 1970. The old 

9Estimates of losses looking forward are provided in Blundell-Wignall and Atkinson (2009).



132     A. Blundell-Wignall et al.

model could not work anymore due to the ‘free rider ’ problem. So the 
entire payer basis changed from the ‘investor’ to the ‘issuer’ of a bond 
or structured security tranche. The issuer pays model was simply more 
convenient.

However, the rating agencies developed cosy relationships with issu-
ers and particularly with IB underwriters. In the lead up to the crisis, 
senior tranches of CDOs were often classified as AAA, even though they 
were made up of highly correlated subprime mortgages, where ‘pooling’ 
could not eliminate the risks.

This conflict of interest is often referred to as a moral hazard 
 problem—helping IBs sell poor-quality products to increase their rev-
enue. There is no doubt in the view of the present authors that this 
played a role in facilitating the crisis. Things were changing quickly, and 
if a bond was guaranteed by a bond insurer, or because there was CDS 
insurance, much more digging needed to be done. What was the riski-
ness of the underlying mortgage pool? What was the nature of the legal 
covenants for the tranches? Did the insurers or counterparties have the 
capital or sufficient reinsurance to make good on their implicit promises 
if a worst-case scenario unfolded? Unfortunately, the aftermath of the 
crisis suggests this wasn’t done.

Reforming Credit Rating Agencies in Light  
of the Crisis

The agencies came under huge criticism after the crisis, due to the 
conflict of interest issues. Now, either by regulation or on a voluntar-
ily basis, most CRAs observe firewalls; i.e. the ‘Ratings’ and ‘Advisory’ 
and ‘ancillary services’ of CRAs can’t talk to each other. This is a step 
forward. But the problems are deeper than that because methodology 
issues were and are still present.

First, it is the question of due diligence on the viability of insurers of 
the products. Presumably, steps have been taken, but it is not clear who 
supervises this process.

Second, it is the problem of ‘linearity bias ’. CRAs use a scoring sys-
tem based on dozens of categories with linear mostly equal weights. The 
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problem here is that one single risk factor could become the dominating 
risk factor, but its influence will be lost amongst all the other variables. 
CRAs have claimed to the authors that they are on to this, and they 
have manual override processes where this is deemed to be the case. This 
introduces judgement—which depends on the experience and qual-
ity of staff (which takes the subject back to CRAs being an experience 
business).

Third, the industry is an oligopoly, which is underpinned by the use 
of external ratings in official regulations and in benchmark indexes for 
fund managers. Local presence rules also act as a barrier to entry to 
smaller entrants (they can’t have offices in all capitals because of cost, 
which protects large incumbents). Cosy relationships are likely to build 
up in oligopolistic markets—as CRAs want to keep their clients and 
this can result in the underpricing of risk.

Finally, and related to all the above, it is the issue of pro-cyclicality 
observed during the crisis, where strong ratings are given in the boom 
times, which are followed by cliff effects, where a sharp drop in asset val-
ues results in a downgrade across multiple rating categories. Since Basel 
II, such a downgrading can result in very large and sudden increases in 
capital requirements.

Fundamental reforms could fix most of these issues but, like banks, 
the ability of these firms to push back on suggested changes is very 
strong—as there are few alternatives. The main reforms the current 
authors believe essential include:

• Transparency: The CRA ratings history must be publicly available.
• Separation: The ratings function and consulting functions must be 

separated formally and conflicts of interest prohibited.
• Official support: Remove ratings from regulations where possible 

(Dodd Frank proposes this).
• Local presence endorsement rules: These should be removed to encour-

age entry of smaller players (the EU does the opposite of this).
• Recourse: Negligence should result in recourse paths to third-party 

supervisors with the ability to impose penalties.
• The platform-pays model: In essence, a regulating entity with strong 

governance would be a buffer between the rating agency and the 
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issuer. The platform would direct the issuer to a ratings firm based 
on expertise and past performance (so issuers don’t choose their own 
CRA). The choice would be broader than the current big three rating 
firms (S&P, Moody’s and Fitch). The buffer would stop cosy relation-
ships from developing, and business could be reallocated when per-
formance is poor.

• Encourage entry: Plausible new entrants with experience (e.g. a 
Morningstar has a lot of relevant experience) could be encouraged to 
enter.

Appendix B to Chapter 4: Accounting Standard 
Controversy Around the Crisis and IFRS9

Prior to the crisis, banks (and regulators) did not complain about mark-
to-market accounting for complex products with embedded derivatives, 
as markets rose, volatility declined, spreads narrowed and profits were 
booked. Problems arose immediately after the crisis, once the process 
reversed and asset impairment had to be taken as losses (large enough 
to overwhelm the capital of some financial conglomerates). At the heart 
of this matter lies the issue of how to value complex financial assets. As 
the crisis deepened, the applicability of ‘fair value’ or ‘mark-to-market’ 
accounting to assets for which no liquid markets exist was reviewed by 
IASB and in the USA by the FASB.

Accounting standards are set to ensure that investors and creditors 
of firms have clear information. Financial reports need to be reliable, 
understandable and comparable between companies and across juris-
dictions. This includes all off-balance-sheet entities for which banks 
are exposed to loss, and the correct accounting for securities valued at 
fair value through profit or loss versus those to which amortised cost 
accounting might apply. This is important to maintain the confidence 
of investors in public markets and to help reinforce shareholder disci-
pline on management. The manipulation of earnings by allowing firms 
to book mark-to-market gains in the good times but to hide losses when 



4 Business Models of Banks and Global Contagion     135

things go wrong is inconsistent with these goals. IASB has reviewed the 
liquidity issue extensively and IFRS 9 made some basic changes:

• Debt instruments that are not held for trading purposes may be 
measured at amortised cost (even if listed).

• Equity instruments only have to be measured at fair value through 
profit or loss if they are to be traded. If they are not, the firm has a 
choice between the fair value approach and a method that does not 
require impairment charges to be taken to profit or loss.

Similarly, FSP FAS 157-e applies since June 2009, allowing banks more 
judgement in determining whether a market is not active and a transac-
tion is not distressed when discounting future cash flows of assets held 
to maturity (as opposed to the fair market price at the time).

The above changes allowed banks to reclassify some loans, essen-
tially when the intrinsic value of assets is judged by management to 
exceed their estimated fair values, due to significantly reduced liquidity, 
and returns would be optimised by holding them as hold-to-maturity 
investments—essentially reclassifying from financial assets at fair value 
through profit or loss to loans where amortised cost methods would 
apply. Allowing firms too much scope to switch impaired fair value 
assets to amortised cost accounting categories—reclassifying a complex 
structured product with imbedded derivatives as a loan for example—
because it suits the bank in the short run is inconsistent with sound 
long-run objectives. Transparency is very important.

Policy makers from some countries in Europe and the European 
Commission suggested at the time that the above changes didn’t go 
far enough—they were concerned that applying the rules would make 
French and German Landesbanks look worse. Jörgen Holmquist, 
director general of Internal Markets at the European Commission, 
argued in a letter to IFRS that more assets might be marked to mar-
ket under the new system than even under existing rules. He urged the 
IASB ‘urgently’ to consider further changes. A letter to Commissioner 
McCreevy from Ernst and Young, 9 November 2009, refers to an inter-
nal French report that suggests Europe may need to establish its own 
standard setter if demands for even further changes than in IFRS9 are 
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not met. Markets require transparent and material information, so 
that the discipline on management can be maintained. Furthermore, 
accounting standard setters need to be free from this sort of pressure as 
they continue to work on bringing about the much needed convergence 
of FASB and IFRS.
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Introduction

The Great Depression was caused by a system-wide debt deflation 
 problem—a balance sheet recession. This occurs, when high levels 
of private sector debt build up, driving real estate or equity prices in 
a pro-cyclical manner. When the bubble bursts, negative equity often 
emerges among asset owners. Asset values go down but debt does not. 
Households may then save to hoard cash while paying down debt and 
to restore their equity. A recession or worse may follow that can cause 
even the general level of prices to fall, causing real debt burdens to rise. 
On the side of the banks, negative equity may emerge because loans 
go bad and wipe out bank capital. Defensive behaviour by banks try-
ing to hide problems and protect their balance sheets may exacerbate 
deflationary pressures. The possibility of such a scenario was very real in 
2008 and, in the end, policy makers moved forcefully to avoid it.

The quickest road to a bank shutting their doors is illiquidity which 
makes it impossible to operate, whatever their underlying solvency. A 
liquidity crisis arises because bank funding is typically short-term and 
doesn’t match its longer-term assets. In normal times, this is a part of  
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the maturity transformation role of banks. But in crisis conditions, 
when uncertainty about asset quality and survival of counterpar-
ties tends to increase, it can be lethal. Lenders seeking safety feel less 
inclined to roll over their loans or deposits with the bank concerned. At 
this point, banks become dependent on central banks for liquidity (the 
lender-of-last-resort) and sensible policy makers respond with adequate 
amounts quickly.

But when the market value of the bank’s assets threatens to fall below 
the book value of its liabilities (deposits, interbank loans, certificates of 
deposit, bank bills, notes and derivatives), which would result in nega-
tive equity, solvency issues arise. In this circumstance, it is difficult, if 
not impossible, to raise capital in the market place. There may be some 
scope for regulatory forbearance while waiting for trading profits, not 
distributed as dividends, to rebuild capital via retained earnings. But 
this requires banks to retain enough confidence in the markets to ensure 
that funding withdrawals do not compromise its ability to operate. 
Central bank liquidity support cannot be allowed to turn into open-
ended coverage of losses without measures to stabilise the situation and 
restore solvency.

Liquidity crises in individual banks can easily spread, especially where 
solvency is in question. If the problem becomes systemic, severe mac-
roeconomic consequences in the form of a balance sheet recession can 
emerge. It is for this reason that governments were forced into the emer-
gency role of becoming new owners of banks (via equity injections), 
owners of distressed financial assets, guarantors of loans and own-
ers of poor quality collateral on loans from central banks, as shown in 
Table 4.3. They also had to make regulatory adjustments on the run, 
without the benefit of empirical research, to deal with the clearly failing 
Basel II regime.1 This chapter looks at what was done in the emergency 
and raises hypotheses about what a safer baking system might look like 
in the longer run—setting the scene for testing some of these hypothe-
ses in subsequent chapters.

1If they had strong empirical research on the determinants of bank risk, authorities would not 
have announced a system like Basel II.

http://dx.doi.org/10.1007/978-3-319-72676-2_4
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Crisis Management

With respect to crisis management, four basic emergency measures are 
normally required2:

• Provide liquidity to banks: this is the lender-of-last-resort function of 
central banking that goes back to Bagehot (1873).

• Guarantee deposit liabilities: to stop bank runs. All deposits need to 
be covered to avoid creating runs between covered and non-covered 
institutions.

• Identify the bad assets and separate them from the good ones: to get the 
bad assets off bank balance sheets so that the cleaned-up bank can 
function.

• Recapitalise the asset-cleansed banks: by finding new equity hold-
ers. This can be via selling common shares or preference shares 
(that provide a higher yield to the owner) to private entities or to 
governments.

Longer-term reform requires the regulatory rules to be decided in a 
manner that does not give rise to excess leverage and the arbitrage 
opportunities discussed in earlier chapters. It also requires the busi-
ness models of banks to be addressed for two reasons: first, to deal 
with contagion risk within and between banks; second, to remove the  
too-  big-to-fail (TBTF) problem that subsidises risk-taking through an 
implicit guarantee from the taxpayer.

Provision of Liquidity

As noted in the introduction of this book, officials had very little idea 
about the risks with structured products in early 2007. This may have 
made them a little slow to respond to the liquidity crisis in 2007. 

2See the Statement by Mr. Angel Gurría (2008), Secretary General of the OECD.
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Shigehara and Atkinson (2011) reviewed official surveillance at the 
international level in the period preceding the crisis, concluding (on  
p. 23) that ‘…the reports produced by the IMF, the OECD and the BIS 
in the month preceding the collapse of the two Bear Stearns hedge funds 
in July 2007 and subsequent disturbances in the money markets were  
notable for either their complacency or their obliviousness to the dangers as 
regards the financial system ’. They also noted that in the US Article IV 
consultation at that time the Fund staff argued (IMF (2007), paragraph 
23)3 that ‘Core commercial and investment banks are in a sound financial 
position, and systemic risks appear low. Profitability and capital adequacy of 
the banking system are high by international standards ’.

US officials were no better. In the August 7 minutes of the Federal 
Open Market Committee (FOMC), the focus was mixed, with mem-
bers talking about a reasonable outlook for the economy, and some 
believing the markets were ‘skittish ’, subject to ‘choppiness ’ and that 
long-term investors were on the sidelines waiting to buy. William Poole 
one-time president of the St. Louis Fed stated: ‘My own bet is that the 
financial market upset is not going to change fundamentally what’s going on 
in the real economy. First of all, bank capital is not impaired. So unlike in 
some past cases, when losses on real estate impaired bank capital… affected 
the lending in areas that had nothing to do with real estate, I don’t think 
that’s the case this time ’.4 This contrasted with the views of the New York 
Fed, and particularly William Dudley, who felt the CDOs, and credit 
derivatives were in a more dangerous phase, where liquidity risked dry-
ing up and firms failing.

Four days before this FOMC meeting, CNBC’s Jim Cramer made 
his famous meltdown utterance on the Fed’s failure to open the dis-
count window as the Bear Stearns situation was deteriorating: ‘Bernanke 
has to open the discount window. That’s how bad things are out there…. I 
have talked to the heads of almost every single one of these firms in the last 
72 hours and he has no idea what is like out there. None! And Bill Poole 
has no idea what it’s like out there. My people have been in this game for  

3IMF, US Article IV Staff Report (2007).
4Federal Open Market Committee (2007).



5 Managing the Crisis, Exit and Requirements of Reform     141

25 years and they’re losing their jobs and these firms are gonna go out of 
business, and he’s nuts….They know nothing!’.5

Two days after the August 7 FOMC meeting, BNP Paribas could not 
value three of its credit-focused hedge funds and suspended redemp-
tions. The liquidity crisis got under way in earnest. The Fed moved to 
stem the problem with an increasing sense of urgency as things wors-
ened over the next year.

Open market operations began in October 2007 but, as Cramer 
said, the FOMC members didn’t appreciate how bad the problem was 
and the government had to become a major lender to the financial sys-
tem. In December, the Term Auction Facility (TAF) followed, which 
auctioned loans to depository institutions (at times reaching $100bn a 
month). Swap lines were opened with the European Central Bank and 
the Swiss National Bank. In 2008, the Primary Dealer Credit Facility 
(PDCF) was launched following the collapse of Bear Stearns, whereby 
the collateral conditions for repurchase agreements for prime dealers 
were loosened. The Commercial Paper Funding Facility (CPFF) was 
announced, where commercial paper was added to eligible collateral 
for Fed loans, in order to get the market moving: the Federal Reserve 
became the buyer-of-last-resort for the $1.6 trillion commercial paper 
market. In March, the Term Securities Lending Facility (TSLF) was 
launched, auctioning Treasury securities to primary dealers against eli-
gible collateral in order to keep the market for government securities 
operating. Discount window lending was extended.

Then, on September 15 Lehman Brothers failed. There was a run 
against money market mutual funds (MMMFs) as the buck was bro-
ken (values fell below a $1 invested). Hence, on 18 September the 
asset-backed commercial paper Money Market Mutual Fund Liquidity 
Facility (AMLF) was launched, providing loans to depository institu-
tions to buy high-quality asset-backed commercial paper (ABCP) from 
MMMFs that needed cash to meet redemptions. Loans to SPVs fol-
lowed and, on November 25, the Term Asset-Backed Securities Loan 
Facility (TALF), which consisted of collateralised loans to eligible 

5See CNBC television footage. Cramer’s meltdown was mentioned at the August 7 FOMC meet-
ing, with members laughing.
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investors to buy ABS from entities (i.e. asset-backed security owners) in 
autos, credit cards, education, etc., that were suffering liquidity issues 
(redemptions and the need for cash). In addition, the Fed lent directly 
to institutions to fund mergers and to help banks in difficulty.

To help liquidity, the FDIC was charged (to 30 June 2009) with 
guaranteeing new debt issues for 3 years (the Debt Guarantee Program ), 
capped at 125% of the debt outstanding at 30 September 2008, so 
potentially worth up to about $1500bn; and non-interest bearing 
deposit accounts used in business working capital around $500bn (the 
Transactions Account Guarantee Program ). The ECB also eased collateral 
conditions and provided liquidity during the first phase of the crisis.

Through 2009, the Fed then began quantitative easing, taking onto 
its balance sheet a wide variety of assets.

Deposit Guarantees (and the Covered Bond Fallacy)

Most governments had some form of explicit or implicit deposit insur-
ance before the crisis. But as the situation deteriorated the US govern-
ment guaranteed bank deposits from October 2008 for up to $250,000 
per bank per customer.6 In a crisis, this is necessary, and most govern-
ments understand this, though it has to be said that in the European 
phase of the crisis in 2013 the authorities there did not. The ‘troika’ 
(consisting of the EU Commission, the European Central Bank and the 
IMF), overseeing the Greek crisis, proposed to tax Cypriot bank depos-
its in order to raise capital to deal with solvency problems. Amounting 
to the confiscation of deposits as it did, this led to turmoil that in the 
end forced the policy makers to back down.7

More generally, there is a problem with deposit insurance when it 
applies to conglomerates with ‘Mum-and-Dad’ depositors combined 
with investment banking businesses. In essence, the high-risk part of 
the business receives a subsidy from the fact that all traders know their 
money is safe. This is because it will always be cheaper to inject capital 

6Other countries followed, with Europe at mostly around €100,000, Australia moved to cover all 
deposits (subsequently increased to a maximum of A$1 million per customer).
7See Blundell-Wignall (2013).
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into the bank than to pay out the large insured deposit base amounts. 
This goes to the heart of the issue of implicit guarantees and the TBTF 
problem which will be discussed again in subsequent chapters.8

Furthermore, the presence of high-risk business segments results in 
the need for wholesale funding which is unstable (may be withdrawn 
in a crisis). Attempts to deal with this problem result in others. For 
example, use of ‘covered bonds’ has been expanded strongly in Europe. 
Covered bonds partition the best assets of the bank with what is known 
as a ‘dynamic cover pool’ to guarantee the bond holders with the best 
collateral. These are believed to be a low-cost and stable source of fund-
ing that make universal banks safer.9 This is something of a fallacy, since 
covered bonds result in uncompensated risk transfer to depositors. In 
the event this isn’t enough, they have recourse to the issuer bank as well 
(dual recourse). This means that in a solvency crisis the depositors, guar-
anteed up to €100,000 only in Europe, are at greater risk the more cov-
ered bonds a bank issues. The ordinary depositor is not compensated for 
this risk in the form of higher-risk bond yields. Perhaps more realisti-
cally, the risk to the taxpayer is increased. Credit risk is never destroyed; 
it is always shifted to another holder. The best way to deal with this is 
not to mix deposit banking with this sort of activity.10

Separation of Bad Assets

An inventory, or preferably an audit, of the assets on the balance sheet 
allows identification of the bad ones which can then be written down 
to realistic values or separated from the rest.11 This makes transparent 

8It is worth noting at this stage that a resolution regime needs to be in place that has some credi-
bility to help avoid this—i.e. that the external costs of allowing a firm to fail are sufficiently small 
that it will not cause major systemic problems. The USA, where many banks fail, has proved bet-
ter at this issue than Europe, in the opinion of the current authors.
9See EBA (2016) for a summary of the structure of covered bonds in different countries, espe-
cially Annex 2.
10Restrictive caps to such bonds could also be imposed, but banks that find covered bonds an 
attractive cheap source of funding lobby against this.
11Without this, uncertainty about asset quality can make it impossible to value the portfolio. This 
creates major difficulties in attracting the capital needed to allow it either to operate on a stand-
alone basis or to be taken over by an existing bank.
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the amount of capital needed to absorb losses and evaluate a portfolio 
to operate as a bank on a stand-alone basis. It takes time, however, and 
events during the crisis forced governments to take action to guarantee 
or inject their own capital to support the system without distinguish-
ing good assets from bad. To the degree that bad assets were allowed 
to fester on the balance sheet, banks were encouraged to behave defen-
sively while needed adjustments in the wider economy were postponed, 
prolonging the adjustment process with macroeconomic consequences 
(see Box 5.1 for the case of Japan since its asset bubble). By and large, 
the USA did a better job of addressing these problems than did the 
Europeans.

In the USA, the decision to guarantee Fannie and Freddie credibly 
achieved this step for mortgages, via the formation of the FHFA and 
its conservatorship role with the two GSEs. Guaranteeing the $5.5 tril-
lion Fannie and Freddie portfolios for up to $200bn in losses clarified 
an ambiguity that had come to worry the market—i.e. was the paper 
issued by the two mortgage giants guaranteed by the US taxpayer or 
not? As the mortgage losses mounted, there was a risk that mortgage 
bond refinancing would not happen as maturities fell due—including 
those held by sovereign entities abroad. The bottom line of the Treasury 
action is that the market now regards Fannie and Freddie paper as 
essentially equivalent to Treasury securities. The collapse of numerous 
small lenders specializing in subprime and other low-quality mortgages 
worked to isolate many remaining problems from the system. In addi-
tion, the government guaranteed $306bn in dubious Citigroup loans 
and securities; $29bn Bear Stearns assets (to support the JPMorgan 
Chase takeover); and $9bn for Morgan Stanley. The Federal Reserve 
guaranteed money market funds to around $600bn.

Much of various governments’ relief efforts, however, failed to target 
the problem assets. There was an initial thought in the USA to use the 
$700bn Troubled Asset Relief Program (TARP) for buying toxic assets. 
Indeed, Congress had approved their use either for such an asset man-
agement approach, or to invest directly in banks. But on the weekend of 
11–12 October 2008 the UK Prime Minister Gordon Brown decided 
to inject new money directly into banks without necessarily separating 
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bad assets in all cases—though assets were also purchased, as with the 
Royal Bank of Scotland, for example. Europe, following a summit led 
by France and Germany, also decided to inject money directly and to 
guarantee loans as part of the coordinated action plan, though again 
assets were bought in specific cases. Immediately after the UK deci-
sion (Monday 13 October), the US Treasury Secretary Hank Paulson 
decided to put to one side the original decision to buy bank assets with 
the TARP money. He used it in the main to invest directly in sound as 
well as troubled large institutions.

Overall by mid-2009, the USA had purchased or guaranteed debt equal 
to $5622bn (see Table 4.3). In Europe (excluding the UK and Switzerland) 
the analogous amount was $3382bn, in the United Kingdom $279bn and 
in Switzerland $39bn (excluding debt guarantees, which were not clearly 
specified). The USA moved to put the bad assets problem largely behind it. 
At this writing, the financial sector is functioning normally and the excep-
tional crisis macro-policy measures are being reversed. Europe’s problems 
with bad assets dogging the ability of banks to lend continue into early 
2018. In fact, non-performing loans have risen every year as a share of the 
balance sheet of banks and sluggish economic activity has been the result.

Box 5.1: Lessons of the Japan Banking Crisis

The Japan banking crisis led to repeated policy rescue packages from 1996 
to 2004.12 The failure systematically to take step three above, i.e. remov-
ing the bad loans from the banks as a precondition for recapitalisation, 
prolonged the crisis. There was a strong desire to keep (what came to be 
called) ‘zombie companies ’ alive, either as a decision of bank manage-
ment due to strong past relationships with the companies, or because 
of official encouragement to avoid unemployment. If bad loans are not 
removed from the balance sheet, the potential for further asset dete-
rioration in a period of recessed activity will require more capital and/
or will result in greater deleveraging. It is this ‘slippage’ that caused the 
crisis to be dragged out for a longer period of time. The failure of the 
banks Asahi and Daiwa provides a good example. The two banks were 
merged into Resona Bank, and further injections of capital failed to save 

12See Lumpkin (2008).

http://dx.doi.org/10.1007/978-3-319-72676-2_4
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it as the bad loans were not dealt with. The decision to bypass step three 
in favour of direct capital injections (jumping straight to step four) makes 
recapitalisation a moving target; if loan problems worsen, leading to more 
write-downs of asset values, further injections are required to avoid bank 
failures and/or a credit crunch.

Recapitalisation of the Banks

To mid-2009, the US government invested $806bn in banks compared 
to $484bn in Europe (excluding the UK and Switzerland), $81bn in 
the UK and $6bn in Switzerland (Table 4.3). All other regions together 
invested around $122bn. Hank Paulson moved very quickly with the 
eight most systemically important large banks, which received $125bn 
in capital injections (Bank of America/Merrill Lynch, Bank of New 
York Mellon, Citi, Goldman Sachs, JPMorgan Chase, Morgan Stanley, 
Wells Fargo/Wachovia and State Street). These capital injections were in 
exchange for preferred shares (5% dividend for 5 years and 9% there-
after) and warrants equal to 15% of the equity infusion value, with a 
strike price equal to the average of the 20 days preceding the infusion 
(See Box 5.2). The Federal Reserve also bought MBS from Fannie and 
Freddie (around $600bn). Importantly, the government nationalised 
AIG for $53bn.

The swiftness and magnitude with which the USA responded in 
these areas is in contrast to Europe, which remained in denial about the 
extent of banking system problems—the capital injection was less, while 
the size of the banks and their non-performing loans were larger. Time 
and again in these early years of the crisis, European delegates to OECD 
and FSB meetings stated that the crisis was mainly a US problem. The 
full extent of the EU crisis was to follow a few years later.

Box 5.2: What Are Warrants and Why Were They Used?

• A warrant is like a call (or put) option, the right to buy (sell) a quantity 
of stock at a strike price any time prior to expiry of the contract (up 
to 15 years in the US case). Warrants are usually attached to preferred 

http://dx.doi.org/10.1007/978-3-319-72676-2_4
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stocks. In the USA, warrants are tradeable (they are only exercised at 
expiry in Europe). Warrants are issued by the company (so they are 
essentially OTC instruments), not exchange-based as with standardised 
call or put options.

• A warrant, if exercised, dilutes the shares—whereas an option doesn’t. 
With the exercise of options, existing shares are purchased from the 
writer of the option.

• The concept of gearing is relevant for a warrant: gearing = stock price/
(warrant price). An example helps: suppose the price of the stock 
is $1.50 and the price of 1 warrant is $0.50. The gearing is 3.0 times. 
Suppose the strike is such that on fixed dates one can buy the shares 
for $1. Then if things go well and the price of the shares moves up 
by $0.50, to $2, the warrant holder can still buy it at $1. So the share 
price has risen by 33%. Since the warrant holders can buy at $1, they 
also realise the $0.50 gain by doing so ($2.00 less $0.50 of the warrant 
value less the $1 cost of the shares). So the value of the warrant rises by 
$0.50, which is a 100% rise in its value. (Of course, any fall in the share 
price would also be ‘exaggerated’ in its effect on the warrant.)

• The US capital injections took advantage of this structure—took pref-
erence shares and warrants. When the strategy of rescuing the banks 
worked, the taxpayer in the end made a profit. (Recall: in the USA, res-
cue warrants equal to 15% of the equity infusion value were issued, 
with a strike price equal to the average of the 20 days preceding the 
infusion—the stock holders paid dearly via the dilution of their shares.)

Exit from Emergency Measures

The exit from emergency measures even 10 years after 2007–2008 is 
still in its early stages—underlining just how grave the crisis was. While 
the USA has exited from being an owner of banks, selling most bank 
shares in 2009 and its Citigroup shares later in 2010, this has not been 
the case for purchased assets and guarantees. Fannie and Freddie, still in 
conservator status with the FHFA, had $200bn of capital put at their 
disposal. Preventing the failure of these two monoliths of mortgage 
securities was essential, as was avoiding the huge social cost of foreclo-
sures on subprime and Alt-A mortgages (achieved via the renegotiation 
of the terms of mortgages). But the situation is by no means resolved. A 
2017 stress test required for Fannie and Freddie under the Dodd-Frank 
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Act found that under a severely adverse scenario, a $100bn capital injec-
tion would still be required in 2018, even ten years on from the start of 
the crisis.13

Elsewhere the situation is mixed, with most governments exited or 
in the process of exiting from their direct equity investments. Thus, the 
UK government sold its last Lloyds shares in 2017. The Government of 
Singapore Investment Corporation (GIC) made a loss on its crisis stake 
in UBS. In the European Union, state aid rules were relaxed during the 
crisis, but even so capital injections have been insufficient. As shown in 
Table 4.3, the European share of the total capital injected into banking 
globally was about 1/3, compared to over 1/2 by the USA even though 
Europe’s banking system is larger. With mortgages and related securities 
taken out of the picture, the US recapitalisation measures saw American 
banks quickly get on with supporting recovery. In contrast, European 
banks have continued to increase their share of non-performing loans 
at an alarming rate 10 years after the crisis, and the banking system has 
not played the same role in supporting the economy (discussed in sub-
sequent chapters).

Unconventional Monetary Policy and Interest Rates

Indexes of central bank balance sheets, which reflect their strong buy-
ing of assets (quantitative easing), and the 3-month interbank rates are 
shown in Fig. 5.1. Other than in the USA, where rates have begun to 
rise and the Fed has announced its intention to start reducing its bal-
ance sheet, very little sign of exit from these extreme measures is in 
evidence anywhere else. In individual economies, these extreme meas-
ures tend to weaken exchange rates, but in global terms, this is zero 
sum with no net effect. So they mainly just have the effect of distort-
ing markets and boosting domestic asset prices without doing any-
thing to improve economic fundamentals—a subject that is taken up in  
Chapter 9.

13See FHFA (2017).

http://dx.doi.org/10.1007/978-3-319-72676-2_4
http://dx.doi.org/10.1007/978-3-319-72676-2_9
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Requirements for Long-term Reform

If exit from the emergency measures is slow, fundamental reform of the 
financial system for prudential stability has made even less progress. The 
earlier chapters of this book suggested that a large number of interac-
tions between globalisation, innovation and poor regulation combined 
to cause the crisis. To be fair, prudential policy making is extremely 
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difficult, because it has to deal with incentives driven by many factors 
that lie outside of its purview. Some of the main channels of influence 
are summarised in Fig. 5.2. A holistic approach would require all of 
these diverse influences to be working together, in order to swing the 
arrow at the end of the interaction process towards the positive sta-
ble outcome on the right, rather than the crisis outcome on the left. 
The Basel III process, where authorities have focused their main policy 
effort, tries to overcome the problems associated with Basel II, which is 
a very narrow approach.

But it is extremely difficult to get prudential regulations into an 
alignment with all the elements across the bottom panel of Fig. 5.2. If 
incentives are not aligned because of policy inconsistencies, then finan-
cial market participants will arbitrage opportunities to raise leverage and 
search out new revenue. Since solving the problem of inconsistent eco-
nomic policies and global tax reform is a bridge too far, it is all the more 

Fig. 5.2 Incentives, risks and outcomes (Source Authors)
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important to ensure that the other elements of Fig. 5.2 are as consist-
ent as possible. Financial policy makers can affect three very important 
elements:

• Regulation: above all, a leverage ratio for equity capital (less goodwill) 
to total assets is needed that is at least 5–6%.14 There are many rea-
sons for this. First, tax laws and regulatory rules are like fixed param-
eters. If an arbitrage opportunity exists, the parameters don’t alter in 
response to increased trading, quite unlike two identical assets being 
traded on different exchanges where arbitrage drives prices back 
towards equality. Tax and regulatory gaps can be exploited endlessly 
until the trader runs up against a leverage constraint. That constraint 
needs to be binding at manageable levels. In the crisis, countries 
showed that it is very easy for the banking system to lose 6% of its 
assets (Hoenig 2016). Potential losses of this size need to be cov-
ered by the leverage ratio which defines the required capital buffer in 
terms of the entire portfolio and not by adding charges on individual 
assets without regard to the portfolio’s composition and its diversi-
fication. The Basel risk-weighting system allows too much scope for 
banks to game the rules as shown earlier. Banks have always run value 
at risk models for internal control, but making the weighting process 
a variable that affects their return on equity puts temptation in the 
way. In truth, bank managers have no idea about where the next risk 
shocks will come from—a cyberattack, contagion from other coun-
terparties, fraud, legal penalties for money laundering and so on. The 
idea that all of this can be modelled and weighted in advance when 
derivatives can transform cash flows and shift the holding of risk is at 
best far-fetched and at worst dangerous. Under the simple leverage 
ratio, management decisions about allocating capital to risky activ-
ities would take account of the full market cost of capital, and the 

14On an IFRS basis. A leverage ratio has always been favoured by the FDIC, as mandated by 
the FDIC Act. A ratio of at least 5% on an IFRS basis has been recommended by the OECD 
(2009a) from the outset. The Turner Report (Turner 2009) also supports this approach.
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potential risks and rewards of investing in the asset, but would not be 
influenced by regulatory rules specific to that asset.

• Corporate governance: Governments became major shareholders 
in banks for a time, but did not focus on reforming the process of 
governance while they had the chance. The equity culture remains, 
because bank business models have been left intact. Evidence in 
Chapter 3 suggests that the equity culture is important in IBs 
and that complex organisations are more difficult to understand 
and manage risk. This is born out well by Robert Rubin, who was 
treated as a guru in Citigroup. While always reported as pushing Citi 
towards more risk-taking prior to the crisis, he later admitted that the 
business was hard to understand. In an interview reported in the Wall 
Street Journal, he stated: ‘There is no way you would know what was 
going on with a risk book unless you’re directly involved with the trad-
ing arena…. We had highly experienced, highly qualified people running 
the operation ’.15 This admission lends support to the view that sim-
plifying the structure of the business model of complex banks might 
be worth considering (the separation issue). Partnership structures 
might even be envisaged for separated high-risk trading businesses. 
Other recommendations that might help include: ensuring the inde-
pendence and competence of directors by strengthening the fit and 
proper person test and extending its coverage, and insisting that the 
risk officer role benefits from built-in protections.16

• Separation: Separating high-risk (particularly derivatives-based) busi-
ness segments potentially achieves a number of goals. First, as just 
noted, it makes corporate governance more tractable. Second, sep-
arating insured deposit banking businesses from investment bank-
ing activities reduces the TBTF problem. Where insured deposits 
are included in the business model, the perception (and reality) 
of implicit guarantees that give rise to TBTF become inevitable. 

15See Brown and Enrich (2008).
16Their employment contracts should be independent of the CEO, and they should report to the 
board. See OECD (2009b) for more observations about corporate governance.

http://dx.doi.org/10.1007/978-3-319-72676-2_3
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Risk-taking needs to be priced without implicit subsidies to ensure 
that risk does not become underpriced. The underpricing of risk 
was, at its core, the most fundamental cause of the 2007–2008 cri-
sis. There have been a number of partial attempts at this, including 
the Volcker rule in the USA and the Vickers approach in the UK. 
None of these are satisfactory in the view of the present authors, and 
in Europe, nothing at all has been achieved in this area. Either full 
separation, like Glass-Steagall, or a non-operating holding company 
(NOHC) structure may well help to deal with excessive leverage and 
risk-taking.

The Bank Separation Issue

A complete break-up of banks under a Glass-Steagall approach would 
create a narrow concept of a deposit bank that could be regulated 
closely and supported in crises, while allowing caveat emptor to apply in 
the high-risk separated IB business. The idea that consumer banks and 
IBs make a good countercyclical combination (the consumer bank helps 
the IB in the crises periods, and the IB helps the bank’s earnings in the 
boom) has been discredited by the events of 2007–2008. The guaran-
teed deposit bank would create private information, lend on its balance 
sheet, maintain a strong capital base and have a decent liquidity buffer 
fully backed up by the lender of last resort. IBs would take on more 
risk, but would sit outside the well-regulated deposit bank sector.

At the 2008 Reserve Bank of Australia international conference, 
where these ideas were presented, some participants argued that this 
structure might still not avoid major systemic problems in the future 
because banks inside the regulatory fence would still have counterparty 
relationships with IBs outside the fence—pulling them back through 
the legal structure into risk exposures. One finance lawyer at a London 
conference said the following to one of the authors: ‘I have a one word 
response to people who tell me that investment banks need to be separated 
from the deposit bank….‘Lehman’ ’. His point was that Lehman failed 
and it didn’t have a deposit bank subsidising its risk-taking.
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Of course, he was a lawyer and not trained in the basics of eco-
nomic methodology—comparative statics, or getting your counterfac-
tuals right. Lehman had a Basel risk weighting of 20% and was dealing 
with banks like Citigroup and JPMorgan Chase which did combine 
deposit banking with their IBs. These banks, themselves subsidised by 
an implicit guarantee, were trading with Lehman that carried a low cap-
ital weight. Now compare this with the counterfactual of a world where 
a leverage ratio was applied, and where the Citi’s and the JP Morgan’s 
had ‘separated’ IBs. In this world, the separated IB would be trading 
with Lehman Brothers, and defaults would be allowed to happen. The 
high-risk IBs would have to pay the true cost of capital, not the cross- 
subsidised cost of capital, because traders can lose their money in the 
case of a defaulting counterparty. Leverage and systemic risk would have 
been commensurately smaller. Regulated deposit banks dealing with IBs 
too would pay the ‘right price’ for any trading and would be discour-
aged from imprudent speculation and derivative-based products.

The Non-operating Holding Company Structure

A second approach is to enforce a NOHC. With this legal vehicle, the 
parent can raise capital and invest in its subsidiaries, which should be 
separately listed. There are separate boards and legal firewalls between 
the subsidiary parts. The objective of the legal structure is to ensure 
that the creditors of one group can never have recourse to the credi-
tors or capital of another member of the group. The parent invests, but 
is ‘non-operating’, and receives a dividend like other shareholders. The 
advantages are as follows: first, each segment a simplified structure and 
board members don’t have to understand a number of businesses; sec-
ond, regulatory rules can be tailored to the riskiness of the activities of 
each of the subsidiaries; third, in the event of a crisis any loss-making 
subsidiary can be dealt with by supervisors without endangering the 
whole conglomerate (the problematic segment is easily cut out by reso-
lution authorities); and fourth, shareholders gain through cost synergies 
(e.g. technology platforms and human resources) and a balanced reve-
nue structure without the risk of contamination effects.
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Conclusions

The main cause of systemic failure in the global crisis was seen to be 
linked to leverage and to contagion risks (which arise from what banks 
actually do within their business models). Derivatives are powerful tools 
to transform and shift risks to avoid many regulatory constraints, and 
to structure products to take advantage of tax loopholes. The scope for 
innovation under the equity culture, pushing leverage and risk-taking 
for short-term gains, is virtually unlimited and may again prove too 
great a temptation for many firms.

Improved corporate governance could in principle bring about safer 
conglomerates, particularly where partnerships and skin-in-the-game 
can be introduced. But with the interconnected nature of banking it 
unlikely that boards can oversee complex mixed businesses. There is 
therefore an a priori case for imposing a simple leverage ratio and for 
separating risky businesses from deposit-insured consumer banks to 
reduce contagion risk.

Since the crisis banks have opposed both of these measures on the 
grounds that they would raise the cost of capital. This of course is the 
whole point. In the crisis, risk was underpriced. There is a need for risk 
to be priced by the market in the business segments where it is taken. 
If this policy shrinks cross-subsidised businesses, then the policy is 
achieving its goal. With respect to derivatives in particular, it should be 
recalled that they are essential for consumers and businesses—for exam-
ple to hedge fuel cost in airlines, to smooth cash flows for pension prod-
ucts in the drawdown phase and so on. There is no reason why these 
socially useful activities should not be able to be carried out on behalf of 
clients by depository institutions. But there are also socially non-useful 
roles for derivatives, such as transforming cash flows and risks to take 
advantage of regulatory and tax arbitrage opportunities, and speculating 
with bank capital in hedge funds and proprietary trading. These activ-
ities have no business in an insured deposit bank, and conglomerates 
with such businesses should be forced legally to separate such activities.

The empirical evidence supporting the need for separation and exam-
ples of how it would work are considered in the following chapters.
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Introduction

The most important cause of the financial crisis was argued in preced-
ing chapters to be the underpricing of risk. This resulted in the failure 
of some banks and taxpayer support to avoid failures of systemically 
important banks and other financial intermediaries. Banks in particu-
lar faced two broad pressures during the crisis: solvency and liquidity. 
Banks become insolvent due to falling assets values in relation to liabili-
ties which reduce their net worth to nothing or less. Sensibly calibrated 
capital rules provide a buffer to absorb losses due to falling asset prices 
in most circumstances. But where the buffer is too small and asset qual-
ity (credit risk) is the problem (typical of a crisis), banks are often able 
to hide bad assets in a variety of ways for long periods of time: by shift-
ing fair value assets to the banking book (with regulatory forbearance); 
valuing assets at unrealistic prices; and adjusting the terms of mortgage 
contracts to avoid defaults (when foreclosure would result in worse out-
comes for the bank). This may allow them time to work through their 
problems.

6
The Determinants of the Riskiness 

of Banks
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But this requires that liquidity problems do not make it impossible 
to operate. Such problems can arise through interconnectedness result-
ing from either dependence on external short-term funding or collat-
eralised agreements. Where derivatives and repos are concerned, events 
are not within the control of the bank. This is because multiple parties 
are involved, each depending on the performance of others in chains of 
payments, making liquidity problems the fastest path to a bank clos-
ing its doors. If any link of these chains fails, the result can be to bring 
down multiple parties. Such failure can arise from either a collapse of 
counterparty confidence or contractual obligations contained in collat-
eralised agreements. Concerns about the solvency of key players in the 
chain may be enough to cause liquidity to freeze up—because lending 
counterparties become unwilling to roll existing funding. Or cash and/
or liquid securities to meet margin calls for derivatives transactions and 
acceptable collateral levels for loans may not be forthcoming.1 Here, 
‘immediacy’ (with a time and a date) is the issue: the derivative con-
tracts must be settled, either bilaterally or with a clearing house. While 
the central bank’s lender-of-last-resort role should ensure that the sys-
tem as a whole receives enough liquidity to keep functioning, this 
cannot be open-ended where solvency concerns are at the root of an 
individual bank’s problems.

Asset price cycles interact with risk-taking in a pro-cyclical way. Thus, 
risk tends to be underpriced in an asset boom and the supply of prod-
ucts and services (e.g. securitisations, structured products and synthetic 
bonds) will accommodate excessive increases in client demand. Asset 
price cycles that lead to concentrated and correlated financial strategies 
are the breeding pond of systemic risk.

When monetary and liquidity policies become necessary to prevent 
interconnectedness risk from collapsing the financial system, risk is not 
destroyed: it simply gets rolled into other areas, putting off needed fun-
damental policy reforms for another day. If such reform is not forth-
coming, then another crisis is likely eventually to emerge. Thus, the 
post-crisis fixed income bubble has replaced the mortgage securitisation 

1Similarly, fear of insolvency can lead to a ‘run’ on deposits. This can be the most rapid path to 
default.
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that was in the front seat in the run up to 2007–2008. One decade 
later, China is discovering how useful off-balance sheet vehicles are for 
avoiding bank regulations (see Chapter 9).

As Mark Twain is reputed to have said: ‘history never repeats itself, but 
it rhymes ’.

As memories of the crisis fade, it is easy to begin to believe that 
the regulatory process has gone far enough and may even need to be 
rolled back—a systematic plan for which has recently been set out in 
Steven Mnuchin’s Treasury in response to a request from President 
Donald Trump who wants (inter alia ) to dismantle some key aspects of 
the Dodd-Frank Act (2010).2 This, as readers will recall from previous 
chapters, is the sort of thinking the world went through from the late 
1990s.

The Basel III rules have been finalised as of December 2017 after an 
extended evolution of add-on rulemaking and consultations with the 
banking industry. This regime does not address concerns about the busi-
ness models of banks relating to their involvement with ‘interconnect-
edness’ as a separate and potentially greater risk than that which can be 
addressed via capital rules for credit risk. Even still, the Basel ‘thought 
process ’ is to try to convert a counterparty risk to a credit equivalent 
that can be added on as an appendage to the risk-weighted capital rule 
approach. The Volcker rule of the Dodd-Frank Act, which does address 
interconnectedness risk (albeit in a partial way), is, at this writing, 
unfortunately in the gun-sites of the US Administration. Elsewhere, 
these interconnectedness risks have been ignored in Europe and are only 
partially addressed in the UK. But before discussing the details of such 
policy proposals in Chapter 7, it is important to examine the empirical 
evidence on the relative importance of leverage and capital rules versus 
interconnectedness risk: is there an empirical case to answer?

2See Mnuchin and Phillips (2017), which will be commented on in later chapters.

http://dx.doi.org/10.1007/978-3-319-72676-2_9
http://dx.doi.org/10.1007/978-3-319-72676-2_7
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The Different Aspects of Bank Risk

While bank involvement with fair value securities and collateralised 
agreements was not unknown in the 1980s and 1990s, the low-return 
environment associated with globalisation encouraged a housing boom 
and the increased supply and demand for mortgage products. In a con-
text of large inflows of Chinese financing and sustained low inflation, 
widely attributed more to monetary authorities’ credibility than to the 
global supply shock, plentiful credit was readily available at low cost. In 
a ‘normal’ environment, bank involvement in a range of high-risk activ-
ities will ‘wash out’ to the degree that financial institutions are hedged 
against market risk. Each exposure has its opposite in collateralised 
agreements and one bank’s loss is another’s gain. Losses and gains on 
individual contracts might be randomly distributed throughout the sys-
tem and only institutions that have failed to hedge should face net cash 
obligations or impacts on their balance sheets.

But where exposures remain—collateralised agreements transfer but 
do not eliminate exposures—counterparty risks also remain. Outside 
normal conditions, especially when risk is underpriced and asset cycles 
begin to move in one direction, then leverage begins to rise, and par-
ticular sectors like mortgage products can be favoured. Then, these 
counterparty risks can shift dramatically. Certain types of risk prod-
ucts become over-supplied in relation to strong demand. In this case, 
the potential for losses is not randomly distributed between banks, and 
instead, bubble-like trends emerge.3 Exposures and counterparty risks 
can be pushed outside of the regulated (and deposit-insured) bank-
ing system and into other sectors like insurance companies and other 
shadow banking institutions.

Typical bank clients are shown in the bottom rung of Fig. 6.1. Low 
risk-free returns can be enhanced via two basic routes: leverage, which 
permits a spread return to be magnified,4 and reusing securities, by 

3For example, buyers of insurance to enhance the credit quality of CDO tranches (that saw sub-
prime mortgage pools rated as senior debt) find ready sellers of underpriced credit default swaps.
4A 1% return levered 50 times will yield a 50% return on capital employed.
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borrowing, lending and swapping them via collateralised agreements. 
Banks increasingly became engaged in both of these paths to achieve 
higher returns for clients and themselves through the 2000s as discussed 
in previous chapters.

The range of products and services of banks (inter alia ) are shown in 
the middle rung of Fig. 6.1. In the process of undertaking these activi-
ties, banks take risks that may lead to losses and insolvency. For collat-
eralised agreements (a repo transaction, for example), the lender bank is 
buffered by the level and quality of collateral, shown on the right side of 
the diagram. Where losses are made, banks run down capital shown in 
the left side of the diagram. If capital is reduced below regulatory lim-
its, alarm bells ring. If equity becomes negative, resolution or rescue of 
the bank becomes the policy imperative. When uncertainty and fear of 
insolvencies in the chains of relationships rise between banks, funding 
via collateralised agreements dries up (on the bottom right of Fig. 6.1), 
spreading liquidity problems between all of the banks (with similar 
structures to that shown) that act as counterparties to each other and 
between banks and other shadow banking counterparties.

The main risks (inter alia ) are shown in the large section in the bot-
tom half of Fig. 6.1.

• Credit risk: borrowers default resulting in non-performing loans. 
When mortgage concentration builds up in bank portfolios because 
demand is strong and regulatory rules treat them favourably, then a 
given default rate will have a bigger impact on bank capital. If there 
is a move to weaker borrowers as higher quality clients become 
scarce, this loss impact will be magnified.

• Guarantees and indemnifications: to the right of the bank balance 
sheet in Fig. 6.1 sits its off-balance sheet activities, such as securiti-
sation products (like CDOs), where assets of the bank are trans-
ferred, placed in tranches for investors and the bank earns spreads 
and servicing/administration fees. The bank may provide: liquidity 
facilities to support SPE obligations; credit enhancement for its secu-
rities (such as collateral guarantees); market value guarantees of SPE 
assets through letters of credit, credit default swaps and total return 
swaps; entering into derivative counterparty relationships with SPEs 
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to structure their products for client needs; owning equity and senior 
tranches of SPE liabilities; and underwriting and making markets in 
the securities issued by SPEs. The risks associated with all of these 
activities become correlated when positions become concentrated in 
sectors (like mortgage securitisation in the crisis) and highly corre-
lated between banks.

• Warehousing risks: in the underwriting process of an initial pub-
lic offering, an off-market book-build process occurs for key client 
investors. The securities are transferred from the issuer to the bank, 
and allocations are made after the bids are received. If acquirers don’t 
follow through when the final price is announced, the bank may 
be stuck with excess inventory that it might have to sell at a loss. 
Similarly, making markets requires inventory and some speculation 
on future prices. During the crisis, inventories of mortgages and 
mortgage bonds built up, particularly as the process began to peak.

• Counterparty credit risk (repos/reverse repos/derivatives ): in Fig. 6.1, 
collateralised agreements have a prominent place in the hypotheti-
cal bank balance sheet, particularly with respect to repos and reverse 
repos for borrowing and lending cash. A bank might undertake such 
transactions with other dealer banks in its market-making role; in its 
prime broker role in lending cash to hedge funds, real estate invest-
ment trusts (REITS), etc.; and in lending cash or securities to its 
own off-balance sheet vehicles. Cash repos may be bilateral or involve 
re-hypothecation (involving third parties). Securities borrowing and 
lending operate in the same way as cash repos, but with the added 
role of lending/custody agents in the process. In either case (repo or 
reverse repo), the main risk is the default of the counterparty to the 
transaction in question (e.g. as with Lehman). With re-hypothecation,  
defaults in any of the players in the chain put the other players at 
risk. If this occurs (typically when the market concerned turns down), 
financing repos may not be available. This triggers other outcomes: 
central bank lending; bank supports for SPVs; lending agents that 
offered indemnification being put at risk, etc. The same line of argu-
ment applies to derivative transactions which were discussed more 
fully in Chapter 2.

http://dx.doi.org/10.1007/978-3-319-72676-2_2
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• Collateral value risk: securities offered as collateral have a haircut 
that protects the lender. In a crisis, the value of securities may fall 
in value and not be sufficient to cover the losses on the lender. This 
is particularly likely when a trending market bubble swings into 
reversal: in the boom, thin margins and minimal haircuts are a part 
of the underpricing of risk. When the reversal comes, collateral is 
insufficient.

• Re-hypothecation risk: the re-pledging of collateral in the re-hypoth-
ecation discussion above (see Box 6.1) creates a chain of delivery 
obligations. The failure of any part of this chain creates liquidity 
problems for all of the others.

• Maturity transformation risk: in repo markets, the maturity of the 
loan may be shorter than the open position being funded. This 
requires the repo to be rolled a number of times before the open 
position matures. However, in a period of stressed market conditions 
the rolling may not be possible, exposing the bank to liquidity dis-
tress and possible defaults.

• Fraud, money laundering legal penalties, operational risk and cyber risk: 
all of which are self-explanatory and may cause the bank to provi-
sion for losses. These risks cannot be predicted, and risk-weighting  
systems that pretend this can be done are, to say the least, 
disingenuous.

Box 6.1: Repos, Reverse Repos and Securities Lending

A financing repo is the sale of securities and a simultaneous agreement 
to repurchase them at a pre-specified future price and date. This allows 
the bank broker-dealer, hedge fund, pension fund, CDO, etc., to borrow 
cash for a range of purposes: dealers squaring their books, a bank look-
ing to finance its warehousing of mortgage securities; a hedge fund or 
pension fund short of cash to undertake derivatives transactions, etc. The 
repo borrower needs cash and deals with a lending counterparty that has 
surplus cash to invest (another dealer, a money market fund, a corporate 
treasury, etc., which is doing a reverse repo). The sold general securities 
act as collateral for the loan typically with a haircut depending on the 
quality of the collateral ($100 of securities that collateralise a loan of $90 
has a 10% haircut). In the event of default by the borrower, the collateral 
securities held can be on-sold by the buyer/lender to compensate losses. 
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The seller of the security (the repo borrower) pays interest at the general 
collateral rate.

A reverse repo transaction is the purchase of a security and a simulta-
neous agreement to resell them at a specified later date and price. The 
lender wishes to augment returns on its own portfolio by earning the 
collateral rate. The collateral (e.g. Treasury securities) may be re-hypothe-
cated, i.e. used as collateral in other repo deals. There may be a velocity of 
collateral, where the same securities are used a number of times, creating 
greater liquidity when collateral is scarce, but a pyramid of debt builds up 
increasing the chain for potential defaults to disrupt the market in a crisis. 
(NB: collateral scarcity is an issue that has arisen as a result of quantitative 
easing).

The repo markets may be bilateral or tripartite, where a third party 
administers and runs all the services associated with the transaction (cus-
tody, collateral valuation, etc.). The collateral is delivered to the tripartite 
agent and managed on behalf of the other two counterparties. This struc-
ture is useful when re-hypothecation is involved. The reuse of collateral 
helps to reduce the cost of repo transactions.

Securities lending and borrowing is an analogous process to a cash 
repo transaction. A bilateral repo may be undertaken to get hold of spe-
cific securities. For example, a bank dealer wants to borrow a security to 
go short and conducts a reverse repo, i.e. borrows it from another bank 
or a pension fund and sells it immediately in the belief it will fall in value, 
so that it can be bought back cheaply in the market to return the security 
at the due date for a profit. If the broker-dealer view is wrong, and the 
security borrowed and sold rises in value, the dealer would have to buy 
it back in the market (to return it to the lender) at a higher price, and a 
loss is made. When the market is trending up in a boom phase, as with 
subprime mortgages, the short seller will lose a lot of money. This was one 
of the themes in ‘The Big Short ’ film. When the bubble collapses, the short 
sellers make huge profits and the one-sided previously profitable market 
in mortgage securitisation makes huge losses.

Once a bank moves from a simple deposits/lending business model 
based on amortised cost accounting into fair value products and collat-
eralised agreements, the paths to losses and default in a crisis situation 
become plentiful. Trending markets based on common (groupthink) 
views, as in the lead up to 2007–2008, brings all of the above risks 
together in a correlated way. The relative involvement of banks in the 
above risk activities is the most germane determinant of their risk of 
default. It may not be enough to have a capital rule (risk-weighted or 
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not) when asset cycles combine with the above risk activities to create 
macroprudential systemic risk via correlated and concentrated strings of 
(often illiquid) counterparty transactions.

While it is easy enough to discuss these issues conceptually, the inter-
esting question to assess how important is it? What does the empir-
ical evidence say about capital rules versus business model features of 
GSIBs?

Determinants of Bank Default Risk

To test the extent to which the nature and size of various bank activi-
ties affect its risk of default first requires an observable measure of the 
latter. The distance-to-default (DTD) of a bank is the market value of 
its assets minus the book value of its liabilities which, if negative, means 
that the institution is in a default position. However, it is difficult to 
measure the default risk of a bank by looking at its reported balance 
sheet. This is because banks do not like to report the presence of trou-
bled assets, and there is the related issue of the use of complex models to 
value illiquid (levels 2 and 3) assets.5 The DTD is measured empirically 
by using a combination of bank reported data and market informa-
tion to calculate the number of standard deviations a bank is from the 
default point, where the (unobservable) market values of assets equal the 
(observable) book value of debt (expected default risk of the bank). The 
formula to calculate the DTD is derived from the option pricing model 
of Black and Scholes (1973) and is shown for the technical reader in the  
Appendix to this chapter.

The DTD is included as the dependent variable in a panel regres-
sion for FSB listed GSIBs from the euro area, Switzerland, the UK 
and the USA. A number of variables (following the above discussion) 
were tested for their potential significance including the asset cycle 

5Under IFRS and FASB accounting rules, assets are divided into 3 levels: level 1, assets traded in 
liquid markets with readily observable prices; level 2, where mark-to-model can be used (e.g. the 
value of a swap calculated by a formula with respect to the underlying asset); and level 3, highly 
illiquid assets where valuations are based on estimated ranges.
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that causes pro-cyclical effects; leverage measures; and business model 
aspects. Different accounting systems apply: US banks and one Swiss 
bank use GAAP, while all the others are based on IFRS. As collateral-
ised agreement in repos and derivatives is a prime interest for bank risk, 
the GAAP-based banks are converted to an IFRS basis. The results and 
main concepts can be found in the Appendix to this Chapter.

Seven important features of the empirical results stand out.

1. The simple leverage ratio is supported by the data, whereas the 
Basel Tier 1 ratio appears to find no support as a determinant of 
the DTD.6 A positive sign: the higher capital relative to the total 
unweighted assets, the safer the bank.

2. Trading securities are positively related to the DTD for GSIBs, sup-
porting the idea that there is a liquidity benefit for banks with large 
exposures to collateralised agreements (subject to margin and collat-
eral calls).

3. Wholesale funding has the expected negative sign (more unstable 
funding makes a bank riskier).

4. The GMV of derivatives is strongly supported by the data with a 
negative sign. A larger exposure to derivatives makes a bank more 
risky—independently of the direct effect on leverage. Derivatives 
exposure is perhaps the best gauge of counterparty risk of a GSIB.

5. CAPM beta has a negative sign and is supported by the data. This is 
a direct measure of the equity risk premium for the bank relative to 
the market—the bank’s business model interconnectedness makes it 
more risky than holding the broad stock market (measured by the 
stock price correlation to the broader mark).7

6. The size of a bank in its own market (the TBTF underpricing of risk 
issue) is also correctly signed (a negative coefficient) and is highly sig-
nificant. Large leveraged banks that use derivatives are more risky.

7GSIBs in the Crisis had CAPM betas that rose well above 1.0 towards 3.0—see Chapter 9 for 
details.

6Andrew Haldane (2012) also shows that in a single-variable model a leverage ratio is a better 
predictor of actual default than any of the Basel ratios with data from 45 banks.

http://dx.doi.org/10.1007/978-3-319-72676-2_9
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Fig. 6.2 What matters for bank risk (Source Authors)

7. The house price cycle is highly significant (positive sign) and illus-
trates the pro-cyclical effects of the asset cycle.

The business model features consistent with investment banking (collat-
eralised counterparty transactions with repos and derivatives interacting 
with the asset cycle and correlations between firms) are confirmed by 
empirical evidence as creating powerful default risk for the GSIBs. It 
is interesting to note that for GSIBs the leverage ratio has a relatively 
smaller influence on the riskiness of GSIBs compared to the other terms 
related to interconnectedness risk.8

This is illustrated in Fig. 6.2. Ratios of key business model features 
of a hypothetical bank conglomerate—similar to some actual GSIBs 
around the time of the crisis—are shown on the left. The cobweb 
diagram on the right shows as ‘rays’ from the centre the impact of 
changes to the independent variables for each of the elements of the 
model multiplied by the estimated coefficient for that term (2005–
2011 sample). The further away from the zero origin for any term, 

8This updates Blundell-Wignall and Roulet (2013). The results presented here do not include the 
causality tests as in the co-integration and error correction tests presented in this earlier study. 
The point here is to show the original relationships still hold up four years on.
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the safer is the bank from changes to that source of risk: where the 
model sign is positive, the variable is doubled, and where the model 
sign is negative, the variable is halved (i.e. all ‘policy actions’ that 
make it a safer bank). A striking feature of these empirical elastici-
ties is that the business model features are more important than the 
leverage ratio as sources for policy actions to make GSIBs safer.9 
Notwithstanding the discussion of the crisis in previous chapters and 
this basic empirical evidence (earlier and more complex versions of 
which were discussed in international fora), the post-crisis regulatory 
process has ignored full bank separation and focused instead on capi-
tal rules versus risk-weighted assets—itself a flawed concept for which 
there is no empirical support.

Conclusions

Banks were able to lose 6% of their balance sheets after 2007–2008. 
Since then, cyber risk and legal penalties (e.g. for money laundering), 
which certainly cannot be modelled, have become a more important 
concern for banks. This is clearly being admitted by banks in their 
response to financial crimes legislation (such as the US Bank Secrecy 
Act) and the Financial Action Task Force at the OECD—rather than try 
to understand who is likely to be a criminal or terrorist and treating cli-
ents fairly, banks are de-risking. Thus, Americans living abroad are told 
their accounts are cancelled, indicating that banks have no idea about 
these things. There is every reason to believe that a simple 6% leverage 
ratio, requiring no modelling on the part of banks, is the minimum that 
an ordinary deposit bank should maintain to cover the risk of loss from 
multiple sources. The Basel capital rules find no support in the empir-
ical evidence—why regulators continue to be fixated on this seemingly 
flawed approach is something of a mystery. Banks have always moni-
tored their capital at risk internally with value-at-risk modelling. They 

9These elasticities can’t be added up as in a model simulation of policy change with all of the 
interaction effects—they simply provide semi-elasticities to illustrate what matters based on 
empirical evidence.
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should continue to do so as best they can. But this should never have 
been the basis for a regulatory capital rule based on risk-weighted assets.

A leverage ratio for a bank at 6% is useful if there are unpredictable 
asset write-downs to be dealt with (ex post) from time to time. But this 
does not constitute a pre-emptive approach to promoting financial stabil-
ity in GSIBs. Other variables play a separately identifiable and important 
role in GSIB risk, most notably derivatives, the TBTF size of the bank 
and wholesale funding. This view is quite strongly supported by empiri-
cal research. This raises the question of whether beyond some allowable 
threshold level of derivatives these GSIBs should not be separated into two 
different entities thereby quarantining these investment banking features 
from deposit-insured banks. This would reduce bank size, interconnected-
ness risk and the need for wholesale funding by one simple measure. How 
this might be done sensibly is an issue taken up in the next chapter.

Appendix to Chapter 6: Modelling the 
Distance-to-Default

(for the technically interested)
The formula to calculate the DTD is derived from the option pricing 

model of Black and Scholes (1973) and is set out as follows:

Where Vt is the market value of bank’s assets at time t; rf  is the risk-free 
interest rate; Dt, is the book value of the debt at time t; σt is the volatil-
ity of the bank’s assets at time t; and T  is the maturity of the debt.

However, the market value of assets (V t) and its volatility (σt) have to 
be estimated. Equity holders have the residual claim on a firm’s assets 
and have limited liability. Equity can be modelled as a call option on 
the underlying assets of the bank, with a strike price equal to the total 
book value of the bank’s debt. Thus, option-pricing theory can be used 
to derive the market value and volatility of bank’s underlying assets from 
equity’s market value (VE) and volatility (σE), by solving:

DTDt =
log

(

Vt
Dt

)

+

(

rf −
σ 2
t

2

)

.T

σt
√
T
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where

VE: value of bank’s equity; N: the cumulative normal distribution; 
and σE: equity’s volatility.

A bank defaults (or is bankrupt) when DDt equals to 0 (or is neg-
ative). All data are extracted from Bloomberg. The total annual debt 
liabilities (i.e. the difference between annual total assets and annual 
total equity) are interpolated using a cubic spline to yield daily obser-
vations (D t). The volatility of equity (σE) is the standard deviation of 
daily return multiplied by 

√
252 (i.e. 252 trading days by year). The 

expiry date of the option (T ) equals the maturity of the debt. A com-
mon assumption is to set it to 1. The risk-free interest rate (rf ) is the 
12-month interbank rate.

Model of GSIB Banks’ DTD

A panel regression approach is used to explain the differences in DTDs 
across banks over the period 2005–2011 (to the crisis) and updat-
ing to 2016 (see Table 6.1). The sample consists of GSIB commercial 
and  broker-dealer banks. Six banks that failed in the crisis, but which 
can be considered as systemically important: HBOS, Merrill Lynch, 
Lehman Brothers, Washington Mutual, Wachovia and Bear Stearns are 

Vt =
VEt + Dte

−rf TN(d2)

N(d1)

σt =
VEt

Vt

σE, t

N(d1)

d1 =
log

(

Vt
Dt

)

+

(

rf +
σ 2
t

2

)

.T

σt

√
T

d2 = d1 − σt
√
T
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included. Japanese and Chinese banks are excluded as not involved in 
the 2007–2008 crisis. An OLS panel estimator with cross-sectional 
fixed effects is used. The DTD model is estimated with two alternatives 
for leverage: the simple leverage ratio and the Basel RWA concept (pos-
itive sign expected). Trading securities are the sum of the trading book 
and available-for-sale securities and are expected to have a positive sign  
(a liquidity buffer). Wholesale funding (liabilities other than depos-
its and long-term debt) is expected to have a negative sign. The gross 
market value of derivatives as a share of the banks’ total assets, but con-
verting all US banks and one Swiss bank to the IFRS concept for con-
sistency (a negative sign). Total assets of the bank are harmonised to 
IFRS concepts for all banks (a negative sign). Beta is the covariance of 
the firm’s stock price with the national stock market, using daily data to 
calculate annual observations, divided by the variance of the national 
stock index (a negative sign). The house price index refers to the annual 
percentage change in the national house price index (a positive sign as 
loan-to-value ratios fall with higher house prices).
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Introduction

In 2017, Secretary Mnuchin’s Treasury has suggested some rollback of 
the Volcker Rule that went some way towards prohibiting risky activities 
of banking conglomerates. However, in the preceding chapter,  empirical 
evidence was presented to show that Global Systemically Important 
Banks (GSIBs) are very different from national deposit-taking  
banks due to large portfolios of derivatives which give rise to inter-
connectedness risk is a more significant and separate source of risk for 
GSIBs.1 It is critical to have business model policies for GSIBs such as 
the Volcker Rule. This chapter discusses what sorts of bank separation 
policies make the most sense.

While Basel III has propelled reform of capital rules, there has been 
no consensus between countries on what to do about business model 
risk. Approaches to the latter include the Vickers recommendations for 
the UK; the Dodd-Frank Act Volcker rule for the USA; the (stillborn) 

7
Why Bank Separation Must Complement 

the Leverage Ratio

© The Author(s) 2018 
A. Blundell-Wignall et al., Globalisation and Finance at the Crossroads, 
https://doi.org/10.1007/978-3-319-72676-2_7

1With the elasticities shown in Fig. 6.2, it seems likely that no reasonable cut in leverage would 
have sufficient impact to offset that of a large rise in derivatives as a share of assets.

http://dx.doi.org/10.1007/978-3-319-72676-2_6
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-72676-2_7&domain=pdf
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Liikanen proposal for Europe; and a resolution regime approach in 
Switzerland.2 Most international organisations have focused on replac-
ing Basel II with Basel III, improved supervision, better disclosure and 
cross-border cooperation. Better resolution regimes are proposed to 
deal with TBTF.3 Academics have stressed the difficulties of interpret-
ing rules based on separation proposals, and some have been strongly 
against it.4

Business Model Risk for GSIBs Cannot Be Dealt 
with by Capital Rules

The problems with derivatives and repos that lead to margin and collat-
eral calls cannot be handled by the Basel III reforms aimed at establish-
ing more capital for banks with add-ons such as the CVA charge to deal 
with counterparty risk—the amounts that could be required to avoid 
default in a crisis are likely to be too large.

This can be illustrated with the distance-to-default (DTD) calculation 
of the previous chapter. A DTD of 3 standard deviations implies a less 
than 1% chance of bank failure over the period of the maturity of the 
debt (e.g. 1 year). An illustrative calculation in an earlier paper concern-
ing the crisis (when banks did reach the default point) asked what addi-
tional capital levels would have been required to keep the DTD at 3.0 
in each year, thereby reducing the chance that the bank would default.5  

3For example, see Ötker-Robe et al. (2011), p. 2.
4See Duffie (2012) for the former, and Goodhart (2013) for the latter.
5See Blundell-Wignall et al. (2013a). The DTD model of equation is first solved as in the appen-
dix to Chapter 6. The DTD is then set to 3.0, and (for maturity of T = 1) target bank capital 
K* is calculated by solving for the V/D ratio that satisfies that condition for any bank below the 
critical 3.0 standard deviation threshold: i.e. 3.0 σt −

(

rf −
σ 2
t

2

)

= log
(

Vt
Dt

)

=∝t. Given that 
D = TA − K, where TA is total assets, it is then possible to calculate K* holding σ and V at their 
original solved values, given the historical observations of TA: K∗

t = TAt −
Vt
eαt

. The gap K* − K 

2See UK Government (2011b); See section 619 of Dodd-Frank in US Congress (2010); 
Liikanen, E. (2012); and FINMA (2013).

http://dx.doi.org/10.1007/978-3-319-72676-2_6
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This gap was calculated for 21 of the GSIBs in the USA and in Europe 
(as defined by the FSB) and for 48 other large banks.

From 2002 to 2007, the size of extra capital injections is not material 
for all of the banks in the study, underlining the point that most banks 
don’t need capital until they need it in a crisis. However, in 2008, an 
additional $2.2tn was needed to keep all bank DTD levels at a min-
imum of 3.0 standard deviations, a tripling compared to actual T1 
capital of $1.1tn these banks had at the time. Of the total, $1.6tn was 
required by the GSIBs and $600bn was required by the other banks. In 
2009, $4.5tn more capital was required (quadrupling actual capital of 
$1.6tn), of which $3.6tn was due to the GSIBs.

This analysis suggests that GSIBs are very different to the traditional 
bank group because of counterparty risk. Many of these banks would 
have failed without massive support because of the nature of their busi-
ness models. GSIBs needed much more equity than any reasonable cap-
ital rule would allow.

GSIBs are typically very large and combine elements of traditional 
banking—deposit taking and lending—but also carry out investment 
bank (IB) functions such as: prime broking, market making, broking, 
dealing, underwriting, derivatives and structured products, securities 
lending, rehypothecation, and often ancillary businesses such as clear-
ing, custody and administration. These activities give rise to intercon-
nectedness risk, which is cross-subsidised by the implicit guarantee from 
governments and central banks, particularly when insured deposits are 
included in the business mix. If risk is underpriced in this way, the size 
of the activities becomes larger than otherwise and, as the crisis showed, 
these institutions become too big to fail (TBTF). If such activities were 
separated from the core deposit banking function, and the separated 
securities firms were fully (and credibly) resolvable, then risk would be 
priced according to where it is taken without the implicit guarantee. 
This idea is explored in the next section.

is then computed for each bank and summed over the system. The idea is to see what ex ante 
amount of extra capital would be needed, without taking into account any subsequent impact on 
σ and V that an actual injection of K* − K might have on σ, and other variables.
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The Structural Separation Proposal

Following the 2008 crisis, the OECD was amongst the first to propose 
separation as necessary for the future stability of the financial system.6 
A non-operating holding company (NOHC) structure for banks based 
on a separation threshold related to the extent of counterparty risk is 
the legal structure most consistent with the empirical evidence on deter-
minants of the DTD. Once a bank moves beyond that threshold, the 
derivatives and related counterparty businesses should be separated into 
an independent legal entity (essentially ring-fencing it from the depos-
it-insured bank). The general policy aim of separation is to ensure that 
deposit banking is safe, so that the central bank and/or the taxpayer 
do not need periodically to support the bank each time uncertainty 
about interconnectedness risk rises in a crisis situation. This would help 
remove the implicit guarantee for the investment banking activities 
while the deposit-taking institution remains well protected.

The threshold would be set at a level that allows the deposit bank to 
carry out passive hedging functions for itself and on behalf of clients 
(with appropriate use of exchanges and clearing), but not OTC deriv-
atives and related securities functions associated with IB functions. 
These IB activities would be conducted in the legally separate invest-
ment bank—by definition smaller than the conglomerate—that would 
be resolved in the event of default. Of course, the cost of investment 
banking transactions would rise, but only to the extent that the implicit 
guarantee tied up with TBTF and depositor protection is removed. This 
is the entire point. These activities are underpriced and periodically lead 
to crises.

The recommended threshold would be the share of derivatives on an 
IFRS basis (no netting) in the area of no more than 10% of total assets. 
Examples of banks that went through the crisis without requiring pub-
lic support, such as Wells Fargo, Santander, Westpac and others, all had 
derivatives on an IFRS basis meeting this limit.7

7See Blundell-Wignall et al. (2013b).

6See, for example, OECD (2009).
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At the legal structure level, the aim is to write the law to ensure that 
the creditors of the securities subsidiary must not be able to pursue the 
assets and capital of other subsidiaries (and notably the core deposit 
bank) or the non-operating parent. This smaller investment bank would 
be easier to resolve, but the structure proposed would greatly reduce 
the probability of default because risk would be priced according to the 
nature of the activities undertaken there. The subsidiaries would not 
be able to trade on the reputation and credit rating of the parent (i.e. 
they would have their own credit rating for debt issuance). The legal 
structure would ensure that capital, assets and liabilities would not be 
able to be shifted between subsidiaries directly or via the parent. Assets 
would not be able to be pledged or otherwise encumbered between the 
subsidiaries. In Fig. 7.1, the areas circled with the broken line would be 
subject to the threshold, and the broken vertical line would block-off 
guarantees for off-balance-sheet structures that may be associated with 
the deposit bank. The functions of the deposit bank are circled on the 
bottom left, and for the IB on the bottom right.

Counterparties dealing with the separated investment bank would do 
so in the knowledge that their obligations would not be guaranteed by 
the official sector in the event of default. This would raise the cost of 
counterparty transactions since higher margins and collateral haircuts 
would have to replace the implicit guarantee and more care would be 
taken with respect to co-mingling cash and rehypothecation permission. 
The size of the business would decline to levels that would be less dis-
ruptive in the event of default. In the event of the latter, closeout net-
ting would come into effect without intervention and support from the 
authorities.

Derivatives are chosen for the threshold as they permeate most of the 
IB functions and carry with them liability structures that take wholesale 
funding well beyond the deposit base. There are socially useful deriv-
atives needed for hedging purposes. But there are uses which are not 
socially useful, and these include structuring products for tax avoidance 
and arbitraging bank capital rules (e.g. with synthetic securitisation dis-
cussed earlier). These latter activities are prone to take derivatives activ-
ity beyond the 10% threshold. There is no reason why normal hedging 



180     A. Blundell-Wignall et al.

C
as

h
D

ep
os

its
C

ol
la

te
ra

lis
ed

 A
gr

ee
m

en
ts

C
ol

la
te

ra
lis

ed
 F

in
an

ci
ng

Se
cu

rit
ie

s 
bo

ug
ht

 to
 re

se
ll

Se
cu

rit
ie

s 
so

ld
 to

 R
ep

ur
ch

as
e

(C
D

O
, C

LO
, C

SO
, e

tc
.)

(R
ev

er
se

 re
po

s)
(R

ep
os

)
Se

cu
rit

ie
s 

Bo
rro

w
ed

Se
cu

rit
ie

s 
lo

an
ed

R
ec

ei
va

bl
es

Pa
ya

bl
es

(A
ss

et
 m

gr
; t

ax
 c

re
di

t s
tru

ct
ur

e)
Br

ok
er

s/
D

ea
le

rs
/C

le
ar

er
s

Br
ok

er
s/

D
ea

le
rs

/C
le

ar
er

s
C

us
to

m
er

s 
& 

C
ou

nt
er

pa
rti

es
C

us
to

m
er

s 
& 

C
ou

nt
er

pa
rti

es
(F

or
 c

lie
nt

s 
& 

ow
n 

fu
nd

s)
(in

cl
. D

er
iv

at
iv

es
)

(in
cl

. D
er

iv
at

iv
es

)
Lo

an
s 

R
ec

ei
va

bl
e

Se
cu

rit
ie

s 
so

ld
 b

ut
 n

ot
 y

et
 p

ur
ch

as
ed

(B
an

ks
 o

w
n 

de
riv

at
iv

e 
cl

ea
rin

g)
Fi

na
nc

ia
l S

ec
ur

iti
es

 a
t F

ai
r V

al
ue

U
ns

ec
ur

ed
 D

eb
t (

sh
or

t-t
er

m
 a

nd
 lo

ng
-te

rm
)

Lo
an

s
(S

ec
ur

iti
es

 le
nd

in
g)

O
th

er
O

th
er

(F
or

 s
ec

ur
iti

es
 le

nd
in

g)
TO

TA
L 

AS
SE

TS
TO

TA
L 

LI
AB

IL
IT

IE
S

!0
%

 T
he

sh
ol

d

Fi
g

. 7
.1

 
Se

p
ar

at
io

n
 (

th
re

sh
o

ld
) 

p
ro

p
o

sa
l f

o
r 

b
an

k 
co

n
g

lo
m

er
at

e 
(S

o
u

rc
e 

A
u

th
o

rs
)



7 Why Bank Separation Must Complement the Leverage Ratio     181

activity cannot continue (using jointly owned exchanges and clearers) 
within the 10% threshold.

This proposal is about getting risk priced appropriately by remov-
ing the implicit guarantee for IB functions. That the regulator can shut 
down the IB without affecting deposit banks removes the need for 
so-called living wills. Resolution mechanisms for smaller, legally sep-
arate IBs would be more credible than those needed for large mixed  
conglomerates—helping to deal with the TBTF issue. Deposit insur-
ance and other guarantees would apply to the deposit bank without 
being extended to the legally separate IB.

Illustrating the Separate Effects of Leverage 
Ratios and Investment Bank Separation

Figure 7.2 provides a simple hypothetical example of the separate effects 
of leverage and separation rules on bank business models. It illustrates 
why both are necessary for the safety of banking.

Case A shows the conglomerate combined deposit-taking and invest-
ment bank untouched by either rule. The parent raises $100 on the 
equity market and invests it evenly in both businesses.8 The deposit 
bank leverages its equity into debt (deposits) by say by 20 times, and its 
total balance sheet of assets (debt plus equity) is $1050. If it earns a net 
1% on assets, it makes $10.5 profit and has a return on equity (ROE) of 
21%, which it returns to shareholders. An upper range to its maximum 
potential loss is (say) 2.5%, or $26, well inside its capital. The IB takes 
on more risk activities and levers its equity 50 times, for a total balance 
sheet of $2550. If it earns the same 1%, it makes $25.5 in profit and 
an ROE of 51%, more than double the deposit bank purely because of 
the higher leverage of its activities. If its maximum potential loss is the 

8The parent may try to use double gearing if permitted: instead of raising $100 in equity, it bor-
rows half as debt. Debt and equity would be invested as ‘equity’ into the subsidiaries, then the 
rate of return on equity and the leverage ratio could be doubled versus true equity. It is imperative 
that the concept of capital to which leverage ratio rules apply should be for equity only.
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same as the deposit bank at 2.5%, then a potential loss of $64 would be 
greater than its capital. The conglomerate would have to run down cap-
ital allocating from the deposit bank to the IB (weakening the deposit 
bank).

In Case B, a group leverage ratio of 20 times is imposed—so with 
$100 equity, the total balance sheet can only be $2000, as opposed to 
$3600 in Case A. While there are a large number of ways to meet the 
rule, they all involve the IB having to cut its leverage. In the example 
shown the cuts are shared, with the deposit bank moving to a debt/
equity ratio of 16 and the IB to 22. But this poses a problem for the IB 
as its leverage route to profits is reduced. Consequently, it has an incen-
tive to take on higher spread risk activities to maintain its ROE at the 
51% level expected by investors in Case A—it needs to earn not 1% 
but 2.22% to maintain its ROE of 51%. This extra risk-taking raises 
the maximum potential loss to, say, 10% in a crisis event. But in this 
case, the loss could be as high as $115, more than double its equity. 
Still worse (and very consistent with events in the crisis), the maxi-
mum potential loss for the whole group is $115 for the IB plus $21 
for deposit bank. This would be a total potential loss of $136, or 36% 
more than the capital of the whole group. The taxpayer is still on the 
hook. Without official support in a risk event, the whole group would 
fail, and deposit insurance would have to be paid out for the $800 of 
deposits in the deposit bank.

In Case C, the deposit bank is left as it is in Case B, but it is sepa-
rated as a NOHC from the IB with a new legal structure. The IB must 
also meet the leverage rule of 20 times equity. In this case, the IB is not 
cross-subsidised by the implicit guarantee—it can and will be resolved 
if the potential risk event is realised. Market discipline would come into 
play (higher margins, deeper haircuts and less permission for the reuse 
of assets) to ensure that the maximum loss is less than or equal to the 
capital of the IB. Its total balance sheet is $1000, and it must control 
risk to ensure a maximum loss of 5% of its assets; i.e. its maximum loss 
of $50 is no more than its equity capital (in the example, it cuts the risk 
spread to 1.5% from the 2.2% in Case B).
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Comparisons with Other Separation Proposals

The NOHC proposal is compared to the Volcker rule in the USA, the 
Vickers rule in the UK and the (defunct) Liikanen proposal for Europe 
in Table 7.1. The US and UK approaches are the only ones that made 
it into regulatory laws. In Europe, nothing was done with the Liikanen 
proposal due to banks lobbying their governments to block the legisla-
tion,9 while in Switzerland, a resolution approach was adopted (wrongly 
asserting its equivalence with legal separation). In very broad terms, 
the NOHC proposal and the UK Vickers rule are similar in that they 
separate the bank conglomerate into the deposit-taking institution and 
the IB, ring-fencing them by law.10 The Volcker Rule and the defunct 
Liikanen proposal attempt to do something quite complex—to sepa-
rate out some speculative functions that can’t be done in a bank holding 
company while leaving many similar IB functions in place.

The Attempt to Separate Speculative Functions (Volcker 
& Swaps Push-Out Rule)

The Dodd-Frank Act section 619 ‘Volcker Rule’ prohibits depository 
institutions from engaging in proprietary trading and from investing 
in covered funds (like hedge funds and private equity) beyond small 
limits (see Table 7.1). The trading restriction is complex, and there are 
three tests: the market risk capital rule test—instruments covered by that 
rule can’t be traded for proprietary gain; a status test—if the transac-
tion would normally require the entity to be registered with the CFTC 
or SEC as a dealer then it can’t be done; and a purpose test—that the 
trade cannot be made for the purpose of short-term resale, benefiting 
from short-term price movements, realising arbitrage profits, and hedg-
ing any of the foregoing. This latter blanket ban has come under fire 
from the Mnuchin et al. (2017) review which recommends removing 

9See Brunsden (2017).
10The OECD views were solicited by the secretariat of the Commission, see UK Government 
(2011a).
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this element because it is subjective and leads to conservatism and costly 
documentation.

In the lobbying process, banks successfully argued that the Volcker 
rule should continue to allow underwriting and market making for 
depository institutions, in spite of the blanket ban on speculating on 
short-term price movements. The exemption for market making asks 
that banks don’t build inventory beyond reasonable forecasts for serving 
expected client demand which otherwise would cause excess inventory. 
Once again, the Mnuchin review attacks this because it asks traders to 
forecast the impossible—particularly for illiquid OTC derivatives—and 
documentation is costly to firms. The review suggests that such forecasts 
shouldn’t be required if the firm stands ready to buy and sell the instru-
ments, the activity is fully hedged, and compensation arrangements for 
gains (fair value claims) are in place.11

With respect to the ban on investing and sponsoring covered funds 
(such as the right-hand side of Fig. 7.1), the Mnuchin review suggests 
that it is too extensive and may not limit itself to hedge funds and pri-
vate equity which are not defined clearly enough. It argues that this 
might exclude the seeding of venture capital and other useful things to 
support economic growth. It suggests longer seeding periods (from the 
current 1 year to 3 years).

Because of these and other concerns, the Treasury review goes fur-
ther than the above specific recommendations to a more general set of 
suggestions:

• That all depository institutions with less than $10bn in assets should 
be exempt from the Volcker rule—they are too small for systemic risk 
concerns and record keeping is too costly for them. This will help 
community banks.

• Larger firms should also be exempt if they have less than $1bn in 
trading assets or the latter constitutes no more than 10% of their bal-
ance sheet (which is in any case consistent with the existing market 
risk rule thresholds).

11Consistent with the Duffie (2012) views.
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• Banks with a large enough leverage ratio should also be exempt. 
Mnuchin suggests that the Financial Choice Act 2017 proposal that 
a 10% (unweighted) leverage ratio should place a bank ‘off-ramp ’ for 
the Dodd-Frank Act—totally exempting it from the Volcker Rule.

The Dodd-Frank Act did contain a partial separation proposal in sec-
tion 716. This prohibits the granting of US federal assistance (includ-
ing Fed discount window access and FDIC deposit insurance) to 
entities that are registered with the CFTC or SEC as swap dealers or 
major swap participants. This would limit a US insured depository 
institution’s ability to engage in such derivatives activities. Such activi-
ties were to be ‘pushed out ’ into separate execution facilities. This provi-
sion was amended making the push-out rule to be marginal and largely 
immaterial to risk. The amendment (apparently involving Citigroup) 
was tacked onto a spending bill to ensure it passed both houses.12 
Banks can now hold virtually all swaps on their balance sheet, includ-
ing the credit default swaps discussed in reference to the crisis in earlier  
chapters.13

Thoughts on the Mnuchin Review

There is a lot of sensible thought in the Treasury review and also a very 
big BUT…On the side of agreement, the Volcker rule does have too 
much complexity and inconsistency. For example, GSIBs are allowed 
to carry out market-making activities, which requires banks to main-
tain an inventory of assets because the activity is about immediacy for 
clients (see Duffie 2012). Speculation on short-term price movements 
for a profit is inherent in this business—the profit incentive is the driv-
ing mechanism for efficiency in the market. It is unreasonable to restrict 
quantities of inventories to levels forecast by some past rule of thumb—a 
sure-fire way of introducing inefficiency. It is clear too that compliance 

12See https://dealbook.nytimes.com/2014/12/12/citigroup-becomes-the-fall-guy-in-the-spend-
ing-bill-battle/.
13An exception is structured finance swaps (ABS swaps). See Warren (2015).

https://dealbook.nytimes.com/2014/12/12/citigroup-becomes-the-fall-guy-in-the-spending-bill-battle/
https://dealbook.nytimes.com/2014/12/12/citigroup-becomes-the-fall-guy-in-the-spending-bill-battle/
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cost are high, demonstrating ‘intent of a trade’ is difficult and that small 
uninvolved financial institutions (such as community banks) should be 
exempt.

However, the big ‘BUT ’… should be staring the reader in the face. It 
is very strange for a country that prides itself on the benefits of the mar-
ket to be prescriptive about functions and the intent of traders. Under 
the NOHC rule, there is no need for any of this. Investment banking 
is ring-fenced, and the entity is resolvable. IBs have to manage their 
own risks in a free manner. The reality seems to be that the big banks 
don’t want this, because they like inefficiency which makes for profits 
via implicit and explicit subsidies from the government. Having avoided 
separation, these banks (supported by the US Treasury) are now in a 
strong position to argue for the rollback of cumbersome and inefficient 
rules. These banks are not arguing to replace Volcker with IB separation. 
Rather they want to move closer to what they had prior to the crisis—
the support of an implicit government guarantee.

Furthermore, and contrary to the Mnuchin Treasury view, the earlier 
empirical evidence and analysis in this chapter show that the leverage 
ratio is not an efficient tool for dealing with interconnectedness risk. 
Leverage risk and interconnectedness risk are separate, and during the 
crisis (particularly without taxpayer support), there would have been no 
reasonable leverage ratio that would have prevented defaults (not even 
the 10% proposed in the Financial Choice Act).

European Liikanen Proposal

The Liikanen proposal is now formally defunct. Its aim was to limit the 
TBTF implicit guarantees, enhance resolvability, and strengthen gov-
ernance (see Table 7.1). To do this, a bank with above 15–25% trad-
ing securities should be considered for separation in a second-stage 
review by supervisors. If the supervisor deemed it necessary a subsid-
iary for the activity would have been be formed, still within the con-
glomerate but subject to tougher Basel rules. Market making was to be 
within the trading entity, but underwriting could have stayed with the 
deposit-taking institution. Bail-in bonds were also recommended for the 
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trading group. The Basel risk-weighting approach for the trading group 
would have been a very poor risk-mitigating mechanism, as shown by 
the earlier research on the distance-to-default. Objections from constit-
uent countries (notably France and Germany), under the advice of their 
national champion banks, were the prime reason the whole adventure 
failed.14

The UK Vickers Rule

The Vickers rule ring-fences UK retail operations of large banks (see 
Table 7.1). The separated securities-focused subsidiaries can also have 
banking licenses, setting up as wholesale/investment banks anywhere 
around the world. The aim of Vickers is to ring-fence the domestic 
retail business from international financial shocks and to limit tax-
payer costs for losses given default. This proposal of ring-fencing, which 
passed into law, is closest to the NOHC proposal.

Switzerland Resolution Approach Is a Non-starter

The Swiss authorities have opted against separation and/or ring-fencing 
for their two giant universal banks (Credit Suisse and UBS) and instead 
chose to rely on ‘single point of entry bail-ins’: i.e. the creditors of the 
top holding company or parent bank (which owns all the companies 
in the group) are bailed into the extent necessary to recapitalise the 
whole group of companies in the event of default. This is argued to buy 
time to resolve some non-viable part of the group, presumably if man-
agement feels like it.15 It is difficult to see how this reduces proprietary 
risk-taking behaviour of a bank in the same way that actual separation 
does. The cross-subsidisation of high-risk businesses (notably deriva-
tives) is not eliminated prior to the universal bank itself moving to full 

14For example, banks could not accept that market making was to be moved to a subsidiary.
15See FINMA (2013).
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default, which the authorities can’t possibly allow to happen. It is not a 
pre-emptive approach, and risk-taking will continue to be subsidised.

Indeed, creditor counterparties to derivatives trades will be very 
pleased to do business with both Swiss banks: they can reasonably 
assume defaults will not be allowed for any business segments and that 
the holders of contingent convertible bonds (CoCos) for the whole 
group will be bailed in at the first loss and the taxpayer will be there for 
anything beyond that. The creditors of one group do not even have to 
pursue the assets or capital of others in the group—which the NOHC 
proposal is designed specifically to avoid—the ‘bail in’ builds this pur-
suit into the very process. This is not the way to align the pricing of risk 
with the extent of risk being taken in the various business segments and 
to enhance credible resolvability.

Criticisms of the Full Bank Separation Proposal

Banks of course resist separation proposals because they would 
remove the implicit government subsidy and cut rent-seeking profits. 
Supporters of banks in this respect offer five broad sets of criticisms of 
the NOHC and full separation proposals. These are:

1. That Lehman Brothers and AIG were not universal banks that could 
be considered for separation, and yet they caused systemic events.

2. That it was not the GSIBs that failed during the crisis; it was the spe-
cialised mortgage banks involved in the real estate boom and busts in 
the USA, the UK, Ireland and Spain that mainly failed.

3. That separating core deposit banking will force investment banks 
into more unstable wholesale funding, making their business more 
costly and unstable.

4. That it is legally too complex to separate assets and liabilities while 
meeting all of the tax and corporate laws of the country concerned.

5. That separation with full ring-fencing of all subsidiaries is essentially 
Glass-Steagall, so why bother with NOHC ring-fencing?
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That Lehman and AIG Were Not Bank Conglomerates

The Lehman Brothers point was already dealt with in Chapter 5. 
The most basic methodology of economics is to get the counterfac-
tuals straight. One needs to ask how big would Lehman have been if 
its counterparties were not TBTF unseparated universal banks like 
Citigroup, JP Morgan, UBS, Credit Suisse, Barclays, Bank of America, 
Deutsche Bank, BNP Paribas and Societé Génerale, but ring-fenced 
boutique subsidiaries of those banks with no official guarantees? And 
what if Lehman, as a consequence, had a 100% Basel risk weight 
instead of the 20% at the time? With respect to AIG, the exposures that 
took the company down were sold CDS contracts written for banks for 
the explicit purposes of them reducing the capital they were required to 
hold under the Basel risk-weighting system. The banks were essentially 
bailed out by the US taxpayer. The history of the past decade would 
have been very different with NOHC separation combined with a lever-
age ratio.

That It Was Mainly Mortgage Banks That Failed

This second criticism does not stand up to scrutiny. First, the GSIBs 
were explicitly supported by direct capital injections, official liquid-
ity support by their central banks on an unprecedented scale and the 
US Government paying out the AIG counterparty claims. Second, 
the specialist mortgage banks had adapted their own business models 
to take advantage of the fee-for-sale securitisation boom. Countrywide 
Financial is a good example. Table 7.2 shows its net income evolution 
from 2001 to the year just before its demise.

Line 9 shows net income, and the very bottom memo line shows 
what net income would be without its fee-for-sale securitisation busi-
ness income. In 2001, Countrywide was already heavily reliant on 
fee-for sale, but as the subprime boom gained momentum net inter-
est income began to fall after 2004 (due to the pushing for more sub-
prime borrowers), and fee-for-sale (in line 3) boomed. In 2006, this 

http://dx.doi.org/10.1007/978-3-319-72676-2_5
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non-interest income was $9.26bn. Without that, its net income would 
have been a loss of $6.58bn (bottom right). In the following year, secu-
ritisation stopped, and so did Countrywide. Pointing to institutions like 
Countrywide in this debate is flawed thinking—they were very much 
a product of the holistic picture of the mess of financial regulation and 
innovation of the 2000s.

That Investment Banks Will Shift to 100% Wholesale 
Funding

That of course is the whole point. Under separation, IBs will fund 
themselves with equity, like an insurance company, and wholesale bor-
rowing. That is what investment banks are supposed to do—they are 
not supposed to be the recipients of implicit subsidies from government 
guarantees. Smaller resolvable IBs will be forced to price risk at levels 
commensurate with their business activities once separated from deposit- 
insured banks. A competitive level playing field would apply to all IBs. 
Goldman Sachs is perhaps a model of an IB that is well run with appro-
priate hedging strategies. They should be competing with equally hun-
gry and well-run institutions separated from the inefficient subsidised 
structures of bank conglomerates and preferably with skin-in-the-game 
‘partnership’ governance structures.

That Banks Are Too Complex to Separate

This criticism has been very typical of lawyers and consultants employed 
by bank conglomerates. It was argued strongly in the UK when Vickers 
was first announced—although Vickers has now died down as an issue. 
But there is a better example of the weakness of this argument, which 
can be seen when banks really want to do it for survival  reasons—as 
opposed to defending their rent-seeking business models. The Wallis 
(1997) Review of the Australian financial system recommended the 
NOHC as a sound legal structure, without trying to impose it as a 
regulation. It was seen as a sound method to quarantine entities in a 
group containing a depository institution (to protect against creditors 
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of one entity seeking to pursue the assets and capital of other entities 
of a group). However, while the 1998 Financial Sector (Shareholdings) 
Act amended the 1959 Banking Act to permit NOHC legal structures, 
there was no actual adoption due to corporate and tax law complications 
(impediments under the Corporations Act, 2001, and the taxation laws).

However, in 2007, Macquarie Bank had highly levered securi-
ties businesses mixed into the holding company, and after the vol-
atility, at the start of the year, the bank saw the NOHC structure as 
being in its own interest. Importantly, it was also encouraged this way 
by the Australian Prudential Regulatory Authority (APRA). To deal 
with the complexity issue, a new restructures bill was quickly passed 
(see Australian Government 2007). This created two simplifying 
instruments:

• Restructure instruments: to grant relief to the specific statutory imped-
iments to NOHC affiliates complying with the requirements of cor-
porate law.

• Internal Transfer Certificates: issued by APRA, to facilitate the rear-
rangement of assets and liabilities of the different activities into their 
separate business lines.

To complete the process, a number of amendments to the Income Tax 
Assessment Act 1997 were passed: i.e. amendments to the consolidation 
rules and capital gains tax aspects that were impediments to restructur-
ing. Macquarie Bank adopted the NOHC structure in 2007, the very 
same year as the changes in law, and this structure served it very well as 
the global crisis unfolded. If banks want to do it, then it’s not so com-
plicated after all.

Isn’t Ring-Fenced NOHC Really Just Glass-Steagall 
via Another Name?

Finally, this fifth comment may be right—that one might as well move 
to full separation. Nevertheless, there are still advantages of legally ring-
fenced entities belonging to a NOHC structure. These include synergies 
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in the technology platform, and back office and human resources shar-
ing. Cross-selling would also be permitted, though with arms-length 
pricing. Finally, the business model has great advantages for the equity 
investor, who will receive dividends from properly diversified sources. If 
traditional banking falls on hard times dividends may still be paid from 
the IB, and vice versa, without contamination effects.

Concluding Remarks

The above analysis shows that business models of GSIBs have evolved 
to such a complex and interconnected state that there is no reasona-
ble capital rule that can be put in place in normal times to protect the 
financial system in the event of a major crisis. Leverage and intercon-
nectedness risks are separate concerns—two issues that need two policy 
instruments. This point is not reflected in the 2017 Mnuchin Review in 
the USA.

The necessity of structural separation has been recognised in a num-
ber of jurisdictions, and new regulatory approaches have been proposed. 
These, however, are inconsistent across borders, particularly as to where 
the lines of separation should be drawn.

The bank regulator’s paradox is that large complex and intercon-
nected banks need very little capital in the good times, but they can 
never have enough in an extreme crisis. Separation is required to deal 
with this problem. The study suggests banks should be considered for 
separation into a NOHC structure with ring-fencing when they pass 
the key allowable threshold of 10% for the share of derivatives in total 
assets on an IFRS basis (no netting). Both the separated deposit bank 
and the IB should also have a binding and meaningful leverage ratio 
on an IFRS basis, with no deductions from the denominator. The 
pricing of interconnectedness risk would be appropriate in this struc-
ture. Finally, and importantly, separation with a NOHC gets rid of the 
need to have complex rules about the intent of traders and the need to 
exempt some institutions on the grounds of the costs versus benefits of 
compliance costs. Other than maintaining a leverage ratio, IBs in this 
structure would be lightly regulated.
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Introduction

The Basel reform saga through phases I, II, II.5 and III has been a very 
unsatisfactory process. There is a need to keep an open mind on this, 
because ‘groupthink’ has become increasingly embedded in the process. 
Nevertheless, the spectacular and continuing increase in size, complexity 
and scope for arbitrage of a substantially unchanging regulatory frame-
work is striking.

Basel I consisted of 13 pages of simple text, free of jargon, plus some 
short appendices. Basel II was based on hundreds of pages of text, quan-
titative impact studies and many years of work. It was introduced with 
a confidence that brushed off critics and critiques. Yet its anticipation 
by banks actually contributed causally to the crisis by lowering the capi-
tal weights that would apply following its implementation. One might 
imagine that this would have caused the Basel Committee for Bank 
Supervision (BCBS) to tear up the flawed framework and start from 
scratch (see Appendix to Chapter 2 for methodology flaws). But that wasn’t 
to be. Instead, Basel III has proceeded as a piecemeal string of adjustments 
and announcements running into many thousands of pages. Each step was 
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subject to consultation and negotiation with banks, with seemingly endless 
technical add-ons and changes of mind. The BCBS members are confident 
that the more granular Basel III will be different this time.

Key Elements of the First Phases of Basel III 
Reforms

Prior to the final phase of the reforms, the BCBS locked in a number 
of changes to the Basel II framework, while leaving the basic method 
for risk-weighted assets (RWA) and the use of models in the internal 
ratings-based (IRB) approach largely untouched. These changes include 
inter alia:

• A better quality of capital: focused on the Common Equity Tier 
1 (CET-1) ratio to move gradually to 4.5% of RWA (with various 
deductions) to be phased in by 2019.1

• A Capital Conservation Buffer (CCB ): of 2.5% of RWA above the 
CET-1 minimum, to be built up in good times and run down 
in bad—within the range 4.5–7% capital distribution restraints 
apply in order to build it up again to the full amount (2019 for full 
compliance).

• A GSIB Higher Loss Absorbency Requirement (HLAR ): thought nec-
essary due to the externalities created by GSIBs (due to size, inter-
connectedness, etc.). This will result in an extra CET-1 capital charge 
as a percent of RWA according to (annual) rankings of these banks 
into 5 ‘buckets’ of risk (from bucket five for the highest risk down to 
bucket one, respectively: +3.5%, +2.5%, +2%, +1.5%, +1.0%).

• A minimum Tier 1 ratio: to be phased into 6% of RWA by 2019, and 
8% for total capital including Tier 2. Tier 1 capital is made up on 
CET-1 capital plus other allowable instruments such as most pre-
ferred shares and contingent convertible bonds (CoCos).

1Deductions such as goodwill, deferred tax assets and a number of intangibles are to be phased in 
by 2019.
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• A minimum Leverage Ratio (LR ): of Tier 1 (T1) capital to an expo-
sure measure (not risk-weighted) to be phased into 3% by 2019. 
Importantly, the denominator of total assets allows derivatives to 
be accounted according to (legally binding) netting sets, i.e. the 
single-netted dollar replacement cost amount.2 The same net-
ting applies to some securities financing transactions (SFTs, like 
repos), provided that it is mark-to-market, legally enforceable, net 
gain and losses allowing for collateral can give a single figure, and 
the non-defaulting counterparty can terminate the contract. Off-
balance sheet items are included by applying their credit conversion 
factor (CCF).

• A Total Loss Absorbing Capacity (TLAC) minimum for GSIBs (FSB 
initiated): of 16% of RWA by January 2019 and 18% by 2022 (and 
to be 6 and 6.75% of the LR denominator by those dates).3 Total 
regulatory capital may be applied to TLAC (but not the regulatory 
buffers), and other instruments issued by the resolution entity (or 
group, such as a bank holding company) are then added to this and 
must be ‘paid in’; unsecured; non-callable; not redeemable; not sub-
ject to netting; at least one year to maturity; and exclude exposures 
to other entities in the GSIB group. Excluded are deposits, derivative 
liabilities, debt with derivative links (like structured notes), tax liabil-
ities, encumbered securities and securities where bail-in can be legally 
challenged.

• An improved securitisation framework: allowing a choice between 
using the IRB approach, external ratings or the standard approach 
(SA). The latter is based on inputs that start with the 8% capital 
charge that would apply had the exposure not been securitised (the 
underlying pool). It then makes adjustments for delinquencies, etc. 
See the Appendix to this Chapter for details.

• A revised market risk (MR) framework: which first deals with the 
boundary issue between banking and trading books and introduces 
a more risk-sensitive approach to MR. It is expected to significantly 

2The replacement cost of the netting set is the fair value of the netted amounts minus the varia-
tion margin received plus the variation margin provided by the non-defaulting bank.
3For details see FSB (2015).
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raise capital charges for MR. With regard to the boundary, there is 
now a clear list of presumptive inclusions for each book, based more 
clearly on intent-to-trade versus hold-to-maturity. The standardised 
and internal models approaches MR were revised in the final ver-
sion. While more complexity is involved in calculating default expo-
sure, these are still based around the basic idea that an exposure at 
default (EAD) calculation can be multiplied by 12.5 and added to 
RWA where the 8% capital rule will apply. See the Appendix to this 
Chapter for details.

• Counterparty credit risk (CCR ): is incorporated into Basel III to have 
a capital charge for the risk of losses due to counterparties in deriva-
tive transactions defaulting before meeting all their contractual obli-
gations on bilateral transactions. CCR exposures are calculated as a 
multiple of the replacement cost of the exposure (for an immediate 
close out) plus the potential future exposure. CCR for derivatives is 
calculated either by using the standardised approach (SA-CCR) or by 
using internal models.4 Some of the calculations for CCR are used 
in the formulas for the credit valuation adjustment (CVA) discussed 
below. See the Appendix to this Chapter for some details on CCR.

• A ‘large exposure framework ’: is to be phased in by 2019, since the 
capital charge as a percentage of RWA is not designed for exposure 
to a single counterparty.5 Large exposures have to be reported (above 
10% of eligible capital), and there is a limit of 25% of capital to a 
single counterparty (or connected group), and 15% for one GSIB to 
another GSIB.

• A Liquidity Coverage Ratio (LCR ): that requires high-quality liquid 
assets (HQLA) like cash and government bonds to be equal to 100% 
of the amount of liquidity that would be needed to cover a stressed 
environment for 30 days.6

• A Net Stable Funding Ratio (NSFR ): whereby ‘available ’ stable 
funding (e.g. customer deposits) must be 100% of ‘required ’ stable 

4See BCBS (2014).
5For derivatives and for SFT.
6See BCBS (2013).
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funding (which is a function of the liquidity and maturity character-
istics of the bank’s assets).

• Margin and Collateral Rules: related to the Basel III process and fol-
lowing a G20 request, BSBS/IOSCO rules for margins and collateral 
(clearing requirements and the quality of assets) have been intro-
duced. 7

The Final Phase Basel III Reforms

The finalisation of Basel III involves six main elements:

• Enhancing the standardised approach to credit risk;
• Constraining the inputs to internal models;
• A revision to the CVA capital charge for derivatives;
• A revised method for operational risk (OR);
• A LR buffer for GSIBs; and
• Output floors when using internal models.8

These are considered in turn.

Changes to the Standardised Approach to Credit Risk

The changes to the standardised approach are summarised in Table 8.1. 
The main change to the risk weights is to make them more granular—
just more of them are added on. This approach is possible due to the 
linearity of the portfolio invariance assumption of Basel maths set out 
in Chapter 2.

7Clearing and margin rule improvements under Dodd-Frank and European Market 
Infrastructure Regulation (EMIR) have helped to reduce systemic risk for broker dealers. These 
tend to vary between jurisdictions and have evolved: use of swap execution facilities; pre-deter-
mined minimums for initial and variation margins on un-cleared derivative transactions; the 
quality of collateral; trade reporting to repositories, etc.
8See BCBS (2017b).

http://dx.doi.org/10.1007/978-3-319-72676-2_2
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• For exposure to other banks where external rating is allowed, there 
is little change to Basel II, but more granularity is introduced for the 
stand-alone approach circled. For the standardised approach, catego-
ries A, B and C are based on due diligence by the lender. Category 
A means the bank borrower has adequate capacity to meet its com-
mitments; B means its capacity is reasonable if things go well; and C 
refers to material default risk in an adverse scenario. Rated and stand-
alone risk weights are introduced for bank covered bond holdings 
(see middle right of Table 8.1).

• For exposures to companies, shown in the top panel, similar com-
ments apply, and rated and stand-alone categories are introduced for 
project and object finance. Investment grade can be supported by 
enhancement from credit default swaps (CDS) and total return swaps.

• A major change concerns exposure to real estate, which now (sen-
sibly) are based on loan-to-value percentage bands. This applies to 
both residential and commercial real estate, and a distinction is made 
for borrowing for income-producing (investment) properties which 
have a higher risk weight.

• Retail lending exposures make a distinction between whether the 
credit is to cover a specific transaction or to act as a source of credit 
(and repayment history becomes a factor for the lowest risk weight).

• Off-balance sheet exposure CCFs for risk-sensitive categories are 
specified, shown in the bottom panel (left).

• Subordinated debt and equity exposures of banks are specified in a 
more granular way (also shown in the bottom panel).

While a lot of work has gone into all of this, the criticisms of Basel II set 
out in earlier chapters still apply. With the portfolio invariance assump-
tion, there is an endless possibility for best-guess risk weights to be added 
to ever more granular categories. But it is impossible to fix timeless risk 
weights on asset classes. The very act of doing this becomes an input into 
the dynamic process of financial innovation to shift exposures and alter 
the riskiness of securities with derivatives and other instruments.

It must be recalled that the BCBS had confidence in their methods to 
announce Basel II, which turned out to be a fiasco. Banks will continue 
to optimise any risk weights up to the true limits provided by a simple 
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LR in order to minimise their capital costs and maximise their ROEs. 
With a LR, provided it is strict enough, there is no need for the costly 
pretence that risks can be assigned values by civil servants. Banks have 
an internal capital allocation process, and they have always looked at 
risk models to assess the risks to the use of their own capital. Banks use 
models to determine these allocations according to risk and return esti-
mates, and they are probably best at doing this—provided that process 
is not corrupted by making these outputs the basis of regulatory capital 
minimums. Risk assessment in this way is an internal process and that 
is where it should stay. Civil servant attempts to fix risk weights should 
have been stopped after 2008.

Restrictions on the Use of Bank Models

Earlier chapters of this book have summarised the severe criticisms lev-
elled at the BCBS for allowing banks to use their models for regula-
tory capital charges. So it is to be welcomed ten years on that the BCBS 
has accepted that banks’ use of their models will result in very uneven 
capital weights between similar banks. But instead of getting rid of this 
methodology, the BCBS has become more prescriptive.

Banks use models to estimate the probability of default (PD) for an 
exposure, the loss given default (LGD), EAD and sometimes the effec-
tive maturity of exposures. These plug into the Basel formulas for cap-
ital rules (typically based on 12.5 times a default exposure that then is 
added to RWA). Under the final Basel III, the advanced IRB approach 
will not be used for banks’ exposures to (other) banks and finan-
cial institutions, nor will it be used for large and mid-size companies. 
Exposures to these entities are now regarded as too difficult for banks to 
model, and LGD and EAD outputs were seen as important sources of 
variation among bank outputs. Instead, the foundation IRB approach 
(F-IRB) will be used for these exposures. This allows banks to continue 
to estimate the PD (with a floor and based on improved referencing to 
past default experiences), but BCBS-determined parameters will be used 
for LGD and EAD in determining risk weights. For equities, the SA is 
to be used. For specialised lending, the advanced IRB is allowed to be 
used alongside the F-IRB and the SA.
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The advanced IRB will still be able to be used where robust estima-
tion is regarded as more likely (mortgages, retail, etc.). In all cases, input 
floors to parameters for the PD (in basis points), the LGD ranges and 
EAD (on- and off-balance sheet weightings) will apply. This is intended 
to encourage more conservative outputs. There is also more prescrip-
tiveness in the parameter estimates including LGD parameters for the 
advanced approach.9 Given these changes, banks negotiated the removal 
of the 1.06 scaling factor for RWA intended to make up for variability 
in outcomes for credit risk discussed in Chapter 2 (see Eq. 2.1).

In short, the banks have defended the use of models in the capi-
tal rules quite well. The PD is still a key variable even for the F-IRB, 
since the risk weight depends upon it, the IRB approaches still apply 
for many exposure calculations, and the 1.06 scale factor is gone.10 
Nevertheless, to the extent that new constraints do reduce variability 
between banks for risk weightings, it is to be welcomed. Banks that are 
not to use the IRB methods will use the weights in Table 8.1.

This final determination on the use of models, in the opinion of the 
present authors, does not remove the bulk of earlier criticisms, and the 
onus still remains for the LR to shoulder the main burden of making 
banks safer.

The Credit Valuation Adjustment for Derivative 
Counterparty Exposures

Credit Valuation Adjustment (CVA) risk refers to potential mark-to-
market losses that arise due to the deterioration in the creditworthiness 
of a counterparty in response to credit spreads and MR factors that drive 
prices of derivative transactions (not conducted with a central counter-
party) and SFT (like repos) that are reported at fair value for account-
ing purposes. The BCBS estimated that 2/3 of the counterparty-related 
losses in the crisis were due to CVAs and only 1/3 to actual defaults.

9And new metrics for haircuts apply where collateral is involved.
10The RWA is equal to 12.5*[EAD*Estimated Capital Required]. But the estimated capital 
requirement depends on a complex formula that includes the estimated PD.

http://dx.doi.org/10.1007/978-3-319-72676-2_2
http://dx.doi.org/10.1007/978-3-319-72676-2_2
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In the final version, the BCBS now believes that CVA risk is too 
complex, and: ‘Accordingly, the Committee is of the view that such a risk 
cannot be modelled by banks in a robust and prudent manner ’ (BCBS 
2017a, p. 7). While one might say ‘hallelujah ’ to that, it is not clear 
that the final version provides a lot of comforts. Two approaches 
are proposed for banks above a certain threshold: (i) a standard CVA 
approach (SA-CVA) and (ii) a basic approach (BA-CVA). Banks need to 
be approved by supervisors to use the SA-CVA, and otherwise must use 
BA-CVA. Any banks whose notional aggregate exposure to derivatives 
is less than €100bn can count CVA risk as a simple multiple of their 
CCR. For consistency with the approach to MR, the CVA risk is based 
on fair value sensitivities to MR factors. Sensibly, any eligible hedges 
used to offset CVA risk must be excluded from benefit in the MR capi-
tal charge calculation.

There is a simple option for less sophisticated banks (that don’t hedge 
CVA risk via a CVA desk) known as the ‘reduced’ or ‘stand-alone’ ver-
sion. This approach doesn’t recognise hedging and is based on netting 
sets for each of the bank’s counterparties. Prescribed risk weights are 
based on the credit quality of the counterparty. The capital requirement 
for a counterparty exposure is a simple calculation of the risk weight 
for the counterparty multiplied by the sum across all netting sets with 
that counterparty of exposure amounts.11 These capital requirements are 
then added up across the counterparties according to a BCBS formula.

The full basic approach gives a 25% weight to the above ‘reduced ver-
sion’ calculation and a 75% weight to capital requirements that are for 
hedged CVA risk. The latter is calculated like the reduced or stand-alone 
approach, but gives recognition to the use of single-name hedges and 
index hedges with correlation factors.12 However, hedging can’t take the 

12For example, a bank like Goldman Sachs might hedge its exposure to AIG CDS insurance of its 
structured mortgage products by buying a calibrated CDS on AIG itself, as a single-name hedge, 
or (with less precision) it could buy a put on the insurance sector index. Single-name hedge off-
sets to CVA have their own supervisory-determined correlation between the credit spread of the 
counterparty versus that of the hedge name; their own risk weight; their notional amount; and a 
supervisor discount factor. Similar thinking goes into index hedges.

11Exposure amounts are by netting set: the effective maturity, times the EAD, times a Supervisory 
Discount Factor.
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capital charge to zero, as a misalignment factor for the uncorrelated or 
idiosyncratic part is included to avoid this.

To be able to use SA-CVA, the bank must have an independent risk 
unit, a CVA desk, a modelling capacity to calculate CVA exposure, 
and it must do so at least once a month. A CVA desk is responsible 
for implementing hedges for CVA risk. Bank trading desks take posi-
tions, and these can be hedged with internal or external counterparties. 
Internal hedges are exactly offsetting positions (opposite between CVA 
and trading desks). There are six types of risks covered: interest rate; for-
eign exchange; counterparty credit spread; credit spread of the reference 
security (that drives the derivative exposure); equity; and commodity. 
SA-CVA is then the sum of all the capital charges for sensitivity risks 
(‘delta ’ and ‘vega’) calculated for the entire CVA portfolio and includ-
ing all of the eligible hedges. These are essentially simulations based on 
inputs from the sensitivity calculations. Like the other parts of the Basel 
framework, these are based on PD, expected LGD and simulated future 
exposures to counterparties. Included are the effects of collateral and 
illiquid counterparties that are accounted at fair value. Audit processes 
and databases are mandated and are intended to improve robustness. 
Banks have the right to choose to ‘carve out ’ any number of netting sets 
from the SA-CVA approach and treat these via the basic approach (pre-
sumably if it is to their advantage to do so).

The calculations use a methodology consistent with that for MR. 
First, delta and vega sensitivities are calculated for each risk type (for the 
position and hedges). These are essentially marginal change coefficients. 
Weighted sensitivities are then obtained by multiplying the calculated 
sensitivities by its prescribed risk weight. Net sensitivity is obtained by 
adding that for the CVA and the hedges. Then for each bucket of risk-
weighted sensitivities are aggregated using prescribed correlations. Thus, 
for the interest rate risk factor delta and vega sensitivities are calculated 
for the buckets consisting of the bank’s domestic currency and seven 
major currencies which tag the securities concerned. The risk factors 
are the absolute change in inflation and remaining periods to maturity 
for the instruments (referred to as ‘tenors’ in the BCBS publications). 
For equities, the buckets might be size, region and sector tags, and so 
on. The sensitivities are the CVA response to a tiny change in the risk 
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factor. Bucket-level risk charges for this and the other risk factors are 
then aggregated using prescribed correlation factors.

Operational Risk

Operational Risk (OR) was also a source of loss in the crisis, and the 
BCBS has included a streamlined approach to deal with this. It works 
like this: OR is a function of (i) a business income components (BICs) 
(net interest, dividends and lease income; fee income; trading book 
income; and banking book income from fair value through profit or loss 
accounting) and (ii) a loss component (LC). Bigger income is assumed 
to imply a more complex business. Three buckets of risk are set: for 
€1bn; greater than €1bn but less than or equal to €30bn; and greater 
than €30bn. Marginal coefficients for these groups are set at 0.12, 0.15 
and 0.18, respectively. The BIC is the sum of the business income seg-
ments multiplied by their respective coefficients depending on size. The 
LC is 15 times the average loss over the past 10 years. An Internal Loss 
Multiplier (ILM) is then an increasing function of LC/BIC. OR is then 
set equal to ILM*BIC.

This is not worth much time criticising. Suffice it to say OR is idi-
osyncratic. It depends on boards, bank culture and due diligence. Big 
losses also stimulate improvements in these latter items. The Basel con-
cept of OR cannot be thought of as a useful measure of risk.

The Leverage Ratio

The LR is one of the centrepieces of what makes a banking system 
safer—as prior chapters of this book have tried to make clear. For Basel 
III, the LR is Tier 1 Capital divided by an exposure measure (not total 
assets as it is often defined in this book). The final version of Basel III 
leaves the permitted ratio at 3% for non-GSIB banks and introduces 
a LR buffer for GSIBs set at 50% of their risk-weighted Higher Loss 
Absorbing Requirement (HLAR). The final capital rules for the RWA 
concept and the LR are summarised in Fig. 8.1.
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When these capital requirements are not met, either for CET-1 or for 
the LR, they are to be subject to distribution restrictions as a percentage 
of bank earnings.

The exposure measure is modified in the final version. One can only 
imagine the amount of lobbying involved in deciding on this. After 
the usual deductions (e.g. deductions from the Tier 1 numerator are 
also deducted from the exposure denominator), it is left up to super-
visors as to whether something needs to be done if they notice deriva-
tive transactions that move assets off-balance sheet, use of agencies to 
transact in derivatives and repos in ways that mitigate or remove them 
from inclusion in the exposure measure, and so on. Clearly, a less-in-
clusive denominator makes the LR look better, i.e. higher. Some of 
the things supervisors can ‘do’ in these cases seem derisory in the light 
of the discussion in previous chapters: that is, that the solution is that 
there could be more supervisor oversight and (at worst) a second pillar 
capital charge for the transaction might be imposed by said supervisors 
(see BCBS 2017b, p. 144). Supervisor worries about de-leveraging can 
also make adjustments the other way (to be less strict). Similarly, central 
bank reserves can be excluded from the exposure measure in periods of 
macroeconomic need.

Derivatives are included at replacement cost at the netting set level 
(netting out offsetting trades subject to ‘novation’ and which are legally 
enforceable) less any cash variation margins received plus those that are 
paid. An allowance is made for potential future exposure (calculated as 
for CCR). Securities financing are not subject to netting. Off-balance 

Fig. 8.1 GSIB capital requirements at full implementation (Source Authors’ rep-
resentation, BCBS)
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sheet exposures are included (where control is present) multiplied by 
the CCFs (see Table 8.1). The netting set issue is discussed in the assess-
ment of Basel III below.

Output Floors

The present authors pointed out that a LR and a risk-based capital rule 
would not sit well together—that the LR minimum would essentially 
become a maximum to the capital that banks would hold, since risk 
weights could be managed to ensure that no more capital than necessary 
was held: ‘This process will likely be very distortionary, as it has been in 
the past, pushing banks towards lower-weighted assets and shifting promises 
outside the banking system – with the risks of creating new bubbles and/
or unintended shadow banking developments via the regulatory arbitrage 
process ’.13

The BCBS finally agreed to place a limit on regulatory capital ben-
efits arising from the use of internal models versus that which would 
apply from the standardised approach of Table 8.1. This was perhaps 
one of the most hard-fought battles in the process with EU GSIB banks 
and policy makers holding out to make sure it was not too onerous. 
In 2016, the Vice President of the European Commission in charge of 
financial stability stated in relation to this proposal: ‘As things stand, the 
proposals Basel has issued for consultation ……. (latest data) …. shows it 
undermines risk sensitivity and could lead to significant capital requirement 
increases. We want a solution that works for Europe and does not put our 
banks at a disadvantage compared to our global competitors ’.14 As good 
a ‘coming clean ’ as one might ever hope to hear from a policy maker in 
Europe.

The final revision is as follows: in meeting all of the above capi-
tal requirements, the RWA must be calculated as the higher of: (i) the 

13Blundell-Wignall et al. (2010, p. 17).
14See Dombrovskis (2016). The European Banking Federation republished the speech under its 
own banner.
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approach banks are approved to use, and (ii) 72.5% of the RWA calcu-
lated by standardised approaches as set out above (e.g. for credit risk, as 
set out in Table 8.1). Credit risk, CCR, the CVA charge, MR and OR 
are all included in this rule.

To put this into perspective, the reader is asked to go all the way 
back to Table 2.1, which set out the Basel II regulatory benefit for risk 
weights achieved by using models (the IRB approach) based on the 
quantitative impact study at the time. Under the final revisions of 2017, 
banks (notably GSIBs) can achieve a 27.5% cut in RWA by using their 
models compared to the SA for all categories. The average percent cuts 
for RWA in Table 2.1 for Basel II were: 21.9% for banks and financial 
firms; 61% for residential mortgages; 6.5 to 74.3% for retail (depend-
ing on component); and 21.9 to 41.4% for corporates and commercial 
real estate (depending on component). These unrestricted model ben-
efits of Basel II have been impinged upon: for example, models can’t 
be used for exposures to other banks, and the 61% relief for mortgages 
is reduced. But then again, the SA in Table 8.1 for banks is similar to 
Basel II, and for mortgages LTV ratios have to get up near 90% before 
the old 35% weight is surpassed. In other asset classes, the new floor 
seems to sit within the ranges that could be achieved with Basel II. In 
short, this is no revolution, and the banks should be reasonably well 
pleased (despite all the private sector outcries about a ‘Basel IV’ during 
the process).

Assessment of the Revised Basel III

The fundamental problems with the Basel methodology were set out in 
the Appendix to Chapter 2. The current version of Basel as it stands in 
early 2018 does not address these:

• Portfolio invariance: that idiosyncratic risk can be identified, sep-
arated out, modelled and risk weighted to calculate capital charges 
that can simply be added up to derive sensible capital requirements 
without regard to a portfolio’s composition.

http://dx.doi.org/10.1007/978-3-319-72676-2_2
http://dx.doi.org/10.1007/978-3-319-72676-2_2
http://dx.doi.org/10.1007/978-3-319-72676-2_2
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• Single global risk driver: that Basel is applied across all jurisdictions 
for all banks and has nothing to do with clustering of risk in given 
jurisdictions.

• Treatment of financial promises in the same way: so that banks can at 
their discretion shift risk between institutions within and outside of 
banking to mitigate capital requirements.

• Subjective inputs: notwithstanding the Basel III attempts to impose 
floors on parameters and to restrict model use, much discretion 
remains and the constraints on model output are not very tight.

Repeated efforts to deal with past failures of the Basel methodology by 
introducing more granularity and imposing model restrictions reflect, 
in a sense, an implicit recognition of big methodological problems. 
But not once, since 1988 has the BCBS questioned that methodology; 
where problems have emerged, they have been attributed to insufficient 
granularity in the framework’s coverage, formulas and models.

A fundamental philosophy of this book is that pricing risk without 
implicit subsidies is the best way to encourage prudent bank behav-
iour. At the same time, owners of deposit-taking institutions must be 
made to face the negative consequences of their own mistakes so that 
they fully factor the risks into their decision-making. Trying to work out 
how much ‘rainy day’ capital banks need to cover possible losses by a 
formula on the basis of model-based stress scenarios is bound to fail—
particularly when large banks and their creditors know they will always 
be saved in a crisis. As soon as models of any kind are used to deter-
mine capital requirements in the standard or IRB approaches, they are 
contaminated and subject to dynamic influences as banks manipulate 
them to maximise the return on equity. Banks know their businesses 
better than regulators, and they are incentivised to mismanage risks 
when management and shareholders enjoy unlimited exposure to the 
upside while they are insulated from the downside. Banks achieve this 
by maximising leverage so that they are working as much as possible 
with someone else’s money while keeping TBTF structures in place to 
reassure the markets that a safety net is in place for lenders to the bank.

The most prudent approach is to separate investment banking from 
deposit banking in excessively complex banks, especially those with 
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large derivative operations. Deposits should be insured, to encourage 
stability if confidence is threatened, and deposit banks should hold 
enough equity to provide significant loss-absorptive capacity to insulate 
counterparties without necessitating government financial support. The 
authors of this book suggest that a LR of CET-1 capital to total consol-
idated assets (based on IFRS standards) of at least 6% should be main-
tained to cover loan losses.

The separated smaller investment banks should have no explicit state 
guarantee. Withdrawing the implicit guarantee remains a challenge, 
but for banks with no deposit liabilities the threat to allow such failure 
should be credible. Still, such institutions should also adhere to leverage 
limits both to ensure some exposure of their own capital to the MRs 
they incur and to cover risks that cannot be modelled (including fraud, 
cyber risk, legal penalties, ORs and the like). This will expose invest-
ment banks to effective market discipline. Since counterparties will bear 
the full brunt of inappropriate collateral and variation margin transfers 
(i.e. because it would be credible that state bailouts will be absent), pric-
ing will fully reflect risk. Like deposit banks, the investment banks will 
of course run their own risk models—as they always have—but this 
process will not be contaminated by making internal capital allocation 
assessments the focal point of capital regulations.

This type of fundamental reform has been left out of consideration 
during the Basel III process and avoided because banks don’t want it. 
Subsidies are good for profits—and policy makers in Europe have been 
easier to convince than those in the USA (see Box 8.1) due to issues 
about the economy; in particular, structural differences with the USA; 
and the relative weakness of the European economy.

Structural Differences Across Economies That Lead 
to Regulatory Competition

Bank finance has been dominant throughout the post-war period in 
financing the economy in continental Europe and Japan, while capi-
tal markets have played a greater role in Anglo-Saxon countries. This 
means that a one-size-fits-all approach to regulation like Basel III will 
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not be able to satisfy policy makers in any jurisdiction and will always 
be pushed towards the lowest common denominator. The same rule 
might be perceived to penalise banks and the economy too much in a 
bank-dominated region like Europe, compared to the USA where cap-
ital markets play a larger role in funding companies. Regional compet-
itiveness begins to creep into decision-making. The parallel writing of 
the Basel rules and additional regulatory measures in individual juris-
dictions make for significant differences.15 Thus, for example, the USA 
has moved much more strongly on capital rules than has Europe, see 
Box 8.1.16 Bank business model separation of risky activities has been 
implemented in some form in the USA and the UK, but this has been 
resisted in continental Europe.

Box 8.1: US Regulatory Features That Are Tougher Than Basel

In parallel with the Basel III reform process, and perhaps reflecting dif-
ferent interpretations of the gravity of the events of 2007–2008 and frus-
tration with the delays and bickering over Basel III proposals, the USA 
pushed ahead with its own stricter reform process with the Dodd-Frank 
Act. Importantly, this eliminated trust-preferred securities from Tier 
I capital and included the Volcker rule relating to separation. Its Collins 
Amendment ensures that capital rules are tougher than those agreed at 
Basel. The Dodd-Frank Act has many more features which diverge from 
the less-strict Basel rules. This chapter does not attempt to go through the 
details of Dodd-Frank, but some of key features which go beyond things 
contained in Basel III (and in addition to the Volcker rule) include inter 
alia:

• The creation of the Financial Stability Oversight Council (FSOC) to 
coordinate between the US regulators (the Federal Reserve, FDIC, 
Comptroller of the Currency) and with a special focus on large inter-
connected financial institutions.

15These include leverage reforms in the USA, rule writing under the Dodd-Frank Act and the 
continuing amendments to the European Union’s CRD IV (Capital Requirements Directive for 
Prudential Supervision) and capital requirements regulation (CRR).
16A buffer of 2% versus the Basel leverage ratio of only 3%—for bank holding companies 
(BHCs) with $700bn of assets or $10tn under custody. This must be a 6% LR for insured depos-
itory institutions (IDIs) within the group. These rules will be effective from 1 January 2018. 
Smaller foreign IHCs will have to undergo stress testing if consolidated assets are $10bn.
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• The creation of an independent Consumer Financial Protection Bureau 
(CFPB) which provides education and deals with complaints and investi-
gates illegal practices.

• Banks with consolidated assets above $50bn are to be subject to 
enhanced prudential standards (much of these Basel-related as regards 
capital and liquidity). Foreign bank organisations (FBOs) in the USA 
with US assets above the $50bn threshold must form an intermediate 
holding company (IHC)17 which must adhere to the tougher US regula-
tions.18 IHCs had to be established by 1 July 2016. BHCs and FBOs with 
consolidated assets greater than $10bn have to form risk committees.19

• BHCs, IHCs and financial institutions designated for supervision by 
the Federal Reserve with consolidated assets of $50bn (or more) must 
submit a ‘living will’. These are to set out clear resolution plans in the 
event of default.

• The Collins Amendment (section 171) establishes minimum risk-based 
capital and LRs for BHCs, insured depository institutions (DIs) and non-
bank financial holding companies designated by FSOC for supervision 
by the Federal Reserve. These ratios cannot be less than those in effect 
for DIs at the July 2010 enactment of Dodd-Frank. The upshot of Basel 
III with rulemaking consistent with Dodd-Frank was the introduction 
of an Enhanced Supplementary Leverage Ratio (ESLR)—a buffer of 2% 
versus the Basel leverage ratio of only 3% (which was judged by the 
US agencies to be insufficient for an event such as that in 2007–2008) 
for BHCs with $700bn of assets or $10tn under custody. This must be a 
6% ratio for insured DIs within the group (including off-balance sheet 
exposures). These rules became effective as of 1 January 2018.

• Annual stress testing by the Federal Reserve is required for BHCs and 
IHCs with consolidated assets of $250bn under the Comprehensive 
Capital Analysis and Review (CCAR) rules.20 The BHC/IHC must show 
not only that it meets minimum standards but that it has a capital plan 
to deal with its own unique risks in a stressed environment scenario: 
thereby adding a qualitative element to the review.

• Dodd-Frank Act Stress Tests (DFASTs) apply to state non-member banks 
and savings and loans. These have to submit a bank-run stress test (sep-
arate from CCAR) if they have assets above $10bn, with the FDIC pro-
viding the scenarios for the test.21

17Smaller foreign IHCs will have to undergo stress testing if consolidated assets are $10bn. The 
European Union established a similar rule at €30bn.
18For any two or more institutions owned by a non-EU parent with assets of branches and/or 
subsidiaries greater than EUR30bn.
19See also Federal Reserve (2012).
20See Federal Reserve (2013).
21There is a slightly faster cycle for publishing the result if banks have over $50bn in consolidated 
assets.
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These US rules are tougher than the Basel minima. Europe, more prone to 
the influence of its ‘national champion universal banks’, has stuck closer to 
the Basel script and (as noted in Chapter 6) has quietly dropped any effort 
to separate investment banks from deposit banks.

However, the Dodd-Frank Act has been reviewed by the US Treasury 
(see Mnuchin et al. 2017), and a number of reforms are proposed: more 
coordination amongst regulators; a greater role for Treasury (particularly 
with respect to the assumptions for CCAR scenarios); a 2-year cycle for 
CCAR; increasing the threshold for DFASTs from $10 to $50bn; to exempt 
any bank with a 10% LR from the need to comply with the Act at all; a 
LCR for internationally active banks only; the Basel single counterparty 
credit limit to apply only to banks selected for enhanced prudential stand-
ards; the Basel NSFR to be delayed for further research; greater budget 
control over the CFPB and reduced independence for its director; liv-
ing wills needed only for those banks above the threshold for enhanced 
supervision (and only every two years); and to enhance liquidity in the 
financial system by excluding cash on deposit with the Fed, Treasury secu-
rities and initial margins for centrally cleared derivatives from the expo-
sure measure for the ESLR. These reforms are aimed at better coordination 
of regulation, reduced costs for smaller banks and improved liquidity. 
Many of these make sense (in contrast to Treasury’s views of the Volcker 
rule discussed in Chapter 7).

Sequencing of Policies in Europe

Another problem pushing regulation outcomes to the lowest common 
denominator is the sequencing of policy since the crisis. As pointed 
out in earlier chapters, in response to a crisis policy makers need to 
deal with non-performing loans (NPLs) early. The USA more or less 
followed this sequence while Europe did not.22 NPLs are shown in 
Fig. 8.2.23 US NPLs peaked in 2010 at 4% and subsequently have 

22This is sometimes put down to Brussels State Aid laws (the use of public funds) relating to com-
petition policy in Europe, which is a complicating factor for a Bad Bank of any meaningful size.
23All charts are based on a global sample of publicly traded and non-listed commercial banks over 
the 2008–2016 period. If no data were available for 2016, then 2015 data are used. The sample 
consists of 1845 commercial banks (302 in Europe, 116 in Japan, 15 in Australia, 91 in Latin 
America, 281 in Asia and 1040 in the USA). This analysis is based on annual consolidated finan-
cial statements extracted from SNL Financials and Bloomberg.

http://dx.doi.org/10.1007/978-3-319-72676-2_6
http://dx.doi.org/10.1007/978-3-319-72676-2_7


8 Assessing the Finalised Basel III Banking Regulation Regime     221

fallen in every year to around 1.5% in 2016 (about the same level as for 
Japan). In contrast, European NPLs were around 5% in 2010 and have 
risen on average to 6.5% in 2016, with considerable country diversity 
(well into the double digits in the south of Europe). While it is true that 
a lot of bad mortgage securities sit within the Fannie and Freddie ‘con-
servatorship ’ and are guaranteed and dealt with by the government, this 
is a policy choice. They are separated from the rest of the system. It is 
the ultimate form of a ‘Bad Bank ’ that Europe desperately needs.

The failure of Europe to deal with its NPL problem means that this 
bank-dominated economic region (without the capital markets depth of 
the USA) contributes to economic weakness which in turn reinforces 
the NPL build-up and increases resistance to proper regulatory reform. 
Because Basel is a global process, European resistance to reform pushes 
that process to the lowest common denominator—and helps explain 
why the USA has gone further than Basel III.

Leverage Ratios: The Equity and Netting Issues

Two issues relating to LR measures are critical: the numerator of the 
ratio, designed to measure loss-absorptive capital capacity, and the 
denominator, designed to measure exposure to loss. With respect to 
absorptive capacity, only equity net of certain deductions such as good-
will, deferred tax asset, etc., is available to absorb losses. Accordingly, 
the main Basel regulatory ratios use CET-1 capital and add extra buffers 

Fig. 8.2 Non-performing loans by region (Source Bloomberg)
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for GSIBs to measure absorptive capacity. But for the LR, the Basel 
rules use the broader Tier 1 capital in the numerator. This includes pre-
ferred equities and CoCos which make it easier to respect the leverage 
limit. But contingent capital does not add ‘going-concern ’ loss-absorp-
tion capacity in a useful way as it requires trigger points (e.g. a capi-
tal ratio, a credit spread or regulatory discretion on these). This adds 
to undesirable dynamics. The interests of management and sharehold-
ers are not aligned with those of hybrid security holders. The holders 
of equity don’t want to be diluted and may undertake fire-sale selling of 
assets to avoid conversion of debt into equity.

With regard to exposure, the netting of gross derivative positions vis-
à-vis each counterparty bilaterally understates true exposures, in impor-
tant cases by large amounts. Netting simplifies procedures in the event 
of an actual default: where a bank is $50 million down on a CDS and 
$60 million up on an interest rate swap vis-à-vis the same counter-
party and the seniority of these claims is the same, then the most the 
bank could lose in a close out is $10 million. This compares to the $60 
potential loss in the absence of netting. These procedures make sense 
for ex post close outs and, provided they are permitted under the con-
tractual arrangements, reduce exposures to counterparty risk. But they 
do nothing for MR since the GMV of each contract can change if the 
state of the world changes, as it always will. An ex ante preventive phi-
losophy which acknowledges these risks makes more sense for regula-
tion purposes. Use of such netting to measure exposure for the LR (also 
for CRR and CVA risks charges) understates exposures and does not sit 
well with an ex ante approach to regulation.24

Consider the simplified picture in Fig. 8.3.25 Netting exposures for 
set of assets and liabilities by counterparty reduce exposure and reward 
a movement away from diversification benefits. On the left side of 
Fig. 8.3, Bank A has multiple counterparties (two here for simplicity) 
and the gain/loss exposures are shown. The CVA is additive and in the 
diverse counterparties case results in a positive capital charge related to 

24See Blundell-Wignall, Atkinson, in collaboration with Eddins (2011).
25This example is drawn from Blundell-Wignall and Atkinson (2015).
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the $10m positive exposure. On the right side is the case of only one 
large netting set, where the previous positions together now net out to 
zero. Bank B has no exposure to derivatives necessitating a CVA charge 
at all.26

The larger the netting set the more scope there is for offsets and relief 
to capital, so the incentive is to reinforce concentration in GSIBs: to 
use only other very large TBTF banks that deal in derivatives to make 
the netting set as large as possible. That is, it will reinforce the trends 
towards the (already) highly oligopolistic derivative markets. Risk 
is increased, because diversification is reduced while capital to absorb 
unexpected large losses in a crisis is minimised. TBTF is incentivised to 
get worse.

Some examples illustrate the potential enormity of netting. In 
2010, Bank of America had $1519bn in gross derivative assets, but 
with counterparty netting of $1406bn, and allowance for cash col-
lateral, this reduces to only $73bn. JP Morgan Chase had $1529bn 
that nets to $80bn. Citigroup had $654bn that nets to $50bn. In 
2008, EUR1224.5bn in gross derivatives at Deutsche Bank netted to 
EUR104.1bn. Banks did not try to lose money in the crisis, but a huge 
amount of the losses were related to counterparty CVA risk despite net-
ting and a belief that they were not exposed to the extent they were. 

A. Diverse Counterparties B. Concentration Case
P1: Netting Set 1 One netting Set
IRS up 100 IRS up 100
CDS down -90 CDS down -90
Net 10 IRS up 90
P2: Netting Set 2 CDS down -100
IRS up 90 Net 0
CDS down -100
Net -10

Fig. 8.3 Netting set example (Source Authors)

26Presumably, if there were only 2 counterparties for the large universe of all derivatives, the 
banks could expand gross derivative assets towards infinity with no risk charge at all.
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Netting makes an enormous difference to ex ante LRs and consequent 
capital requirements if they are to suffice to prevent crises.

The impact of the differing concepts on the various leverage con-
structs can be seen in the following illustrations. The LR here is defined 
using IFRS accounting rules, which only allow netting on a very 
restricted basis, in the denominator, and CET-1 is used to measure loss 
absorbing capital in the numerator. Comparisons by region are shown 
first, and then the case for GSIBs in 2017 is presented.

Leverage by Region

Weighted averages of the two ratios are shown by region in Fig. 8.4. All 
series use CET-1 to measure loss-absorptive capital. Ratios using RWA 
to measure exposure (according to the phase of Basel I, II and III reform 
prevailing at the time) are shown with solid lines towards the top of the 
graph. The LR, calculated with no netting of derivative positions in the 
exposure measure, is shown towards the bottom (with matching bro-
ken lines). Banks on average have managed to keep regulatory ratios 

Fig. 8.4 Basel CET-1/RWA (solid line) v simple leverage ratio (based on bank 
total assets shown in matching dotted line) (Source SNL, authors)
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based on risk-weighting well above even the current Basel III minima 
in recent years. The upward trend is remarkable. However, this has not 
translated into a matching trend for the simple LR, though the USA 
looks better than Europe.

To put this in some perspective, the average level of NPLs for Europe 
was 6.5% (and much higher in southern countries), yet European banks 
on average have LRs that barely exceed 4%. This comes back to one of 
the themes in this book: if banks are able to manipulate risk weights 
that determine the denominator of the ratio, there is no effective lev-
erage constraint. Leverage is a key mechanism for bank profits, and 
banks have worked hard to keep regulators as far away from this variable 
as possible. The output floors in the final Basel III rules recognise this 
problem, but as noted earlier they are not that challenging. Banks have 
done well in defending their patch in the final Basel III.

Leverage by GSIBs

All GSIBs already meet all of the Basel III requirements versus RWA, 
without exception. In contrast to this, Fig. 8.5 shows the simple LR of 
CET-1 capital to total assets based on IFRS (with no netting of deriv-
atives). The left column for each numbered bank refers to the 2008–
2010 average and the right column to the 2017 level. All GSIBs have 
improved compared to the earlier period. However, most of the GSIBs 
do not meet this book’s recommendation of a 6% minimum LR based 
on the IFRS no netting definition.27 Four US banks are close to the 
recommendation. No GSIB from the euro area, the UK, Switzerland, 
Sweden or Japan are above 6%. Three of the four GSIBs in China are 
above the 6%.

This capital shortage in risky institutions remains a significant con-
cern from a financial stability perspective. As Thomas Hoenig (2016) 
points out, US bank losses and the Troubled Assets Relief Program 
together summed to be 6% of total assets of the US banks concerned 

27This definition would require higher minima to meet official minimums where netting is 
allowed.
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(Hoenig 2016). Since such an outcome actually happened in the recent 
past, the suggested 6% rule should be a minimum.

The Derivatives Threshold and the Need to Separate 
Excessively Complex Banks

Derivatives (gross market value) beyond a certain threshold are the best 
gauge of the sort of business model a bank has—i.e. on which side of 
Fig. 7.1 it sits with the threshold of around 10% recommended in this 
book. Not all GSIBs would need to be separated by this criterion (e.g. 
Wells Fargo, a profitable and very large bank, sits well below 10% on a 
gross basis before netting).

Figure 8.6 shows the gross market value (GMV) of derivatives by 
region, as a weighted average of the banks included. Switzerland, dom-
inated by two large banks, has seen its banks’ derivatives share reduced 
from an average of over 40% to a still very high 20%. Currently, the 
USA has the largest average derivative intensity (even with national 
banks with little derivative businesses included). The UK (with the 
city of London) is very large, and other Europe also plays a significant 
role (appearing lower than the other investment banking countries on 
an average basis due to the large role of traditional banking in funding 

Fig. 8.6 Banking derivatives by regions (weighted averages) (Source Thomson 
Reuters, SNL, authors)

http://dx.doi.org/10.1007/978-3-319-72676-2_7
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the economy). The banks of Asian countries do not play a large role on 
average in investment banking—Australia being relatively high amongst 
them. There is nothing wrong with high derivative intensity in invest-
ment banks, provided they are separated from deposit banking and 
implicit subsidies; the problem is that this is not the case.

Derivative Intensity by GSIBs

The break between above and below the 10% threshold in the US 
GSIBs is very clear. Three GSIBs are well below 10% threshold, and 
this was true even looking at the 2008–2010 average (Fig. 8.7). Five  
US GSIBs are well over the 10% threshold. These banks need invest-
ment and deposit banking to be separated. In the euro area, four of the 
GSIBs should be separated. In the UK, two GSIBs are well above 10% 
and the other two are on the borderline for separation. The two Swiss 
GSIBs should be separated based on the 10% threshold and one in 
Sweden is on the borderline. 

Conclusions on the Final Basel III

A lot has been done since the global crisis to make the banking system 
safer. The greater focus on CET-1 (quality) capital is to be welcomed. 
However, the central place given to RWA has always been the weakest 

Fig. 8.7 Derivatives as a share of total assets by GSIBs (Source Bank reports, 
authors)
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aspect of the regulatory toolbox. It gives scope for banks to minimise 
the impact of regulation on actual leverage. Bank lobbying and the eco-
nomic aftermath of the crisis (particularly in Europe) have combined to 
keep regulatory intrusion under the Basel framework as a one-size-fits-
all lowest common denominator. The USA chose to take a tougher line.

Leverage and the related size of derivative exposures (on which fees 
are based) are an important influence on GSIB revenue. Derivatives are 
also an important part of shifting exposures and transforming risk to 
minimise risk weights.

Losses can come from many sources: credit defaults; counterparty 
defaults, fair value asset valuation shifts as credit quality moves; mis-
matches between assets and their funding; illiquidity; fraud; cyber-
attacks or failures; operational failure; disruptive innovations; legal 
penalties for money laundering; warehousing of unsold securities; and 
more. These cannot be modelled and predicted. The reality is that in 
trending ‘goldilocks ’ market banks don’t need much capital, and losses 
seem far away. But when something happens and a crisis emerges, mod-
els, correlations and normal distribution-based risk metrics are useless.

Regulation of banking needs to encourage ex ante incentives that 
work to reduce risk. For this purpose, pricing risk is more effective 
than quantities linked to some sort of modelled loss possibility pre-
diction based on crudely calibrated metrics. It is important to separate 
banks that are heavily involved in investment banking and to impose 
an adequate simple LR on all banks. Risks need to be priced without 
the distortion of subsidies from deposit insurance and other guaran-
tees, and capital needs to be held to cover losses that can’t be predicted. 
Derivative exposures need to be taken fully into account.

Banks have always allocated their capital with an internal assessment 
of risk and used quantitative tools to do so. Banks don’t need regula-
tors to tell them to do this. A fundamental mistake in the approach to 
regulation has been to contaminate risk management tools by linking 
them to capital charges. Banks know their businesses better than regu-
lators, but they will always mismanage risks when prices are distorted. 
The greatest business model possible is to leverage up the reward for 
risk-taking supported subsidies and guarantees.
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Appendix to Chapter 8: Technical Details 
of Revisions to Securitisation, Market Risk 
and Counterparty Credit Risk Capital Charge 
Frameworks

Revision to the Securitisation Framework

Securitisation (discussed in Chapter 2) was perhaps one of the most 
important drivers of the crisis. Securitisation involves many players that 
ultimately generate investable instruments based on underlying pools 
of assets (that can be held on balance sheet or structured as liabilities 
of SPVs in senior, mezzanine and equity tranches with external credit 
ratings). The role of credit rating agencies in this process was very prob-
lematic (see Chapter 4). Banks can be originators of securitisations and/
or investors in the liabilities. Regulatory treatment of off-balance sheet 
vehicles depends on the degree of control over the SPV. Where there 
is some control relationship, the revised rules try to reduce the role of 
external ratings—which is only partially achieved.

The new framework introduces a hierarchy of three choices: (i) if 
approved for the IRB modelling approach in the capital framework, 
then use it (and internal assessments can be used for asset-backed com-
mercial paper); (ii) if not IRB approved but approved for external rat-
ings, then use those; and (iii) where neither of these is possible, use the 
SA. The last of these becomes necessary in many cases as the new frame-
work has more granular tranches (and also distinguishes the so-called 
thickness of tranches) that need to be rated. The SA applies typical Basel 
formulas to calculate the securitisation capital charge, based on inputs 
that start with the 8% capital charge that would apply had the exposure 
not been securitised (the underlying pool). It then makes adjustments 
for delinquencies and the attachment and detachment points of the 
tranches (see Chapter 4). If none of the above three approaches can be 
used, then a risk weight of 1250% is applied to the exposure.

There are likely to be mixed pools in this process—for exam-
ple, where the IRB approach applies and but where the standardised 
approach is needed for parts that can’t be modelled. Further compli-
cating the picture is the use of maximum risk weight caps for senior 

http://dx.doi.org/10.1007/978-3-319-72676-2_2
http://dx.doi.org/10.1007/978-3-319-72676-2_4
http://dx.doi.org/10.1007/978-3-319-72676-2_4
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tranches based on good quality underlying pools (which might have risk 
weights as low as 15%). Furthermore, when all the capital charges are 
added up, the bank can apply a maximum capital charge of no more 
than what it would have been for the underlying (not securitised) pool 
of assets. The reason for these caps is that policy makers want to encour-
age the rejuvenation of the securitisation markets to help the economy.

The amount of discretion available to banks in this framework still 
allows plenty of scope for bank optimising their capital requirements.

Market Risk Reform

MR relates to risk of losses on- and off-balance sheet arising from 
changes in market prices of the so-called trading book assets. Recall 
from Chapter 2 that the capital to be required to cover for MR is 
included in the RWA formula scaled up by 12.528:

Prior to the fundamental review of the trading book and the resulting 
final reforms, MR was based on default risk and an incremental charge 
related to rating migration risk (rating changes that trigger mark-to-mar-
ket losses) and an additional value-at-risk (VaR) capital charge based on a 
stressed scenario. Securitisation was excluded (treated separately from MR 
in the banking book). Otherwise, the boundary between what should be 
in the trading book and in the banking book was left unchanged.

The fundamental review is expected to significantly raise capital 
charges for MR.29 It first clarifies the boundary between banking and 
trading books: there is now a clear list of presumptive inclusions in 
each based on intent-to-trade versus hold-to-maturity. Second, a more 
risk-sensitive approach is adopted for the standardised and internal 
models approaches to MR in the final version.

RWA = 12.5(OR+MR)+ SUM[w(i)A(i)]

28Note that the 1.06 scalar for credit weightings in Eq. (2.1) has been dropped as part of the 
Basel III finalisation—see below.
29This brief summary follows a reading of BCBS (2016a).

http://dx.doi.org/10.1007/978-3-319-72676-2_2
http://dx.doi.org/10.1007/978-3-319-72676-2_2


232     A. Blundell-Wignall et al.

Standard Approach to MR

The SA to MR is the sum of three elements: (i) a sensitivity-based 
method (SBM) risk charge; (ii) a default risk charge (DRC); and (iii) a 
residual risk add-on (RRAO).

• For the SBM: there are seven risk classes: general interest rate risk 
(GIRR); credit spread risk (CSR) for non-securitisation; CSR for 
securitisations not correlated to the trading portfolio; CSR for securi-
tisations that are correlated; equity risk; commodity risk; and foreign 
exchange risk. Risk factors are mapped into these risk classes: that 
is, variables in the pricing function used by the bank trading desk 
for given instruments for reporting profit and loss positions to man-
agement.30 These risk factors are shocked for a stress scenario, and 
sensitivity risk positions are calculated. These are then multiplied by 
prescribed risk weights and risk positions with common character-
istics (‘buckets ’) are aggregated. Diversification benefits are allowed 
within each risk class but not between them.

• The DRC: is to capture stress events in the tail of the default distribu-
tion not captured by credit spread shocks in mark-to-market risk. A 
jump-to-default (JTD) is calculated, which is a function of the notional 
value of each position (separately), its market value and the prescribed 
LGD. Some offsetting diversification benefits are allowed so that net 
JTD can be calculated. These are allocated to risk buckets, and the 
appropriate risk weight is applied. Total DRC adds up these elements.

• The RRAO: is for instruments where model sensitivities cannot be 
calculated.31

The three risk positions are then added to obtain trading book MR 
(which multiplied by 12.5 gives the RWA).

30For example, for GIRR this might be corporate bond curves affected by market implied infla-
tion risk and other correlated variables.
31It is ‘the simple sum of gross notional amounts of the instruments bearing residual risks, multiplied 
by a risk weight of 1.0% for instruments with an exotic underlying and a risk weight of 0.1% for 
instruments bearing other residual risks ’ (BCBS 2016a, p. 19).
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Internal Models Approach to MR

For the internal models approach (for approved sophisticated banks), 
the main innovation compared to previous Basel attempts is to move 
away from VaR method towards the concept of ‘expected shortfall ’ (ES) 
under a stress scenario, which is somewhat tougher. VaR asked what 
the maximum 1-day loss in dollar terms would not be exceeded at the 
99% confidence level over a given trading period. ES asks, conditional 
on a tail event actually occurring (i.e. being in the tail beyond the 97.5 
confidence level), what could be the potential loss? This change requires 
risk factors for modelling losses to use more complex metrics from 
back-testing over a stressed period, using the finance concepts of delta, 
vega and curvature risk (see Glossary).

All banks must calculate the SA charge (even if they use the internal 
model approach). Much stricter conditions apply for banks being able 
to use internal models for nominated trading book portfolios. In par-
ticular, they have to be based on a database of verifiable market prices. 
Both the SBA and the DRC are treated as being able to be modelled for 
trading book exposures, but the RRAO is not.

Counterparty Credit Risk

CCR for derivatives (risk of bilateral counterparty default) is calcu-
lated either by using the standardised approach (SA-CCR) or by using 
internal models.32 CCR exposures are calculated as a multiple of the 
replacement cost of the exposure (for an immediate close out) plus the 
potential future exposure. The replacement cost of un-margined deriv-
atives is the maximum of: (i) zero or (ii) the sum of mark-to-market 
exposures within a netting set, minus any related collateral held. For 
margined derivatives, it is the maximum within a netting set of: (i) 
zero; (ii) the sum of values in the netting set less associated collateral; or 
(iii) the largest exposure that would not trigger a margin call net of any 

32See BCBS (2014).
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independent collateral held.33 Potential future exposure is a multiplier 
(to allow for over-collateralisation) times an aggregate add-on for each 
netting set within an asset class (interest rate, foreign exchange, credit 
equity and commodity derivatives) based on the notional amount, its 
maturity and its delta-adjustment to the underlying price.
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Introduction

Globalisation and finance are at the crossroads. The crisis was an 
opportunity to take a courageous path for full banking reform in the 
advanced countries and for a greater rapprochement with an emerging 
China in open trade and investment. Instead, the opposite is happen-
ing. Monetary policy is aimed at cushioning the effects of the crisis on 
large banks to nurture the rebirth of the interbank market in advanced 
countries; these are the same banks which have fended off serious 
reform. China is creating its own brand of risk for themselves and the 
world economy through a financial repression approach to monetary 
policy while trying to finance a strong and more high-tech domes-
tic economy. Assisted by the cheap and seemingly endless supplies of 
loanable funds from its financial system, China is striking out to build 
an alternative to the OECD/Washington Consensus open-economy 
model of economic development. This risks segmenting world trade and 
investment.

Growth in a world of rapidly changing technology requires open 
trade and investment conducted on a level playing field for all—this 
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enables scale economies by the most innovative competitors that, in 
turn, create income via derived demand for work from other compa-
nies in the supply chain. This was discussed with evidence in Chapter 1. 
Open trade and investment must be supported by the financial sector, 
based on sensible business models that do not raise the cost of capital 
and lead to periodic crises.

This is not the approach that policy makers seem to be taking. The 
globalisation process appears to be well on its way to heading in the 
wrong direction. This chapter discusses four important issues that will 
influence how globalisation plays out:

• Monetary policies in advanced countries directed at cushioning the 
impact of the crisis on large banks by absorbing their assets until the 
‘bad asset’ digestion process is complete and the interbank market (as 
a consequence) is nursed back to health. Monetary policy has sub-
sidised banks, distorted prices for investors and encouraged excess 
demand for alternative products.

• This monetary policy, when combined with the approach to regula-
tion discussed in Chapter 8, sustains TBTF banks and their associ-
ated high interconnectedness risk.

• China is building a separate large trade and investment bloc based on 
subsidised finance and principles inconsistent with multilateral trade 
and market openness.

• China’s approach to development at home and abroad has put 
vast demands on its banking system as it attempts to diversify and 
move up the value-added chain. This is proving to be very diffi-
cult with China’s financial repression approach to monetary pol-
icy, which has resulted in Chinese banks becoming involved in 
vast off-balance-sheet activities perhaps on a scale larger as a share  
of the economy than those of US and European banks prior to  
the crisis.

These developments suggest globalisation and finance have reached 
a difficult point: a crossroad. Each of these topics is explored in the 
following four sections and possible implications are then drawn in 
conclusion.

http://dx.doi.org/10.1007/978-3-319-72676-2_1
http://dx.doi.org/10.1007/978-3-319-72676-2_8
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Advanced Country Monetary Policy Supporting 
Banks and Distorting Returns

Financial reform, as discussed in Chapter 8, did not fundamentally 
restructure the business models of banks that played the key role in the 
crisis. These banks are still perfectly recognisable, though with larger 
shares of counterparty business following some significant mergers dur-
ing the crisis. Instead, regulation has evolved along lines that banks can 
live with, and monetary policy has been directed towards seeing them 
through to a state where borrowing and lending in the interbank mar-
ket can return to normal. Only when this happens, can policy rates 
be returned to reasonable levels and the vast quantities of private debt 
acquired by central banks in the quantitative easing process gradually be 
reduced.

In the lead up to the crisis, globalisation in conglomerate banking 
(in London, New York, Paris, Zurich and Frankfurt) took the form of 
increased interdependence as counterparties to each other. This allowed 
them to achieve scale economies in underwriting, prime broking, funds 
management and cross-selling opportunities for structured products. 
Banking grew explosively and this ultimately resulted in the crisis. As 
the underlying asset quality of securities plummeted, uncertainty rose 
about which entities would survive and which products would incur 
large losses and/or defaults; so the interbank market stopped function-
ing. Global interest rates, already low, fell further as policy rates were 
cut to zero (or below), and quantitative easing resulted in massive cen-
tral bank buying of illiquid assets from banks.

It has always been an objective of the central banks of advanced 
countries to return to normal operations in the interbank market, 
allowing central banks to operate in a more conventional way. This has 
not been possible in most countries that host the GSIBs, because too 
many banks were suspected of holding too many bad assets related to 
the crisis. Many securities simply could not be used as collateral for the 
normal functioning of repo and derivatives markets and in the reuse of 
assets between non-banks. And banks did not want to deal with each 
other since these assets, with honest accounting, could have taken the 

http://dx.doi.org/10.1007/978-3-319-72676-2_8
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counterparties they were using into insolvency. This indigestion did not 
sit well with increased demands for new and cheaper financial prod-
ucts brought about by low interest rates. Pushing central bank cash into 
the system served as a substitute for an interbank market—albeit in an 
unconventional way—while providing GSIBs with a path for building 
revenue again (i.e. as intermediaries in the reuse of securities as pension 
funds, insurance companies and other private investors struggled to cut 
cost and improve returns).

This approach to policy cannot be reversed overnight. That would 
mean pouring assets back into the banking system without the same 
credit quality as central bank cash. Only high-quality assets (such as 
government bonds, highly rated corporate securities and central bank 
cash) can play the role of collateral in repo and derivatives transactions.

Central banks in countries that host GSIBs do not like to discuss 
openly the real reasons for unconventional monetary policy. Instead, 
in public, the subject is most often still discussed in terms of infla-
tion targeting. Inflation is ‘below the comfort ’ zone, and policy must stay 
unconventionally easy until it picks up. Convenient as this might be in 
the circumstances, it is wearing thin after a decade of no inflation. In 
Chapters 1 and 5, the case was made that the Phillips curve has likely 
become more global through global supply chain mechanisms, digitalisa-
tion and other technology. Other than for price-level changes induced by 
exchange rates and volatile price elements like food, taxes and energy, local 
monetary policy will be less connected to inflation while this goes on.

As a simple illustration, Fig. 9.1 shows the trade-off between infla-
tion and unemployment in the USA since 1995, when the high 
inflation of the 1970s had long been eradicated. Very little trade-
off has been evident, as for more than 20 years unemployment has 
ranged between 4 and 10%, while inflation has remained within  
a 1 and 2-1/2% zone. There is no sign of a pickup in core inflation, 
yet interest rates are beginning to rise and the gradual reversal in QE 
has at least begun. In the UK, where GSIB banking structures are sim-
ilarly important, inflation has accelerated, but monetary policy has 
not moved. This does not mean that inflation is no longer a monetary 
phenomenon—it simply means its transmission will be slower depend-
ing on excess capacity in global as opposed to domestic supply chains.  

http://dx.doi.org/10.1007/978-3-319-72676-2_1
http://dx.doi.org/10.1007/978-3-319-72676-2_5
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In the near-term, the best gauge for returning to normal (as opposed 
to restrictive) interest rates, and for reversing QE policies, will be when 
the GSIB banks get through their medium-term asset-cleansing process 
and move towards dealing with each other with acceptable liquid pri-
vate securities again.

Which country has GSIBs whose state of health might warrant a 
return to normalcy? It should be no surprise that this happens to be the 
country that is now moving rates up and is tapering the central bank 
balance sheet despite no inflation. Figure 9.2 shows the ROEs on the 
GSIBs broken into four global regions. The US GSIBs have recovered 
nicely, as shown in the top left. The key factors contributing to this are: 
(i) the recovery of asset prices; (ii) the concentration of bad assets in the 
Fannie and Freddie conservatorship; (iii) the huge balance sheet of the 
Federal Reserve; and (iv) the keeping of regulations to acceptable levels 
(with the Trump Administration promising more relief to come). The 
euro area and non-euro Europe have not yet delivered the same success 
as the USA. While the euro area has fought hardest of all to keep regula-
tion at bay, there are some important differences with the USA:

y = -0.0731x + 2.1334
R² = 0.1159
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Fig. 9.1 US inflation and unemployment trade-off, 1995–2017, monthly (Source 
Thomson Reuters, authors)
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• In the Europe, there is no Fannie or Freddie to hold bad mortgage 
assets.

• The European Central Bank was late in moving to buy up private 
assets from the banks and to provide cash liquidity—indeed, like 
‘fighting the last war’ (inflation), it raised interest rates before being 
forced to reverse the error.

• The one-size-fits-all monetary policy in the euro area and the absence 
of exchange rates to adjust have meant weaker growth—particularly 
in the case of Italian banking (and EU further-southern countries) 
where NPLs have been high.

• Europe depends more on banking for finance than the USA, and 
many of the banks are not complex investment banks—they are hurt 
by the low interest rate strategy while not benefiting from investment 
banking fees.

%
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Fig. 9.2 GSIB ROE recoveries since the crisis (Source Bank balance sheets. 
Tickers: GS: Goldman Sachs; MS: Morgan Stanley; C: Citigroup; BAC: Bank of 
America; STT: State Street; WFC: Wells Fargo; JPM: JP Morgan; BK: Bank of NY 
Mellon; BNP: BNP Parisbas; GLE: Societe Generale; ACA: Credit Agricole; UCG: 
UniCredit; BPCE: Groupe PBCE; SAN: Santander; ING: ING; DBK: Deutsche Bank; 
CS: Credit Suisse; UBS: UBS; NDA: Nordea; RBS: Royal Bank of Scotland; BARC: 
Barclays; HSBC: HSBC; STAN: Standard Chartered; MFG: Mizuho Fin. Group; 
SMFG: Sumitomo Mitzui Fin. Group; BACH: Bank of China; ICBC: Industrial & 
Commercial Bank of China; CCB: China Construction Bank; ACGBY: Agricultural 
Bank of China)



9 Globalisation and Finance at the Crossroads     243

In the non-euro European area, banks in the UK and Switzerland are 
further away from returning to normal compared to the (one) high- 
performing Swedish bank shown. UK and Swiss corporate governance 
in certain banks was particularly poor in the lead up to the crisis (as 
was discussed in Chapter 3). In the UK, having let the situation get out 
of hand, authorities were slow to understand and to accept there was a 
problem. More recently, Brexit issues have created uncertainty for large 
global banks and the future of the city.1 These countries too will return 
to normal when portfolios slowly improve (bad assets mature and are 
written off ), and banks can increasingly use their own assets to operate 
in the interbank market.

Globalisation and the Monetary Response to the Crisis 
Distorting Markets

An historical perspective on asset prices shows just how much distor-
tion has been involved in saving the GSIBs. Table 9.1 reports historical 
data summarising US financial market performance, for which long and 
consistent series are readily available for inflation, equities and bonds 
from: 1920 to 2017; since China joined the WTO in 2001; and the 
period since the crisis.

Inflation over almost 100 years averaged 2.6% (at a compound 
annual rate), but since 2001 has fallen to 2.1%. Over the decade of the 
easiest monetary policy in history, it averages 1.8% per annum. The 
real 10-year yield has fallen over each of the three periods: 2.3, 1.3 and 
0.7%, per annum, respectively. In contrast, real equity returns paint a 
different picture. Over nearly 100 years, real equity returns came in at 

1In Mervyn King’s 2012 BBC lecture, he famously said that: ‘With the benefit of hindsight, we 
should have shouted from the rooftops that a system had been built in which banks were too important 
to fail, that banks had grown too quickly and borrowed too much, and that so-called “light-touch” 
regulation hadn’t prevented any of this ’. Of course, you can only shout from the rooftops if you 
understand what was happening with the benefit of foresight. The Bank of England, as recent 
minutes make clear, at first thought it was a liquidity crisis—and presumably a narrow one, given 
covert lending to a few banks in the beginning. They had no idea about the ‘Run on the Rock ’ and 
other problems. This all came later, when it was clear to the man in the street.

http://dx.doi.org/10.1007/978-3-319-72676-2_3
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7.2% per annum. Since 2001 (enveloping the crisis) real equity returns 
fell to a 3.2%. However, since the crisis, US real equity returns have 
averaged 13.3% per annum. Low-inflation and massive-liquidity injec-
tions have been very supportive for equity markets.

Overvaluation of equities is also likely at the end of 2017. Warren 
Buffett (2001) has been credited with the view that a reliable measure of 
equity value is simply the market capitalisation versus GDP. But when 
company earnings come increasingly from global markets and supply 
chains, this indicator should decline in its usefulness on a national basis. 
However, this criticism cannot be true of the world economy. Figure 9.3 
shows world equity market capitalisation divided by world nominal GDP. 
At the end of 2017, this indicator is at the highest point over the period 
shown. This is not sustainable, and how it unwinds will not be comfortable 
for investors. This distortion of 0.7% real bond returns versus 11.3% real 
equities since the crisis is due in large part to the need to save GSIB banks.

Banks Versus Pensions and Insurance

Figure 9.4 shows an adding up of global bank balance-sheet assets (with 
and without China) and survey data on pension and insurance com-
pany funds under management. The trend lines over the period are also 
shown. The effect of easy money and the fending off of regulation on 
banking is in evidence. Over this period, global banking assets have 

Table 9.1 Long-term returns compared to recent years

Source Authors’ long-term database and Thomson Reuters

1920–2017 2001–2017 2009–2017
(% per annum)

CPI 2.60 2.05 1.77
S&P 500 5.83 3.25 13.05
Real S&P 3.23 1.20 11.28
Div Yield 3.98 1.95 2.02
Real S&P Tot. Ret. 7.21 3.15 13.31
10 yr 4.87 3.38 2.44
Real 10 yr 2.27 1.32 0.67

Asset allocation return real  
60% equity 40% bonds

5.24 2.42 8.25
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grown on average at 8.1%. If China is excluded, banks assets grew at a 
6.8% pace globally. The large contribution of China reflects the effect of 
the (perhaps ill-considered) state-driven credit creation boost in 2009. 
With unconventional policy buying up bank assets (such as commer-
cial paper and mortgage securities) and low rates driving up asset prices 
GSIBs, not unsurprisingly, did not collapse and have instead achieved 
a soft landing. This compares to 5.2% growth for insurance companies 
and 6.5% for pension funds: in both cases, their financial assets were hit 
by falling assets prices during the crisis. Since 2009, pension funds, with 

Fig. 9.3 World market cap versus world GDP (Source World Federation of Stock 
Exchanges and IMF)

Fig. 9.4 Global banking versus pensions and insurance (Source OECD, Thomson 
Reuters. Banks excludes central banks. OECD countries and China)
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a bigger allocation to equities, have outperformed insurance companies, 
benefiting from the equity boom. Over this period, the only poor-return 
year was 2015 during the China and emerging market growth scare.

Pension funds are also investors in hedge funds, private equity and 
exchange-traded funds (ETFs) shown in Fig. 9.5. These products are 
also owned by sovereign wealth funds, wealthy clients and retail inves-
tors. They have benefitted from fund inflows in response to the low- 
interest-rate environment, as investors seek to enhance returns. Policies 
to support GSIBs via low interest rates following the crisis have resulted 
in both strong equity markets and increased demand for alternative 
assets. Private equity funds and ETFs have been the star performers: 
private equity because there is a belief that managers in this assets class 
focus on long-term risk premiums that cannot be obtained in equity 
markets; and ETFs because they are cheap which is attractive when risk-
free interest rates are so low.

Other funds benefiting investment banking and broker-dealers 
include:

• Absolute return funds: These promise-positive returns in both rising 
and falling markets. They use: a wide number of assets; are not tied 
to traditional benchmarks; and short securities via derivatives and 
other methods.

Fig. 9.5 Hedge funds, ETFs and private equity (Source OECD, FSB)
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• Total return funds: These promise low-risk ways to maximise gains 
from income (interest and dividends) and capital gains (securities 
that appreciate over time). Downside risk is hedged with derivatives.

• Risk parity funds: These focus on the allocation of risk (volatility as 
opposed to dollar capital). Using volatility metrics, the product lever-
ages low-risk assets while deleveraging high-risk ones. Derivatives and 
repos are used in the process.

GSIBs have been akin to subsidised and supported public monopolies: 
they have benefitted not only from QE directly targeted at the recovery 
of the crippled interbank markets, but also from new ways to generate 
fee income in a low-inflation environment. Bank broker-dealer activ-
ity, origination and investment banking are at the very centre of all of 
these activities which generate fee and spread income. While traditional 
deposit banking is squeezed by low interest rates, GSIBs find new ways 
to benefit from the situation that they played such a major part in creat-
ing. As their past bad assets mature and disappear, GSIBs look forward 
to a return to more profitable days.

The Cost of GSIB Interconnectedness

The cost of equity is the return expected by investors to compensate 
them for the extra risk they are taking compared to investing in a risk-
free asset. For investing in a bank versus the stock market, this is calcu-
lated using the capital asset-pricing model: the firm-specific equity risk 
premium is derived from that for the general equity market; and this is 
added to the risk-free government bond rate.2 Thus, the dividend yield 
plus expected trend growth in earnings for the equity market should, 
in equilibrium, be greater than the risk-free government bond rate. The 
relationship between the individual stock and the overall equity market 
is measured by its beta. Beta is the covariance of the firm’s stock price 
with the national stock market. Beta greater than 1.0 for a bank tells 

2See Campbell et al. (1997).
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the analyst that risk factors driving markets will have a larger effect on 
banks than on other sectors and vice versa. Any tendency for beta to 
rise suggests that compared to the overall equity risk premium, inves-
tors would need higher returns to invest in a bank given the equilibrium 
relationship with a risk-free investment.

Figure 9.6 shows the betas for the GSIBs, averaged according to the 
country where they are headquartered. The countries with the most 
important investment banking centres—the USA, the euro area, the UK 
and Switzerland—all have betas greater than 1.0 on average. During crisis 
periods, or periods where risk is perceived to be rising, these betas can 
move into the range of 1.5–2.5 which is indicative of higher systemic risk.

• The 2008 crisis, led by the USA, saw beta move to around 2.5 in 
the 24 months to December 2009. There was contagion to European 
banks, but at that point most EU policy makers and analysts had not 
understood the full global interconnectedness of GSIBs.

• The European bank crisis occurred two years later in 2011–2012, 
when beta for the euro area moved up well above 2.0.

• In 2016, the euro area led the rise in bank betas again. General 
 problems in European banking had been made worse by the 

Fig. 9.6 GSIB beta outcomes (Source Authors’ calculations. BETA is the covari-
ance of the firm’s stock price with the national stock market, using daily data 
regressions to calculate annual observations, divided by the variance of the 
national stock indexes)
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zero- and negative-interest-rate environment and the rise in non- 
performing loans discussed earlier. More specifically, Deutsche Bank 
was threatened with a €14bn potential fine due to the alleged break-
ing of US laws while its business model is still struggling to deal with 
past investments and a return to sustained profitability. Deutsche 
Bank’s CoCos fell sharply at one point as investors feared a ‘bail-in’ of 
bond holders could occur.

The fine for Deutsche Bank has apparently been forgiven by the Trump 
administration as of early 2018, but this does not detract from the 
more general problem of the need for fundamental reform of GSIB 
banks. Deutsche Bank has been an on-the-record opponent of separat-
ing investment banking from deposit banks: ‘Diversified income streams 
enhance the stability in an integrated bank, and this has systemic impor-
tance. It is noteworthy that in 2008, the investment banking or “broker- 
dealer” model virtually disappeared in the US: Bear Stearns and Lehman 
Brothers gone, Merrill Lynch taken over, and both Goldman Sachs and 
Morgan Stanley converted into Bank Holding Companies (in other words, 
able to take deposits ). In good parts of the cycle, investment banking prof-
its can be used to invest in services which benefit retail or private cus-
tomers ’ (see UK Parliament 2009). The subsequent 8 years of history 
speaks for itself. GSIBs in the USA and Europe need to be reformed 
appropriately.

This systemic risk comes at a cost to the economy in apparent con-
trast with Asia. Figure 9.6 shows that the bank betas for Japan and 
China are lower than in the countries that host the large interconnected 
investment banks—in China’s case significantly so.

Bank betas multiplied by the market equity risk premium and 
added back to the risk-free government bond rate provide a measure 
of the cost of equity for banks. Bank cost of equity measures is shown 
in Fig. 9.7. When Tidjane Thiam the CEO for Credit Suisse said 
European banks are not investable,3 it is because their ROEs are lower 

3See Financial Times 28 September 2016, Europe’s Banks Not Really Investable, https://www.
ft.com/content/00606dc2-7739-30c9-b13c-1f56de2ccb66.

https://www.ft.com/content/00606dc2-7739-30c9-b13c-1f56de2ccb66
https://www.ft.com/content/00606dc2-7739-30c9-b13c-1f56de2ccb66
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than the cost of equity—this means that it isn’t possible to create value 
for shareholders that compensates for the risk they are taking. When 
banks are un-investable, they cannot raise needed equity and can’t func-
tion as appropriate allocators of risk. This is true for all of the countries 
that host the GSIBs that embody investment banks. Japan and China 
have very large banks, but they do not play to the same extent on the 
global investment banking stage. These two high saving countries have 
a low cost of equity for banks because they are less interconnected and 
have low betas. In the case of China, the main equity investor is directly 
or indirectly the state which is always ready to recapitalise them or to 
guarantee client money when problems arise (see below).

A low cost or equity is important for long-term investing. If a longer-
term project fails, equity prices fall and the investor carries the risk. If 
the investment is funded by debt, the burden remains and the company 
is put at risk with debt service and no offsetting revenue streams. Taking 
long-term investment risk requires equity. Paradoxically, the TBTF 
implicit subsidy for GSIBs in advanced countries feeds through into 
underpricing of risk for trading, which raises the risk premium that is a 

Fig. 9.7 Bank cost of equity by country (Source Authors’ calculations, Thomson 
Reuters)
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cost for the real economy in terms of infrastructure and other forms of 
long-term investment. This is another example, argued throughout this 
book, that regulation in advanced countries has not struck the right bal-
ance. The contrasting low cost of equity in China is also very important 
for thinking about the subsequent section concerned with the direction 
globalisation is taking and which part of the world will enjoy greater 
economic success in the future.

Figure 9.8 shows the return on equity of selected GSIBs in 2016 
and 2017 and the gross market value of their derivatives as a share of 
total assets over the same period (converting US banks’ and Credit 
Suisse’ accounts to a comparable IFRS basis). The overall relationship 
is negative. Three US banks (top right) that are primarily investment 
banks have ROEs at around 10% despite high levels of derivatives—
though still below the cost of equity. The culture in these banks is not 
mixed with that for retail deposit banking. Other mixed culture uni-
versal banks appear to do less well. This raises a question as to how they 

Fig. 9.8 ROEs 2016–2017 average versus derivatives  share of balance sheet 
(Source Bank balance sheets, authors. GS: Goldman Sachs; MS: Morgan Stanley; 
JPM: JP Morgan; RBS: Royal Bank of Scotland; UCG: UniCredit; DBK: Deutsche 
Bank; ACA: Credit Agricole; NDA: Nordea; SST: State Street; WFC: Well Fargo; 
MFG: Mizuho Fin. Group)
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convinced policy makers not to separate them. Very large banks that do 
not play a great role in the complex interconnected derivatives counter-
party businesses (bottom right) have made higher returns than both: (i) 
universal banks with a mixed culture; and (ii) those that are more purely 
investment banks.

China’s Belt and Road Initiative: An Alternative 
Globalisation Strategy

In Chapter 1, the ‘China Shock ’ issues were discussed: that Chinese 
SOEs, supported by state-owned banks, have built up huge capacity in 
many industries and, since their entry into WTO in 2001, have pene-
trated world markets to a meaningful degree. The China price and the 
challenge this has posed to other countries have led to a more intensive 
approach to technology in advanced countries, and both of these have 
combined to keep downward pressure on wages earned by less-than- 
college-educated workers. This has led to resentment and resistance to 
Chinese direct investment and to anti-dumping duties. These pressures 
from advanced countries are likely to grow as China moves towards 
becoming the largest economy in the world.

Looking to the future, these risks have contributed to China’s imple-
mentation from 2015 of a very ambitious globalisation strategy—the 
Belt and Road Initiative (BRI)—that does not include advanced indus-
trial countries. Instead of rapprochement with advanced countries in 
trade and investment, by early 2018 it has signed 72 countries into 
the BRI. The BRI countries in the main are run by governments that 
play a large role in the economy through state ownership and, in a large 
majority of them, democratic processes are not present.4 The BRI coun-
tries are rich in minerals and energy, but have been held back from fully 
exploiting and exporting them by lack of infrastructure. China is mak-
ing itself the centre of providing this infrastructure on an unprecedented 
scale, funded by China’s Policy Banks (see below), while at the same 

4New Zealand, near neither the so-called belt nor the road, is an odd (to say the least) exception.

http://dx.doi.org/10.1007/978-3-319-72676-2_1
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time acquiring technology from advanced countries, both via acqui-
sitions and by documented cases of alleged illegal means.5 Moving up 
in the value-added chain within a large BRI trade bloc, based around 
Chinese technical standards and leadership, is the essence of the strategy.

Supported by banks with a low cost of equity, as set out in the pre-
vious section, this strategy is to develop infrastructure that rejuvenates 
the old Silk Road routes through central Asia all the way to Russia 
and Poland (the ‘Belt’), while also creating a shipping route joining up 
ports that also broadly moving from east to west (the ‘Road’: from the 
South China Sea, through south-east Asia, Indonesia, Myanmar, India, 
Pakistan, Kenya, Djibouti, Saudi Arabia, Turkey and Europe).

The Belt and Road Strategy Versus the Washington 
Consensus

The Washington Consensus, as summarised by Williamson (2004),6 
emphasised ten key features for economic development: (1) fiscal disci-
pline to avoid balance of payments crises; (2) reordering public expend-
iture priorities to promote growth and inclusiveness; (3) tax reform to 

5The OECD and EUIPO (2016) estimate that in 2015 pirated goods imported into the USA 
amounted to between $58 and $118bn. $85bn of US goods were also sold elsewhere in the 
world. 87% of goods seized by US border protection originate from China. US companies 
such as Tiffany are in litigation with Chinese companies and banks that pass money back to 
China. Other countries are in the same boat (e.g. Gucci of Italy has been in strong litigation 
against China). Pirated software and stolen trade secrets are even larger problems than goods. 
With respect to the latter, the cases of Harvest Funds versus Krane and Tang Energy versus 
AVIC are instructive examples. Commission on the Theft of American Intellectual Property in 
Washington, DC, estimates that counterfeiting, stealing trade secrets and software theft cost 
the USA between $225bn and $600bn per annum. See http://ipcommission.org/report/IP_
Commission_Report_Update_2017.pdf. Litigation in the courts is frustrating due to complex 
corporate structures that make it difficult to establish ‘alter ego ’ relationships with the parent 
companies in China and, since SOEs are prevalent in these cases, sovereign immunity claims 
become a major barrier.
6Preceded by Fukuyama (1989) on pondering the end of Communism, asserting that a consen-
sus emerged that competition and markets are the best way to organise society, as Communism 
collapsed in the Soviet Union. Fukuyama wrongly, as it turns out, postulates that: ‘Chinese com-
petitiveness and expansionism on the world scene have virtually disappeared ’. The BRI shows us that 
rumours about the end of history were indeed premature.

http://ipcommission.org/report/IP_Commission_Report_Update_2017.pdf
http://ipcommission.org/report/IP_Commission_Report_Update_2017.pdf
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promote incentives while funding government; (4) liberalising interest 
rates combined with stronger prudential supervision; (5) competitive 
exchange rates; (6) trade liberalisation; (7) liberalisation of inward foreign 
direct investment, but not for hot money which might cause volatility; 
(8) privatisation with anti-corruption measures and appropriate regula-
tion; (9) product deregulation focused on barriers to entry and exit, but 
with work safety or environmental controls; and (10) property rights.

The IMF, the World Bank and the WTO became the institutional side 
of promoting these principles. Borrowing in developing countries became 
conditional on adherence to World Bank Structural Adjustment Programs 
(SAPs). The conditionality implicit in this framework (i.e. for financial 
support from these institutions and their advanced country membership) 
has meant little meaningful development has been generated from these 
sources and certainly when compared to that provided by China over a 
short period of time. Apart from anything else, countries where corrup-
tion runs at high levels avoid Washington Consensus principles. Bearing 
such concerns in mind, China’s approach is to respect non-interference in 
domestic issues and to provide infrastructure funded from China and built 
by Chinese construction companies, often with concessions to run the 
infrastructure on agreed terms over the repayment period.

This investment is now well underway. The east–west land and sea 
bridges of the BRI are joined in north–south directions with six main 
economic corridors:

1. New Eurasia Land Bridge: involving rail to Europe via Kazakhstan, 
Russia, Belarus and Poland. Within China, Jiangsu and Xinjiang are 
the most affected and linked (reflecting regional aspirations).

2. China, Mongolia Russia Economic Corridor: including rail links and 
the steppe road—this will link with the land bridge.

3. China, Central Asia, West Asia Economic Corridor: linking to Kazakhstan, 
Kyrgyzstan, Tajikistan, Uzbekistan, Turkmenistan, Iran and Turkey.

4. China Indochina Peninsula Economic Corridor: Vietnam, Thailand, 
Laos, Cambodia, Myanmar and Malaysia. Within China, Yunnan 
and Guangxi are the most affected provinces.

5. China, Pakistan Economic Corridor: Xinjiang Province will be most 
affected. This important project links Kashgar city (free economic 
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zone) in landlocked Xinjiang with the Pakistan port of Gwadar a 
deep-water port used for commercial and military purposes.

6. China, Bangladesh, India, Myanmar Economic Corridor: This is likely 
to move more slowly due to mistrust over security issues between 
India and China.7

There are six broad objectives for the BRI strategy that have important 
implications for advanced countries and the open trade and investment 
regime promoted by the WTO, the OECD and other organisations:

1. To move excess capacity in low-technology industries which cause air 
pollution, such as steel and energy, away from Beijing and towards 
the Western Provinces, Mongolia and other parts of the Asian region. 
The western regions of China and Mongolia are lagging in prosperity, 
and shifting production to where there is demand created by the BRI 
construction projects makes more economic sense.

2. To move China up in the areas of digitalisation and higher- value-
added production, with BRI countries taking over more of the lower 
value-added industries—but with China as the central hub.

3. To transfer technology from advanced countries to China as quickly 
as possible via mergers and acquisitions and by joint ventures in 
Western countries where patents can be understood and absorbed. 
Once China has mastered these technologies, Western companies 
find they become less welcome in China.8

4. To have Chinese technology used as the default technology in BRI 
partner countries, to cement economic interdependence with 
China—which is best achieved by China winning contracts with 
cheap funding and China-led building projects.9

7See, for example, Patil (2015). India lies between 2 countries with which it has fought wars in 
the last 60 years and mistrusts the strategic objectives of BRI. It has repeatedly asked that the BRI 
project is designed with India’s participation as an equal partner.

8The automobile industry is a good example within China, and the AVIC turbine business is an 
example of this within the USA.
9A recent example of this was the hard-fought battle with Japan for the Bandung to Jakarta high-
speed rail.
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5. To create a trading and investment zone with countries which 
broadly adhere to the Bandung Principles of non-alignment and 
non-interference in domestic economic and political affairs.

6. To deepen cultural exchanges and cement the strategy though: schol-
arship programmes for BRI students to study in China; the hosting 
of business fairs; and investing in the spread of Confucius Institute 
networks.

Table 9.2 shows China’s cumulative investments in construction pro-
jects abroad and its acquisition investment of advanced country 
companies.

BRI construction investment sums cumulatively to $444bn from 
2005 to 2017, with the next largest beneficiary being sub-Saharan Africa 
at $164bn. The typical model for China is a complete package—to win 
the contract, fund it via a state-owned bank consortium and build it 
with Chinese technology and labour. The funding repays itself for many 
projects, as the deal is often structured as an agreement for China to 
run the completed infrastructure as a concession for a fixed period (like 
30 years) at agreed tariffs and related protections. The funding comes 
from state-owned Policy Banks, but also from large state commercial 
banks and (to a smaller extent) the ‘Silk Road Fund ’. BRI investment in 

Table 9.2 Chinese construction investment & corporate acquisitions outside 
China, cumulative 2005–2017

Source Company Announcements. American Enterprise Institute

Region Corporate investment
$m

Construction investment
$m

Belt and Road Initiative 273,910 443,670
North America 220,460 1,930
Sub-Saharan Africa (ex BRI) 65,070 164,460
Latin America 108,560 66,700
Europe (ex BRI) 275,720 8,210
Middle East and North 

Africa (ex BRI)
260 33,880

Australia 90,950 12,710
Japan 6,620 0
Other 9,180 2,560

Total 1,050,730 734,300
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the latest Five-Year Plan is slated to move well above the amounts in the 
table. While many of the BRI countries have junk credit-rating status, 
the above structuring of the deals reduces financial risk.

The low cost of equity for Chinese Policy Banks is a great advantage 
in funding BRI projects. In project finance, equity needs to be at a suf-
ficiently high level in order that debt can be held at levels low enough 
to be supported by project cash flows, while also meeting the equity risk 
premium for shareholders. Infrastructure projects have zero of very lit-
tle cash flow in the investment phase. A low bank equity risk premium 
makes the hurdle rate needed over the life of the project more achiev-
able in higher-risk countries where variability of cash flows might be 
high. With state-owned banks and a low cost of equity, there is less risk 
that the debt capacity of projects will be too high.

In Table 9.2, it can be seen that even greater sums have been spent 
on acquiring technology from advanced countries through the acqui-
sition of foreign companies. Increasingly, these acquisitions have been 
switched away from resources and energy towards higher-technology 
firms (e.g. medical, pharmaceutical, telecommunications, robotics, agri-
cultural processing, automobiles, aviation, shipping, entertainment and 
tourism). Since 2005, foreign company acquisitions have cumulated to 
more than $1tn.

As these projects are completed in the longer run, there will be trade 
benefits for China at the centre of an alternative trading platform. The 
spreading of Chinese technology and control over infrastructure prod-
ucts will give China pre-eminence in a region currently equal to around 
43% of world GDP. This may not be good for the global collective 
interest—though that may be the point since geopolitics is also in play. 
China plays a long game not based on the next election cycle. The local 
name for China means the ‘middle kingdom ’, and this fits very well with 
the BRI. China sees itself as a global civilisation that was a pre-eminent 
global power for perhaps 2000 years, only losing this status by missing 
the industrial revolution. They are now enjoying that revolution, and 
the aim is to take a huge part of the world with them. If segmenta-
tion in world trade does occur, the benefits of multilateral trade will be 
reduced. Resuscitating the Trans-Pacific Partnership and taking strong 
Western leadership in the Asian Infrastructure Investment Bank (AIIB) 
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via a large capital stake to match the China Policy Banks would be a 
prudent strategy to balance things. But this seems increasingly out of 
reach with current Western policy.

China’s GSIBs and Off-Balance-Sheet Risk

The large SOE banks (policy and commercial) are the prime source of 
funding for economic activity within China, and the Policy Banks pro-
vide the bulk of the funding for the BRI. A brief guide to the Chinese 
financial system is set out in the Appendix to this chapter and is helpful 
in understanding issues in this section.

China controls banking more directly than in advanced countries via 
changes in reserve requirements, caps on deposit and lending rates and 
other quantitative methods (see the appendix). The picture of a finan-
cial repression approach is completed by its use of strong capital con-
trols that limits foreign funding of the banking system. While there is 
an attempt to move more towards an ‘interest rate corridor’ approach 
(see the appendix) it is very far from having a market-based system and 
this dichotomy is very much at the heart of current financial stability 
issues in China.

In 2009, China expanded credit and fixed asset investment via the 
SOE sector to stave off the risk of being drawn into the crisis-driven 
recession underway in the West. The money supply accelerated from 
around 15% in the 12 months to November 2008 to a peak of 30% 
in the 12 months to November 2009. The economy responded quickly, 
and from 2010, China attempted to rein back what had become exces-
sive credit growth.

As noted in the BRI discussion, China is developing a strat-
egy to become a more diversified higher-value-added economy with 
diverse financial needs that does not sit well with financial repression. 
Urbanisation, housing, small business needs in a rapidly changing tech-
nological environment, local government infrastructure investment 
and funding development in western China, Mongolia and along the 
Belt and Road place huge diverse demands on the financial system. 
The balancing act between monetary control via financial repression 
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and facilitating these complex and interconnected demands is very 
challenging.

When the PBOC attempted to rein in credit growth from 2010, 
these growing and diverse needs saw the use of off-balance-sheet activ-
ity by banks accelerate sharply. These vehicles are not subject to interest 
rate controls, and they are less subject to financial repression. Reserve 
requirements on deposits are a tax on banks, while interest rate ceil-
ings put a limit on banks’ ability to attract deposits when inflation 
rises. Thus, when the PBOC raised reserve requirements twelve times 
in 2010–2011 (to 21.5%), banks, faced with strong demand, sought to 
avoid these restraints by using off-balance-sheet vehicles such as undis-
counted bank acceptances, entrusted loans, trust company lending and 
wealth management products (WMPs).

Figure 9.9 compares the build-up of securitisation in the USA as a 
share of GDP, to shadow banking and WMPs in China.

Shadow bank lending rose rapidly from 2010. The authorities have 
always had an ambiguous attitude to the sector—wanting both to 
encourage it but also to contain it for financial stability reasons. The 

Fig. 9.9 US securitisation compared to China (Source SIFMA, Thomson Reuters, 
Bloomberg, author calculations. Shadow banking for China is the sum of undis-
counted bank acceptances, Trust Company loans and entrusted loans. Wealth 
management products provided by banks are shown separately. The USA 
includes mortgage securities, CDOs, student loans, equipment, credit cards, 
automobile finance, including Fannie and Freddie. ‘China total’ is the sum of 
WMPs and Shadow Banking)
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Macro-Prudential Assessment (MPA) framework seeks to look at ‘social 
financing ’ in a broader context and uses window guidance and quotas 
to try to contain it. With some success in containing shadow banking, 
banks were incentivised to accelerate disintermediation through WMPs. 
It is of some concern for the world economy that this activity has now 
moved to around 36% of Chinese GDP which, when combined with 
shadow banking, sums to around 68% of GDP. This is higher than the 
combined size of US bank securitisation and Fannie and Freddie securi-
ties in the USA on the eve of the global crisis. These concerns are com-
pounded by a lack of transparency, since WMPs provide a useful way to 
shift doubtful loans out of reported bank non-performing loan numbers 
into asset management structures funded by formal or informal bank 
repo lending. There is little concern about transparency on loan quality 
because investors rely on an implicit guarantee that comes with manage-
ment by state-owned banks—with all of the obvious moral hazards that 
have figured in past crises.

The above data do not include the Dai Chi repo market (a sort of 
‘held-on-behalf-of…’ market; see Kendall and Lees 2016), which is 
reputedly vast and is very difficult to control. Thus, if MPA policies seek 
to contain that which is measurable, this may simply push the market 
further into disintermediation through Dai Chi. In this market, like a 
repo, a bond can be sold for cash with an informal agreement to buy it 
back at a specific price and date later on. But unlike a normal repo this 
doesn’t take place on the interbank market on an exchange. Instead, it 
is informal. The risk is that this market is not one consisting of legally 
enforceable contracts. Nevertheless, it has been estimated at CNY 12 
trillion, twice the size of China’s interbank market (Kendall and Lees 
2017). The point about Dai Chi is that the sale of the bond can be used 
to take assets off a bank’s balance sheet into ‘thin air’ as it was for the 
period of the loan—thereby completely circumventing regulations. The 
bond of course—being outside the interbank market—can be rehypoth-
ecated in a number of subsequent transactions. The development of this 
market is a perfect illustration of what happens when financial repres-
sion policy is combined with strong demand for credit.

These issues give rise to a China variant of counterparty risk and 
financial stability concerns (see the appendix). All of these markets 
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(shadow banking, WMPs and Dai Chi ) overflow into each other and 
involve banks, brokerages, asset managers and non-financial compa-
nies. Overlap via cross-ownership structures is high and growing larger. 
While Dai Chi contracts can’t be legally enforced, walking away from 
an out-of-the-money trade in this informal market affects a firm’s repu-
tation and may create flow-on panics within wider markets with impli-
cations for lending and the economy. Much like US QSPEs during the 
crisis, which in theory were securities transferred to a third party, these 
were absorbed by the banks to maintain their reputations (and often 
under official pressure). Market participants assume there is an implicit 
guarantee for these contracts, as with Fannie’s and Freddie’s obligations 
in the USA, and this has proved correct to date. In China, the Sealand 
Securities bond default episode underlines the potential importance of 
these risks.10

Concluding Remarks

One measure of trade, investment and financial openness is the correla-
tion between national saving and national investment.11 The idea that 
the vast mineral deposits in the north of Western Australia should be 
funded by the saving of West Australian residents is a fairly silly prop-
osition, and so it is for countries or groups of countries. Open econo-
mies should see a low or zero correlation between national saving and 
investment. Conversely, countries that are not open, or which are exces-
sively selective in their openness, should see higher correlations. These 

10Sealand is a brokerage with a local government ownership structure that became involved in 
the Dai Chi market. When bonds that it had to buy back were under water in December 2016, 
it stated that the trades had been forged by ex-employees. Signs of a panic in the market emerged. 
The CSRC stepped in and the losses were shared with various players using anonymous repo 
transactions.
11Feldstein and Horioka (1980) interpret the high correlation between national saving and invest-
ment in the 1970s and 1980s to imply that global savings are not sufficiently mobile to fund 
ex-ante demand for investment goods. The correlation itself is not due to econometric anomalies, 
such as the treatment of the endogeneity via instrumental variables. Obstfelt (1986), Summers 
and Carroll (1987), and Feldstein and Bacchetta (1991) respond to criticisms of an econometric 
nature, such as omitted variables, and dynamic effects.
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correlations are calculated for two subgroups of the global economy (the 
G7 plus the European Union, and the BRICS, i.e. Brazil, Russia, India, 
China and South Africa), shown in Fig. 9.10. Prior to the crisis, there 
is clear evidence of opening on the part of advanced countries, led by 
the G7 and the European Union. The most stable open period for this 
group is that which encompasses the samples after China was allowed to 
join the WTO (when US current accounts versus that country opened 
up) and up to 2008, when the crisis hit.

There is no empirical evidence to suggest that the BRICS have 
ever been seduced by a philosophy of market openness. The indica-
tor is always in the high 0.60–0.84 range. Since around 2004, the 
very clear tendency is for effective openness to begin to decline in the 
G7 + EU group. This is likely due to a proliferation of bilateral treaties, 
anti-dumping duties on emerging economies (and especially with some 
justification versus China) and increasing resistance to Chinese FDI due 
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to geopolitical concerns and economic issues such as the use of SOE 
bank finance. Policies to support financial repression through increased 
capital controls in emerging countries (China, Brazil, Indonesia, 
Taiwan, Thailand and Korea) are also important factors. Such poli-
cies dress up controls (motivated by cross-border flows and currency 
pressures related to financial repression) as ‘macro-prudential tools’ 
concerned with financial stability, e.g. due to currency and maturity 
mismatches in the foreign funding for domestic banks.12 This is some-
what nonsensical, since currency mismatch can be controlled within 
existing internationally agreed policy instruments such as a variant of 
the Liquidity Coverage Ratio, which can be used to match currencies 
and maturities on both sides of bank balance sheet without restrict-
ing cross-border capital flows. Australia has huge foreign funding of its 
banks (more than many emerging countries), does not control capital 
flows, does not (even) ask for matching of currencies and maturities on 
both sides of the balance sheet and accepts the resulting volatility of its 
exchange rate.

Countries, acting in what they believe to be their national interest, 
negotiate bilateral trade deals and use financial repression instruments 
and subsidised funding to help gain market share or to buy strate-
gic assets, without reciprocity, in the belief that the national interest 
trumps the collective interest. The evidence suggests that advanced 
countries appear to be responding to the success of China by moving 
towards more bilateral deals and raising restrictiveness as a response to 
dumping, import penetration and job losses. National security is also 
becoming an issue that leads to new restrictions. When this happens, 
the country affected complains and feels justified in its own forms of 
retaliation.

The US CFIUS reviews cover an extensive range of industries and 
play a role in blocking deals affecting companies of other countries when 
they own US subsidiaries. For example, the USA has blocked the Phillips 

12It is unfortunate that IMF support for this can be found in many policy utterances, but some-
times via supposedly sound empirical research, such as in Ostry et al. (2010). This was repro-
duced and then criticised in Blundell-Wignall and Roulet (2013).
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sale of its LED lighting division to a Chinese consortium. The proposed 
Foreign Investment Risk Review Modernisation Act (FIRRMA) looks 
to expand and strengthen the role of CFIUS where national security is 
concerned. The German Foreign Trade and Finance Ordinance law was 
amended in 2017: specifying critical industries (energy, information tech-
nology, water, finance, software, cloud computing, sophisticated parts 
of telecommunications, telematics as well as upgrading military sector 
coverage); introducing obligations to notify; and extending review peri-
ods. The deal to buy the German chipmaker Aixtron by Fujian Grand 
Chip Investment Fund had its approval by the German Government 
was withdrawn in 2017. In Australia, local government in the Northern 
Territory of Australia leased the port of Darwin to a Chinese company. 
Subsequently, geopolitical concerns have come to the fore since the port 
is used by US navy ships in proximity to the South China Sea, and US 
tracking stations are present in the Territory. This has led to stricter rules 
for foreign investment reviews and to a new Critical Infrastructure Centre 
set up in the Australia Attorney General’s Department to assess all future 
deals. More recently, Australia is introducing new laws to match those in 
the USA, the UK and the EU on foreign political donations following the 
coming to light of Chinese political donations to key politicians.

Globalisation following the crisis appears to be in retreat. Whether 
China’s BRI strategy will enable it to shrug off fears of a more restrictive 
international environment in the longer term remains an open question 
that will become clearer later in this century. Whether or not China has 
its own financial crisis stemming from its informal financial maze will 
be a part of the answer. Similarly, the failure to reform banking busi-
ness models in Europe and the USA is a cause for concern—both in 
terms of the failure to build lower-cost funding for longer-term invest-
ment and the continuing presence of financial instability risks. Another 
major crisis would likely bring about major change in advanced econo-
mies affecting the role of the state and income distribution. What is at 
stake is enormous. Democratic Governments too often have a shorter 
focus and a lack of a coordinated vision compared, rightly or wrongly, 
to China’s long-term (albeit risky) strategic view.

It is unlikely that large trade blocs and financial systems based on differ-
ent and inconsistent principles can cohabitate very easily. In the long-term 
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trade and investment, segmentation and possible financial crises will not be 
the way to a peaceful and prosperous future. A move to a more blended or 
mixed economic system would be likely if things do not go well in either of 
the two great parts of the world economy. Where the pressures for change 
will be greatest will be in the countries that do not prepare themselves well. 
Neither China nor large Western countries seem to have the right balance 
at this stage. Globalisation and finance really are at the crossroads.

Appendix to this Chapter: A Guide to the 
Chinese Financial System

The central bank in China, the Peoples Bank of China (PBOC), runs 
a monetary policy akin to that described by development economists 
like Ronald McKinnon (1973) as ‘financial repression ’. The main instru-
ments are reserve requirements, which must be met on average over an 
assessment period (but can be moderately lower than the minimum for 
that period on any day), central guidance on benchmark deposit and 
lending rates (often referred to as interest rate ceilings for banks), quan-
titative lending ceilings, a loan-to-deposits rule (75%) and ‘window 
guidance’ (a telephone call from the authorities). Foreign funding is 
contained by strict capital controls. More recently, the PBOC is exper-
imenting with an ‘interest rate corridor’ approach, whereby its opera-
tions in the interbank market drive the repo rate which, in principle, 
has a transmission effect to the bond market.13 The main borrowers and 
lenders in the interbank market consist of banks and, unlike in most 
advanced countries, asset managers and brokerage firms. China remains, 
however, very far from having a market-based interest rate transmis-
sion monetary policy system. As shadow banking and internet finance 
have taken off in China (partly as a consequence), the authorities have 
introduced a MPA framework to use all tools at their disposal to control 
this—window guidance being important in this context.

13See Ma et al. (2016).
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Other than the PBOC, the banking system is made up of four main 
groups:

• The four large state-owned commercial banks: Industrial and 
Commercial Bank of China (ICBC); the Bank of China (BOC); the 
Agricultural Bank of China (ABOC); and the China Construction 
Bank (CCB). Backed by the full faith and credit of the state, these 
banks borrow cheaply in the interbank market (see below).

• The Chinese Policy Banks: also very large and focused on develop-
ment lending (the China Development Bank, the Agricultural 
Development Bank of China, and the China Export–Import Bank). 
These banks are also heavily involved in financing the BRI. These 
state-controlled banks also borrow very cheaply in the interbank mar-
ket. China Policy Banks fund themselves by issuing bonds and by the 
PBOC’s pledged supplementary lending facility, in order to support 
lending related to development. This latter, in particular, is the source 
of the subsidy in the cost of capital for funding via Policy Banks.

• ‘City ’ and ‘rural ’ commercial banks: smaller national state-owned 
banks in local areas. With lower creditworthiness, these borrow more 
expensively in the interbank market.

• Joint stock banks: these have a smaller presence, and funds in the 
interbank market are more expensive for them.

The asset managers consist of both stand-alone firms and financial vehi-
cles that are owned by banks. The securities industry is overseen by the 
China Security Regulatory Commission (CSRC) while bank regulations 
are set by the Chinese Banking Regulatory Commission (CBRC)—which 
requires coordination with the PBOC, given the overlap between bank-
ing and asset management. The CBRC is to be merged with the China 
Insurance Regulatory Commission (CIRC) to improve coordination.

WMPs offered by banks are off-balance-sheet vehicles subject to 
lighter regulation (and in the past have been encouraged by the offi-
cial sector to help deepen markets). This means they can offer better 
investment returns than controlled deposit and lending rates. Other 
off-balance-sheet activity of Chinese banks, often referred to as shadow 
banking, includes:
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• Undiscounted bank acceptances: bills issued by companies that instruct 
the bank to pay a specified sum to a third party at a specified date. 
The bank acts as a guarantor, but unless the bill is discounted it 
doesn’t appear on the bank balance sheet.

• Entrusted loans: Companies with idle funds provide finance to each 
other with a return above the deposit rate at a bank. The bank in 
principle is an intermediary only, and regulations in China require it 
not to offer guarantees.

• Trust company loans: Trust companies are financial entities owned by a 
bank, which administer funds (e.g. inheritances, endowments) on behalf 
of a third party. As such they are off-balance-sheet transactions for a bank.

• The ‘Dai Chi ’ market: a large informal and not legally enforceable 
repo market.14

Smaller national and joint stock banks have more limited deposit bases 
than the large banks and issue negotiated certificates of deposit (NCD) 
as a means of additional wholesale funding. These instruments are 
traded in the interbank market. These companies borrow short-term and 
both lend and invest in WMPs, including those owned by larger banks.

Spreads in the interbank market depend on the quality of collateral 
issued and the creditworthiness of the borrower. The large state banks 
borrow more cheaply than the small banks. The biggest net lenders are 
the PBOC and the State Policy Banks, and the largest net borrowers are 
the smaller banks and the wealth management firms.

The repo market in China is different from the repo market in 
advanced countries (see Box 6.1), in that it is a ‘pledged’ market (as 
opposed to one involving outright transfers, conducted both on the 
interbank market and stock exchange). This means that the collateral 
is pledged by the borrower to the lender, but its economic ownership 
doesn’t change hands—i.e. during the term of the contract, neither 
the lender nor the borrower can use the pledged securities. This pre-
cludes rehypothecation that is the hallmark of the Western system. This 

14See Kendall and Lees (2017).

http://dx.doi.org/10.1007/978-3-319-72676-2_6
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inability to reuse collateral means that much more of it is needed for the 
market to operate—there is no ‘velocity’ of collateral. Collateralised bor-
rowing and lending are therefore more expensive, and hence, the term 
spread in the interbank market (say between overnight and 7 days) is 
much steeper. This is the basis of an interbank carry trade. The pledged 
repo also precludes shorting bonds through borrowing them and then 
selling them outright to exit repo positions (see Box 6.1). Thus, in order 
to have the necessary flexibility in trading, borrowers traditionally have 
used very short-term repos (including overnight).15

One consequence of this is that when the central bank operates in the 
overnight market, say to tighten policy, spread trading in the interbank 
market can result in carry losses for these segmented-in-quality partici-
pants. This creates financial stability risk through maturity mismatch in 
the bond carry trade, leverage risk (for levered carry trades) and the poten-
tial drying up of market liquidity as short rates rise. Smaller banks that 
use short-term funding to invest in WMPs could in the limit need to be 
bailed out in a squeeze. To help ameliorate this, the PBOC has introduced 
14- and 28-day repos to help reduce volatility at the short end by facil-
itating longer carry contracts. However, the loss of control of leverage 
through bank off-balance-sheet vehicles has become a serious policy prob-
lem. China’s MPA framework still very much relies on financial repression 
to achieve its stability goals. Thus, in January 2018, for example, China 
introduced window guidance to control the small-bank NCD issuance by 
quotas, to try to reduce the financial stability risks that are present there.
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