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Preface 

There are many excellent monetary economics textbooks in terms of coverage and 
pedagogical tools written by accomplished monetary economists. So why another 
textbook? This book differs from the traditional money and banking textbook in 
three significant ways: first, it offers a unifying framework; second, it approaches 
many topics from a different perspective from other textbooks; and, third, it offers 
a less encyclopedic approach than that presented in other textbooks. 

Unifying Framework in This Book 

The topics and the order of chapters are presented in the context of a unifying 
framework referred to as the nation's financial and monetary regime. The nation's 
financial and monetary regime consists of these three parts: 1) the financial system; 
2) government regulation and supervision; and 3) central banks and central bank 
policy. Each component of the regime is addressed in a logical order so that the 
student can obtain a unified perspective of the most important topics covered in a 
monetary economics course. 

Approach to Topics in This Book 

In the context of the unifying framework of the nation's financial and monetary 
regime, this book offers different perspectives, both in terms of pedagogical pre
sentation and issues. 

First, discussion of central bank policy itself is organized around a five-step 
sequence to assist student understanding of the role of central banks and central 
bank policy: 1 ), the central bank; 2), the tools of monetary policy; 3 ), policy instru
ments; 4), the model; and, 5), the final policy targets. Like the unifying framework 
of the nation's financial and monetary regime, this five-step sequence provides a 

xvii 
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unifying framework for the student to organize the many elements of central banks 
and central bank policy. 

Second, the book aims to incorporate history and policy along with the analytical 
concepts necessary to understand the nation's financial and monetary regime; that 
is, the subject is viewed more from a political economy perspective than from the 
analytical and detailed model perspective of most traditional textbooks. The analyt
ical subjects are not central to the book and are developed only to the extent neces
sary to understand the nation's financial and monetary regime. The IS/LM model is 
not included. Instead, the "old" and "new" Phillips curves, along with a brief intro
duction to the AD/ AS model, are used to illustrate the relationship between central 
bank policy and the economy. Rather than devote space to a detailed macroeco
nomic model, more attention is devoted to the three major periods of economic 
distress in the United States - 1 ), the Great Depression; 2), the Great Inflation; 
and, 3), the Great Recession- as well as two periods of a stable macroeconomic 
environment: 4), the Great Moderation; and, 5), financial liberalization. 

Third, the book emphasizes the interaction between government financial policy 
and central bank policy as the source of much economic and financial distress and, 
unlike traditional textbooks, focuses on the problems of Federal Reserve policy. 
The majority of textbooks, in this writer's opinion, devote insufficient attention to 
the policy errors made by the Federal Reserve in the past. Some may regard this as 
normative, but the large body of research now available suggests that the Federal 
Reserve has importantly contributed to economic and financial distress far more 
often than is discussed in the majority of commonly used textbooks. This book 
attempts to present a more balanced perspective of government policy failure ver
sus market failure. There is indeed much market failure, and there is indeed much 
necessity for government involvement in the financial and monetary regime to sup
port economic growth, but, at the same time, there have been mistakes in monetary 
policy and financial regulation that have generated economic and financial distress, 
and this needs to be presented. 

Fourth, this book presents a more realistic perspective of central bank indepen
dence. The treatment of central bank independence in traditional textbooks is often 
superficial and misleading; for example, ignoring the distinction between de jure 
and de facto independence; ignoring the documented close relationship between 
the Federal Reserve and the government during the period of the Great Inflation 
from 1965 to 1979; and failing to point out that formal independence has been 
a rather poor predictor of good monetary policy outcomes, as manifested by the 
experiences of the Federal Reserve and the Bank of Japan during the Great Infla
tion period. In contrast to most traditional textbooks, which downplay the political 
economy of monetary policy and the public choice perspective of central bank pol
icy, this book emphasizes the overwhelming evidence that the policy of the Federal 
Reserve, despite its formal independence, has been strongly influenced by govern
ment. Central bank independence is more myth than reality. 
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Fifth, the book emphasizes how the structure of the financial system and mon
etary policy interact and, at times, generate economic and financial distress. The 
financial distress in the 1970s was not only due to inflation in the context of Reg
ulation Q and other portfolio limitations but was also a well-documented failure 
of the Federal Reserve to even take into account the resource allocation effects of 
Regulation Q. The same error was made in the first few years of the new century, 
when the Federal Reserve failed to take into account how an unprecedented easy 
monetary policy combined with a financial structure designed to allocate credit to 
imprudent mortgage lending supported by government-sponsored enterprises dis
torted resources and generated a bubble, such as had happened in Japan 15 years 
earlier. The United States devotes significant resources to subsidizing the hous
ing sector, with two suboptimal outcomes: first, in terms of homeownership, the 
United States ranks well below other countries that do not subsidize housing to the 
same degree as in the United States; and, second, the subsidization of housing has 
imposed a serious resource cost on the economy, especially in its contributing role 
in the Great Inflation and the Great Recession. 

Sixth, there is no serious debate in the economic profession over the long-run 
neutrality of monetary policy, but considerable debate over the nonneutrality of 
monetary policy in the short run. While current textbooks do a good job explain
ing the difference between the short- and long-run effects of monetary policy, the 
detailed models presented in most traditional money and banking textbooks con
fuse students because the limits of monetary policy are not emphasized, implying 
that monetary policy is capable of short-run stabilization, whereas institutional, his
torical and theoretical developments over the last four decades suggest that this is 
not realistic. This book emphasizes the limits of central bank policy to a greater 
extent than the traditional money and banking textbooks. 

The Structure of This Book Focuses on the Primary Elements of the 
Nation's Financial and Monetary Regime 

The structure of typical money and banking textbooks shares several common 
features. They are encyclopedic in coverage. They are long. They are expensive, 
because of length, production characteristics and other attempts at product differ
entiation. In their effort to be encyclopedic in coverage, they lack a unifying frame
work that can be used to organize the various topics. This writer includes his own 
money and banking textbook, published by Prentice Hall in 1979, in this group. 
The book was reasonably successful; however, by the fourth edition, published 
in 1991, it had become encyclopedic, long and expensive. As a result, this writer 
ceased using his own textbook and resorted to a "yellow book" approach, consist
ing of a few chapters from the book, specifically prepared notes, data and figures, 
and articles organized around a unifying framework. The objective was to cover 
all of the relevant topics in a one-semester course, which is virtually impossible 
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with any traditional textbook. The "yellow book" designation came from the color 
of the front and back covers. The yellow book, combined with lectures, presented 
a different perspective on the subject with a unifying structure that made it easier 
for the students to understand the various topics as part of one framework rather 
than a series of disconnected chapters. The students appreciated the cost (cheap 
compared to any textbook) and seemed to better understand the material because 
of the unifying framework. The majority of my money and banking students are 
business majors who need an overview of money and banking as part of their busi
ness program. I have used the approach presented in this book for a number of 
years in various monetary economic courses at both the undergraduate and MBA 
level at the University of Nevada, Reno, the University of Hawaii, Honolulu, and 
the University of Hawaii, Saigon (Ho Chi Minh City), Vietnam. 

The yellow book approach attracted the attention of another academic publisher 
while I was working on a Japanese financial and monetary policy project, but as 
the project evolved I was increasingly encouraged to make the book more tradi
tional, such as including the IS/LM macroeconomic model, at which point I lost 
interest and returned the publisher's advance. A decade later, while working with 
Cambridge University Press on another Japan project, I was encouraged to prepare 
a manuscript that would be an alternative in presentation and less expensive than 
the traditional money and banking textbooks that now dominate the market. This 
book is the outcome. 

Organization of the Book 

The book is divided into five parts, for a total of 17 chapters. 

Part I- Introduction to the Financial and Monetary Regime: Chapters 1 and 2 present the 
basic elements of the nation's financial and monetary regime: the three components of 
the regime; the relationship between the regime and economic activity; case studies 
of how a malfunctioning regime generates economic and financial distress (Chapter 
1); and basic concepts regarding the definition, measurement and value of money and 
the basic short-run and long-run relationship between money and economic activity 
(Chapter 2). 

Part II- The Financial System Component of the Financial and Monetary Regime: Chapters 
3 through 7 discuss the first component of the regime - the financial system - and 
present the structure ofthe financial system in flow of funds terms (Chapter 3), interest 
rate basics (Chapter 4 ), the level of the interest rate (Chapter 5), the structure of interest 
rates (Chapter 6) and exchange rates and other international dimensions of the financial 
system (Chapter 7). 

Part III - The Role of Government in the Financial and Monetary Regime: Chapters 8 
through 10 discuss the second component of the regime - the general argument for 
the role of government to prevent the "economic equivalent of counterfeiting" - in the 
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context of the historical evolution of monetary systems (Chapter 8), asymmetric infor
mation and adverse selection and the various levels of government financial regulation 
and supervision (Chapter 9) and a short history of government financial regulation and 
central banking in the United States (Chapter 10). 

Part N- Five Steps to Understanding Central Banks and Central Bank Policy: Chapters 
11 through 16 discuss the third component of the regime - central banks and central 
bank policy - in terms of a five-step sequence of central bank policy. These chapters 
discuss the institutional design of central banks (Chapter 11- Step 1), the money sup
ply process in the context of a modem monetary system (Chapter 12), the tools of 
monetary policy and monetary policy instruments (Chapter 13- Steps 2 and 3), the 
central bank macroeconomic model (Chapter 14- Step 4) and the final policy targets 
(Chapter 15 - Step 5). A separate discussion of the tactics and strategy of monetary 
policy involving all five steps is presented (Chapter 16), with a discussion of the Fed
eral Reserve's evolution of a tactical and strategic framework, the Taylor rule, debate 
between the discretion and rules approaches to monetary policy, and the concepts of 
the Lucas critique and time inconsistency. 

Part V- Performance of the U.S. Financial and Monetary Regime: Chapter 17 completes 
the book with a review of the performance of the U.S. financial regime, focusing on 
five periods in chronological order: 1), the Great Depression; 2), the Great Inflation; 
3), financial liberalization; 4), the Great Moderation; and, 5), the Great Recession. 
Three are periods of economic and financial distress while two are periods of stability. 
The different views of the Great Recession are presented, along with a concluding 
discussion of the challenges facing the Federal Reserve as we close the second decade 
of the new century. 

The chapters are designed for a one-semester course in money and banking. The 
length of the book is designed so that most, or even all, chapters can be assigned. 
Instructors who might use this book can eliminate any chapter they wish; however, 
the book is written as a unified presentation. Chapters 10 and 17 are the most his
torical of the book and thus would be candidates for omission without an adverse 
impact on presenting the topics as part of the unified framework of the nation's 
financial and monetary regime. 

Note of Appreciation 

In closing, I would like to thank Susanna Powers, a former MA student at the Uni
versity of Nevada, Reno, for her careful review of two drafts of the manuscript 
and for preparing multiple choice/true-false questions for the book, which were 
reviewed and extended by the author; T. Steven Jackson, another former MA stu
dent, for reading the manuscript and using the manuscript in his MBA class on 
monetary and financial economics at the University of Nevada, Reno; and Jeffrey 
L. Stroup, a former undergraduate and graduate student at the University of Nevada, 
Reno, for reading the manuscript. Any remaining errors are the responsibility of the 



xxii Preface 

author. I would also like to thank the many undergraduate and graduate MBA stu
dents at the University of Nevada, Reno, the University of Hawaii, Honolulu, and 
the University of Hawaii, Ho Chi Minh City, Vietnam, who over the years have used 
the yellow book version of this manuscript. The manuscript for this book was used 
by this writer in Vietnam in June 2016 and at the University of Nevada, Reno, in 
fall2016. I especially wish to thank University of Nevada, Reno, money and bank
ing students Hannah Bass, Megan Boyden and Narae Wadsworth for providing a 
number of comments on many chapters. 

It was these students and their need for a straightforward approach to monetary 
economics that served as the catalysts for this book. I thank Cambridge University 
Press for their confidence in me and willingness to offer a different alternative to 
the traditional money and banking textbook. Finally, I thank Mary Cargill, my wife 
of 53 years, for her support and encouragement. 
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Chapter 1 

The Financial and Monetary Regime 

1.1 Introduction 

This book is about a country's financial and monetary regime and the interaction 
between the regime and the economy. The financial and monetary regime is an 
important element of the economic and political environment in which we live and 
work, and some basic knowledge of it is necessary if one wants to consider oneself 
educated. In fact, anyone not familiar with the basic elements of the financial and 
monetary regime and its relationship to economic activity should consider him
/herself less than well informed, both as an individual and as a member of society. 
Lacking knowledge about its basic elements is not only dangerous to your eco
nomic health but dangerous to your ability to participate in the political process. 

Knowledge of the financial and monetary regime will not guarantee economic 
success, but it will help you avoid mistakes that will surely limit your lifetime 
wealth. On a broader level, lacking knowledge about the basic elements of the finan
cial and monetary regime renders you a low-information voter, or "useful idiot", 
easily manipulated by politicians on either side of the aisle. The term gained new 
life in late 2014 when it became widely known that one of the major consultants to 
the 2010 Affordable Care Act claimed, to a group of economists at a conference, 
that the public's lack of economic understanding and their basic "stupidity" about 
economics played an important role in enacting a major overhaul of and expanded 
role of government in the U.S. health system (Bierman, 2014). 

This was a dark day for the role of an economist in public policy, but it offers 
an important lesson. Irrespective of one's view of the Act, the mindset that sub
terfuge is acceptable for major expansions in government should give everyone 
pause about government activism. Government, whether to the right or left, does 
not always have the best interest of the individual in mind and often relies on unin
formed voters to pass complex legislation and pursue policies that may not be in 
the best interests of the country. At a minimum, understanding the basic elements 
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of the financial and monetary regime will help you manage your wealth and render 
you a more informed observer of important public policy debates that greatly influ
ence your life and reduce your reliance on "talking heads", who dominate the news 
media and who, unfortunately, haven't a clue about most of the contents of this 
book. 

1.2 A Country's Financial and Monetary Regime 

Every country has a financial and monetary regime consisting of diverse private 
and public institutions and markets, and in most cases the basic components of 
the financial and monetary regime and their responsibilities are country-invariant. 
That is, while the institutional details differ from country to country, determined 
by their political structure, industrial policy, culture and history, the differences 
pale in comparison to the similarities of their respective financial and monetary 
regimes. 

In the most general sense, a country's financial and monetary regime consists 
of three components: the financial system; government financial regulation and 
supervision; and the central bank and central bank policy. 

The financial system consists of financial institutions and markets. Banks and 
insurance companies are examples of financial institutions that obtain funds by 
offering deposits, insurance policies, retirement programs to the public, and then 
lend those funds. Financial markets deal in money and capital market instruments 
such as commercial paper, government bonds, corporate bonds and equities. The 
financial system has five basic functions in the economy: first, institutionalize the 
savings-investment process; second, provide for an efficient transfer of funds from 
lenders to borrowers; third, provide flexibility in response to the changing require
ments of different stages of economic growth; fourth, provide stability in the trans
fer of funds from lenders to borrowers; and, fifth, provide a platform for the conduct 
of central bank policy that ensures a wide and effective distribution of the impact 
of central bank policy. 

Government regulation and supervision of the financial system are designed to 
ensure the safety and soundness of the financial system, ensure that the financial 
system is transparent and ensure that the financial system provides a wide range 
of financial services to the public. Government regulation and supervision, how
ever, often adopt additional objectives, such as using the financial system as an 
instrument of industrial policy to support specific sectors of the economy or as an 
instrument of social policy, ranging from policies to eliminate perceived discrim
ination based on race, gender, etc. to using the financial system to reduce income 
inequality by subsidizing credit to specific sectors of the economy, such as housing 
for low- to moderate-income households. 

The central bank is a special government institution that conducts central bank 
policy designed to influence money, credit, interest rates and the overall level of 
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economic activity. Central banks also provide a national payments system by estab
lishing check-clearing facilities, wire transfer facilities and currency. It is one of the 
most powerful economic institutions in any country. Central banks can also play a 
role as a financial regulatory and supervisory authority; however, this varies from 
country to country. The Federal Reserve System, the U.S. central bank, plays a 
major role in financial regulation and supervision while other central banks, such 
as the Bank of Japan, play a much smaller role. 

At this point, the discussion of the financial and monetary regime is general 
and meant only to introduce the reader to the concept of a country's financial 
and monetary regime. The detail will come later. However, the important point to 
grasp, at this introductory stage, is that every country has a financial and monetary 
regime; the financial and monetary regime plays an important role in the econ
omy; and, while the institutional details differ from country to country, the basic 
design and responsibilities are more important than the differences that one might 
expect. 

At this introductory stage, there are four topics to help understand the relation
ship between the financial and monetary regime and economic activity. First, the 
placement of the financial and monetary regime in overall economic activity; sec
ond, the measures of economic activity that are important indicators of economic 
welfare for the country; third, the channels through which the financial and mone
tary regime influences economic activity; and, fourth, the role of the financial and 
monetary regime in the most significant periods of economic and financial distress 
in the history of the United States, along with two examples drawn from world 
history. 

1.3 The Real and Financial Sectors of the Economy 

How does the financial and monetary regime in general fit into an economist's con
cept of the economy? Economists conceptualize the economy as consisting of two 
sectors: the real sector and the financial sector. The real sector focuses on the "real" 
aspects of economic activity, which manifest themselves in the form of domestic 
output of goods and services, foreign output of goods and services, consumption, 
saving, investment, government spending and taxes, employment, productivity, etc. 
In a general sense, the real sector focuses on a country's output of goods and ser
vices, resources that are used to produce the goods and services and the prices the 
goods and services sell for in the market. The price level at which the goods and 
services are sold and purchased is not a real variable but a variable that permits us to 
distinguish between the nominal and real values of many variables in the real sec
tor; for example, we use the price level to distinguish between nominal or money 
wages and real wages, between nominal output and real output, etc. 

In contrast, the financial sector focuses on financial assets and liabilities, lend
ing and borrowing, credit, money and interest rates. The financial sector is no less 
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"real" than the real sector but, in the most general sense, focuses on the financial 
aspect of real activity; that is, instead of focusing on saving and investment, the 
financial sector focuses on lending and borrowing. Instead of focusing on spend
ing and employment, it focuses on the financial resources used to support spending 
and employment, such as credit and money. The price level plays a role in the finan
cial sector, as it does in the real sector, by distinguishing between nominal and real 
values of financial variables; for example, nominal and real credit flows, nominal 
and real money supply, nominal and real interest rates, etc. 

One cannot have one sector without the other. The two sectors are closely interre
lated and changes in one sector influence the other, as illustrated by first considering 
how the real sector influences the financial sector: 

Real Sector > Financial Sector (1.1) 

Assume a given interest rate determined in the financial sector. At this interest rate, 
the real sector determines the level of output, spending, employment, etc. As part of 
this process, the real sector determines saving, which, in tum, influences the supply 
of loanable funds in the financial sector, and spending influences the demand for 
loanable funds in the financial sector. The real sector thus influences the financial 
sector (Expression 1.1), but, in tum, the financial sector then feeds back onto the 
real sector: 

Financial Sector > Real Sector (1.2) 

The supply of and demand for loanable funds influence the interest rate we started 
with in the real sector and change the interest rate. The changed interest rate feeds 
back onto the real sector by influencing output, spending, employment, prices, etc. 
in the real sector (Expression 1.2). The influence on the real sector then influences 
the supply of and demand for loanable funds in the financial sector, which in tum 
changes the interest rate and feeds back onto the real sector (Expression 1.2), which 
in tum influences the financial sector (Expression 1.1 ), which in tum influences the 
real sector (Expression 1.2), and so on. 

The country's financial and monetary regime is thus part of the financial sector 
in the broad sense, which in tum influences the real sector, and so on; thus, the 
financial and monetary regime is an integral part of the overall economy. 

1.4 Measuring Economic Performance 

An important premise in this book is that a significant malfunction in the country's 
financial and monetary regime has an adverse impact on economic activity, and, as 
such, it is important to be familiar with how economic activity is measured. A coun
try's economic performance can be measured in a variety of ways; however, five 
variables, most of which are drawn from the real sector, provide a good overview 
of how well an economy is performing over both the short and long run. 



1.4 Measuring Economic Performance 7 

These are: actual real gross domestic product, or real GDP; potential real GDP; 
the unemployment rate; the natural unemployment rate; and the price level. The 
price level itself is not a real variable but is an important indicator of economic 
activity and permits us to distinguish between nominal and real values of economic 
variables where appropriate. Variables that measure the financial sector, such as 
interest rates, money, credit, etc., are also important, but ultimately it's the overall 
level of economic performance represented by these five variables that determines 
the wealth and growth of the nation. 

Actual and potential real GDP: Real GDP is the final output of goods and ser
vices produced in the country over a period of time, holding prices constant. Real 
GDP is measured by the spending on final output measured by consumer spending 
(C), investment spending (I), government spending (G) and net foreign spending 
[exports of goods and services (X) minus imports of goods and services (M)]: 

RealGDP= C +I+ G+ (X-M) (1.3) 

Nominal or market GDP is the final output of goods and services valued at current 
or market prices and related to real GDP by the following: 

Real GDP = (Nominal GDP/Price Index) (1.4) 

where the price index is divided by 100 to convert it from a percent to a real number. 
While real GDP is what the economy actually produced over a given period of 

time, the economy's potential real GDP is the level of real output an economy is 
capable of producing over a period of time utilizing its resources with its given 
structure and technology. Potential GDP is also referred to as the level of output 
the economy produces at "full employment"; however, full employment does not 
mean zero unemployment, because even at "full employment" there is a non-zero 
level of unemployment determined by the structure of the economy, referred to as 
natural unemployment. 

There is nothing special or desirable about potential GDP in that it can be high or 
low depending on the country's structure, resource base and technology. Potential 
GDP is simply a base to measure actual economic performance against its potential, 
but there is nothing optimal about potential output. An economy might have inef
ficiencies that limit a country's potential output. Consider the former command 
economies of China and the Soviet Union that collapsed in the latter part of the 
twentieth century. Despite resources and access to technology, the inherent ineffi
ciency of these command economies limited their potential levels compared to the 
West; that is, the government-controlled structure limited the country's potential 
output at a given level of resources and technology. This is a major reason why 
these economies collapsed and/or had so much "deadweight loss" they shifted to 
more open markets and less government planning. 

The difference between real and potential GDP indicates whether the economy 
is operating above or below its potential or natural output path. The GDP gap is 
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Figure 1.1. Quarterly Real GDP and Potential Real GDP, 1960:1 to 2016:1, in Chained 2009 
Dollars. Source: FRED, Federal Reserve Bank of St. Louis (https://fred.stlouisfed.org). 

the difference between actual real GOP and potential GOP expressed as a ratio of 
potential GOP: 

GOP Gap= (Real GOP- Potential GOP)/Potential GOP (1.5) 

The GOP gap is often expressed in percentage terms by multiplying Expression 1.5 
by 100. 

Figure 1.1 illustrates U.S. quarterly real GOP and potential GOP from the first 
quarter of 1960 (1960: 1) to the first quarter of 2016 (2016: 1), and, while the U.S. 
economy has grown over time, actual GOP has moved above and below its poten
tial. These swings in economic activity are more apparent in the GOP gap, illus
trated in Figure 1.2. The GOP gap exhibits definite cyclical movements, which 
are called business fluctuations or cycles. To highlight the business cycle move
ments, Figure 1.2 highlights periods of recession and expansion established by the 
National Bureau of Economic Research (NBER). The shaded areas in Figure 1.2 
are recessions and the non-shaded areas, by definition, are periods of expansion in 
the U.S. economy. Notice how the GOP gap is negative during recession periods 
and positive during expansion periods. 
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Figure 1.2. Real GDP Gap, 1960:1 to 2016:1. Source: FRED, Federal Reserve Bank of St. 
Louis. 

Actual and natural unemployment rate: There are several measures of the unem
ployment rate_ The most frequently used is the civilian unemployment rate, defined 
as 

UR = ( (LF - E)ILF)* 100 = (NEILF)* 100 (L6) 

where UR is the unemployment rate and LF is the labor force, defined as the sum 
of those employed (E) and not employed (NE). NE are those in the labor force 
not working but actively seeking employment This measure of the unemployment 
rate is the most frequently cited in the news media; however, it does not accurately 
measure unemployment at any point in time. Some individuals become discouraged 
and cease looking for work during periods of labor market distress in an economic 
decline and, hence, are not included in LF; that is, a reduction in the LF and NE by 
the same amount lowers the measured unemployment rate and provides an inac
curate picture of the unemployment situation_ Consider a case where there are 100 
individuals in the labor force (LF = 100) and 90 are working (E = 90) and ten are 
not employed but actively looking for work (NE = 10). The unemployment rate, 
UR, is 10 percent; however, if five of the ten job seekers become discouraged and 
are no longer actively looking for work, NE = 5, E = 90 and LF = 95. The calcu
lated unemployment rate is now 5.3 percent! The same phenomenon can occur in 
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Figure 1.3. Standard Unemployment Rate and U6 Unemployment Rate (SA), January 1994 
to May 2016. Source: FRED, Federal Reserve Bank of St. Louis. 

the opposite direction during the early stages of an economic expansion, as indi
viduals who had been on the sidelines start looking for work, increasing the size of 
LF so that, at a given E, UR increases. 

Aside from discouraged workers, the UR does not accurately measure unem
ployment, because of the presence of marginal workers and those working part
time who desire to work full-time. Marginal workers are not included in the labor 
force but, unlike discouraged workers, have looked for a job in the past 12 months. 
There are workers working part-time who are defined as employed because they 
worked the threshold of 30 hours per week but would like to work full-time. Dur
ing contractions the number of marginal and part-time workers who want to work 
more increases, and during expansions it decreases. 

A measure of the broader and more accurate unemployment rate has been pub
lished since 1994 and is referred to as the U6 unemployment rate (the standard 
civilian unemployment rate is referred to as U3). The U6 unemployment rate incor
porates discouraged workers, marginal workers and part-time workers who want to 
work more. Figure 1.3 illustrates the standard unemployment rate, UR, and the U6 
unemployment rate from January 1994 through May 2016. On average, U6 exceeds 
UR by 4.7 percentage points. 

Related to the unemployment rate, and similar in concept to potential real GOP, 
is the natural unemployment rate. The natural unemployment rate is the unemploy
ment rate an economy will operate at when the GOP gap is zero or what amounts to 
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Figure 1.4. Actual Unemployment Rate and Natural Unemployment Rate, 1960:1 to 
2016:1. Source: FRED, Federal Reserve Bank of St. Louis. 

the same thing, when the economy is growing along its potential or natural growth 
path. Like potential output, the natural unemployment rate is determined by tech
nology and the structure of the economy, and, like potential output, it is a base 
to determine relative employment. The more efficient the economy and the more 
technological progress the lower the natural unemployment rate, and the less effi
cient and the smaller the degree of technological progress the higher the natural 
unemployment rate. 

Another way to think of the natural unemployment rate is to consider three types 
of unemployment: cyclical, frictional and structural. Cyclical unemployment is due 
to the swings in the economy and represented by the movement of the measured 
unemployment rate around the natural unemployment rate. Frictional unemploy
ment is related to the time it takes to move from one position to another. The length 
of the job search process is influenced by the structure of the economy. Struc
tural unemployment is determined by the structure of the economy, the economy's 
resource base and technology. The natural unemployment rate can be considered 
as the sum of frictional and structural unemployment. There are also other ways to 
define natural unemployment; however, the one used here is reasonable. 

Figure 1.4 illustrates the relationship between the actual unemployment rate, 
UR, and the natural unemployment rate from 1960 to early 2016 on a quarterly 
basis. 
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Okun's law: There is an important relationship between actual/potential real 
GDP and actual/natural unemployment, since the differences with each represent 
departures from long-run or potential performance levels of the economy. Okun's 
law, named after an economic advisor to President Kennedy in the 1960s, is a useful 
expression of the relationship: 

GDP Gap = -~(Actual Unemployment Rate - Natural Unemployment Rate) 
(1.7) 

where ~ is a coefficient that defines the magnitude of the relationship between the 
two sides of Expression 1. 7. The left -hand side of Expression 1. 7 is the gap between 
actual and potential real GDP while the right-hand side is referred to as the employ
ment gap between the actual and natural unemployment rate. 

Economists have attempted to estimate the coefficient, and there is some debate 
as to whether the simple relationship in Expression 1. 7 is even capable of estima
tion; however, these issues are not important for the purposes of this discussion. 
Okun's law is useful for understanding a country's economic performance in terms 
of the human cost measured by unemployment caused by departures of actual GDP 
from its potential; the importance of structural and technology aspects of the econ
omy; the importance of the structure of the financial and monetary regime; and for 
understanding central bank policy. 

Holding the coefficient ~ constant, there are three possible relationships between 
the four variables according to Okun's law: 

Actual GDP > Potential GDP (Positive Gap), then Actual Unemployment 
Rate < Natural Unemployment Rate 

Actual GDP < Potential GDP (Negative Gap), then Actual 
Unemployment Rate > Natural Unemployment Rate 

Actual GDP Potential GDP (Zero Gap), then Actual Unemployment 
Rate = Natural Unemployment Rate 

The price level: There are four important measures of the price level. The con
sumer price index (CPI) represents prices paid for goods and services by the urban 
household. The producer price index (PPI) represents prices of commodities used in 
the production process. The GDP deflator is the price index used to convert nominal 
GDP to real GDP (Expression 1.4). The personal consumption expenditure price 
index (PCE) is similar to the CPI but a somewhat broader measure of consumer 
prices used by the Federal Reserve. Of the four measures of the price level, the 
PCE is the least utilized; however, since it is used by the Federal Reserve, the PCE 
needs to be included as a measure of the price level. 

A price index is a method of measuring the average behavior of a number of 
prices of items weighted by the importance of the item over time with reference 
to a base period; that is, the base year is set to 100 and the index is calculated 
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Figure 1.5. Percentage Change in the CPI, PPI, PCE and GDP Deflator Price Indexes, 1960 
to 2013. Source: FRED, Federal Reserve Bank of St. Louis. 

in reference to that base year. If the index is higher (lower) than 100, on average 
prices are higher (lower) than the base year. Annual percentage changes in each of 
the four measures of the price level are presented in Figure 1.5 from 1960 to 2013. 
All four measures of the price level on average are similar, but the PPI is more 
volatile than the other three. The average annual percentage change from 1960 to 
2013 for the CPI, PPI, PCE and GOP deflator are 3.9 percent, 3.6 percent, 3.5 
percent and 3.5 percent, respectively; that is, on average they are similar. However, 
the respective standard deviation for each is 2.8 (CPI), 4.7 (PPI), 2.4 (PCE) and 
2.3 (GOP deflator), indicating that the PPI varies much more than the CPI, PCE or 
GOP deflator. 

1.5 Data Sources and Components of a Time Series 

Where to find measures of economic activity: The federal government collects an 
enormous amount of economic information for both the real and financial sectors 
from a domestic and an international perspective and makes this information readily 
available to the public. With regard to the five measures of economic performance 
discussed above, the U.S. Department of Commerce publishes quarterly estimates 
of real and nominal GOP and monthly estimates of the PCE index. The Department 
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of Labor publishes monthly estimates of the CPI, PPI and unemployment rate. The 
Congressional Budget Office publishes estimates of potential GDP and the natural 
unemployment rate. 

The data for these other real and financial indicators of the economy can be 
obtained through the Federal Reserve Economic Data (FRED) system maintained 
by the Federal Reserve Bank of St. Louis. It is "free" to anyone who accesses the 
Website, but there is "no free lunch". Revenue earned by the Federal Reserve on 
its assets, of which government securities are a major component, is used to sup
port FRED. The Federal Reserve, like most central banks, transfers about 80 to 90 
percent of its revenue to the Treasury each year as an intergovernmental transfer of 
funds. As a result of spending revenue on FRED, less revenue is transferred back 
to the U.S. Treasury, thus increasing the size of the deficit or reducing the size of 
the surplus. The magnitudes are not large in the case of FRED, but the reader needs 
to realize that, though FRED is a powerful data source free to those who use the 
Website, it's not free to everyone. There's no such thing as a "free lunch"! 

Decomposing an economic time series: An economic variable such as GDP, the 
unemployment rate, etc. measured over time is called a time series because the 
observations of the variable are for discrete points in time, as opposed to a cross
section measure that holds time constant. For example, a cross-section of consump
tion spending would represent consumption at, say, January 1, 2016, for different 
households in the United States. Consumption spending for all households each 
quarter or year over time is a time series of consumption. Macroeconomics and 
monetary economics rely primarily on time series data and, as such, it is useful to 
understand how an economist characterizes the movements in a time series. 

A time series of any economic variable consists of four components: 

TS = T + BC + S + R (1.8) 

where TS is the time series of the economic variable; T is the trend component; BC 
is the business cycle component; S is the seasonal component; and R is the random 
component. 

The trend component is the underlying long-term movement of the variable, 
which can be upward, downward or constant as well as shifting direction over time. 
Not all economic time series exhibit a clear trend over time. The trend is some
times so strong that looking at the level of an economic variable provides little 
insight into how the variable changes over time; for example, Figure 1.6 illustrates 
the level of quarterly real GDP and annual percentage change in real GDP mea
sured as the percentage change from the current quarter to the same quarter in the 
previous year from 1960:1 to 2016:1. The level of real GDP, because of its strong 
upward trend, masks the year-to-year movements in GDP. In fact, transforming the 
level of an economic variable into changes is a statistical method for removing 
the trend for a large number of economic variables measured over time to identify 
the other components of the time series, especially the business cycle component. 
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Figure 1.6. Level and Percentage Change in Quarterly GDP, 1960:1 to 2016:1. Source: 
FRED, Federal Reserve Bank of St. Louis. 

The economy seldom grows along a steady trend over time; in fact, more often 
than not the economy is subject to ups and downs, which are a prominent feature 
of any market-oriented economic system but are masked by trends in the data. The 
business fluctuation or cycle component has occupied the attention of economists 
for well over 200 years. The business cycle exhibits four well-defined phases: 
expansion, peak, contraction and trough. The phrase "business fluctuation" is a 
more accurate description of these swings because the swings do not exhibit well
defined cycles, like sine or cosine waves; nonetheless, they are more often referred 
to as cycles than as fluctuations. The business cycle or fluctuation is a cumula
tive movement in economic activity in one direction that spreads throughout the 
economy and reaches a turning point, is then followed by a cumulative movement 
in economic activity in the other direction that spreads through the economy and 
reaches a turning point, and so on. 

The NBER is a non-profit economic research institution established in 1925. 
The NBER has become the nation's business cycle time keeper. The NBER has 
estimated the turning points in the U.S. economy as far back as 1854 (Table 1.1), 
based on movements in real GDP, employment, real income, employment, indus
trial production and wholesale-retail prices. The NBER does not define a recession 
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Table 1.1. NBER Business Cycle Turning Points, 1854 to 2014 

Duration, Duration, Duration, Duration, 
peak to trough to peak to trough to 

Peak month Trough month trough peak peak trough 

December 1854 
June 1857 December 1858 18 30 48 
October 1860 June 1861 8 22 40 30 
Apri11865 December 1867 32 46 54 78 
June 1869 December 1870 18 18 50 36 
October 1873 March 1879 65 34 52 99 
March 1882 May 1885 38 36 101 74 
March 1887 Apri11888 13 22 60 35 
July 1890 May 1891 10 27 40 37 
January 1893 June 1894 17 20 30 37 
December 1895 June 1897 18 18 35 36 
June 1899 December 1900 18 24 42 42 
September 1902 August 1904 23 21 39 44 
May 1907 June 1908 13 33 56 46 
January 1910 January 1912 24 19 32 43 
January 1913 December 1914 23 12 36 35 
August 1918 March 1919 7 44 67 51 
January 1920 July 1921 18 10 17 28 
May 1923 July 1924 14 22 40 36 
October 1926 November 1927 13 27 41 40 
August 1929 March 1933 43 21 34 64 
May 1937 June 1938 13 50 93 63 
February 1945 October 1945 8 80 93 88 
November 1948 October 1949 11 37 45 48 
July 1953 May 1954 10 45 56 55 
August 1957 April1958 8 39 49 47 
April1960 February 1961 10 24 32 34 
December 1969 November 1970 11 106 116 117 
November 1973 March 1975 16 36 47 52 
January 1980 July 1980 6 58 74 64 
July 1981 November 1982 16 12 18 28 
July 1990 March 1991 8 92 108 100 
March 2001 November 2001 8 120 128 128 
December 2007 June 2009 18 73 81 91 
1854-2009 (33 17.5 38.7 56.4 56.2 

cycles) 
1854-1919 (16 21.6 26.6 48.9 48.2 

cycles) 
1919-1945 (6 18.2 35.0 53.0 53.2 

cycles) 
1945-2009 (11 11.1 58.4 68.5 69.5 

cycles) 

Source: National Bureau of Economic Research (www.nber.org/cycles.html). 
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as two consecutive quarters of decline in real GDP, as often stated in the news 
media, but uses a much broader perspective. 

A useful feature of FRED is that the U.S. data can be presented in a form that 
marks periods of recession (shaded) and expansion (not shaded). Figure 1.2, which 
presented the GDP gap since 1960, clearly shows the ups and downs of the econ
omy as measured by the NBER, as do the percentage changes in real GDP in 
Figure 1.6. 

Many economic variables measured on a monthly or quarterly basis contain a 
seasonal component. The seasonal component represents a movement in the vari
able that repeats itself more or less every year and is most often weather-related 
and/or holiday-related. There are some components of employment, for example, 
that are influenced by the seasons - agriculture, tourism, certain sports-activity
related employment. An annual sporting event such as the Super Bowl generates 
a seasonal movement in some economic data. The seasonal component is not as 
interesting from an economic perspective, because it is largely due to noneconomic 
forces that repeat themselves from year to year, and is fairly predictable from year 
to year. The seasonal component of an economic time series can be removed by var
ious procedures, ranging from simple to complex; hence, a large number of time 
series reported for periods less than a year are seasonally adjusted and published in 
both seasonally adjusted (SA) and not seasonally adjusted (NSA) forms. In general, 
the SA form is preferable for those data that have a meaningful seasonal compo
nent. 

The fourth component of a time series is a random component that remains after 
the trend, business cycle and seasonal components have been identified. The ran
dom component is not explainable and relatively small, as economic time series 
are dominated by the first two components - trend and business cycle - and, to a 
lesser degree, the seasonal component. 

1.6 The Financial and Monetary Regime and Economic Performance 

A properly functioning financial and monetary regime is necessary for stable, sus
tained and noninflationary economic growth at the economy's potential and pro
vides a necessary foundation for increasing potential output over time. As a neces
sary condition, a country cannot expect to achieve stability, increased wealth and 
an increased standard of living without a well-functioning financial and monetary 
regime. At the same time, a well-functioning financial and monetary regime is not 
sufficient to achieve increases in wealth and the standard of living. 

The overall level of economic performance is essentially the outcome of three 
forces: demand and supply shocks; the structure of the economy; and the structure 
and operation of the financial and monetary regime. 

Demand and supply shocks: Demand shocks are autonomous or exogenous 
changes in spending, as opposed to induced or endogenous changes in spending. 
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To illustrate the difference between autonomous and induced spending consider the 
following consumption function: 

(1.9) 

where C is real consumer spending; Y is real income; ~0 indicates the level of con
sumption independent of income; and ~ 1 indicates the relationship between con
sumption and income. The ~ 1 coefficient indicates how C will change in a pre
dictable way when Y changes; that is, this part of C is induced or endogenously 
determined by the level of income. The constant term, ~0 , indicates the level of 
consumption independent of the level of Y. A change in the ~0 coefficient term rep
resents an autonomous or exogenous change in C unrelated to the Y. Any compo
nent of spending can change autonomously in either direction and thereby influence 
economic activity in either direction. 

Supply shocks are autonomous or exogenous changes in the prices and supplies 
of commodities used in the production process, such as oil or any energy-related 
commodity. Since the early 1970s the most important supply shocks have come 
from the energy sector, especially the supply and price of oil. Supply shocks can 
also occur as a result of changes in technology or changes in labor productivity. Like 
demand shocks, supply shocks can occur in either direction, and either increase 
or decrease the level of economic activity; for example, there have been periods 
during the last four decades when real oil prices have increased and periods when 
they have decreased, with significant effects on economic activity. 

Demand and supply shocks play a key role in the business cycle, both as causes of 
the business cycle and, in the case of demand shocks, as a reflection of government 
stabilization policy designed to change demand to reduce the swings in economic 
activity and stabilize the economy. Government stabilization policy can be thought 
of as "leaning or pushing against the wind" in an effort to generate changes in 
demand to offset other forces that are causing the economy to expand too rapidly 
or expand too slowly; hence, the phrase "countercyclical" stabilization policy is 
used to describe government stabilization policy. 

Government stabilization policy consists of fiscal policy (government spend
ing and taxation) and central bank or monetary policy (credit, interest rates and 
money supply) designed to reduce the amplitude of the business cycle over time 
and increase the length of the expansion phase and reduce the length of the con
traction or recession phase. 

Structure of the economy: The structure of the economy influences economic 
activity through two channels. First, the structure of the economy influences the 
potential and natural growth path of the economy measured by potential GDP and 
the natural unemployment rate. Second, the structure of the economy influences 
the amplitude of the business cycle and the relative lengths of the expansion and 
contraction phases; that is, the structural aspects of the economy influence not only 
the long-run growth path of the economy but also the economy's swings around 
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that growth path over time. The following is a list of some of the more impor
tant structural aspects of the economy, though by no means an exhaustive list: the 
degree of competition permitted in the private markets, labor unions and govern
ment policy; the degree and type of relationships between government and busi
nesses (crony capitalism) and public employee labor unions (crony unionism); the 
degree and type of government regulation and supervision in the private sector, 
including financial regulation and supervision policies; the degree of international 
openness; and demographic trends such as changes in population and changes in 
the age distribution of the population. 

The financial and monetary regime: The financial and monetary regime is an 
important determinant of economic activity. A well-functioning financial and mon
etary regime is not sufficient to generate economic growth and reduce the swings in 
economic activity, but it is a necessary condition. Demand shocks, supply shocks 
and, especially, the structure of the economy play a key role in the ability of the 
financial and monetary regime to fulfill its basic role in the economy. That is, 
depending on the nature of the demand shocks, supply shocks and structural char
acteristics of the economy, a well-functioning financial and monetary regime can 
easily be transformed into a not so well-functioning financial and monetary regime. 
This may seem an obvious point, but it needs to be emphasized. Of course, a less 
than well-functioning financial and monetary regime, on its own account, can be 
the source of much economic and financial distress independent of other forces. 

How does the financial and monetary regime influence economic performance? 
The answer to this question is straightforward in terms of the financial and mon
etary regime's positive influence on economic activity. If the financial and mon
etary regime is functioning well then it provides a stable financial and monetary 
environment for economic growth and contributes to reducing the amplitude of 
the business cycle, increasing the length of expansions and reducing the length of 
contractions and providing a foundation for an increase in the economy's poten
tial over time. In particular, a well-functioning financial and monetary regime sup
ports the saving/investment process; provides an efficient channel to transfer funds 
from lenders to borrowers; provides financial stability; provides adaptability to the 
changing needs of the economy; and stabilizes the value of the nation's money sup
ply by achieving a low and steady inflation rate. Again, a well-functioning financial 
and monetary regime is only a necessary condition for economic stability and not a 
sufficient condition. Demand and supply shocks and structural aspects of the econ
omy can offset the positive impact of a well-functioning financial and monetary 
regime on the economy. 

In contrast, if the financial and monetary regime fails to fulfill any of these funda
mental roles there's going to be "Trouble in River City" for the economy akin to the 
song in the old Broadway play and movie Music Man (check YouTube for some cul
tural education: www.youtube.com/watch?v=LI_Oe-jtgdl). There are many exam
ples in U.S. history and world history to illustrate how a less than well-functioning 



20 Chapter 1. The Financial and Monetary Regime 

financial and monetary regime significantly impacted economic performance, but 
at this stage of the discussion only a brief outline of five episodes is required to 
drive home the point that problems in the country's financial and monetary regime 
can have adverse impacts on the economy. 

1. 7 Periods of Major Economic and Financial Distress and the Financial 
and Monetary Regime 

Five episodes of intense economic, financial and sometimes political distress illus
trate the point that a malfunctioning financial and monetary regime can importantly 
contribute to economic instability. There have been other periods during which the 
regime functioned well and supported sustained and noninflationary growth, but 
these periods highlight the consequences of a malfunctioning financial and mone
tary regime. Three episodes are drawn from U.S. history, one from post-WWI Ger
many and the last from post-WWil Japan. In each case, problems in each country's 
financial and monetary regime combined with other factors generated great distress 
and, in the case of Germany, played an important role in the rise of Nazism there, 
and WWII. Each will be briefly discussed in turn. 

We begin with the three U.S. episodes and then turn our attention to Germany 
and Japan. 

1.8 The United States 

There are three periods of intense economic instability that stand out in U.S. history: 
the Great Depression of the 1930s; the Great Inflation from 1965 to 1985; and the 
Great Recession, which started with the collapse of real estate prices in early 2006 
and, as of 2016, still had not been fully resolved. In each of these three periods, 
poorly designed financial regulation and structural problems in the financial system 
combined with policy errors by the Federal Reserve imposed significant economic 
and financial distress on the U.S. economy. 

The Great Depression, which lasted from 1929 to 1941, was once attributed 
to various degrees of market failure that indicated the need for an expansive and 
activist government to return the economy to stability and economic growth. The 
Great Depression rationalized an unprecedented expansion of government spend
ing and policy under the New Deal of the Roosevelt administration. In fact, the 
edifice of government stabilization, regulation and supervision that characterizes 
the U.S. economy today started in the 1930s, and the then widely accepted inter
pretation of the causes of the Great Depression continues in many quarters to the 
present despite evidence to the contrary. Government blamed the private sector and 
private self-interest for the collapse of the financial system and economy, for high 
unemployment throughout the 1930s and for an economy that operated far below its 
potential. That is, the Great Depression was blamed on market failure, and only an 
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expanded and activist government could offset market failure and return the econ
omy to full employment. The pro-government, anti-market perspective of the Great 
Depression can be summed up in the following: the economy began to recover with 
the New Deal policies of increased government spending, increased regulation and 
supervision to rein in the "animal spirits" of capitalism; began to recover more 
strongly with the mobilization for WWII, starting with the Lend Lease Act of 1939; 
and fully recovered with America's entry into the war on December 7, 1941, when 
Japan attacked Pearl Harbor, and then Germany declared war on the United States 
on December 11, 1941. 

This is a well-known story that continues to be taught in high school history text
books and many university history courses, and is frequently used by modern-day 
politicians who emphasize market failure as the source of instability to rationalize 
the need for an activist government. Evidence, however, suggests that this pro
government anti-market interpretation of the Great Depression places too much 
emphasis on market failure and omits the policy errors made by government policy 
that importantly contributed to the depth and length of the Great Depression. An 
intellectually balanced view of the Great Depression needs to recognize the impor
tance of policy errors by the government, especially Federal Reserve policy. Milton 
Friedman and Anna Jacobson Schwartz (1963) were among the first to challenge 
the then accepted view of the Great Depression. They argue in their Monetary His
tory of the United States: 1867 to 1960 that a series of policy errors by the Federal 
Reserve turned what would have been a normal recession that started in 1929 into 
a major economic catastrophe that lasted a decade. They identify other factors, 
but place the major cause of the Great Depression on policy errors by the Federal 
Reserve. It was not market failure but government failure, according to Friedman 
and Schwartz, that was responsible for the economic and financial distress of the 
1930s. Monetary policy was not the sole cause but, as part of the financial and mon
etary regime, rendered the financial system incapable of fulfilling its basic respon
sibilities. There continues to be debate about how monetary policy errors impacted 
the economy, but there is no serious economist who does not recognize that Fed
eral Reserve policy errors are an important part of understanding the causes of the 
Great Depression. 

No other authority need be cited than former governor of the Federal Reserve 
Ben Bernanke (2006-2014). In a celebration of Friedman's 90th birthday at the 
University of Chicago, Bernanke (2002) closed his speech by focusing on the con
tributions of Friedman and Friedman and Schwartz to monetary economics in the 
following manner: 

The brilliance of Friedman and Schwartz's work on the Great Depression is not simply 
the texture of the discussion or the coherence of the point of view. Their work was among 
the first to use history to address seriously the issues of cause and effect in a complex 
economic system, the problem of identification . . . For practical central bankers, among 
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which I now count myself, Friedman and Schwartz's analysis leaves many lessons. [One] 
is the idea that monetary forces, particularly if unleashed in a destabilizing direction, 
can be extremely powerful. The best thing that central bankers can do for the world is to 
avoid such crises by providing the economy with, in Milton Friedman's words, a "stable 
monetary background" - for example as reflected in low and stable inflation. 

Let me end my talk by abusing slightly my status as an official representative of 
the Federal Reserve. I would like to say to Milton and Anna: Regarding the Great 
Depression. You're right, we did it. We're very sorry. But thanks to you, we won't do it 
again. 

The Great Depression is now attributed to a significant degree to a malfunction
ing financial and monetary regime and in particular to a series of policy errors 
made by the Federal Reserve. There were structural problems in the financial sys
tem that needed government reform and degrees of market failure, but the collapse 
of the financial system and its impact on the U.S. economy for the entire decade 
of the 1930s is largely due to Federal Reserve policy errors. In addition, economic 
research suggests that much of the New Deal policies, including government spend
ing, did little to improve the economy after 1933. On the eve of WWll the U.S. 
economy was still operating with high unemployment (19.1 percent in 1938) that 
likely understated the degree of unemployed due to the discouraged and marginal 
worker effect and a large negative GDP gap ( -24.1 percent). 

The Great Inflation, 1965 to 1985, was characterized by high inflation and 
high unemployment (stagflation) due to a combination of structural problems in 
the financial system related to government policies to subsidize homeownership; 
flawed understanding of how central bank policy worked; and excessively easy 
monetary policy by the Federal Reserve. Disruptions in the flow of funds were 
a serious problem during the Great Inflation when the then existing structure of 
the financial system and government regulation encouraged depositors to shift 
funds from depository institutions (commercial banks, savings and loan associa
tions [S&Ls], savings banks and credit unions) to direct money market whenever 
market interest rates rose significantly above the interest rate ceilings imposed on 
saving and time deposits (Regulation Q). 

Regulation Q ceilings were a major part of the financial system from 1933, when 
they were first imposed, until the ceilings were phased out over the period from 
1980 to 1986. The process of shifting funds from interest-rate-controlled deposits 
to money market instruments (Treasury bills, commercial paper, large certificates 
of deposit [CDs], etc. not subject to interest rate ceilings) was called "disinter
mediation". Disintermediation generated several "credit crunches" in the 1970s in 
which mortgage and consumer credit was not available at any depository institution 
almost at any interest rate. Disintermediation greatly threatened the viability of all 
depository institutions, but especially the S&L industry. In fact, the S&L industry 
collapsed in the 1980s partly because of disintermediation, interest rate ceilings and 
government efforts to protect them as specialized mortgage lenders who borrowed 
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short and lent long. The taxpayer-financed bailout of the S&L industry from 1989 
to 1999 cost $214 billion in 2014 dollars. 

The high market interest rates were due to inflation caused by excessively easy 
monetary policy on the part of the Federal Reserve. As discussed in a later chap
ter, easy monetary policy can often be associated with high, not low, interest rates. 
The easy monetary policy was due to flawed models of how monetary policy influ
enced the economy: failures in policy by the Federal Reserve to understand the 
relationship between monetary policy and financial structure; and politicization of 
monetary policy. Like the Great Depression, failures in the country's financial and 
monetary regime, especially Federal Reserve policy errors combined with a flawed 
financial system designed to support homeownership, played a major role in eco
nomic and financial distress that lasted two decades and imposed a large cost on 
taxpayers. This is not meant to suggest there was no market failure that played a 
role. There was market failure, such as imprudent lending and fraud in the S&L 
industry, but these elements pale in importance compared to the Federal Reserve 
policy errors, combined with flawed financial regulation to maintain the S&L indus
try as specialized mortgage lenders. 

The Great Recession, starting in early 2006 with the collapse of housing prices, 
has yet to be fully resolved as of 2016. The economy continued to operate below 
its potential through early 2016 (Figure 1.1) and, while the unemployment rate 
has declined to its natural level, the U6 unemployment rate remains high and the 
labor force participation rate has declined significantly. In fact, if one measured the 
standard unemployment rate with the labor force participation rate that existed prior 
to the Great Recession, the standard unemployment rate would be much higher by 
several percentage points. Hence, while the economy has recovered to a reasonable 
degree, the recovery is widely regarded as weak by historical standards at the time 
of this writing. 

The Great Recession is importantly tied to the bubble in house prices that started 
around 2002, peaked in early 2006 and collapsed over the next seven years (Figure 
1.7). Because the collapse of house prices took some time to permeate the rest of 
the economy, the recession did not officially begin until December 2007, according 
to the NBER, and the recession did not take on an international character and sense 
of panic until after the September 15, 2008, bankruptcy of Lehman Brothers. 

Lehman Brothers' bankruptcy represented the largest bankruptcy of any private 
entity in U.S. history, with about $750 billion in assets. The collapse of Lehman 
Brothers had a significant impact on the flow of funds in both the United States and 
much of the world. One of the consequences of the bankruptcy was the threat to the 
stability of money market funds that are issued by investment companies. Money 
market funds held by the public are considered part of the nation's money supply 
and represent shares in a fund of money market or short -term financial instruments 
managed by the investment company. Many money market funds held Lehman
Brothers-issued commercial paper. 
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Figure 1.7. All-Transactions House Price Index, 2000:1 to 2016. Source: FRED, Federal 
Reserve Bank of St. Louis. 

The sharp decline in the value of this commercial paper made it difficult for 
investment companies to honor their decades-long commitment not to "break the 
buck"; that is, the holder of a $1.00 share in money market funds would always 
be able to withdraw that share at $1.00. Receiving less than $1.00 is "breaking 
the buck", and several money market funds did break the buck in 2008 and 2009. 
There was fear that the collapse of Lehman Brothers' commercial paper would 
generate a run on money market funds as holders attempted to cash in their funds 
and collapse the financial system, as in the early 1930s. The U.S. Treasury took the 
unprecedented step of extending a government deposit guarantee up to $250,000 
per account to all money market funds for one year other than those who held 
federal, state or local government securities. 

The fundamental cause of the Great Recession is rooted in the cause of the bub
ble in house prices from 2002 to late 2005 and the collapse of the housing bubble 
after early 2006. To understand the bubble and its bursting is to understand the Great 
Recession. But, unlike the Great Depression and Great Inflation, there remains con
siderable debate as to the role of government policy. Many claim it was greed and 
fraud and other manifestations of market failure that were the cause of the housing 
bubble, while others - including this writer - attribute the bubble to the combined 
influence of a flawed financial structure and monetary policy errors. During the 
run-up of real estate prices from 2002 to early 2006 the cost and conditions of bor
rowing to purchase a house did not reflect the risk-return tradeoff embedded in 
mortgage lending. A good part of this was the direct result of government policy 
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to support homeownership. The government through two government-sponsored 
agencies, Freddie Mac and Fannie Mae, provided incentives to expand real estate 
lending by lowering the loan standards, reducing the down payment and aggres
sively marketing subprime mortgages. 

Subprime mortgages had a much higher degree of default risk than ordinary or 
prime mortgages. As long as house prices increased at 10 to 20 percent per year, a 
subprime mortgage appeared economically reasonable; but all bubbles burst. The 
Federal Reserve conducted an aggressively easy monetary policy from 2001 to 
2005 that lowered interest rates, especially on mortgage credit, to levels that had 
not been seen in half a century. The low interest rates understated the risk of mort
gage lending/borrowing and, as a result, mortgage credit expanded significantly 
from 2002 to late 2005 and supported the bubble in house prices. When the Fed
eral Reserve shifted policy in mid-2004 the damage had already been done, since 
monetary policy impacts the economy with a substantial lag. House prices were by 
then determined by the "bigger fool theory", based on the unconditioned expec
tation that house prices next period would be higher than the current period. In 
essence: "I know I am a fool for paying $500,000 for a track home in some urban 
area, but in one year a bigger fool will pay me $1,000,000 next year for the home." 
All bubbles are based on the bigger fool theory and all bubbles collapse when the 
market recognizes that the unconditioned expectation of increasing house prices 
lacks economic reality. 

Hence, it was the combined policy of the Federal Reserve and the structure of 
the financial system to support homeownership that played a major role in the Great 
Recession. This is not to deny any role to market failure; in fact, there was market 
failure, in the transparency of complex financial derivatives that were based on low
quality mortgages; however, again in this writer's opinion and many others, these 
pale in comparison to the government policy failures. Ironically, Bernanke was 
willing to accept Federal Reserve responsibility for being a causative agent of the 
Great Depression, but has denied any such causative role for the Federal Reserve in 
the Great Recession (Bernanke, 2013). This is debatable. The last chapter revisits 
the Great Recession, providing more detail on both perspectives. 

In sum, the three periods represent economic and financial distress caused by 
a dysfunctional financial and monetary regime. Government policy errors played 
an important role, and, while debate continues over the relative roles of govern
ment failure versus market failure, any balanced interpretation of these three peri
ods requires that government failure be assigned at least as much responsibility as 
market failure. 

1.9 Germany and Japan 

Germany and Japan are important international case studies because, in the case of 
Germany, the malfunctioning financial and monetary regime changed world history 
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and, in the case of Japan, foreshadowed events in the United States a decade later 
that continue through 2016. 

Germany: Germany is a case study of how a malfunctioning financial and mon
etary regime can generate extreme economic, financial and political distress in a 
country that ends up adversely impacting the world. Germany signed the instru
ment of surrender bringing an end to WWI on November 11, 1918. The Allies 
(Britain, France, Italy and the United States primarily) forced Germany to sign the 
Treaty of Versailles on June 28, 1919. The treaty imposed harsh reparations on 
Germany and required Germany to make large payments to various countries. The 
French and Belgian military actually occupied part of Germany in 1923 to ensure 
that Germany honored the terms of the treaty. Germany was unable to meet the 
reparation requirements and other conditions without imposing hardships on the 
population and, like many governments in times of economic and political turmoil, 
resorted to printing money. 

The Bundesbank, Germany's central bank, began to print money at an ever
increasing rate, starting in 1921, which led to one of the most famous periods of 
hyperinflation in world history. Hyperinflation is a process in which the price level 
increases so greatly and rapidly that no one wants to hold money; instead, people 
spend money as fast as they can to hold goods because they expect the price of those 
goods to accelerate. The hyperinflation started August 1922 and ended November 
1923, and during this period prices increased several hundred percent every month. 

The hyperinflation was brought to an end by reducing the nominal value of all 
debt contracts and introducing a new currency. Germany quickly stabilized and 
generated impressive economic growth for the remainder of the 1920s, but the 
hyperinflation had done much damage. The hyperinflation and its aftermath had 
two major impacts and one minor impact that were to change world history: first, 
it destroyed much of the wealth of the middle class; second, it destroyed the faith 
in the new democratic institutions established by the Weimar Republic after WWI; 
and, third, the economic turbulence provided a platform for the Nazi Party to gain 
a small foothold in the German legislature in 1923, providing the Nazis over the 
coming years a foundation from which to assume complete control of the German 
government in 1933. 

It is sometimes claimed that Germany's hyperinflation provided the basis for 
the rise of Nazi Germany. This is incorrect, because it wasn't until the end of the 
1920s that the Nazi Party became a serious contender for the control of Germany. 
However, the hyperinflation did provide a conducive environment for the rise of 
the Nazis, and rendered a group of revolutionaries a platform that they would not 
have had in the absence of the major malfunctioning of Germany's financial and 
monetary regime. 

It was the Great Depression in the early 1930s that generated much of the eco
nomic and financial distress in Germany and provided Adolf Hitler the foundation 
to assume complete control in 1933. After the return to stability in 1924, German 
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industry and Germany's recovery depended greatly on U.S. credit, but this flow 
of credit and money ceased when the U.S. economy and financial system began 
to unravel in 1930. Deflation and unemployment in Germany in the early 1930s, 
following the hyperinflation less than a decade earlier, provided the perfect storm 
for Hitler and the Nazis to assume control over the government in 1933. The rest 
is history. 

The important point here, however, is that a malfunctioning of Germany's finan
cial and monetary regime- hyperinflation in the early 1920s and deflation and bank 
failures in the early 1930s- set the stage for one of history's great cataclysms. 

Japan: Japan's episode of a malfunctioning financial and monetary regime is 
important for three reasons. First, the malfunction is similar to that of the United 
States during the Great Recession; that is, the financial and monetary problems in 
Japan were the same combination of monetary policy errors and a flawed financial 
structure as in the United States a decade later. Second, the malfunction generated 
one of the world's largest recorded asset bubbles, and one of the world's largest 
bursts of an asset bubble. Third, the government's response to the aftermath of 
the burst of the bubble was to introduce extraordinarily easy monetary policy and 
government deficit spending, much like the United States a decade later in response 
to the Great Recession. It is not an exaggeration to claim that Federal Reserve policy 
in the past decade has been much in the shadow of Bank of Japan policy. 

Japan's impressive economic progress in the post-WWII period began to unravel 
in the second half of the 1980s as real estate prices (Figure 1.8) and stock prices 
(Figure 1.9) began to increase rapidly. At the start, higher asset prices were sup
ported by economic fundamentals such as high real GDP growth, low interest rates, 
high profits in the export sector and increased demand for office space in Tokyo as 
a result of permitting greater foreign participation in Japan's financial system. By 
1987, however, asset prices were increasing at rates that could not be justified by 
economic fundamentals, and price increases became dominated by the uncondi
tioned expectation that prices in each period would be higher than in the preceding 
period. The equity bubble burst at the beginning of 1990 and the burst of the real 
estate bubble occurred about a year later. 

The asset bubble in Japan was the combined result of easy monetary policy and 
a flawed financial structure and policy as well as various degrees of market failure, 
but, again, market failure pales in importance to the series of government policy 
errors (Cargill and Sakamoto, 2008). Despite rapid real GDP growth in the second 
half of the 1980s the Bank of Japan had lowered the discount rate to historical lows 
by early 1989. The Bank of Japan's easy monetary policy was largely dictated by 
external considerations designed to limit yen appreciation, and, because the rate 
of inflation was low, the Bank believed it could pursue other objectives. However, 
the Bank of Japan, like the Federal Reserve, failed to consider the impact of easy 
monetary policy on a flawed financial structure. The flawed financial system and 
policies were the result of an incomplete financial liberalization process started in 
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Figure 1.8. Index of All Urban Land Prices, Japan, 1965 to 2005. Source: Ministry of Inter
nal Affairs and Communications, Statistics Bureau (www.stat.go.jp/english) . 

Year and quarter 

Figure 1.9. Index of Stock Prices, Japan, 1959:1 to 2016:2. Source: Organisation for Eco
nomic Co-operation and Development (https://data.oecd.org/price/share-prices.htm). 
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1976. Despite significant institutional redesign of the domestic and external flow of 
funds in Japan, the fundamental characteristic of the old financial regime remained 
in place, making Japan's financial and monetary regime an accident waiting to hap
pen. At the time of this writing, Japan is now in the middle of its third lost decade 
of economic and financial development. 
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Chapter 2 

Basic Concepts Regarding Money 

2.1 Introduction 

In the introductory chapter, we established that a financial and monetary regime 
consists of three components: 

1) the financial system, consisting of financial institutions and markets; 
2) financial regulation and supervision, established by the government 

and enforced by government regulatory agencies; and 
3) the central bank and central bank policy. 

The introductory chapter outlined the basic structure and responsibilities of each 
of the three components; discussed various measures of economic activity that 
are influenced by the nation's financial and monetary regime; and identified sev
eral notable periods of U.S. and world history in which the financial and mone
tary regime did not satisfactorily meet its responsibilities. These periods generated 
much economic and financial distress, reduced the standard of living for many, 
reduced the quality of life for many and on some occasions, as in Germany in the 
1920s and early 1930s, contributed to geopolitical distress with grave consequences 
for world history. 

The three components will be discussed in more detail in the coming chapters, 
but before we tum to that discussion there are four basic definitions and concepts 
needed to understand a country's financial and monetary regime: first, the concept 
and measurement of money; second, the concept and measurement of the value 
of money; third, the evolution of monetary standards; and, fourth, the relationship 
between money and economic activity. 

2.2 The Concept and Measurement of Money 

The following considerations provide the basis for understanding the U.S. money 
supply, as well as the money supply for any nation: the concept of money; 

30 
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measuring the money supply; the M1 and M2 measures of money; the "best" mea
sure of money; and what is not money. 

The general concept of money: The concept of money can be approached from 
two perspectives. The first considers money in the most general sense and the sec
ond considers money in terms of the important functions it performs in the econ
omy. 

The general concept of money views money as any item a society decides to use 
to make payments for debt, goods or services. History records many different items 
that have been accepted by society to function as money. Shells, precious stones, 
pearls, sharks' teeth, gold, silver and even cigarettes in POW camps during past 
wars have served as money. Note that the general concept focuses on what society 
decided to use as money and not what government determined to be money. This is 
an important point, as money is a market innovation, not a government innovation; 
that is, money emerged in the private sector to overcome the inefficiencies inherent 
in a barter economy when goods were exchanged for goods. In a money economy, 
goods are exchanged for money, and money, in tum, is exchanged for other goods. 
Government over time increased its role in the money supply, but it wasn't until the 
twentieth century that government began to play the major role in a nation's money 
supply. 

The functional concept of money: The general concept of money is correct and 
important, but the functional concept and measurement of money is more detailed 
and provides a specific set of functions money performs in an economy that better 
help understand how to measure the nation's money supply. There are three specific 
functions performed by money in any economy. 

First, money serves as a unit of account and allows us to compare the value of 
dissimilar things in an easy and convenient manner. The dollar is the unit of account 
in the United States, the yen in the unit of account in Japan, the euro is the unit of 
account in many European countries, and so on. To understand the importance of 
the unit of account function, image walking into Macy's without the dollar as the 
unit of account. You now need to carry in your mind thousands upon thousands of 
ratios to compare the value of any one commodity with other items in the store. 
One shirt of a given quality and style is worth three pairs of socks of a given style 
and quality, worth two belts of a given style and quality, worth one-half of a pair of 
pants of a given style and quality, and so on. In fact, if there were n commodities 
in Macy's for sale, we need n(n- 1)/2 ratios to represent all the relative values. If 
Macy's had 5,000 items in the store, you would need 12,497,500 ratios! Now, if 
one of the commodities, say the shirt, is selected to serve as the unit of account, 
we could greatly simplify the relative value calculation. In this case, only 4,999 
price ratios are required, because the value of every item is now expressed in terms 
of the shirt, which would have a price of unity. Money is like the shirt. It is the 
common denominator used to value dissimilar commodities and services. Contin
uing with the Macy's example, the 5,000 items are valued in terms of the dollar, and 
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therefore we can easily compare the relative value of any one item with all the other 
items. Money as a unit of account actually makes it possible to compare apples and 
oranges in the marketplace! 

Second, money functions as a medium of exchange. As a medium of exchange, or 
generalized purchasing power, money is a vast improvement over barter. In a barter 
economy, commodities exchange for commodities, and, for exchange to occur, 
there has to be a coincidence of wants between the two sides of the transaction. 
That is, each trader must desire the other trader's commodity or else trade will not 
take place. In a money economy, commodities exchange for money, which, in tum, 
can be exchanged for commodities. In this way we eliminate the need for a coin
cidence of wants. If you desire the commodity held by another person, you merely 
offer money to purchase the commodity, and the money received by the other per
son can then be used to purchase whatever the other person wishes. Another way 
to conceptualize money as eliminating the need for a coincidence of wants before 
trade can take place is to think of money as a medium of exchange separating the 
decision to buy and the decision to sell. 

Third, money functions as a store of wealth. Wealth consists of the assets on the 
balance sheet, and net wealth is equal to assets less the liabilities on the balance 
sheet. Wealth or assets can be held either in the form of real or financial assets. 
Financial assets represent a claim on someone else's wealth or income while real 
assets represent tangible assets owned by you, such as a car, house, etc. Financial 
assets and real assets together represent what you own, and subtracting liabilities 
determines your net wealth. 

All assets on your balance sheet have some degree of liquidity. The liquidity of 
any asset is the ability of that asset to be immediately accepted in the marketplace 
as payment for commodities, services or debt. This can be represented by the ability 
of any asset to be transformed into the one asset that has 100 percent liquidity -
money. Money is a special type of financial asset that is 100 percent liquid since it 
has immediate command over resources in the market. Money talks! Two dollars 
talk twice as loud as one dollar and market participants stand up and listen when 
money comes into the marketplace. Other financial assets and real assets on the 
balance sheet have varying degrees of liquidity in their ability to be transformed into 
money but, most often, will require transactions cost to be sold and will experience 
a capital loss if sold for less than the original purchase price. 

In general, financial assets possess more liquidity than real assets, but, even here, 
many financial assets have considerably less liquidity than money. Consider a share 
of mM stock. If you wish to tap its liquidity and use that liquidity to purchase a 
commodity or service or pay off a debt, you will need to sell it in the market, incur 
a transactions cost and perhaps incur a capital loss. Or consider a one-year time 
deposit account held at a bank. If you wish to tap its liquidity before the time deposit 
matures you will need to withdraw the funds by visiting the bank, and will likely 
incur an interest penalty since you agreed to leave the funds on deposit for one year. 
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Real assets possess, in general, less liquidity than financial assets. Consider your 
car. It has some degree of liquidity in the sense that you can convert it into money; 
however, you will have to incur transactions costs in selling the car, you may have 
to sell the car at discount or it may take time to sell the car; hence, the car is not a 
very liquid asset. 

It is beneficial to hold your financial wealth in a diversified form across different 
types of financial assets; that is, it is best not to put all your eggs in one basket. A 
diversified financial portfolio provides more services, lower risk and more flexibil
ity than non-diversified portfolios. Money provides flexibility in managing wealth 
since it allows us to hold part of our wealth in a form that is 100 percent liquid, 
which, in turn, gives us instant command over resources. 

The fact that money serves as a store of wealth because of its 100 percent degree 
of liquidity does not mean money is an optimal way to hold wealth or that a large 
part of wealth should be held in the form of money. There is no "free lunch"; that 
is, there is a price for liquidity. The more liquid the financial wealth, the less inter
est income earned. The less liquid the financial wealth, the more interest income 
earned. The interest on any financial asset partly depends on the liquidity of that 
asset. Some forms of money today pay no interest while other forms pay a very 
small rate of interest. 

An optimal distribution of assets on the balance sheet would involve some being 
held in the form of money (100 percent liquid), but it would also include a wide 
range of financial and real assets. Money provides a cushion and helps stabilize the 
value of your wealth in response to market changes. In a sense, money as a store 
of wealth plays the same role as shock absorbers on your car. Imagine driving a 
car without shock absorbers. Every bump will be felt, even on good roads, but with 
shock absorbers the ride is relatively smooth, even on bad roads. Like the shock 
absorber on the car, money as the most liquid asset on the balance sheet provides 
flexibility as one travels through the ups and downs of the economy. 

The above discussion of the store of wealth function of money focuses on liquid
ity as the foundation for this function. There is another perspective on why holding 
money in your portfolio is desirable even though it pays either a zero or small 
interest rate. Money is less risky than other financial assets. Holding risk and other 
things constant for financial assets, higher interest rates on financial assets provide 
incentives to hold less money, while lower interest rates provide incentives to hold 
more money in the balance sheet. 

The measurement of money: Armed with either the general or the functional 
concept of money, one might think it would be easy to measure the nation's money 
supply. One would need only to add up those financial assets that satisfy the general 
and functional definition of money. Unfortunately, the measurement of money is 
complicated, for two reasons. 

First, from a static perspective, setting aside the fact that the financial system and 
financial assets evolve and change over time, there are many financial assets with 
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less than 100 percent liquidity but not that far away from 100 percent liquidity, and, 
as such, they might be considered money. The problem is: where does one draw the 
line? That is, do we consider any financial asset with 95 percent or higher liquidity 
as part of the measured money supply? What about expanding the charmed circle 
to include any financial asset with 90 percent or higher liquidity? Hence, we lack a 
specific degree of liquidity that separates money confined to only those items with 
100 percent liquidity with other financial assets with high but less than 100 percent 
liquidity. 

Second, even if we can decide on which financial assets can reasonably be 
regarded as money, the changing nature of the financial system raises another prob
lem for measuring money. That is, from a dynamic perspective, the financial system 
is an evolving entity, introducing financial assets that might be considered money. 
The past four decades have witnessed major changes in the financial system and the 
financial assets traded in the financial system. This is part of a process, referred to 
as deregulation or financial liberalization, that has permitted market forces to play 
a more important role in the flow of funds than previously. Financial liberalization, 
combined with advances in computer technology, has changed the financial system 
and is likely to continue to change the financial system in the foreseeable future. 
That is, the set of financial assets today that can be considered money is likely to 
change as new forms of financial assets and services are made available. In 1980, 
for example, the official measures of the money supply were changed significantly 
because new forms of money had emerged in the 1970s. While the pace of financial 
liberalization has slowed in the last two decades, the continuing evolution of the 
financial system along with advances in computer technology suggest that some 
forms of money in use today will become less important over time and new forms 
of money will emerge in the future. 

Hence, measuring the money supply is not straightforward. It is difficult to 
decide which financial assets have sufficient liquidity to be included in the charmed 
circle called money, and the set of financial assets that serve as money changes over 
time. 

The Ml and M2 measures of the money supply: Central banks are responsible for 
measuring the nation's money supply. The Federal Reserve System publishes two 
official measures of the money supply: M1 and M2. Collectively, money supply 
measures are referred to as the monetary aggregates. The Federal Reserve releases 
estimates of the money supply on Thursday of each week as Statistical Release 
H.6. 

Table 2.1 presents the M1 and M2 measure of the money supply and their respec
tive components for September 2014. The two measures of the money supply sat
isfy the unit of account function; however, the two measures differ in terms of the 
relative weight given to the medium of exchange and store of wealth functions. 
M1 focuses on those financial assets that clearly satisfy the medium of exchange 
function of 100 percent liquidity. At the same time, M1 is not a very good store of 
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Table 2.1. The Ml and M2 Measures of the Money Supply, SA, September 2014 

Amount 
(billions of dollars) Percent 

M1 
Currency Held by the Public $1,227 42.3 
Checking Accounts or Checkable Deposits $1,673 57.7 

Demand Deposits at Commercial Banks $1,148 
Other Checkable Deposits (NOW and AST Accounts) 
Commercial Banks $262 
Thrifts (S&Ls, Savings Banks and Credit Unions) $217 

Total $2,900 100.0 
M2 
M1 Money Supply $2,900 25.2 
Savings Deposits $7,463 64.8 

Commercial Banks $6,388 
Thrifts $1,075 

Small-Denomination Time Deposits $529 4.6 
Commercial Banks $394 
Thrifts $135 

Retail Money Market Funds $627 5.4 
Total $11,518 100.0 

Source: Federal Reserve Statistical Release, Money Stock Measures, November 6, 2014. 

wealth because the components of M1 pay either no interest or only a low interest 
rate compared to other financial assets. M2, on the other hand, includes financial 
assets that focus more on the store of wealth function and less on the medium of 
exchange function; that is, while the additional components of M2 over M 1 are 
not 100 percent liquid, they are preferable forms of holding financial wealth com
pared to M1 because they pay higher interest. But, because they are close to 100 
percent liquid, they also serve as a medium of exchange, though not as easily as 
the components of M 1. 

The M1 measure is the base measure of the money supply and, by any reasonable 
standard, is 100 percent liquid. M1 consists of currency (including coin) held by the 
public, traveler's checks issued by depository institutions and checking accounts or 
checkable deposits held at depository institutions. Coin and currency are issued by 
the U.S. Treasury and the Federal Reserve, respectively, and earn no interest. Coin 
and currency are mainly used for small transactions. Traveler's checks are used as 
a substitute for currency, especially when traveling, because, if lost, they can be 
replaced. Traveler's checks represent less than 1 percent ofM1 and are included as 
a component of demand deposits in Table 2.1. 

Checking accounts are extensively used throughout the economy for every
day transactions and issued by depository institutions. Depository institutions 
are divided into two categories: commercial banks and thrifts. Thrifts consist of 
savings and loan associations, savings banks and credit unions. Checkable deposits 
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can be accessed by the deposit holder either by a written order or electronically for 
the purpose of making a payment to another person or entity. 

There are four types of checking accounts or checkable deposits: demand 
deposits, NOW (negotiable order of withdrawal) accounts, ATS (automatic trans
fer service) accounts and credit union share drafts. Demand deposits are subject 
to transfer by check or electronically on demand, and, for all practical purposes, 
commercial banks have a monopoly on issuing demand deposits, partly because of 
tradition but mainly because government regulation limits the ability of for-profit 
businesses to hold other forms of deposits. NOW accounts in general can be held 
only by individuals, government agencies and non-profit entities. ATS accounts can 
be held only by individuals. Only individuals can be a member of a credit union, 
and thus only individuals can hold share draft deposits. 

NOW accounts are savings deposits subject to transfer by check or electronically, 
and, while they have been treated as payable on demand since they were introduced 
in the early 1970s, a depository institution technically can require the depositor 
to wait seven days before the funds are transferred. NOW accounts are issued by 
commercial banks, S&Ls and savings banks and are permitted to pay interest. 

ATS accounts are not standalone accounts but linked to a demand deposit, NOW 
or credit union share draft account. ATS accounts are set up to permit transfers 
of funds from savings deposits to checkable deposit accounts. ATS accounts are 
permitted to pay interest. 

Credit union share drafts are essentially NOW accounts, but, because credit 
unions are organized as cooperatives and exempt from income taxes, unlike com
mercial banks, S&Ls and savings banks, credit union checking accounts are offi
cially labeled credit union share draft accounts. 

Depository institutions: There are four classes of depository institutions that 
issue checkable deposits. They are referred to as depository institutions because 
they obtain their funds primarily by issuing deposits. These deposits in turn sup
port lending and investment operations of the depository institutions. In the past 
the four classes of depository institutions were more notable for their differences 
in the types of loans they made and the types of deposits they offered; however, as a 
result of deregulation and financial liberalization, the similarities between the four 
classes are now more notable than the differences. In fact, you can walk into any 
one of these institutions and in many respects have trouble figuring out which type 
of depository institution you are visiting. It is best to consider all four classes as 
different variations of the same type of institution; however, a few of the differences 
should be noted. 

Commercial banks are the largest and most diversified of the depository institu
tions. Banks issue demand deposits, NOW accounts and ATS accounts. S&Ls and 
savings banks issue NOW and ATS accounts, and, while they can issue demand 
deposits on a limited basis, banks dominate the demand deposit market for all 
practical purposes. S&Ls and savings banks differ from banks in that they tend 



2.2 The Concept and Measurement of Money 37 

to specialize in consumer and real estate lending and much less on lending to busi
nesses. Credit unions issue credit union share drafts (life NOW accounts) and ATS 
accounts but are specialized tax-exempt financial institutions organized around a 
common bond of membership, usually occupation; for example, credit unions can 
be organized around government employees, employees working for a large pri
vate corporation, etc. Credit unions focus on consumer lending, though some larger 
credit unions have more diversified loan portfolios, including real estate lending. 

There is one final point about Ml worth making. All components of Ml are 
guaranteed by the government. Currency and coin issued by the government are 
guaranteed by the full faith and credit of the government. All checking deposits, 
as well as other deposits, issued by depository institutions are federally insured by 
the Federal Deposit Insurance Corporation up to $250,000 per account, or, in the 
case of credit unions, the National Credit Unions Administration. 

M2 broadens the Ml measure by including items that have less medium of 
exchange characteristics than Ml but possess better store of wealth characteristics 
than Ml, because they are still high in liquidity and offer a higher interest rate. M2 
is defined as Ml plus savings deposits, small-denomination time deposits and retail 
money market funds. Savings deposits and small-denomination time deposits are 
issued by all four depository institutions; however, money market funds are issued 
by security companies. All deposits issued by depository institutions are federally 
insured up to $250,000 per account; however, money market funds are not insured 
by the government. 

Savings deposits are not subject to transfer by check; however, there is a sub
class of savings deposits called money market deposit accounts that have limited 
transactions features, such as being able to write three checks per month. The wide 
distribution of ATMs (automatic teller machines), however, has increased the liq
uidity of savings deposits because they can more easily be withdrawn in the form 
of cash, though depository institutions frequently limit the number of withdrawals 
from a savings deposit or charge a fee for withdrawals. 

Small-denomination time deposits are time deposits of less than $100,000 and 
not legally negotiable; that is, small-denomination time deposits cannot be sold to 
another entity before they mature. A time deposit is essentially a savings deposit 
with a maturity date, and, while the funds can be withdrawn before maturity, the 
depository institution can impose a penalty for early withdrawal. In contrast, large
denomination time deposits or certificates of deposit are issued primarily by large 
depository institutions in denominations of $100,000 or more and are legally nego
tiable; that is, they can be sold in the secondary market before maturity. Large banks 
issue most of the large CDs and account for about 80 percent of all large CDs issued 
by depository institutions. 

Money market funds represent shares in a fund of money market instruments 
(Treasury bills, commercial paper, large CDs, etc.) with maturities up to one year 
and managed by a securities company. There are two types of money market funds: 
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retail and institutional. Retail money market funds are held by individuals, and 
institutional funds are held by institutional investors such as banks, insurance com
panies, securities companies, pension funds and even money market mutual fund 
companies. About 30 percent of outstanding market funds are held by individuals, 
and these are included in the M2 measure of the money supply, while funds held 
by institutions are not included in M2. 

Retail funds can be used like checking accounts to some degree, and, even 
though securities companies attempt to convince the public that they are as safe 
as insured deposits at depository institutions, money market funds are subject to 
default risk and liquidity risk. Money market funds emerged in the early 1970s 
and have become an important part of the money supply and financial system, and, 
while they are not as secure as deposits at depository institutions, because they are 
not federally insured, there have been few problems in the past four decades, with 
the exception of the financial crisis in 2008. Since then there has been growing 
concern the securities industry has overstated the safety of money market funds, 
especially retail funds held by individuals. The practice has been to keep $1.00 of 
a money market fund share always available at $1.00, when in fact the value of 
the underlying securities can fluctuate significantly and, as in 2008/2009, they can 
decline in value, so that $1.00 of a money market fund is available at less than 
$1.00. When this occurs the fund is "breaking the buck". 

In contrast, savings and time deposits (including CDs) are insured up to 
$250,000 by the Federal Deposit Insurance Corporation or the National Credit 
Union Administration, and this guarantee is backed by the full faith and credit of 
the government. The securities industry does not have the resources to provide the 
same guarantee. In fact, three events have adversely impacted the public's confi
dence in money market funds: a stock market bubble that started around 1995 and 
collapsed in 2000; a series of financial scandals in the first few years of the new 
century; and, finally, the financial collapse of 2008/2009 and the Great Recession. 
Figure 2.1 shows that, from 1980 through the end of the 1990s, retail money market 
funds increased their role in M2, but since the late 1990s the percentage of retail 
money market funds in M2 has declined. 

Other measures of the money supply- M3: For decades the Federal Reserve 
published an even broader measure of money called M3, defined as M2 plus insti
tutional money market funds, CDs and other short-term money market instruments. 
As of March 9, 2006, however, the Federal Reserve no longer publishes estimates 
of M3, for three reasons: first, M3 did not appear to contain any additional infor
mation not already revealed by M2; second, M3 has not played any meaningful 
role in Federal Reserve policy; and, third, the large banks objected to the cost of 
collecting data and providing it to the Federal Reserve. At the same time, not all 
central banks have ceased publishing estimates of an M3 money supply. Some cen
tral banks continue to use and publish estimates of an M3-type money supply. 
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Figure 2.1. Retail Money Market Funds as a Percentage of M2 Money, SA, January 1974 
to April2016. Source: FRED, Federal Reserve Bank of St. Louis. 

The best measure of the money supply? To monitor the nation's financial and 
monetary regime, especially in the conduct of central bank policy, a reasonable 
measure of the money supply is required. What is the best measure of money? 
Figure 2.2 illustrates annual growth rates of monthly M1 and M2 from January 
1960 to April 2016, and, while both exhibit similar patterns, there are significant 
differences in their behavior over time. The average annual percentage changes in 
M1 and M2 are not greatly different (M1 = 5.7% and M2 = 6.9%); however, the 
standard deviation of M1 is 4.6, compared to 2.9 for M2. Not only is M1 more 
volatile but the empirical evidence indicates that M1 has a less reliable relationship 
to economic activity than M2. 

Economists know money is an important determinate of economic activity and 
often decide which measure is the most appropriate based on how well a given 
money measure predicts economic activity. M2 has proved to be a more reliable 
predictor of economic activity than M 1 and a more reliable indicator of the direction 
of Federal Reserve policy, but even here the correlation is not high on a year-to
year basis. The more erratic behavior of M1 is due to its narrow perspective of 
money only as financial assets with 100 percent liquidity, but the growing role of 
savings deposits, small-denomination time deposits and money market funds in 
influencing spending and economic performance suggest M2 is a more appropriate 
measure of money. M2 is the basic money measure in the United States and most 
other countries, though the European Central Bank continues to use a type of M3 
measure as well. No central bank seriously regards M1 as a good measure of the 
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Figure 2.2. Annual Percentage Change of Monthly Values of Ml and M2 (SA), January 
1960 to April2016. Source: FRED, Federal Reserve Bank of St. Louis. 

money supply; however, one needs to understand Ml in order to understand M2. 
Hence, M2 is a reasonable measure of the nation's money supply and the official 
measure of the U.S. money supply. 

What is not money: We need to eliminate from any measure of money some 
items the public mistakenly regard as money because they are used to make pur
chases of goods and services. In particular, some regard debit cards and new forms 
of purchasing goods and services on the Internet, such as eChecks and e-cash, as 
money. At one level, they appear to be money because they are used to make pur
chases. None of these items, however, are regarded as money, though they ulti
mately involve a transfer of money at some point. But the important point is that, 
when these items are used, they are not money themselves but represent a transfer 
of money either immediately or sometime in the future. 

Some also regard credit cards as money, but credit cards are fundamentally dif
ferent from money. When you use your credit card you are using a portion of a 
prearranged line of credit and, hence, you are increasing your liabilities. Money 
is a financial asset, not a liability, in your portfolio. At some point, when you pay 
your credit card bill, money comes into the picture, because you will use the funds 
in your checking account to pay the bill. The credit card represents credit and not 
money, and, while credit and money are closely related, they are not the same. They 
show up on opposite sides of the balance sheet. 
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2.3 The Value of Money 

The value of any form of money is determined by the power of money to command 
resources in the marketplace, and that power is measured by the price level of those 
resources. The value of a $100 bill, $100 checking account, $100 savings or time 
deposit and $100 money market fund is determined by the price level; for example, 
if a Burger King Whopper costs $1.00, then $100 will purchase 100 Whoppers, but 
if the price of Whoppers increases or decreases, the $100 of money will purchase 
fewer or more than 100 Whoppers, respectively. 

There is an inverse relationship between the value of a given stock of money 
and the price level; that is, increases in the price level (inflation) lower the value of 
money while decreases in the price level (deflation) increase the value of money. 
In fact, this is nothing more than a general relationship between the nominal value 
of any economic variable and its real value; for example, the real value of one's 
nominal salary is determined by the price level - the higher (lower) the price 
level, the lower (higher) the real value of your salary. In general, the relationship 
between the nominal and real value of any economic variable is expressed by the 
following: 

Real Value= Nominal Value/Price Level (2.1) 

where the price level is measured by an index divided by 100. 
Movements in the price level are expressed by the percentage change in the price 

level. In Chapter 1, Figure 1.5 illustrated the percentage changes of the four impor
tant measures of the price level since 1960. In general, the CPI, PCE and GDP 
deflator exhibit similar trends and exhibit similar movements over time. Not only 
does the PPI exhibit a more erratic movement, the PPI is not a measure of the prices 
of the final output of goods and services, since it measures the prices of commodi
ties that are used in the production process. Of the three measures of the price level 
of those commodities and services purchased as final output, the CPI is the most 
frequently cited and institutionalized in the form of cost of living adjustments in 
wage contracts, government entitlements, etc. 

How good are the measures of the price level and, especially, the CPI? Like 
any measure of an economic variable, each is subject to measurement error. There 
are two types of measurement error: random errors, which are not correlated over 
time, and nonrandom errors, which are correlated over time. Both are important, but 
nonrandom errors bias the measure in one direction and present more serious prob
lems for using that variable given any existing random measurement error. There 
are important nonrandom errors in any price index that cause the price measure to 
be biased and reduce the reliability of the price level as a reasonable measure of 
the price level and, hence, reduce its reliability in Expression 2.1. 

This is not a trivial statistical issue, because measures of the price level, espe
cially the CPI, play an important role in judging the performance of the economy, 
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influencing how wages are set, influencing government spending and taxation and 
influencing the formulation, execution and policy objectives of monetary policy. In 
this regard, there are important nonrandom errors in estimating any price level that 
generate a bias that needs to be taken into consideration. To understand the inher
ent bias in measuring the price level we focus on the CPI, because it plays such 
an important role in the economy; however, any measure of the price level will be 
subject to the type of nonrandom errors identified for the CPl. Price indexes like 
the CPI tend to have an upward bias. 

2.4 The Upward Bias in the CPI and the Boskin "1.1% Bias" 

In the 1950s economists became aware of an upward bias in the CPI and other mea
sures of the price level, but because inflation was steady and low in the 1950s and 
into the early 1960s the issue was not considered important. Even during the Great 
Inflation period, from 1965 to 1985, the upward bias was not considered important 
because, as the inflation rate was so high for so many years, it was difficult to get 
excited over whether the inflation rate was 10 percent or 8 percent. In the 1990s, 
however, attention began to be directed to the bias in the CPI, not because it led 
to an overstatement of inflation but because the upward bias increased government 
spending and reduced government tax revenue. Correcting the bias was seen as a 
method to reduce the growth in government spending on entitlements and employee 
compensation and increase tax revenue. 

In 1995 President Clinton established the Advisory Commission to Study the 
Consumer Price Index. The Commission came to be known as the Boskin Com
mission, after Michael Boskin of Stanford University, who served as chair. In 1996 
the Boskin Commission report was published and concluded that, as of 1996, the 
CPI overstated the inflation rate by 1.1 percentage points; that is, if the measured 
inflation rate is 3.0 percent, the "real" inflation rate is 1.9 percent, corrected for 
the upward bias. The "Boskin 1.1 %" was widely discussed, influenced the way the 
Bureau of Labor Statistics measures consumer prices and continues to be a sub
ject of debate among economists and, especially, politicians because of the polit
ical implications of the Commission's findings. But, first, we need to review the 
sources of the bias before turning to the public policy issues. There are four sources 
of bias in the computation of the CPI that generate an overstatement of the inflation 
rate. 

Substitution bias: The CPI is based on the prices of each item in a market basket 
of goods and services, each weighted to represent its importance in the consumer 
budget. The weights are necessary to assign more importance in the CPI to those 
items that are a large part of one's budget compared to other items that are less 
important; for example, a 10 percent increase in the price of pencils is far less 
important for computing the CPI than a 10 percent increase in the price of food. 
It is time-consuming and expensive to change the weights, and hence the weights 
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remain constant for lengthy periods of time. This generates a substitution bias when 
relative prices change that bias the CPI upward. 

Consider what happens when the price of fish increases relative to meat, either 
because a new medical study claims eating fish instead of meat increases life 
expectancy or because of some event that limits the supply of fish. The higher price 
of fish induces a shift from fish to meat consumption as consumers substitute the 
less expensive meat for the more expensive fish; that is, the relative price change 
has changed the actual weights of fish and meat in the household budget. If the 
CPI statistical weights for fish and meat remain unchanged, however, the CPI will 
overstate the increase in average prices because the higher-priced commodity (fish) 
is given too much weight and the lower-priced commodity (meat) is given too little 
weight. 

Quality bias: An increase in the price of a good or service can be interpreted 
as an increase in the price only if the characteristics of the good or service remain 
the same between the time the price is measured. However, technology advances 
have increased the quality of many services and goods over time. Visiting a doc
tor in 1960 cost $10 while a typical MD visit today is $100. At first glance, this 
appears to represent a 1,000 percent increase in the price of the MD visit; however, 
this would be correct only if the quality of the visit remained constant. It has not 
remained constant. The MD visit today, even though about the same in terms of 
time, is of a much higher quality than in 1960. Today's MD visit involves a more 
knowledgeable medical provider with access to medications and diagnostic equip
ment that could only be dreamed of in 1960. Hence, a good part of the increase in 
the price of the MD visit represents a quality improvement in the MD visit rather 
than an increase in price for the same service. Or consider car tires. In 1960 tire 
quality was considerably less than today. Today's tires are safer and last longer so, 
if a tire cost $25 in 1960 and today costs $200, the 800 percent increase in price is 
importantly due to paying a higher price for a better product. 

New product bias: Many new products, especially electronic products, come into 
the market at high prices, but are not immediately included in the market basket 
until they became part of the typical household budget. They are included only 
when they become commonplace, but, as a result, the CPI fails to take into account 
the price declines that usually follow the introduction of a new product. Consider 
the flat-screen TV. When first introduced in the 1990s, a Sony flat -screen TV might 
have sold for $10,000, but today a Sony flat-screen TV can be purchased for $1,000 
or less. The new product bias is especially important for new technology products 
and services that have become increasingly important in the past decades with the 
advancement of computer and telecommunications technology. 

Outlet bias: The CPI has difficulty keeping up with the growth in new forms 
of places to purchase goods and services that offer these goods and services at 
a lower price; for example, big-box stores and the Internet are becoming more 
and more important compared to traditional retail outlet stores for purchasing 
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consumer goods and services. The prices of the goods and services purchased from 
big-box stores and the Internet are generally lower than those for goods and services 
purchased from traditional outlets. To the extent that the CPI under-represents pur
chases from big-box stores and the Internet, it over-represents retail outlets with 
higher prices compared to outlets with lower prices and, hence, biases the CPI 
upwards. It should be kept in mind, however, that some of the higher prices rela
tive to big-box stores and the Internet include a service component that is often not 
provided by the nontraditional retail outlets. But, even taking this into account, the 
outlet bias is real and important. 

Response to the Boskin Commission: The Boskin Commission generated much 
technical and political discussion, which continues to the present. 

First, at the technical level, there is little debate about the sources of the bias, 
but much debate over the size of the bias. The degree of the bias is not a trivial 
issue even if the bias is less than the Boskin 1.1 percentage point bias estimate. To 
illustrate, consider a CPI of 100 in 2016. If the measured inflation rate is 3 percent, 
the CPI will increase to 116 in five years; that is, prices will be 16 percent higher. If 
the measured inflation rate has a bias of 0.5 percentage points, the "real" inflation 
rate is 2.5 percent and the CPI in five years will increase only to 113. This means 
that, if your wages, disability entitlement, social security entitlement, Medicare 
compensation, etc. were subject to a cost of living adjustment (COLA), you would 
be overcompensated in year five by 2.7 percent. If the bias is 1.0 percentage points, 
the overcompensation is increased to 5 percent. Hence, even with a small bias the 
impact on the CPI is not trivial over time. 

Second, at the political level the debate became very heated, because of the 
importance of the CPI for adjusting government spending, especially entitlements, 
labor union wage contracts and collecting tax revenue. If the CPI has a 1.0 percent
age point upward bias then entitlement recipients and workers covered by union 
contracts are being overcompensated for inflation as a result of standard COLA 
alteration. If social security payments are adjusted upward by the measured CPI 
inflation rate, say 3 percent, social security recipients are being overcompensated 
because the "real" inflation rate is 2 percent. If public employees are given a COLA 
based on the measured CPI then they are being overcompensated for inflation. 
Hence, using a less biased measure of the CPI would reduce government spending 
by a significant amount and thereby lower the government deficit and outstanding 
debt. 

The CPI also plays a role in tax revenue. Since 1986 income tax rates have been 
adjusted for last year's change in the CPI; that is, if the measured CPI increased 
3 percent, the tax brackets are adjusted upward by 3 percent so that an increase 
in earnings to compensate for inflation of 3 percent does not increase one's real 
tax burden. However, if the "real" inflation rate is 2 percent, the tax brackets are 
adjusted upward too much and, as a result, the biased CPI generates less tax revenue 
for the government. 
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Using a measure of the CPI that corrects to some degree for the upward bias will 
lower government spending and increase tax revenue, but special interest groups 
ranging from entitlement recipients to businesses oppose such an adjustment. In 
recent years there have been several suggestions to correct for the bias; for exam
ple, one proposal was to simply subtract 0.5 percentage points from the measured 
inflation to calculate the COLA alteration for social security payments. Obviously, 
this did not sit well with those on social security and the activist groups that sup
port those on social security. Nonetheless, the issue is not likely to disappear, and, 
despite the obvious political aspects of the bias, no country is well served by using 
a biased measured of the price level. 

2.5 The Evolution of Monetary Standards 

In primitive economies barter was the primary method of exchanging goods, but 
barter is inefficient since it requires a coincidence of wants in order for exchange 
to take place. The introduction of money as a medium of exchange was a major 
improvement over barter in the exchange for goods and services and represented a 
market financial innovation that increased the country's potential output. A finan
cial innovation is the introduction of a new financial asset or service that circum
vents restrictions on economic activity and profit. Money, as a market innovation, 
was established by market participants in order to circumvent the restrictions of 
economic activity imposed by the barter system. 

There are three reasons why we should be familiar with the development of 
monetary standards: first, to highlight the role of financial innovation by the market, 
as opposed to government innovation; second, to understand the basic operation of 
the modem monetary system, which forms the basis of all modem financial and 
monetary regimes in the world; and, third, to understand the rationale as to why 
government has come to play an important role in money and the financial and 
monetary regime. The third reason will be discussed in Chapter 8. 

The development of money and monetary standards in virtually every country 
has gone through three stages: commodity money, representative commodity money 
and the modem money system, characterized as the fiat, fiduciary, fractional reserve 
and credit-based system. Each monetary standard has had a long history both in the 
United States and in other countries. 

Commodity money: In a commodity money system, a commodity becomes widely 
used as money. The commodity needs to be scarce, easy to identify and divisible. 
This is why silver and gold have been the commodities of choice throughout his
tory. Commodity money satisfies the three functions of money and is an immense 
improvement over a barter system; however, a commodity standard has three basic 
problems. 

First, the commodity selected to be used as money has an opportunity cost, since 
it has nonmonetary uses in the economy and to the degree it is used as money, 
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production that uses the commodity will be adversely impacted. Gold or silver, 
for example, have nonmonetary uses, such as jewelry, art and religious artifacts, 
as well as industrial uses. Withdrawing the commodity from general use to money 
use will reduce the economy's potential. Second, the commodity selected as money 
must be scarce or else commodity money would have no value because it would be 
so common. As a result, significant amounts of human and non-human resources 
are devoted to finding the commodity used for money. These resources have an 
opportunity cost and hence reduce the potential output of the economy because 
they are used in obtaining the commodity money. One needs only to consider the 
tremendous human efforts expended in the past trying to locate gold or silver. Third, 
the supply of commodity money is not responsive to the needs of trade, as the 
supply of the commodity is uncertain. Gold and silver discoveries do not occur 
smoothly over time, but come at discrete points in time often separated by many 
years. As an economy grows over time, it requires increasing amounts of money on 
a continuous basis to support trade. The commodity money standard has difficulty 
matching the supply of the commodity with the needs of the economy. 

Representative commodity money: Monetary systems next evolved to represen
tative commodity standard, in which individuals found it advantageous to store 
their commodity money with specialized warehouse institutions. The receipts or 
promises to pay issued by these institutions were backed 100 percent by the com
modity money. As the public began to regard the promises to pay as redeemable 
at any time into commodity money, the public found it more advantageous to use 
the promises to pay rather than the actual commodity as money. The promises to 
pay required less effort to use than the actual commodity and were not subject to 
the same wear and tear from exchange as the commodity money. Let's consider 
gold is being used as the commodity money and illustrate how the gold commodity 
standard shifts into a representative gold standard. 

Hickenlupper, an entrepreneur, searches for a way to make a profit and recog
nizes an inefficiency in the commodity standard that can be resolved by establishing 
Hickenlupper's Gold Warehouse. The problem is that using gold is cumbersome, 
especially for large purchases, and gold is not easy to conceal. "Paper gold" or 
paper backed 100 percent by gold would be easier to use and easier to conceal. 
Hickenlupper's Gold Warehouse is represented by the following balance sheet: 

Hickenlupper's Gold Warehouse 

Assets Liabilities 

Gold 1 million Promises to pay (gold certificates) $1 million 

Hickenlupper accepts deposits of gold and issues promises to pay or gold cer
tificates as a receipt. The promises to pay can be issued in any denomination. 
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Hickenlupper earns income chiefly by providing safe storage services for the gold. 
The more Hickenlupper's promises to pay circulate as money, the more likely Hick
enlupper will receive additional deposits of commodity money for safe keeping. 
The more Hickenlupper redeems any promise to pay for gold without difficulty, 
the more the public will have confidence in Hickenlupper's Gold Warehouse and 
be willing to use Hickenlupper's promises to pay as money. 

The representative standard offered some advantages over the commodity stan
dard; however, it was essentially a commodity standard with the three problems of 
the commodity standard. That is, the representative system did not economize on 
gold as the same amount of gold was required. The gold had nonmonetary uses; the 
gold required resources to acquire; and the supply of gold was not always respon
sive to the needs of trade. 

Modem money: At this point in the evolution of money, a fundamental inno
vation occurred. The longer the gold warehouse remained in business, an impor
tant fact became clear to Hickenlupper. If the public saw that Hickenlupper' s Gold 
Warehouse always redeemed any promise to pay without difficulty, the public con
tinued to use Hickenlupper's promises to pay as money, and only a small percentage 
of the promises to pay were actually presented for redemption into gold. The Hick
enlupper Gold Warehouse at this point embarked on an innovation that would have 
profound implications for the monetary and financial systems of the world. 

Based on experience and the willingness of the public to use the Hickenlupper 
promises to pay as money, Hickenlupper realized that a fractional reserve of gold 
would be sufficient to meet requests for any future conversion of the outstanding 
promises to pay into gold. Hickenlupper could then issue additional promises to pay 
and distribute these by making loans to the public. In this manner, Hickenlupper 
would earn more profit by providing a financial service to the community, since 
there were always other entrepreneurs with good ideas but no or little money. The 
borrowers would then use these new promises to pay, called Hickenlupper Bank 
Notes, as money. There might be a period of time before the public accepted the new 
promises to pay as money, but, as long as Hickenlupper's Gold Warehouse always 
redeemed the promises to pay, the two types of promises to pay - gold certificates 
and bank notes- would circulate as money. Hickenlupper's Gold Warehouse now 
becomes Hickenlupper's Bank, with the following balance sheet: 

Assets 

Commodity money 

Loans 

Hickenlupper's Bank 

$1 million 

$9 million 

Liabilities 

Promises to pay 
Gold certificates 
Bank notes 

$10 million 
$1 million 
$9 million 
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The balance sheet assumes Hickenlupper can safely operate with a 10 percent 
gold reserve against all its promises to pay; that is, the $1 million in gold represents 
10 percent of all the outstanding promises to pay. 

In this case, $1 million in commodity money (reserve) supports the original $1 
million in promises to pay (gold certificates) as well as an additional $9 million 
in promises to pay in the form of bank notes. In order for this modem money sys
tem to work, Hickenlupper had to redeem any promises to pay without difficulty 
in order to gain and retain public confidence that the promises to pay were always 
redeemable; had to operate the bank in a transparent manner to gain and retain 
public confidence that the promises to pay were redeemable; and had to make only 
loans with a low default risk so as to ensure repayment of the loan assets that backed 
the new promises to pay. If Hickenlupper failed to meet any of these three condi
tions, the whole system would collapse and Hickenlupper's promises to pay would 
no longer be accepted as money. 

The new modem system is characterized by four elements. First, it is a fractional 
reserve system, in that only a fraction of the promises to pay are held as a reserve; 
that is, Hickenlupper's Bank operated with only a 10 percent reserve requirement 
against promises to pay. Second, it is a fiat system, in that the promises to pay issued 
as the proceeds of the loan are simply defined to have value by the institution. 
That is, when Hickenlupper makes a $10,000 loan and provides the borrower with 
$10,000 in bank notes, Hickenlupper is by fiat defining the $10,000 in bank notes as 
being worth $10,000 in the marketplace. There is only a 10 percent reserve behind 
all the promises to pay, with the remainder dependent on Hickenlupper's promise 
to pay. Third, it is a credit-based system, since the majority of promises to pay 
are directly linked to credit. Fourth, it is a fiduciary-based system, since it places 
a fiduciary responsibility on Hickenlupper to operate the firm in a transparent and 
honest manner and to make only loans that have a high probability of being serviced 
per the loan contract. 

This fractional reserve, fiat, credit and fiduciary system is far more efficient than 
either of the two commodity-based systems. The new system eliminates many of 
the problems with any commodity-based system. It is less resource-using because a 
given amount of commodity money now supports a much larger amount of money 
in the form of promises to pay. It is more responsive to the needs of trade since 
economic growth would be matched by increased demand for credit, which would 
be translated into increased supply of promises to pay as banks expanded credit. 
During periods of slower economic growth the demand for credit would decline, 
as would the promises to pay. Thus, the promises to pay were better able to meet 
the needs of trade than the strict commodity standard. 

The modem system began to emerge around the seventeenth century throughout 
much of the world. It was tied to a commodity such as gold for many years, but 
by the first part of the twentieth century neither gold nor any commodity played a 
meaningful role in the nation's money supply any longer. Instead, the reserve itself 
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$1 Million gold as money 
supply 
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for Hickenlupper's bank 
notes 
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Figure 2.3. Illustration of a Commodity Standard and a Representative Commodity 
Standard. 

became fiat money supplied by central banks, and, instead of bank notes, banks and 
other depository institutions issued checking accounts. Today Hickenlupper' s Bank 
is now Hickenlupper's Depository Institution, with the following balance sheet: 

Assets 

Reserves 
Loans 

Hickenlupper's Depository Institution 

$1 million 
$9 million 

Liabilities 

Promises to pay - checking accounts $10 million 

The modem system as an inverted pyramid: Comparing the first two stages of 
Hickenlupper's enterprise to the last stage reveals an important insight into a mod
ern financial and monetary regime. The commodity and representative commodity 
systems can be represented as an upright box, as in Figure 2.3. The commodity 
standard is illustrated as an upward-standing box indicating that the money supply 
consists of $1 million gold. The representative commodity standard is illustrated as 
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$ 10 Million in Hickenlupper 
bank notes 

$ 1 Mill ion in gold 

$ 10 Mi llion in checkable 
deposits 

Figure 2.4. Illustration of Hickenlupper's Modem Standard and Today's Modem Standard. 

a box twice as high but divided into two equal parts: the bottom or base represents 
the amount ofthe commodity ($1 million), which does not circulate as money, and 
the upper part represents the promises to pay ($1 million), which do circulate as 
money. In both cases the commodity base of $1 million generates a money supply 
of $1 million. The representative commodity standard is merely a more efficient 
way to use the same amount of gold. 

Figure 2.4 illustrates the modem system as an inverted pyramid to represent 
Hickenlupper's modem system and today's modem system. In the case of Hick
enlupper, the bottom of the inverted pyramid is the base, consisting of $1 million 
in gold that, because of fractional reserves, supports a total money supply of $10 
million in promises to pay. The ratio of the top part of the inverted pyramid to the 
bottom is determined by the reserve ratio. The lower (higher) the reserve ratio, the 
larger (smaller) the top part of the inverted pyramid. Today gold no longer plays a 
meaningful role in the financial and monetary regime. Instead of gold or any com
modity as the base, reserves provided by the central bank represent the base, now 
referred to as "base money" or "high-powered money". Base money supports all 
the components of M2 money, some of which have no reserve requirements, such 
as saving deposits, time deposits and money market funds and checking accounts 
subject to a fractional reserve. The modem monetary system is well illustrated by 
the right side of Figure 2.4; however, the actual relationship between base money 
and money varies over time and is far more complex than illustrated in Figure 2.4. 
The inverted pyramid will be discussed in more detail in a later chapter, but to gain 
an appreciation of how this works consider Figure 2.5, which indicates the ratio of 
M2 money to a measure of the base in the inverted pyramid. Notice that the ratio, 
while still greater than one, has declined in recent years. 

There is a certain irony in the evolution of monetary standards. The introduc
tion of commodity money, followed by the innovation of representative commodity 
money and, finally, modem money, were largely market innovations. Government 
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Figure 2.5. Ratio of the Top Part of the Inverted Pyramid, Defined as M2 Money, to the 
Bottom Part of the Inverted Pyramid, Defined as the Monetary Base, Estimated by the Fed
eral Reserve Bank of St. Louis (SA), January 1960 to April2016. Source: FRED, Federal 
Reserve Bank of St. Louis. 

did not introduce these innovations, though government played a minor role in 
minting gold and silver coins. As the monetary system evolved to the modern sys
tem, certain fragilities in the system began to emerge and required an expanded role 
on the part of government. Ironically, government was now needed to ensure the 
system was stable and provided a money supply that supported economic growth. 
We return to this subject in Chapter 8, when we discuss the detailed role of gov
ernment in the financial and monetary regime. 

2.6 The Relationship between Money and Economic Activity 

The previous chapter indicated the importance of a nation's financial and mone
tary regime for economic performance. A well-functioning financial and monetary 
regime is a necessary foundation for sustained noninflationary economic growth 
and an increased standard of living. The concluding section of this chapter focuses 
more narrowly on how the nation's money supply, which under a modern mone
tary system is under the control of the central bank, influences economic activity. 
A useful framework to understand the relationship between money and economic 
activity at this introductory stage is the quantity theory of money (QTM), which 
has a long history in the development of economic thinking. 

The quantity theory of money: The QTM can be traced to Nicolaus Copernicus 
in 1517. It was an important part of the Classical School of economics, from 1776 
to 1936, when it was criticized by John Maynard Keynes and rejected. The theory 
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reemerged in the 1960s as part of the monetarist-Keynesian debate, and can be 
used to illustrate the relationship between money and economic performance. 

According to the QTM, the price level (and the nominal wage rate) depends on 
the level of the money supply, other things held constant. In terms of levels of the 
variables, the QTM can be expressed by 

MV=PY (2.2) 

where M is the nation's money supply; Vis the velocity of money, indicating how 
fast money is exchanged for goods and services; Y is real GDP; and P is the price 
level. PY is nominal GDP and represents all the final goods purchased and sold at 
current or market prices. MV is the money supply times the number of transactions 
used to purchase the GDP. Hence, PY is total spending and MV is how fast the 
money turned over to support total spending, and, by definition, MV = PY. V is 
equal to PY/M. 

Expression 2.2 can be transformed into changes over time by first expressing the 
variables as natural logs: 

lnM + lnV = lnY + lnP (2.3) 

and then taking the total differential of 2.3 with respect to time to express each 
variable in terms of a rate of change: 

m+v=y+p (2.4) 

where lower-case characters represent the rate of growth of the upper-case vari
ables. 

There are two perspectives of the QTM in Expressions 2.2 and 2.4. First, these 
are mere definitions without any causative relationship between the variables, much 
as a balance sheet (assets= liabilities +net worth) is a definition. Balance sheets 
always balance because they are defined to balance, and the same holds true of 
M, V, Y and P. To illustrate, in 2000 Y = $9,817 billion; P = 100, setting the 
price index base as 2000; M2 = $4,789. If we define V = $9,817/$4,789 = 2.05 
then, by definition, MV = YP ($4, 789*2.05 = $9 ,817* 1.00). In this perspective, 
Expressions 2.2 and 2.4 are tautologies - true by definition. The second perspec
tive, however, is what economists call the QTM, in that Expressions 2.2 and 2.4 are 
equilibrium conditions that hold only in equilibrium once the underlying macroe
conomic model relationships are balanced. There is a substantial macroeconomic 
model implied by the equilibrium Expressions 2.2 and 2.4. In the following discus
sion, this is the perspective of the QTM that is being utilized. 

In the long-run version of the QTM, the growth of the money supply does not 
affect the growth of real output. The growth of real output will be the same as the 
growth of the economy's potential real output because any significant departure 
from potential output will generate self-correcting adjustments in wages, prices 
and interest rates that, in the long run, will return the economy to its natural growth 
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Figure 2.6. Annual Percentage Changes in Nominal GDP (YP) and M2 Money (M), 1876 
to 2007. Source: Based on data provided by Robert J. Gordon. 

path. In the long run, natural and actual unemployment are also equal. In the long
run version of the QTM, the growth of velocity is constant and, as a result, there is 
a direct relationship between money and prices in the long run. 

In the long-run QTM, y is determined by the resource base and structure of the 
economy, and y equals the growth of potential output; that is, the GDP gap is zero. 
In the long run, v is constant. Thus, there is a proportional relationship between the 
growth of money and the growth of prices. Double the growth rate of money and, 
in the long run, the rate of growth of the price level will also double. In the long-run 
version of the QTM, money is neutral in the sense that it does not influence real 
variables, only nominal variables. Consider the game of Monopoly to illustrate this 
point. Double the amount of money in a game of Monopoly and prices will double if 
there is no change in the amount of real estate or number of houses and apartments 
(real variables) and if individuals don't change the rate at which they spend money, 
because one can spend money only when one has the dice. 

Hence, there is a long-run relationship between money and the price level, and, 
in the long run, money does not change the real performance of the economy. In the 
long run, inflation and deflation are essentially monetary phenomena. The long-run 
version of the QTM is widely accepted; however, there is disagreement about how 
money affects economic performance in the short run. In the short run, changes in 
the money supply can impact both real output and the price level, and the impact 
of money on output and prices is not easy to predict because velocity is not stable. 

How close is the relationship between money and nominal GDP as suggested 
by the QTM? Figure 2.6 presents the annual percentage changes in nominal GDP 
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(YP) and the M2 money supply (M) from 1876 to 2007 for the United States. There 
is a reasonably close relationship between the two series over time, but there are 
periods when the relationship is less than others. The simple correlation coefficient 
between the two series is 0.69, suggesting a long-run relationship. 

Considerable research and debate have taken place over the relationship between 
money and economic activity as summarized by the QTM; however, modem 
macroeconomic models tend to agree on two results. First, changes in money (M) in 
the short run influence both real output (Y) and the price level (P). Second, changes 
in money (M) in the long run have no impact on real output (Y) and influence only 
the price level (P). In the long run, real output is determined by the resource base 
and the structure and the technology of the economy. In technical terms, changes 
in the money supply in the short run are nonneutral, in that money influences the 
real performance of the economy as well as prices in the short run. In the long run, 
however, money is neutral, in that money has no influence on the real performance 
of the economy but only influences prices. 
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Chapter 3 

The Financial System and the Country's Flow of Funds 

3.1 Introduction 

The financial system is a component of the country's financial and monetary 
regime. The financial system consists of markets and institutions designed to trans
fer funds from lenders to borrowers through two channels: direct finance and indi
rect finance. 

Funds transferred through markets constitute direct finance and account for 
about 30 percent of the flow of funds in the United States. There are two types 
of financial markets: money markets, which deal in financial instruments with a 
maturity up to one year, and capital markets, which deal in financial instruments 
with a maturity greater than one year. Despite the fact that the financial markets 
represent only about 30 percent of the flow of funds, they are the foundation of 
the entire financial system. Interest rates are determined in the financial markets 
directly between lenders and borrowers; financial markets provide liquidity to the 
rest of the financial system and economy; and some financial markets come about as 
close to the model of perfect competition as one can find in any economy, because 
they consist of large numbers of well-informed participants purchasing and selling 
a well-defined product. 

The majority of funds in the United States and in most countries, however, are 
transferred through financial institutions and referred to as indirect finance, and 
sometimes intermediation finance. Examples of financial institutions are banks, 
S&Ls, credit unions, insurance companies, pension funds and finance companies. 
Financial institutions provide not only the majority of financial needs of the econ
omy but also financial services to a larger number of smaller lenders and borrowers 
than cannot be accommodated in direct financial markets. Direct financial markets 
support the borrowing needs of large businesses and government, while indirect 
finance supports the borrowing needs of large and small businesses alike as well as 
virtually all consumer and mortgage credit needs. 

57 
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Financial markets and institutions both transfer funds but are considered sep
arately because they represent two distinctly different channels of finance, even 
though they have important interactions between each other. These interactions 
have increased dramatically since the 1970s, when deregulation and liberalization 
of the financial system became an ongoing process. 

Financial markets are, essentially, electronic meeting places for lenders and bor
rowers rather than the usual "bricks and mortar" financial institutions most people 
think of as the financial system. Financial markets have no ongoing balance sheet. 
Even though an agent or broker assists in bringing the lender and borrow together 
and charges a fee for that service, the lending and borrowing transaction does not 
appear on the agent's or broker's balance sheet. The agent or broker is merely an 
intermediary who takes no position in the promise to pay that is purchased by the 
lender and sold by the borrower. In contrast, financial institutions are ongoing finan
cial businesses, are frequently identified as "bricks and mortar" businesses and have 
an ongoing balance sheet that reflects the lending and borrowing transaction. 

The financial system, consisting of both markets and institutions, is complex 
and continuously evolving over time, as a result of market and regulatory inno
vations; the increasing economic and financial integration of the world economy; 
and advances in computer and telecommunications technology. The U.S. financial 
system and the financial systems of a large number of countries today are much 
different from how they were even a few decades ago. In addition, the relationship 
between government and financial systems has also changed significantly. These 
changes will be discussed in subsequent chapters. 

This chapter focuses on developing a general framework to understand the finan
cial system in any given country. Understanding the general framework then makes 
it easier to understand financial regulation and supervision, changes in the financial 
system in the past several decades and the financial system of any country. In regard 
to the latter point, despite the complexity, the basic nature of a financial system is 
straightforward and can be understood in the context of a .flow of funds framework. 
Once a general framework is established the institutional details can be added. 

3.2 The Financial System from the Perspective of the Country's 
Flow of Funds 

The flow of funds approach is based on the notion that any economic entity (indi
vidual, business, government, financial institution) or an aggregation of economic 
entities (households, businesses, governments, financial institutions) can be viewed 
in terms of the sources and uses of the funds that support their economic activity. 

There are four steps to understanding the financial system from a flow of funds 
perspective. 

First, the economy is divided into sectors; each sector's real and financial deci
sions, as reflected by the income and balance sheet statements, can be summarized 
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by the fundamental flow of funds equation. In terms of the financial system, each 
sector is either a surplus, deficit or balanced unit. 

Second, three perspectives, or what it means for a sector to be a surplus, deficit 
or balanced unit, are developed, each of which permits us to define the financial 
system as bringing the three units together to transfer funds. 

Third, there are two channels through which funds can be transferred between 
surplus, deficit and balanced units: direct and indirect finance. 

Fourth, a flow of funds matrix for the entire economy can be constructed to bring 
all the elements of the financial system together. 

3.3 Sector Budgets, Income and Balance Sheets and the Fundamental 
Flow of Funds Equation 

The economy is divided into five sectors: household sector, nonfinancial busi
ness sector, government sector, financial institutions sector and international sec
tor. There is no sector for financial markets because financial markets themselves 
do not have a balance sheet with assets representing lending and with liabili
ties representing borrowing. Again, financial markets are merely meeting places 
for lenders and borrowers, facilitated by an agent or broker who takes no posi
tion in the transaction. Once a transaction is completed, the changes in assets 
and liabilities show up only on the lender's and borrower's respective balance 
sheets. 

Sectors and their budgets: The following discussion presents a simplified ver
sion of the official flow of funds accounts maintained by the Federal Reserve to 
highlight the essential nature of the financial system. Each of the five sectors can 
be characterized in terms of a budget of receipts as sources of funds and expendi
tures as uses of funds. 

The household sector obtains receipts by supplying labor services in exchange 
for wages and spends the receipts on goods and services. Expenditures on goods are 
divided into nondurable and durable categories. Nondurable expenditures consist of 
spending on goods that last no longer than a year, such as food or services. Durable 
expenditures consist of spending on goods that last longer than a year, such as a 
car or house. Every year, however, a portion of durable goods becomes nondurable 
goods because of depreciation. 

The nonfinancial business sector consists of corporations, unincorporated busi
nesses and small businesses, which obtain their receipts by selling goods and ser
vices and use those receipts to pay ongoing expenses of doing business, investing 
in plant and equipment and earning a profit. Nonfinancial business sector spending 
is divided into nondurable and durable expenditures, like the household sector, in 
terms of how long the item purchases lasts. 

The government sector obtains its receipts from taxes and fees and uses its 
receipts to support government spending, which consists mainly of wages paid to 
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government workers and transfers or entitlements to specific groups in the econ
omy. 

The international sector is also part of the U.S. flow of funds system, since the 
rest of the world lends to the United States -referred to as a financial inflow from 
the perspective of the United States- and borrows from the United States- referred 
to as a financial outflow. The international sector has been a net lender to the U.S. 
financial system because of trade and current account imbalances with the rest of 
the world for the past several decades. 

The financial institutions sector obtains its receipts in the form of deposits and 
other financial sources of funds and uses its receipts to make loans and financial 
investments. 

The budget of any sector has only three outcomes: 

1 balanced budget (receipts equal expenditures); 
2 surplus budget (receipts exceed expenditures); or, 
3 deficit budget (expenditures exceed receipts). 

Historically, the household sector is a surplus budget sector because most of the 
households in the sector in a given period do not make large expenditures on durable 
goods such as cars and houses that greatly exceed their receipts. This has not been 
the case, however, in recent years, as the household sector often operates as a deficit 
sector. The business sector is historically a deficit sector because much of its uses 
of funds are for investment in plant, equipment and development that cannot be 
covered by receipts. The government sector is supposed to be a balanced sector but 
governments have many incentives to spend more than they receive in tax revenue 
and, hence, operate as a deficit sector frequently. The international sector can be 
either a surplus or deficit sector depending on the real and financial relationship 
between the United States and the rest of the world. In the past several decades 
the international sector has been a surplus sector. Finally, the financial institutions 
sector by definition is a balanced sector since the uses of funds (lending) are the 
same as the sources of funds (borrowing); that is, in terms of a budget, receipts and 
expenditures are identical. 

To understand how each sector can be represented in a flow of funds framework, 
we consider the income statement and balance sheet of a general nonfinancial sector 
to derive the fundamental flow of funds equation. The general nonfinancial sector 
is represented by an individual household in the household sector. Aggregating the 
fundamental flow of funds equations for each household then provides the funda
mental flow of funds equation for the household sector. It is then straightforward 
to apply the framework to any sector, including the financial institutions sector. 

Sector income statement and balance sheet: Table 3.1 illustrates the income 
statement of an individual household. The sources of funds (receipts) are placed 
on the right side of the T account while the uses of funds are placed on the left 
side. Uses of funds are bifurcated into current expenditures and saving. Current 
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Table 3.1. Income Statement for the Hickenlupper Household 

Uses of funds 

Current expenditures 
Saving 
Total 

$30,000 
$20,000 
$50,000 

Sources of funds 

Receipts $50,000 

$50,000 

expenditures are expenditures on goods that last no longer than a year and services. 
Saving is a balancing item that balances the two sides of the T account. Saving is 
the difference between current expenditures and receipts and can be zero (receipts 
equal current expenditures), positive (receipts exceed current expenditures) or neg
ative (current expenditures exceed receipts). That is, saving is the balancing item 
to ensure that uses and sources of funds balance. 

In Table 3.1 saving is a positive $20,000 because receipts of $50,000 exceed 
current expenditures of $30,000 by the amount of $20,000. There is no reason why 
saving should be positive; for example, if current expenditures and receipts are 
equal, saving is zero, and, if current expenditures exceed receipts, saving is nega
tive. 

Where does saving show up in this household's activity? Saving shows up in the 
balance sheet; however, the balance sheet in the flow of funds perspective needs to 
be considered as a flow rather than a stock statement. The balance sheet is normally 
presented as a measure of the level of assets, liabilities and net worth at a point in 
time and is thus regarded as a stock statement because it records the stock of assets, 
liabilities and net worth at a specific point in time. In contrast, the income statement 
records receipts, current expenditures and saving over a specific period of time and, 
hence, is a flow statement. The balance sheet can be transformed from a stock to a 
flow statement by expressing assets, liabilities and net worth in terms of changes or 
flows from one period to another. That is, instead of examining the balance sheet as 
of December 31, 2015, we examine the change in balance sheet components from 
December 31,2014, to December 31, 2015. 

Table 3.2 illustrates the household's balance sheet based on a specific set of 
assumptions about how the household uses its saving. Assets are divided into real 
and financial assets. Real assets are items that last longer than a year and financial 
assets are claims on someone else's income or wealth. The change in net worth is 

Table 3.2. Balance Sheet in Flow Terms for the Hickenlupper Household 

Uses of funds 

6 Assets 
6 Real assets 
6 Financial assets 

+ $5,000 
+ $10,000 

Sources of funds 

6 Liabilities 
6 Net worth 

- $5,000 
$20,000 
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$20,000 in Table 3.2 and equals the amount of saving in Table 3.1. Saving from 
the income statement and net worth from the balance sheet tie the two statements 
together. This is not a coincidence; in fact, whatever the value of saving from the 
income statement, saving equals the change in net worth in the balance sheet. The 
transactions in assets and liabilities generate the change in net worth, which must 
be equal to the saving from the income statement. 

Consider the $20,000 saving in Table 3.1. What does the household do with the 
$20,000 value of saving? There are many ways to dispense with the $20,000 in 
saving, all of which will change assets, liabilities or both in such a manner that 
the resulting change in net worth will equal saving. In Table 3.2, the household 
purchases a real asset, such as a home theater system, for $5,000. Real assets thus 
increase by $5,000. The household increases holding ofM2 money by $2,000, pur
chases life insurance for $2,000 and purchases corporate and government securities 
of $6,000. Financial assets in total thus increase by $10,000. The household uses 
the remainder of saving to reduce outstanding debt by $5,000. The combined effect 
of the change in real assets, financial assets and liabilities is an increase in net worth 
by $20,000, which is exactly the same as saving in the income statement. In fact, no 
matter what combination of changes on the balance sheet, the change in net worth 
will equal the saving from the income statement. 

It is also easy to see from Tables 3.1 and 3.2 how a household can operate with 
negative saving; that is, the excess of current expenditures over receipts is accom
modated by a decline in net worth. The decline in net worth can be accommodated 
by selling a real asset, such as a car, which reduces real assets; selling corporate 
and government bonds, which reduces financial assets; or by increased borrowing, 
which increases liabilities. 

To construct an income statement and balance sheet statement for the entire 
household sector we simply aggregate the receipts, current expenditures, saving, 
change in real and financial assets, change in liabilities and change in net worth. 
In the case of the other sectors, we merely change the description of receipts and 
current expenditures. 

Fundamental flow of funds equation: The income statement and balance sheet 
can be used to determine the fundamental flow of funds equation for each sector 
derived in the following two steps. 

First, expand the basic balance sheet to distinguish between real and financial 
assets: 

b.A = b.LIAB + b.NW 
b.A = b.RA + b.FA 
b.RA + b.FA = b.LIAB + b.NW (3.1) 

where A, LIAB and NW represent assets, liabilities and net worth, respectively; 
RA and FA represent real and financial assets, respectively; and b. represents the 
change of each from one period to another. 
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Second, change the terminology of the expanded balance sheet in the following 
ways. Substitute investment, I, for the change in RA; substitute lending, L, for 
the change in FA; substitute borrowing, B, for the change in LIAB; and substitute 
saving, S, for the change in net worth. Rewrite the expanded balance sheet with the 
new terminology as 

I+L=B+S (3.2) 

and rearrange Expression 3.2 to derive the fundamental flow of funds equation: 

I= S + (B -L) (3.3) 

Expression 3.3 is derived from a sector's income and balance sheet statement and 
reflects real economic activity (I and S) and financial activity (B and L). This fun
damental flow of funds equation provides the foundation for understanding the 
nation's financial system. 

3.4 The Financial System in Terms of Surplus, Deficit 
and Balanced Sectors 

The financial system can be viewed as a collection of institutions and markets that 
transfer funds from entities with surplus budgets to entities with deficit budgets. 
The surplus unit has more liquidity than needed and is willing to provide funds to 
the financial system by holding financial assets or promises to pay depending on 
the interest rate. The higher the interest rate, the more willing the surplus unit to 
hold interest-earning financial assets instead of money or real assets. The deficit 
unit is in need of liquidity and willing to pay interest to obtain that liquidity by 
issuing promises to pay, which become the financial assets held by the surplus 
unit. 

That is, the financial system is illustrated by surplus units on one side and deficit 
units on the other side, but, as we will see, the balanced sector plays a role in the 
financial system even though it is neither a net demander nor a net supplier of funds. 
There are three different ways to define surplus, deficit (and balanced) sectors. 

First, they can be defined in terms of the relationship between total receipts, TR, 
and total expenditures, TE, keeping in mind that TE = CE + 1: 

Surplus Unit 
TR>TE; 

Deficit Unit 
TR < TE;and 

Balanced Unit 
TR=TE 

Second, they can be defined in terms of saving and investment in the follow 
manner, keeping in mind that S = TR - CE: 
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Table 3.3. Definitions of Surplus, Deficit and Balanced Unit 

Surplus unit Deficit unit Balanced unit 

TR>TE TR<TE TR=TE 
TR>CE+I TR<CE+I TR=CE+I 
TR-CE> I TR-CE <I TR-CE=I 
S >I S <I S=I 
L>B L<B L=B 

Third, combining the relationship between S and I for each unit and the funda
mental flow of funds equation, we can define surplus, deficit and balanced units in 
terms of lending and borrowing as illustrated in Table 3.3. Based on Expression 
3.3, if S >I, then lending >borrowing, and, if S <I, then borrowing >lending. 
If S =I and L = B, the balanced sector provides funds to and obtains funds from 
the financial system. The advantage of the third perspective is that it emphasizes 
that balanced units play a role in the financial system even though they are not net 
lenders or borrowers. 

Table 3.3 indicates the three different ways to define a surplus, deficit and bal
anced unit. The financial system can then be thought of as a collection of markets 
and institutions that bring surplus, deficit and balanced units together, though on 
a net basis the financial system places the surplus unit on the supply side and the 
deficit unit on the demand side. Of the three perspectives of the surplus, deficit and 
balanced unit, the third, based on lending and borrowing, is the most useful. 

Surplus units are net lenders to the financial system, deficit units are net borrow
ers from the financial system and balanced units lend and borrow in equal amounts, 
but nonetheless are serviced by the financial system. The net lender/net borrower 
perspective is important for constructing a flow of funds matrix of the economy; 
however, the financial system can also be illustrated as lenders on one side supply
ing funds and borrowers on the other side demanding funds. 

Table 3.4 illustrates the financial system in terms of lenders on the side supply
ing funds and borrowers on the other side demanding funds. Note that each sector 
shows up on both sides of the financial system. Based on the fundamental flow of 
funds equation in Expression 3.3, a lender may be a surplus unit (S > I and L > 
B), a deficit unit (S < I and L < B) or a balanced unit (S =I and L =B). In all 
three cases, lending takes place. Likewise, a borrower may be a surplus unit (S > I 
and L > B), a deficit unit (S < I and L < B) or a balanced unit (S = I and L = B). 
In all three cases, borrowing takes place. Table 3.4 also illustrates the two channels 
of finance discussed in the next section. 

3.5 Two Channels of Finance: Direct and Indirect Finance 

Irrespective of how we characterize the financial system, any financial transaction 
involves an act of supplying funds and an act of demanding funds. Funds can be 
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Table 3.4. Financial System in Terms of Lenders and Borrowers 

Nonfinancial lenders 

Households 
Businesses 
Federal government 
Local and state governments 
Foreign 

Direct finance 

Nonfinancial borrowers 

Households 
Businesses 
Federal government 
Local and state governments 
Foreign 

Lenders supply funds directly to borrowers through money and capital markets. The 
lender purchases a promise to pay instrument issued by the borrower. The promise to pay 
instrument becomes an asset held by the lender and a liability of the borrower to the 
lender. 

Indirect finance 

Lenders supply funds to a financial institution by purchasing promises to pay issued by 
the financial institution (deposits, insurance policies, pension policies), which become an 
asset held by the lender and a liability of the financial institution. The financial institution 
then lends the funds received from the lender by purchasing promises to pay issued by the 
borrower. The borrower's promise to pay becomes an asset held by the financial 
institution and a liability of the borrower to the financial institution. 

supplied and demanded through financial markets or financial institutions. We can 
think of the supply of funds as purchasing a financial asset or promise to pay and 
the demand for funds as selling a financial asset or promise to pay. 

Direct finance: Direct finance occurs when the lender deals directly with the bor
rower on an "eye-to-eye" basis or through an agent or broker. The key element of 
direct finance is that the lender accepts the borrower's promise to pay and assumes 
whatever risk and other conditions are embedded in the promise to pay. Direct 
finance takes place through financial markets in which promises to pay or financial 
instruments are purchased by lenders and sold by borrowers. The purchased finan
cial instrument becomes an asset to the lender and the sold financial instrument 
becomes a liability to the borrower; for example, when the U.S. government sells a 
bond in the bond market, the government is the borrower and the bond becomes a 
liability on the government's balance sheet, while the purchaser of the bond is the 
lender and the bond becomes a financial asset on the lender's balance sheet. Finan
cial markets in the United States are the broadest, deepest and most diversified in 
the world. 

Table 3.5lists the most important financial instruments used in direct U.S. finan
cial markets bifurcated by maturity. Financial instruments up to one year in matu
rity are money market instruments and those longer than one year in maturity are 
capital market instruments. Table 3.4 also indicates whether the instrument has 
default risk and a secondary market. Default risk is the probability that the issuer 
of the financial instrument will not service the debt by not paying the interest, the 
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Table 3.5. Money and Capital Market Instruments Used in Direct Finance 

Financial Degree of Secondary 
instrument Description default risk market 

Money market instruments 
Treasury bills Issued by the federal government in None Active 

(T-bills) maturities up to one year; they pay 
no interest coupon and, hence, are 
sold at a discount - sold at a price 
lower than the face value of the 
Treasury bill. 

Large certificates Issued by large banks in denominations Amounts Modest 
of deposits of $100,000 or larger and are legally above 
(CDs) negotiable; that is, they can be sold $250,000 

to another entity before maturity and 
issued in a range of maturities. 

Commercial Short-term debt issued by banks and Yes Modest 
paper nonfinancial business entities with 

maturities up to nine months. 
Repurchase Banks, nonfinancial entities or any Determined None 

agreements entity that holds securities used as by default 
(repos) collateral for the repo. The issuer risk of 

uses securities such as T-bills for securities 
collateral. The issuer sells the repo 
with a promise to repurchase it in a 
short period of time, usually 
"overnight" or less than two weeks. 

Federal funds "Overnight" loans of reserve balances Depends on None 
held by a bank at the Federal default 
Reserve to another bank with a risk of 
deposit account at the Federal bank 
Reserve. Federal funds are not loans 
by the federal government or Federal 
Reserve. The name comes from the 
fact that funds are transferred from 
the lending bank to the borrowing 
bank via the Federal Reserve's wire 
transfer facility. The interest rate on 
federal funds, called the federal 
funds rate, is a key variable in the 
conduct of monetary policy. 

Capital market instruments 
Equities or stock Issued by financial and nonfinancial Yes Active 

corporations without any maturity. 
Corporate bonds Issued by financial and nonfinancial Yes Active 

corporations in a wide range of 
maturities up to 20 and 30 years. 

Treasury notes Issued by the federal government in No Active 
(T-notes) maturities up to ten years. 
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Table 3.5 (continued) 

Financial Degree of Secondary 
instrument Description default risk market 

Treasury bonds Issued by the federal government in No Active 
(T-bonds) maturities greater than ten years and 

up to 30 years. 
Municipals Bonds issued by local, regional and Yes Moderate 

state governments of up to 30 years 
in maturity. 

u.s. Issued by agencies supported by Technically, Active 
government government, but not guaranteed by yes; but 
agency government. Prominent agencies have built in 
securities or are: Student Loan Marketing an implicit 
u.s. Association (Sallie Mae); Federal government 
government- National Mortgage Association guarantee 
sponsored (Fannie Mae); Federal Home Loan 
enterprise Mortgage Corporation (Freddie 
(GSE) Mac); Government National 
securities Mortgage Association (Ginnie Mae); 

the 11 Federal Home Loan banks; 
Federal Farm Credit banks. 

GSEs issue bonds of up to 30 years in 
maturity to obtain funds and then 
loan the funds to selected sectors of 
the economy. 

Mortgages and Mortgages are long-term loans issued Yes Active 
mortgage- by banks, S&Ls, savings banks, 
backed credit unions and mortgage brokers. 
bonds The mortgages are then sold, in 

many cases to mortgage-related 
GSEs, which hold the mortgages or 
bundle them into a mortgage-backed 
bond to sell in the capital market. 

principal or both. Federal government debt is regarded as default-free because the 

central government has the ability to issue more debt to service or pay off maturing 

debt; increase tax revenue; or increase the money supply through the central bank. 

History shows, however, this may not always be the case. 

In August 2011 Standard & Poor made a slight downward credit rating of U.S. 

government debt, from AAA to AA +; however, the other rating agencies, Moody's 

Investor Service and Fitch Ratings, did not follow suit. Despite this rating change, 

U.S. government debt, including currency and coin, has zero default risk. At the 

same time, governments have defaulted on their debt, and the slight downgrade of 

U.S. debt is a reminder of that fact. In contrast to federal debt, debt instruments 

issued by local, regional or state governments possess some degree of default risk 

because the issuers of these instruments do not have the same ability as the federal 
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government to issue new debt to service old debt; nor do they have the same degree 
of power to raise taxes. All private financial instruments in Table 3.4, with the 
exception of that portion of large CDs issued by banks up to $250,000, possess 
some degree of default risk. 

Limitations of direct financial markets: Financial markets in the United States 
represent about 30 percent of the flow of funds at any time. They are national 
and international in scope. However, direct finance presents limitations for small 
lenders and borrowers. 

First, financial instruments are issued with a fixed face value and, hence, require 
a coincidence of denomination; second, financial instruments with the exception 
of stocks are issued with fixed maturity and, hence, require a coincidence of matu
rity; third, financial instruments require some degree of technical knowledge to 
sell and purchase, which is not a common denominator among smaller lenders and 
borrowers; fourth, small lenders lack the ability to evaluate and monitor the cred
itworthiness of borrowers; fifth, small lenders are not able to diversify because of 
insufficient funds; and, sixth, small lenders and borrowers lack the resources and 
the ability to obtain and provide information to evaluate credit risk and monitor 
credit. 

These restrictions create a fundamental problem for small lenders and borrowers 
in direct markets. The small borrower has difficulty borrowing in direct markets 
because the minimum denomination of instruments is large and the small borrower 
lacks the resources to provide financial disclosure to the potential lenders in the 
direct market so that they can evaluate risk. Small lenders have a different problem, 
in that the risk-return tradeoff of the small lender is likely incompatible with any 
borrower, small or large. This can be illustrated with the risk-return tradeoff curves 
illustrated in Figure 3.1. 

The risk-return tradeoff is an upward-sloping curve for a given level of utility 
for different portfolios of expected return and risk. The lender's utility is a positive 
function of the expected return of the portfolio and an inverse function of the risk 
of the portfolio. A risk-return curve closer to the vertical axis implies a more risk
averse lender and, for any given curve, the steeper the curve, the more risk-averse 
the lender. In Figure 3.1 the risk-return curve RRl is the base curve for a large 
lender, indicating the lender's tradeoff between return and risk. RRl indicates that 
the lender will incur risk only if compensated by a higher expected return. There 
are special exceptions to the tradeoff illustrated by RRl, but they are not important 
for the normal operation of the financial system. 

RR2 is closer to the origin and steeper and represents the risk-return tradeoff of 
a small lender relative to the base lender. Since RR2 is closer to the vertical axis, the 
lender will demand a higher expected return for the same level of risk as illustrated 
with RRl. RR2 is not only closer to the vertical axis but steeper than RRl, because, 
for this lender, an increase in risk must be compensated with a larger increase in 
expected return than for the base lender. 



3.5 Two Channels of Finance: Direct and Indirect Finance 69 

Expected return 

RR2 RRI 

Risk 

Figure 3.1. Risk-Return Tradeoff for Small Lender versus Base Lender Shows Small 
Lender Will Require Higher Expected Return for a Given Level of Risk. 

What accounts for the difference? The small lender is unable to diversify and 
thus forced to put more eggs in one basket than the base lender. The small lender 
is unable to spend the same resources as the base lender to evaluate and monitor 
credit. The small lender lacks the detailed knowledge of the technicalities of direct 
finance of the base lender. As a result, the small lender in direct finance will have 
a tradeoff curve closer to the vertical axis and steeper than that of the base lender. 

To illustrate how small lenders are at a disadvantage in direct finance, assume 
that a lender is contemplating making a loan for $50,000 to a borrower for five 
years; thus, there is no problem with a coincidence of denomination and maturity. 
But, given the lender's degree of risk aversion, the lender requires an expected rate 
of return of 20 percent. Assume the borrower is a business that wants to use the 
$50,000 over the five-year period to expand plant and equipment to generate more 
revenue. The borrower analyzes the cost and revenue flow of the expansion, then 
computes an internal rate of return that equalizes the present value of the revenue 
and cost stream to determine how much interest he/she can afford to render the 
expansion profitable. Assume the internal rate of return is 10 percent; that is, the 
investment is profitable if the borrower can borrow $50,000 at less than 10 percent. 
The lender, however, is unwilling to lend the $50,000 at any rate less than 10 per
cent. As a result, there is an incompatibility between the risk-return tradeoff of the 
lender and the default risk of the borrower, and no lending and borrowing will take 
place. 
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The risk-return tradeoff of the small lender is incompatible with the require
ments of the borrower. No financial transaction will take place. The small borrower 
also is restricted in the direct markets because of a lack of resources to provide 
information for the lender to evaluate risk. In contrast, large lenders and borrowers, 
because of the amount of funds they are willing to loan and borrow, respectively, 
have the resources and knowledge to evaluate and monitor credit, in the case of 
the lender, and to provide financial disclosure, in the case of the borrower. Most 
importantly, the large lender can diversify the loan portfolio and reduce systemic 
risk. Thus, small lenders and borrowers are not welcomed in the direct financial 
markets. 

Indirect or intermediation finance provides increased access to the financial sys
tem: The problems of direct finance for small lenders and borrowers are resolved 
by indirect or intermediation finance. In indirect finance a financial institutions is 
placed between the lender and borrower and fundamentally changes the relation
ship between them. In direct finance, the lender assumes all of the risk and other 
characteristics of the promise to pay offered by the borrower, and for many small 
lenders and small borrowers this excludes them from the market. Indirect finance 
eliminates this problem, as well as other restrictions, such as the need for a coinci
dence of maturity and denomination. 

The role of the financial institution in the financial system can be illustrated with 
the fundamental flow of funds equation (Expression 3.3) for the financial institu
tions sector. There are two major differences between Expression 3.3 for a financial 
institution and the other sectors of the economy. First, a financial institution, by def
inition, is a firm primarily focused on collecting funds and distributing those funds 
in the form of loans and investments, and, as a result, I and S are relatively small 
parts of Expression 3.3 compared to Band L. Second, financial institutions, by def
inition, largely distribute what they collect since they are required to pay interest or 
offer other services to obtain funds to lend, and, as a result, financial institutions are 
essentially balanced budget entities. Not only are I and S relatively small compared 
to B and L, but I = S and B = L. 

Take the example of a depository financial institution. The institution borrows by 
offering deposits, which are insured up to $250,000; deposits are offered in small to 
large denominations and deposits are offered in short to long maturities. The lenders 
to a depository institution thus in most cases have zero default risk, retain flexibility 
in the denomination and maturity of their lending to the depository intuition and 
still earn an interest rate. In addition, the promise to pay can be used as money. The 
depository institution uses the accumulated funds to lend. Because the depository 
institution specializes in credit evaluation and credit monitoring, it can evaluate 
default risk better than any small lender. Because the depository institution can 
make loans to many borrowers and thus put its eggs in many baskets, the overall risk 
of the loan portfolio is far less than for any small lender. As a result, the depository 
institution can lend to riskier borrowers than could any small lender. 
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Table 3.6. Important Financial Institutions that Constitute Indirect Finance 

Borrowing (sources of funds) 

Depository financial institutions 
Commercial banks Checking, saving and time 

deposits, and large CDs 

S&Ls Checking, saving and time 
deposits 

Savings banks Checking, saving and time 
deposits 

Credit unions Checking, saving and time 
deposits 

Nondepository financial institutions 
Contractual savings institutions 
Life insurance Life insurance policies 

companies 
Casualty insurance 

companies 
Pension funds 

Casualty insurance policies 

Retirement policies -
employer and employee 
contributions 

Investment institutions 
Finance companies Finance paper, bonds and 

equities 
Money market funds Shares 
Mutual funds Shares 

Lending (uses of funds) 

Consumer and business loans; 
mortgages; Treasury securities; 
and municipal securities 

Mostly mortgage loans, but also 
consumer loans 

Mostly mortgage loans, but also 
consumer loans 

Mostly consumer loans, but also 
mortgage loans 

Corporate bonds, equity and 
mortgages 

Corporate bonds, equity and 
mortgages 

Corporate bonds and equity 

Consumer and business loans 

Money market instruments 
Bonds and equities 

Financial institutions are divided into two types depending primarily on their 
borrowing or sources of funds: depository and nondepository financial institu
tions. Nondepository institutions are further divided into contractual saving and 
investment institutions. The most important financial institutions are described in 
Table 3.6. 

Depository institutions consist of banks, S&Ls, savings banks and credit unions. 
S&Ls, savings banks and credit unions are collectively referred to as thrifts. The 
term "thrift" evolved decades ago, when these nonbank depository institutions did 
not offer checking accounts, only saving and time deposits; however, they now 
function much like banks in many respects, but the term "thrift" is still used even 
though not accurate. 

Depository institutions offer a promise to pay in the form of checking deposits, 
and saving and time deposits. Of the three, banks are the largest in number and size. 
There are about 6,500 banks, compared to about 800 S&Ls and savings banks and 
7,500 credit unions. Banks are the most diversified of all financial institutions, deal 
with the largest number oflenders and borrowers and are at the center of the nation's 
financial and monetary regime. While S&Ls, savings banks and credit unions play a 
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smaller role in the financial system, they have become more similar to banks during 
the past few decades but still tend to specialize to a greater extent than banks. 

Nondepository financial institutions are fundamentally the same as depository 
institutions in terms of their role in the flow of funds; however, their promises to pay 
(borrowing in Expression 3.3) are less liquid and, as a result, not part of the money 
supply, with the exception of retail money market funds. However, their promises 
to pay offer important financial services and, because their sources of funds are less 
liquid, they can make a wider range of loans with longer maturity than depository 
institutions. Life insurance companies illustrate this point. Life insurance compa
nies offer life insurance policies as a means of obtaining funds (B in Expression 
3.3), which, even though not very liquid, provide important services to the insured. 
Likewise, because their sources of funds are long-term in nature, life insurance 
companies can make long-term loans. 

Nondepository financial institutions are usually divided into two groups: con
tractual savings institutions (life insurance companies, casualty insurance com
panies, and private and government pension funds) and investment institutions 
(finance companies, money market funds that invest in money market instruments, 
and mutual funds that invest in capital market instruments). 

Interaction between direct and indirect finance: The two channels of finance are 
analytically different, but they are closely interrelated as a result of extensive inno
vations in the financial system over the past several decades. Many loans, especially 
mortgage loans, generated in indirect finance are bundled into a security that is then 
sold in the direct markets. Treasury securities and municipal securities are held by 
financial institutions, as are commercial paper, corporate bonds and even equities 
to varying degrees. Hence, the distinction between the two channels is real, but in 
many ways the two channels overlap. 

3.6 Bringing It Together: A Flow of Funds Matrix of the Economy 

The financial system can now be summarized by a simple flow of funds matrix 
of the economy based on the actual matrix published by the Federal Reserve; in 
fact, most central banks of the world compute and publish detailed flow of funds 
statistics that highlight the role of the financial system in the economy, indicate who 
is lending and who is borrowing, indicate who the net suppliers and demanders of 
funds are and indicate the amounts of finance that go through direct and indirect 
channels. 

Table 3.7 is based on dividing the economy into three real sectors and a financial 
institutions sector. Again, there is no sector for direct finance, since direct finance 
exists only for the time it takes to exchange funds for a promise to pay. A funda
mental flow of funds equation is constructed for each sector. The top two rows of 
Table 3.7 indicateS and I for each sector. The household sector is a surplus sector, 
with S exceeding I by $11 0,000; that is, the household sector is a net lender to the 
financial system. How did the household sector distribute the surplus or be a net 
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Table 3.7. Flow of Funds Matrix of the Financial System 

Fundamental flow Financial 
of funds equation Household Business Government institutions Total 

Investment $20,000 $100,000 $5,000 $125,000 
Saving $130,000 $50,000 -$60,000 $5,000 $125,000 

Surplus(+), deficit(-) $110,000 -$50,000 -$60,000 $0 $0 
or balance (0) 

Borrowing (net change -$10,000 $60,000 $60,000 $60,000 $170,000 
in liabilities) 

Checking deposits $40,000 $40,000 
Saving and time $20,000 $20,000 

deposits 
Loans -$10,000 $20,000 $10,000 
Treasury securities $60,000 $60,000 
Corporate securities $40,000 $40,000 

Lending (net change in $100,000 $10,000 $0 $60,000 $170,000 
financial assets) 

Checking deposits $30,000 $10,000 $40,000 
Saving and time $20,000 $20,000 

deposits 
Loans $0 $10,000 $10,000 
Treasury securities $30,000 $30,000 $60,000 
Corporate securities $20,000 $20,000 $40,000 

Net lender $110,000 
Net borrower $50,000 $60,000 
Balanced entity $0 $0 

lender? The household sector reduced its borrowing by $10,000 by paying off a loan 
owed to the financial institutions sector. The household sector increased its lend
ing by increasing its holdings of promises to pay in four ways: increased checking 
deposits ($30,000); increased saving and time deposits ($20,000); increased Trea
sury securities ($30,000); and increased corporate securities ($20,000). 

The nonfinancial business sector is a deficit unit, with I exceeding S by $50,000, 
and thus has a net demand of funds from the financial system. How did the business 
sector finance its deficit of $50,000? The business sector borrowed $60,000 by sell
ing $40,000 in corporate securities and taking a loan of $20,000 from the financial 
institutions sector. The business sector sold $20,000 of securities to the household 
sector and $20,000 of securities to the financial institutions sector. The business 
sector also was a lender because it increased its checking deposits by $10,000. 
Hence, the business sector is a net demander of funds of $50,000. 

All government expenditures are considered current expenditures, so that any 
deficit, surplus or balance in the budget is indicated by negative, positive or zero 
S. In Table 3.7 the government sector is operating with a deficit of $60,000, which 
is financed by selling $60,000 of Treasury securities. The household and financial 
institutions sectors each purchased $30,000. 

The financial institutions sector is a balanced entity, since S = I, and a financial 
entity, since its real transactions - represented by S and I - are small compared to 
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its borrowing and lending. The funds or borrowing come from issuing checking 
deposits to the household sector ($30,000) and business sector ($10,000) and issu
ing saving and time deposits to the household sector ($20,000). In addition, the 
financial sector received a payment of $10,000 for an outstanding loan to the house
hold sector, which is netted against lending of $20,000 to the business sector. The 
financial sector loaned a net of $10,000 - a $20,000 loan to the business sector and 
a -$10,000 loan to the household sector. 

Table 3.7 indicates five important aspects of the financial system. 
First, the financial system is a collection of deficit, surplus and balanced units 

engaged in lending and borrowing to support their real transactions, represented by 
saving and investment. 

Second, lending and borrowing take place through direct and indirect finance. 
Direct finance occurs when the household and financial institutions sectors pur
chase government securities in the open market and when the household sector 
purchases corporate securities in the open market. The securities are purchased in 
a market with the assistance of an agent or broker; that is, they show up on the 
balance sheets of the household, business, government and financial institutions 
sectors only since the broker facilitates the transfer for a fee. Indirect finance, how
ever, does manifest itself on the balance sheet of financial institutions. 

Third, while direct and indirect finance are fundamentally different, they are 
interrelated; for example, the financial institutions sector not only provides loans 
to households and businesses but is also a participant in the direct financial markets. 
In Table 3.7 the financial institutions sector purchased directly from the business 
and government sectors promises to pay with funds obtained from deposits held by 
the household and business sectors. 

Fourth, lending and borrowing are not necessarily equal for each sector, but, 
when all sectors are combined, lending equals borrowing because every act oflend
ing is an act of borrowing. Lending equals borrowing and saving equals investment 
for the entire economy even though they can be unequal for individual sectors. 

Fifth, financial institutions are fundamentally different from the three real sec
tors because their real transactions pale in comparison to their lending and borrow
ing and, by and large, their lending and borrowing are equal because that is their 
nature - they are an institutional conduit to transfer funds from one group to 
another. 



Chapter4 

Interest Rates in the Financial System 

4.1 Introduction 

Interest rates are key variables in the nation's economy and determined by the inter
action of lenders and borrowers in the financial system. Interest rates and changes in 
interest rates impact virtually every type of private and public spending, the finan
cial health of private and public enterprises, the value of wealth of individuals and 
the nation, and the economic and financial relationship a country has with the rest 
of the world. Not only are interest rates a key variable in every lending and borrow
ing transaction, they are the focal point of monetary policy. Virtually every central 
bank conducts policy by setting an interest rate target and then uses its tools of 
monetary policy to achieve that target. The interest rate target indicates the direc
tion of monetary policy. Lacking basic knowledge about interest rates is clearly 
dangerous to your own economic health, aside from the more general problem of 
being clueless about monetary policy and the financial system in general. 

This and the next two chapters discuss interest rates from three perspectives. In 
this chapter, the following basic concepts needed to understand interest rates are 
discussed: the essential nature of the interest rate; the distinction between interest 
rates in indirect and direct finance; efforts by government to regulate interest rates; 
and basic technical aspects of interest rates. In the next chapter, the determinants of 
the level of interest rates in terms of the flow of funds framework are outlined. This 
framework can then explain why interest rates change over time. In that discussion, 
we lump all interest rates together into just one interest rate to focus on the basic 
determinants of the level of the interest rate, which can then be applied to any 
one of the many interest rates in the financial system. In the chapter after next, 
the assumption of one interest rate is dropped to focus on the structure of interest 
rates. The structure of interest rates explains how different interest rates are related 
to each other and how key elements of the relationship are used to measure risk 
in the financial system; indicate changes in the public's expected inflation; and 
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indicate the probability the economy will expand in the future or the probability 
the economy will contract in the future. 

4.2 Interest Rates Connect the Present to the Future, and Vice Versa 

The interest rate is a key element of the transfer of funds from lender to borrower 
in any financial transaction, whether lending funds indirectly to borrowers through 
indirect finance (financial institutions) or directly through direct finance (money 
and capital markets). The interest rate is the return to the lender for providing the 
funds and the cost of the funds to the borrower. Interest rates relate the present to 
the future; that is, the interest rate ties the present to the future and the future to the 
present. This is illustrated by the concept of future and present value. The future 
value of A dollars loaned at the start of the first period earning r percent per period 
for m periods is 

(4.1) 

where At is the amount of dollars loaned at the start of the first period; r is the 
interest rate expressed as a fraction - that is, r is the interest rate in percentage 
terms divided by 100 (5.0% is expressed as 0.05); and Am is the future amount of 
the At dollars invested at the start of the first period for m periods. Expression 4.1 
indicates the future or appreciated amount of A dollars earning r for any period. 
Assume At = $100 and r = 0.10; then Am is $110 form= 1 [$100 (1 + .10)t]; 
$161.05 form= 5 [$100 (1 + .10)5]; and $259.37 form= 10 [$100 (1 + .10)10]. 

Because interest rates are positive, the future value of A dollars is always larger 
than the value of A dollars at the start of the first period. 

The present value of A future dollars at the end of m periods is equal to 
the amount of dollars invested at the start of the first period earning r percent. 
Expression 4.1 can be reversed to illustrate the value of any future amount in terms 
of today's value or the present value of the future amount 

(4.2) 

where At represents today's value at the start of the first period or present value of 
the future value of Am dollars at the end of period m. In terms of the above example, 
the present value of $110 received at the end of the first period (m = 1) is $100 
if the interest rate is 0.10; the present value of $161.05 received at the end of the 
fifth period (m = 5) is $100 if the interest rate is 0.10; and the present value of 
$259.37 received at the end of the tenth period (m = 10) is $100 if the interest rate 
is 0.10. Hence, the interest rate ties the present to the future, and vice versa. 

In a lending-borrowing relationship, the lender is willing to give up liquidity 
for a return that satisfies their risk-return tradeoff; that is, lenders will not lend 
funds they could use today for some purpose unless they are paid for giving up that 
liquidity. The borrower needs liquidity today and is willing to pay a return on the 
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borrowed funds. The interest rate is the market's balance between the wants of the 
lender and the borrower; that is, if the interest rate is r percent, the lender is willing 
to lend A 1 dollars today for m periods in exchange for Am dollars at the end of the 
mth period and the borrower is willing to pay Am dollars at the end of the mth period 
for A1 dollars today. 

Interest rates as connecting the present and future are the same in all markets, 
but market forces play a different role in the determination of interest rates whether 
we are considering interest rates in indirect finance or direct finance. 

4.3 Interest Rates in Indirect and Direct Finance 

Interest rates in the indirect markets are administered but market-sensitive interest 
rates. That is, the interest rate on deposits and loans is set by some administra
tive process that adjusts the interest rate from time to time depending on market 
conditions or ties the interest rate via a formula to another interest rate, usually a 
market-determined interest rate. Deposit rates on checkable accounts, saving and 
regular time deposits are usually constant for some period of time, such as a week 
or longer, until the depository institutions initiate a change in response to changes 
in market conditions. The same is true for loan rates. 

The commercial bank prime interest rate and the adjustable-rate mortgage 
(ARM) illustrate the two types of administered rates on loans. 

The prime interest rate is the rate charged by banks to their most creditwor
thy customers and is set through a consensus process among major banks. When 
conditions warrant a change in the prime rate, one or more banks will change its 
prime and, if the others agree the change is warranted by the market, other banks 
will set their prime rate to the new level. If not, the initiating bank(s) will return 
their prime to the consensus prime. The prime rate remains constant for a period 
that sometimes can be long; for example, the prime rate since the financial cri
sis of 2008/2009 through 2015 was unchanged (Figure 4.1). The interest rate for 
an ARM is another example of an administered interest rate, but, instead of being 
determined by an administrative process, the ARM interest rate is tied by a formula 
to a base rate, such as the five-year Treasury security rate, but remains constant for, 
say, a six-month period and then is automatically adjusted to the current five-year 
Treasury security rate according to the formula. 

The behavior of an administered rate versus a market rate is illustrated in Figure 
4.1, which presents the weekly prime rate and five-year constant maturity Trea
sury security rate from January 2000 to May 2016. Notice that the prime rate is 
constant for periods of time, especially starting late 2009, while the Treasury secu
rity rate fluctuates. The Treasury security rate is market-determined, rather than 
administered. The administered rate follows the market rate, but, while the mar
ket rate varies from week to week, the prime rate remains constant for periods of 
time. Administered interest rates, whether set by an administrator of some type 
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Figure 4.1. Bank Prime Interest Rate and Five-Year Constant Maturity Treasury Security 
Interest Rate, January 2000 to May 2016. Source: FRED, Federal Reserve Bank of St. 
Louis. 

of formula, are market-sensitive to the extent that they are adjusted with a lag to 
the supply and demand conditions in the financial system. Administrated interest 
rates do not reflect market conditions on a day-by-day basis but, with a lag, reflect 
market conditions when they are adjusted. 

In contrast, interest rates in the direct financial markets, such as the Treasury 
security rate in Figure 4.1, are market-detennined, in that they are determined day 
by day, and even minute by minute, by large numbers of suppliers of direct market 
instruments and demanders of direct market instruments making their decisions on 
a wide range of information. The interest rates in the direct financial markets fully 
incorporate all of the forces that determine the interest rate without any significant 
lag. 

The remainder of this chapter discusses two topics: first, attempts by government 
to regulate interest rates; and, second, several technical aspects of interest rates that 
the reader needs to understand before moving on to a detailed explanation of how 
interest rates are determined and how they are used in the conduct of monetary 
policy. 
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4.4 Government Interest Rate Regulation 

Interest rates have a long and controversial history in the world. Interest rates have 
often been characterized as usury, to indicate that sometimes charging any interest 
for a loan is "unfair", but most of the time to indicate that only "excessive" or 
"unfair" interest rates are "unfair". There is much confusion over the concept of 
usury. 

First, there is nothing improper about charging interest for the loan of funds. If 
someone is willing to reduce their liquidity and assume risk they may not be repaid, 
the interest rate is an appropriate price to compensate one for reduced liquidity and 
increased risk. The interest rate is likewise an appropriate price for the borrower to 
pay to obtain liquidity. This is a simple economic truth illustrated by the time value 
of money: future amounts of money are discounted to the present; that is, a lender 
of $100 is willing to lend that amount for a period only if they will receive a larger 
amount at a later time and the borrower is willing to accept $100 now and repay 
the loan with a larger amount at a later time. The time value of money or interest 
rate reflects the time preferences of the lender and the borrower. 

Second, regarding interest rates themselves as an improper price is economic 
nonsense; however, much of the concern over interest rates, especially with regard 
to loans to small and uninformed borrowers, is that they are set in an unbalanced 
environment. Any noncompetitive market results in a high price, and financial 
markets are no exception; hence, when the small borrower has few choices and 
must deal with only one or a small number of lenders, the interest rate can indeed 
be excessive. But excessive in this sense does not mean the interest rate is an 
improper price, only that the interest rate is set in a noncompetitive environment 
and is excessive only in the sense it exceeds a competitively determined interest 
rate. 

As a result of this long-time anti-interest-rate history, governments have at times 
attempted to prohibit interest, but more frequently they have attempted to regu
late interest rates to prevent "excessive" interest rates. Interest rate regulations, 
however, have also been used for other purposes, such as subsidizing some politi
cally favored activity or industrial objective. In the United States, from the 1930s 
until the start of the deregulation of the financial system in the 1970s, the govern
ment attempted to limit interest rates in the indirect part of the financial system. 
Command-type economies of that period, such as the former Soviet Union and 
China, set all interest rates, and even more market -oriented economies, such as 
Japan and South Korea, controlled the majority of interest rates. Until Japan began 
to liberalize its domestic and international financial system in the late 1970s, virtu
ally every interest rate was regulated and administered by the government through 
the Bank of Japan, Ministry of Finance or some other government agency. 

There are three issues one needs to keep in mind regarding government efforts 
to regulate interest rates. 
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First, any regulation of interest rates based on the view that interest rates are an 
inappropriate price is economic nonsense. Interest rates play an important role in 
allocating resources. The interest rate is a variable that connects the present to the 
future, and vice versa, and as such is required to allocate resources over time in an 
efficient manner. One of the reasons why command economies such as the Soviet 
Union and China failed in the latter part of the twentieth century is because they 
attempted to ignore economic forces such as interest rates. That is, interest rates are 
an important variable to balance the different time preferences of those who make 
up the economy. 

Second, interest rate regulation substitutes the government for the market in set
ting interest rates and, as such, always ends up misallocating resources and having 
unintended impacts on the economy. Despite the claims often made by government 
that it can do a better job than the market in setting interest rates, history suggests 
otherwise. In virtually every case when governments attempted to regulate interest 
rates, for whatever reason, and they were significantly different from those deter
mined by market forces, inefficiency and real unfairness resulted. 

Third, rather than interest rate regulation, it is more beneficial to society to direct 
government efforts toward permitting more competition in the financial system, 
requiring greater transparency and ensuring that lenders (or borrowers) don't have 
unbalanced economic power in the flow of funds. This is a far more productive 
activity in terms of government regulation and supervision than setting interest 
rates to achieve "fairness". 

4.5 A Short History of Interest Rate Regulation 

Interest rates became legally permitted in Western civilization about 400 years ago 
but it wasn't until the twentieth century that governments seriously attempted to 
regulate interest rates to varying degrees and for various reasons. In the command
type economies of the former Soviet Union and China, interest rates were sim
ply another price set by the central planning authority. In more market-oriented 
economies, such as Japan and the United States, interest rates were regulated to 
varying degrees for different reasons. 

In the 1970s deregulation and liberalization of the flow of funds occurred 
throughout much of the world, and, as part of this process, governments gradually 
removed virtually all interest rate controls. Interest rate regulations in the United 
States went through three periods. Until the Great Depression interest rates in gen
eral were not subject to government regulation; however, starting in the 1930s, 
the government at both the federal and state levels imposed a wide range of inter
est rate controls and usury laws that limited the amount of interest that could be 
charged for a loan or paid on a deposit. These regulations were based on two foun
dations: first, in the case of loans, they were designed to limit excessive interest rates 
on loans, especially to consumers and small businesses; and, second, interest rate 
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Figure 4.2. Consumer Loan Market and Effect of Binding Interest Rate Ceiling. 

ceilings on deposits were designed to limit competition for deposits, and thus 
to limit incentives to adopt risky loan portfolios. Ceilings on deposits were also 
intended to reduce loan interest rates and keep loan rates below the usury limits. 

In the 1960s and 1970s, however, interest rate ceilings generated much economic 
and financial distress, were often circumvented by financial innovation and often 
hurt the very groups they were designed to protect. Regulation Q generated dis
intermediation and contributed to the collapse of the S&L industry in the 1980s. 
Market innovations circumvented interest rate regulations; for example, the money 
market fund was an innovation designed to offer the public a market return on 
funds far above the ceilings placed on saving and time deposits. Thrifts in the 
1970s introduced NOW accounts or savings accounts subject to transfer by check 
to offer the public an interest-paying checking account to compete with demand 
deposits offered by banks that were prohibited from paying interest (zero-interest
rate ceiling). Even banks were forced to innovate around the zero-interest-rate ceil
ing on demand deposits by offering special accounts and services to large depos
itors, which essentially permitted them to earn a market rate of interest on their 
checking and time accounts. 

Interest rate ceilings on loans illustrate the unintended consequences of the ceil
ings in that they end up hurting the very group they are designed to protect from 
"excessive" interest rates. Figure 4.2 illustrates the market for consumer loans. 
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The demand for consumer loans is an inverse function of the interest rate, and 
the supply of consumer loans is a positive function of the interest rate. The mar
ket interest rate of 10 percent is at the intersection of the two functions. Assume 
that an advocacy group convinces the government that 10 percent is "unfair" and 
discriminates against low-income households, etc., and as a result the government 
imposes a usury limit of 5 percent to make sure everyone receives a "fair" inter
est on their consumer borrowing. A 5 percent ceiling on consumer loan interest, 
however, is below the market. As such, the ceiling will generate an excess demand 
for consumer loans. At 5 percent, lenders will supply a lesser amount of credit 
(L3) then they would at the market rate of 10 percent (L1); but borrowers will 
demand a greater amount of credit (L2) then they would at the market rate of 
10 percent (L1). 

How does the market close the excess demand for credit? Lenders will take one 
of two actions. First, they will simply ration consumer loans and make consumer 
loans only to their low-risk borrowers, who are generally higher-income and longer
employed borrowers; that is, the very group of lower-income and less employed 
borrowers that the usury ceiling is designed to protect will now be eliminated from 
obtaining consumer credit. Second, lenders will find ways to circumvent the interest 
rate limit by imposing application fees or requiring compensating deposits in the 
case of a bank that are inefficient and involve transactions costs to both the lender 
and the borrower. 

The 1970s were a period of high inflation, which increased interest rates in some 
parts of the financial system that were not regulated, such as money and capital 
market interest rates, while other interest rates, such as loan and deposit rates, were 
subject to varying degrees of controls. The larger the gap between unregulated and 
regulated interest rates, the greater the economic and financial distress. In the 1980s 
and 1990s interest rate ceilings on loans and deposits were gradually removed or 
raised to high levels by a series of legislative acts and administrative decisions at 
both the federal and state levels. There was one exception: the zero-interest-rate 
ceiling applicable to demand deposits remained in force until2010, when the 2010 
Dodd-Frank Act ended the zero-interest-rate ceiling on demand deposits. Today 
interest rates on loans and deposits are either directly determined by or sensitive to 
market forces. 

4.6 Basic Technical Aspects of Interest Rates 

The next two chapters focus on the level and structure of interest rates, respectively; 
however, before we can tum to that discussion, there are several technical aspects of 
interest rates that need to be reviewed as they apply to interest rates in the financial 
system. They are: 

1 yield to maturity; 
2 yield on a simple loan, deposit account and fixed-payment loan; 
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3 yield on a debt without coupon payment feature; 
4 yield on debt with coupon payment feature; 
5 yield on equity; 
6 interest rate risk; and 
7 yield and total return. 
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Yield to maturity: This can be viewed from several perspectives. The yield to matu
rity of any financial asset is the interest return earned by holding the financial asset 
until it matures. The yield to maturity is also the interest rate that equates the present 
value of the cash flow generated by the financial asset to the present value cost of 
the asset, which is the price at which the asset is purchased. The yield to maturity 
from this perspective can also be considered an internal rate of return in determin
ing the profitability of an investment in plant or equity. Interest rates in general 
are calculated and published on a yield to maturity basis; however, there are some 
exceptions - one of which will be discussed below. In general, the yield to maturity 
is the proper foundation for calculating and interpreting interest rates. The yield to 
maturity concept can be understood by considering yields on the most common 
financial assets used in the financial system. 

Yield on a simple loan, deposit account and fixed-payment loan: A simple loan 
is a loan that will be paid at maturity in a lump sum; that is, there are no multiple 
payments over the maturity of the loan. The simple loan transaction involves a 
promise to pay. The promise to pay is a liability of the borrower and a financial 
asset to the lender and indicates the parameters of the loan: maturity, interest and the 
lump sum payment at maturity. To illustrate a simple loan, consider the following 
example: a loan of $100 for one year at 10 percent is repaid at the end of the year 
with a payment of $110 ($1 00 principal and $10 interest) and the same loan for two 
years is repaid at the end of the second year with a payment of $121 ($100 principal, 
$10 interest for the first year, and $11 interest on the balance of $110 for the second 
year). 

In both cases, the interest rate of 10 percent is the yield to maturity. In the case of 
the one-year loan of $100, the present value of the loan is the cost of the financial 
asset, which is the loan amount or the amount paid to purchase the borrower's 
promise to pay ($100). The present value of the revenue generated by the financial 
asset ($11 0) is $100 using the interest rate of 10 percent [$1 00 = $11 0/( 1.1 0)1]. In 
the case of the two-year loan, the present value cost of the promise to pay is $100 
and the present value of the revenue generated by the financial asset ($121) is $100 
[$100 = $1211(1.10i]. 

This same calculation for a simple loan can be used to illustrate the interest rate 
on a deposit as the yield to maturity. If you leave $100 on deposit at a depository 
institution paying 10 percent per annum, you can withdraw $110 at the end of the 
first year, $121 at the end of the second year, and so on. The present value of each 
of these future amounts at 10 percent is the original deposit of $100. 
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The most common form of loan in indirect finance, however, is the fixed
payment loan; that is, the loan is paid over time with fixed payments over the 
maturity of the loan. Each payment consists of a partial payment for the loan and 
an interest payment. Over time the partial payment for the loan increases and the 
interest payment decreases; that is, the first payments consist mostly of interest 
and little principal while the later payments consist mostly of principal and little 
interest. 

The present value equation for a fixed yearly payment loan for a maturity of m 
years is 

L = P1/(l + r)1 + Pz/(1 + r)2 + P3/(l + r)3 + P4/(l + r)4 + · · · + Pm/(1 + r)m 
(4.3) 

where L is the amount of the loan, P is the yearly payment, m is the maturity of the 
loan and r is the yield to maturity or interest rate. 

This equation is nonlinear and can be solved for only one unknown variable; 
that is, for a given loan amount, L, and maturity, m, the equation can be solved to 
determine the fixed payment, P, only if we assume a given interest rate, r. Or, if we 
assume a given payment, we can solve for the interest rate. To illustrate, assume you 
borrow $20,000 to purchase a car today with a five-year loan at 4 percent per annum 
and, for simplicity, the loan has annual payments instead of monthly payments. 
What is the yearly payment? In this case, L = $20,000; m = 5; andr = 0.04. Solving 
the equation for these variables is not straightforward and requires a calculator with 
finance functions or spreadsheet program with finance functions. Using XLS and 
the PMT function, insert into a cell PMT(0.04,5,$20,000) to calculate the yearly 
payment, which is $4,495.54. These payments are assumed to be made at the end 
of each year, and the balance of the loan amount after the last payment is zero. 

The yield or interest rate in Expression 4.3 is the rate that equates the present 
value of the cost of the financial asset (the loan amount, in this case) with the present 
value of the revenue flow, which consists of a fixed number of equal payments. In 
the case of the illustration, the present value of the five payments of $4,495.54 at 
4 percent over the maturity of the loan is $20,000. 

Zero-coupon, coupon and equity instruments: The promise to pay instrument 
used in the direct markets is either a money market debt instrument with a matu
rity up to one year, a capital market debt instrument with a maturity greater than 
one year or an equity instrument without a maturity date. A money or capital mar
ket debt instrument provides no ownership claim by the lender on the borrower 
but, instead, is a legal obligation of the borrower to pay interest and principal. In 
contrast, an equity instrument represents a residual claim on profits after all legal 
obligations have been satisfied. The equity carries no legal obligation to pay divi
dends or principal, but is contingent on the issuer earning a profit. 

Yields on instruments used in direct financial markets can be viewed in terms of 
the institutional way in which interest is earned and paid. 
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Yields on money and capital market instruments - zero-coupon and coupon 
instruments: A zero-coupon debt instrument does not pay a periodic coupon inter
est payment over the maturity of the instrument and, at the time of maturity, pays 
only the face or par value of the instrument. Money market debt instruments with a 
maturity of one year or less do not pay a coupon interest payment; however, capital 
market instruments with maturities greater than one year are sold with and without 
a coupon interest payment feature. 

The coupon interest payment, expressed as a percentage of the face value of the 
instrument, is fixed over time. The adjective "coupon" is based on the long-gone 
practice of issuing a long-term debt instrument with perforated coupons, which 
could be detached and either sent to the issuer of the bond for the coupon interest 
payment or presented to the bank that serviced the bond for payment. Today debt 
instruments do not have actual coupons, but the term continues to be used. 

In the following, we illustrate the zero-coupon and coupon debt instrument for 
debt obligations issued by the U.S. government. Government securities are issued 
in three forms - Treasury bills, or TBs; Treasury notes, or TNotes; and Treasury 
bonds, or TBonds - with maturities of one year or less; greater than one year and 
up to ten years; and greater than ten years, respectively. 

The TB is a zero-coupon instrument and is sold at a discount; that is, since it 
does not pay a coupon rate over the maturity of the TB, the return to the purchaser 
is determined by the relationship between the discount (face value minus market 
price) and the market price adjusted for maturity. The yield to maturity of a TB up 
to one year in maturity is determined by the following: 

r = [(FV- MP)IMP](365/m) (4.4) 

where r is the yield, FV is the face or par value of the TB, MP is the market price 
and m is the maturity in days with a 365-day year. The only cash flow generated by 
holding the TB is the face value paid at the maturity of the TB. In Expression 4.4, 
a $1,000 TB with a maturity of one year (m = 365) purchased for $950 generates 
a yield to maturity of 5.26 percent if it is held to maturity. The larger the discount, 
the greater the yield to maturity. 

Expression 4.4 is based on the yield to maturity perspective; however, TBs are 
also expressed on a discount yield basis according to the following: 

dr = [(FV- MP)/FV](360/m) (4.5) 

where dr is the discount yield. The discount yield uses a 360-day year as opposed to 
a 365-day year and expresses the discount as a percentage of the face value rather 
than the market price of the instrument. As a result, the discount yield is always 
lower than the yield to maturity, because the discount is expressed as a percentage 
of a larger base (face value instead of market price) and a lower maturity factor 
(360 instead of 365 days). To illustrate, the discount yield for the $1,000 TB above 
is 5.0 percent compared to 5.26 percent, the yield to maturity. Yields on TBs such 
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Table 4.1. Yield and Bond Price for a $100 Bond Paying a Coupon 
Payment of $10.00 per Year or a Coupon Rate of 10 Percent 

Bond price 

Yield(%) m = 5 years m = 10years m = 15 years m = 20years 

5.0 $121.65 $138.61 $151.90 $162.31 
6.0 $116.85 $129.44 $138.85 $145.88 
7.0 $112.30 $121.07 $127.32 $131.78 
8.0 $107.99 $113.42 $117.12 $119.64 
9.0 $103.89 $106.42 $108.06 $109.13 

10.0 $100.00 $100.00 $100.00 $100.00 
11.0 $96.30 $94.11 $92.81 $92.04 
12.0 $92.79 $88.70 $86.38 $85.06 
13.0 $89.45 $83.72 $80.61 $78.93 
14.0 $86.27 $79.14 $75.43 $73.51 
15.0 $83.24 $74.91 $70.76 $68.70 
16.0 $80.35 $71.00 $66.55 $64.43 
17.0 $77.60 $67.39 $62.73 $60.61 
18.0 $74.98 $64.05 $59.27 $57.18 
19.0 $72.48 $60.95 $56.12 $54.09 
20.0 $70.09 $58.08 $53.25 $51.30 

as provided by The Wall Street Journal or The New York Times are stated in both 
the yield to maturity and discount yield basis, though from an economic point of 
view the yield to maturity is the more appropriate measure of the interest rate. 

TNotes and TBonds, in contrast to TBs, are offered on a zero-coupon and coupon 
basis. The yield to maturity on a coupon TNote or TBond is based on the following: 

MP = CPt/(1 + r)1 + CPz/(1 + ri + CP3/(1 + r)3 + · · · + CPm/(1 + r)m 
+ FVm/(1 + r)m (4.6) 

where MP is the market price of the bond, CP is the coupon payment made each 
year, m is the maturity in years, FV is the face value of the Treasury security paid 
at maturity and r is the yield to maturity. The yield to maturity, r, is the interest 
rate that equates the present value of the earnings stream consisting of coupon pay
ments each year and principal in the last year to the present value of the cost of the 
instrument, which is the market price paid to obtain the revenue flow. The same 
expression applies to any bond with a coupon feature. 

Expression 4.6 consists of five parameters -three of which are known (CP, FV 
and m) and two of which are unknown (MP and r); hence, holding MP constant, r 
can be calculated and, holding r constant, P can be calculated. Table 4.1 presents 
various combinations of MP and r for a $100 bond issued at the start of the first 
year, with a maturity of five, ten, 15 and 20 years and a coupon payment of $10.00 
paid at the end of each year. There are three aspects of the illustration in Table 4.1 
worth noting: first, if the market rate is the same as the coupon rate (10 percent), 
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the bond's market price is at par (no discount or premium); second, if the market 
rate is higher than the coupon rate, the bond's market price is below par (sells at 
a discount); and, third, if the market rate is lower than the coupon rate, the bond's 
market price is above par (sells at a premium). 

TNotes and TBonds are also offered on a zero-coupon basis, or STRIPS (Sep
arate Trading of Registered Interest and Principal of Securities). These were first 
offered in the early 1980s as stripped Treasury securities, in which the coupon 
payments are removed from the coupon bond and each payment is treated as a sep
arate zero-coupon bond. This renders the stripped bond a zero-coupon bond. To 
illustrate, a 20-year TBond with a face value of $100,000 and a coupon payment 
of $10,000 per year can be stripped into 21 zero-coupon instruments- 20 coupon 
interest strips of $10,000 for each year and one principal strip payable at maturity. 

Yield on equities: Equities differ from money market or capital market debt 
instruments in three ways: first, they are issued without maturity (m = oo ); sec
ond, they are a residual claim on profits determined by the issuer of equity; and, 
third, the return paid to the holder of the equity is referred to as a dividend rather 
than a coupon or interest payment. Nonetheless, equities have a yield and price like 
any debt instrument. 

This can be illustrated by first considering a special type of capital market instru
ment that is actually not traded in the United States. A consol is a perpetual bond 
that has no maturity but promises to pay a coupon, like an annuity issued by gov
ernment. Introduced in the United Kingdom in 1751, they continue to circulate 
primarily in the United Kingdom. Despite the fact that consols are not widely used 
as a debt instrument, they are widely used in financial and monetary economics 
because the relationship between price and yield is easy to illustrate with a much 
simpler formula than the above. 

The market price of a consol is expressed by extending the coupon payments in 
Expression 4.6 to infinity and dropping the last term for the present value of the 
face amount of the bond: 

MP = CP1/(1 + r)1 + CPz/(1 + r)2 + CP3/(1 + r)3 + · · · + CPoo/(1 + r)"" 
(4.7) 

Expression 4. 7 can be simplified in the following steps. 
First, the CP in each year is the same; thus we can drop the time subscript. Define 

the variable d = 11(1 + r) and insert into Expression 4.7: 

MP = CPd1 + CPd2 + CPd3 + · · · + CPd"" 
= CPd(1 + d2 + d3 + · · · + d"") (4.8) 

Second, since d < 1, the sequence 1 + d2 + d3 + · · · + d"" in Expression 4.8 is 
an infinite geometric declining progression that can be approximated as 11( 1 - d). 
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Substitute 11(1- d) for the infinite sequence and substitute 11(1 + r) ford: 

MP = CDd/(1 -d) 
= [CD/(1 - r)]/[(1 + r- 1)/(1 + r)] 
=CP/r (4.9) 

Hence, the MP of the consol is the CP divided by r. The market price of a $100 
consol that pays a $5 per year coupon is determined by the current interest rate. If 
the market interest rate is 5 percent, the price of the consol is $1 00; that is, it trades 
at par. If the market interest rate is 6 percent, the price of the consol is $83.33; that 
is, it trades at a discount. And, if the market interest rate is 4 percent, the price of 
the consol is $125.00; that is, the consol trades at a premium. 

Expression 4.9 is much simpler than the expression for the market price of a 
coupon bond and can be used to illustrate the yield on equities. Instead of a coupon 
payment, equities pay dividends; hence, the market price of an equity assuming the 
current level of dividends are paid into infinity is 

MP=Dir (4.10) 

r=DIMP (4.11) 

where MP is now the market price of an equity and D is the current annual divi
dend assumed to be paid into infinity. The dividend-price ratio of any equity is an 
approximation of its current yield. More complex expressions allowing for changes 
in dividends over time can be developed, but Expressions 4.10 and 4.11 are suffi
cient to illustrate that the yield on an equity is fundamentally the same as the yield 
on any debt instrument. 

Are the expressions mere mathematics with nothing to do with the market? Do 
these expressions work in the marketplace? Yes, and, in fact, if the lender who 
purchases any financial instrument ignores the fundamental relationships between 
price and yield in the above expressions, it would be like ignoring the winds and 
tides. If you ignore the wind and tides you do so at your own peril, and if you ignore 
the above expressions you will likely lose wealth. 

A simple illustration will demonstrate this point. In Table 4.1, the price of a ten
year bond at a market interest rate of 8 percent is $113.42; that is, the bond pays a 
$10.00 coupon and, since the market rate is lower than the coupon rate ( 10 percent), 
the bond will trade at a premium. Assume a borrower tries to sell a ten-year bond 
at $121.07, which implies a 7 percent yield. He/she will be disappointed, as no 
one will purchase the bond at that price because the implied yield is 7 percent, 
which is below the going interest rate of 8 percent on $100 bonds with a ten-year 
maturity. The seller will be forced to drop the price. Assume the price is dropped 
to $106.42, but now the implied market rate is 9 percent, and the seller will have 
people lined up to purchase the bond and will raise the price. The price of the 
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bond will very quickly settle at $113.42, the price that will generate a yield of 
8 percent - the going market interest rate. 

Interest rate risk: There are various types of risk associated with any instrument 
traded in the money and capital markets. Default risk and interest rate risk are the 
two major types of risk for dollar-denominated instruments. Instruments issued by 
private entities and local or state governments have both default and interest rate 
risk, but U.S. government debt is subject to only interest rate risk. The central gov
ernment has much greater power to issue more debt than any state/local government 
or private entity; or increase taxes than any state/local government; or increase the 
money supply, which is a move unavailable to any state/local government or private 
entity. 

Interest rate risk is an important risk that needs to be considered by any partic
ipant in the financial system. Interest rate risk is the risk of a change in the value 
of the instrument after it has been purchased due to changes in the interest rate for 
the remainder of the maturity of the bond. The following four points are important 
for understanding the concept of interest rate risk. 

First, when a financial instrument is purchased the price and yield are known; 
however, from that point onward there is uncertainty as to what the market interest 
rate will be, and, hence, there is uncertainty as to what the price of the instrument 
will be in the future market. This is because the price of the bond is related to 
the market interest rate; whenever the interest rate changes, the price of the bond 
will change even though the coupon payment and face value remain constant. The 
maturity of the bond, however, will decrease with each passing day. 

Second, the yield and price of any financial instrument vary inversely with each 
other. Why? Review each of the above expressions for the price of any debt or 
equity instrument traded in the money and capital markets. In each case, the expres
sion indicates that when the yield increases the price of the instrument declines. If 
this is not sufficient, consider a more intuitive reason. If you purchase a $1,000 
TB with a one-year maturity for $950, the yield is 5.26 percent. Any change in 
interest rates will change the price of the bond. If the market price increased $25 
immediately after the TB was purchased - that is, the same TB now sells for 
$975 instead of $950 - the yield decreases from 5.26 percent to 2.56 percent. 
That is, since you now pay more for the revenue flow ($1,000 at the end of the 
year), the return on your purchase is less because of the higher price. Conversely, 
if the price decreased from $950 to $925, the yield increases from 5.26 percent 
to 8.11 percent. That is, since you now pay less for the revenue flow ($1,000 at 
the end of the year), the return on your purchase is higher because of the lower 
price. 

Third, the change in the price of the bond due to a given change in the interest 
rate is directly related to maturity. The longer the maturity, the greater the degree 
of interest rate risk; that is, the greater the risk of a change in the value of the bond 
to a given change in the interest rate. This can be illustrated with the information 



90 Chapter 4. Interest Rates in the Financial System 

in Table 4.1. Consider the value of two bonds if the market interest rate is 10.00 
percent- a five-year bond and a 20-year bond. Both bonds will sell for par at $100 
because the coupon interest rate is the same as the market rate. Assume interest 
rates increase from 10 percent to 15 percent. The five-year bond price declines 
from $100 to $83.24 for a price decline of 16.8 percent. The 20-year bond price 
declines from $100 to $68.70 for a price decline of 31.3 percent. The same result 
would occur if the interest rate declined from 10 percent to 5 percent; that is, the 
price of the 20-year bond would increase more in percentage terms than the price 
of the five-year bond. 

Thus, the longer the maturity of the bond, the greater the degree of interest rate 
risk, because the longer the maturity, the greater the response of the price of the 
bond to a given change in the interest rate. 

Fourth, the holding period is the period of time one expects to hold the bond. If 
the holding period is the same as the maturity of the bond there is no interest rate 
risk. At one time, those who purchased coupon bonds for earnings and held the 
bonds until they matured were referred to as "widows and orphans", as they were 
concerned only with earnings and planned to hold the bonds until maturity. 

Yield and total return: The total return of any financial asset - or, in fact, any 
asset - is defined by the following: 

Total Return = Yield + Capital Gain (4.12) 

In the context of debt or equity instruments, Expression 4.12 can be illustrated by 
considering a long-term bond. The bond yield is known since it is established the 
moment the bond is purchased. Capital gain - the difference between the future 
price of the bond and the price paid for the bond - is unknown, however, because 
the interest rate changes over time. Capital gain can be calculated at any point in 
time up to the maturity of the bond by comparing the current market price of the 
bond with the purchased price of the bond and determining whether the capital gain 
is positive (current price exceeds what was paid for the bond), negative (current 
prices is lower than what was paid for the bond) or zero (current market price is 
the same as what was paid for the bond). If this is done without actually selling 
the bond in the secondary market, one has established the "paper capital gain", the 
capital gain that would be realized if the bond were sold. If the bond is actually 
sold, then the "paper capital gain" becomes the "realized capital gain". 

In either case, the "paper total return" or "realized total return" is equal to the 
yield, which is determined when the bond was purchased, plus the "paper capital 
gain" or the "realized capital gain". There's a real lesson here for anyone managing 
a portfolio. One may experience a declining total return on a paper basis, as is the 
case when interest rates are increasing and asset prices are falling. But this becomes 
a realized decline in total return only if the asset is sold. So, be careful in managing 
your portfolio in a declining market. Living with a paper capital loss is easier than 
realizing the capital loss and perhaps ending up with a negative realized total return. 
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The difference between total return and yield can be illustrated with an example 
using Table 4.1. Assume a 20-year bond is purchased today but considered for sale 
at the end of five years. The bond now becomes a 15-year bond. Assume the market 
interest rate is 10 percent when the 20-year bond was purchased; hence, the bond 
was purchased for $100. If the interest rate increases from 10 percent to 15 percent 
at the end of five years, the price of a 15-year bond will be $70.76. The "paper" or 
"real" total return is -19.24 percent (10.0% + -29.24%). If the interest rate instead 
declines from 10 percent to 5 percent at the end of five years, the price of a 15-year 
bond will be $151.90 and the "paper" or "real" total return is 61.90 percent (10.0% 
+ 51.90% ). If the interest rate is 10 percent at the end of the five years, the "paper" 
or "real" total return is 10 percent (10.0% + 0.00%). 

There are only two situations in which total return and yield are identical. First, 
if the bond is sold in the secondary market at the same price it was purchased, the 
total return is the yield. Second, if the bond is held to maturity, there is no capital 
gain. This is the "widows and orphans" case mentioned above. 



Chapter 5 

The Level of Interest Rates 

5.1 Introduction 

The previous chapter laid out the basic concepts needed to understand the determi
nants of the level of the interest rate. This chapter focuses on what determines the 
level of interest rates at any point in time, why interest rates increase and decrease 
over time, how interest rates respond to changes in monetary policy and whether 
interest rates are a reliable indicator of the intentions of the central banlc The next 
chapter focuses on the structure of interest rates. 

In this chapter, we focus on the determinants of interest rates in direct financial 
markets, such as interest rates on Treasury securities, commercial paper, corporate 
bonds and municipal bonds, as opposed to interest rates in intermediation finance. 
There are three reasons for focusing only on interest rates in the direct financial 
markets. 

First, interest rates in the money and capital markets are market -determined; that 
is, they are determined by market forces, respond quickly to market forces and are 
not subject to any administrative decision. Second, interest rates in the money and 
capital markets are the foundation for interest rates in the intermediation finan
cial markets because they reflect all of the important market forces that determine 
interest rates; that is, when loan and deposit rates are administratively adjusted, the 
adjustment is in response to changes in the money and capital market interest rates. 
Third, interest rates in the money and capital markets reflect the cost of borrowing 
and return from lending without considering intermediation costs; that is, there is 
little difference between the ask and bid price or interest rate of a bond. In contrast, 
there is considerable difference between the rate of interest charged by a depository 
institution for a loan and the interest rate paid on deposits that represent the costs 
of intermediation. Another way to make the same point is to consider interest rates 
in money and capital markets as representing the equilibrium cost of funds deter
mined by the coming together of a large number of well-informed borrowers and 
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lenders in a competitive environment that comes very close to the model of perfect 
competition presented in introductory microeconomics. The only intermediary is 
a broker or agent, who assists in bringing together the lender and the borrower but 
who takes no risk position; that is, the broker or agent collects a fee and disappears. 

To make the following discussion straightforward, we make the following 
assumptions: 

1 all of the many interest rates in the direct money and capital markets are represented by 
only one interest rate, r; 

2 the interest rate, r, is the yield on a medium-term bond with some degree of default risk; 
3 the market price of the bond, MP, and the interest rate, r, vary inversely with each other 

through a mathematical and economic relationship; 
4 borrowers sell bonds to obtain funds and lenders lend by buying bonds; and 
5 lenders and borrowers assume that the general price level remains constant over the matu

rity of the bond. 

The last assumption is unrealistic, especially for long-terms bonds, and will be 
dropped as the discussion proceeds, but for now we make the unrealistic assumption 
that market participants anticipate no change in the price level over the maturity of 
the bond in order to focus on the fundamental determinants of r and MP. Once this 
is accomplished, the assumption of a constant price level is dropped. 

5.2 The Level of the Interest Rate: Loanable Funds and 
Liquidity Preference 

There are two approaches to understanding how the interest rate and hence bond 
price are determined: the loanable funds approach and the liquidity preference 
approach. The loanable funds approach is the older of the two approaches, dating 
as far back as the eighteenth century, whereas the liquidity preference approach 
was introduced by Keynes in his 1936 book The General Theory of Employment, 
Interest and Money. 

The loanable funds approach focuses on the supply of and demand for funds 
as the determinants of the interest rate whereas the liquidity preference approach 
focuses on the demand for and supply of money as the determinants of the interest 
rate. There are technical differences between the two approaches, in that loanable 
funds focuses on the flow of lending and borrowing whereas liquidity preference 
focuses on the stock of money demanded and supplied. At one time there was con
siderable debate about which was correct; however, there is no longer any debate, 
because it can be shown that each approach generates the same interest rate and 
bond price in a general model of the economy. 

The following discussion utilizes the loanable funds approach, for three rea
sons. First, it is an extension of the flow of funds perspective of the financial 
system (emphasized in this book) that considers a wide range of financial assets 
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Panel A: Interest rate Panel B: Bond price 

Interest rate Market price 
SLF SB 

MPI ... ................ . 

DLF DB 

Loanable funds Bonds 

Figure 5.1. Equilibrium Interest Rate and Bond Price. 

and promises to pay used to transfer funds from lenders to borrowers. On this 
level, it is institutionally intuitive for understanding the determinants of the inter
est rate, whereas the interest rate as the outcome of the supply of and demand 
for money is simply less intuitive. Second, the loanable funds approach is tech
nically straightforward, and, while the supply of money is technically straightfor
ward and will be discussed in a later chapter, the concept and measurement of the 
demand for money is technically more complex and not worth the effort. Third, 
the supply of, and especially the demand for, money have become more unstable 
and more difficult to estimate since the 1970s because of deregulation and finan
cial liberalization. This further reduces the practicality of the liquidity preference 
approach. 

5.3 The Loanable Funds Approach to Understanding the Interest Rate 

The loanable funds approach views the interest rate as determined by the interaction 
between the supply of and demand for loanable funds or lending and borrowing, 
respectively, and, conversely, views the bond price as determined by the demand 
for bonds (supply of loanable funds or lending) and the supply of bonds (demand 
for loanable funds or borrowing). Let's first focus on the interest rate. 

Figure 5.1 (panel A) indicates that the equilibrium interest rate, r1, and equilib
rium amount of lending and borrowing of loanable funds, LF 1, are determined at 
the intersection of the supply and demand functions for loanable funds. The supply 
of loanable funds (SLF) is positively related to the interest rate "other things held 
constant". The demand for loanable funds (DLF) is inversely related to the interest 
rate "other things held constant". An interest rate other than r1 will generate either 
an excess supply of funds over demand for funds (interest rate higher than r1) or 
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an excess demand for funds over the supply of funds (interest rate lower than r1). 

In this case, market forces will either decrease or increase the interest rate until it 
settles at r1• 

Figure 5.1 (panel B) illustrates the same lending-borrowing transaction in terms 
of the demand for and supply of bonds. The demand for funds function can be 
expressed as a supply function for bonds (SB), which is a positive function of the 
market price of bonds; that is, the higher the market price of bonds the greater the 
quantity of bonds supplied. The supply of funds can be expressed as a demand func
tion for bonds (DB), which is an inverse function of the market price of bonds; that 
is, the higher the market price of bonds the smaller the quantity of bonds demanded. 
The equilibrium market price, MP1, equates the quantity of bonds demanded and 
supplied, B 1. In dollar terms, B 1 and LF 1 are the same. The interest rate and market 
price of bonds are mathematically and economically interrelated. 

In the previous chapter the inverse relationship between the interest rate and bond 
price was emphasized. Even though we have not yet discussed why the functions 
in Figure 5.1 shift, it is important to understanding that the supply of and demand 
for loanable functions and the demand for and supply of bonds are related. A right
ward shift in the supply of loanable funds will decrease the interest rate in panel 
A, but will also be reflected in a rightward shift in the demand for bonds in panel 
B, thus increasing the bond price; that is, interest and bond price move inversely 
to each other. Likewise, a rightward shift in the demand for loanable funds will be 
accompanied by a rightward shift in the supply of bonds, and the interest rate will 
increase from the perspective of panel A and the bond price will decrease from the 
perspective of panel B. 

In the following discussion we focus on the interest rate; however, keep in mind 
that the bond price is a mirror image of the interest rate. Whatever the interest rate, 
the bond price is determined by that interest rate, and vice versa, and whenever the 
interest rate changes because of a change in the demand for and supply of loanable 
funds, the demand and supply of bonds will change the market price of the bond. 

Focusing on panel A of Figure 5.1, there are two aspects of each function one 
needs to understand. First, why does the supply function have an upward slope and 
the demand function a downward slope? Second, what determines the position of 
the supply and demand function and what causes each function to shift to the right 
or left? 

5.4 The Supply of Loanable Funds Function or Lending 

The supply function - why upward-sloping? The supply function in Figure 5.1 
(panel A) is upward-sloping because, "holding other things constant", the lender is 
willing to lend more funds at higher interest rates and fewer funds at lower interest 
rates. The lender needs an incentive to reduce liquidity by lending today, and that 
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incentive is the interest rate because it ties the present to the future. The greater 
(lesser) the future value of the funds lent today, the greater (lesser) the incentive 
to lend. This is nothing more than the general law of supply, in that, as the price 
of any good or service increases, holding other things constant, the market has an 
incentive to supply a greater quantity of the good or service, and vice versa. 

Position and shifts in the supply function: The supply function in Figure 5.1 
(panel A) is drawn in a given position, indicating that the quantity of loanable funds 
supplied is a positive function of the interest "other things held constant". There 
are a large number of variables "held constant" for the given supply function. A 
change in any variable held constant will shift the supply function to the right or 
left. If the function shifts to the right (left), the quantity of funds offered for loans 
is higher (lower) at any interest rate. 

The following four fundamentals are considered important for shifts in the sup
ply function for loanable funds: 

1 changes in income, wealth or the stage of the business cycle; 
2 technological or institutional changes; 
3 changes in risk and uncertainty; and 
4 changes in monetary policy. 

Changes in income, wealth or the stage of the business cycle: Increasing income, 
increasing wealth or an expanding economy provides both incentives and ability 
to spend on goods and services and financial assets. To the extent that economic 
entities purchase more financial assets, such as bonds, they are increasing their 
willingness to lend at any interest rate and, hence, the supply of funds will shift to 
the right. That is, at any interest rate, the quantity of funds supplied to the financial 
system increases. Decreasing income, decreasing wealth or a contracting economy 
reduces spending on goods and services and financial assets and thus shifts the 
supply of funds to the left, so that, at any interest rate, the supply of loanable funds 
decreases. 

Technological or institutional changes: The Internet has made it easier to pur
chase financial assets and lend in general. One of the more interesting develop
ments in this regard is a financial innovation referred to as "peer-to-peer" lending, 
in which individuals make usually small loans (microloans) to entrepreneurs. Other 
types of institutional changes, such as changes in tax regulations, influence the will
ingness to purchase financial assets; for example, increased tax benefits obtained 
from funding medical, educational and retirement accounts increase the demand for 
financial assets and, hence, lending. To illustrate, if the government increases the 
limit on contributions to medical, educational or retirement accounts, the demand 
for financial assets and lending will increase and be reflected by a rightward shift 
in the supply function. If the government lowers the limit on contributions to these 
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accounts or imposes other restrictions, the supply function will shift to the left at 
any interest rate. 

Changes in risk and uncertainty: Any economic or political event that signifi
cantly influences risk and uncertainty in the economy will shift the supply function 
for loanable funds. A terrorist attack such as 9/11, financial scandals or political 
distress will shift the supply of loanable funds to the left at any interest rate, while 
a more stable and confident outlook that lowers risk and uncertainty will shift the 
supply of loanable funds to the right at any interest rate. 

Changes in monetary policy: Central bank policy influences the supply of loan
able funds. Easy monetary policy injects liquidity into the financial sector and shifts 
the supply of loanable funds to the right at any interest rate. Tight monetary policy 
reduces the liquidity in the financial sector and shifts the supply of loanable funds 
to the right at any interest rate. 

In sum, there are four important fundamentals that influence the position of the 
supply for loanable funds, and changes in any fundamental will change the will
ingness of lenders to provide funds to the financial system at any interest rate. To 
this point we are only considering the proximate or first effects of a change in the 
underlying fundamentals and ignoring the secondary effects, which can be com
plex. Changes in an underlying fundamental can have secondary effects on the 
supply function as well as secondary effects on the demand for loanable funds. 

5.5 The Demand for Loanable Funds Function or Borrowing 

The demand function - why downward-sloping? The demand function in Figure 
5.1 (panel A) is downward-sloping because, "holding other things constant", the 
borrower is willing to borrow more funds at lower interest rates and fewer funds at 
higher interest rates. The borrower is willing to return to the lender a larger amount 
of funds in the future in order to obtain liquidity today, and the lower the amount 
needed to be repaid (lower interest rate), the more willing the borrower is to borrow, 
and vice versa. The lesser (greater) the future value of the funds to be repaid, the 
greater (lesser) the incentive to borrow. This is nothing more than the general law of 
demand, in that, as the price of any good or service decreases, holding other things 
constant, the market has an incentive to demand a greater quantity of the good or 
service, and vice versa. 

Position and shifts in the demand function: The demand function in Figure 5.1 
(panel A) is drawn in a given position indicating that the quantity of loanable funds 
demanded is an inverse function of the interest "other things held constant". There 
are a large number of variables "held constant" for the given demand function. A 
change in any variable held constant will shift the demand function to the right or 
left. If the function shifts to the right (left), the quantity of funds demanded for 
loans is higher (lower) at any interest rate. 
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The following four fundamentals are considered important for shifts in the 
demand function for loanable funds: 

1 changes in income, wealth or the stage of the business cycle; 
2 technological or institutional changes; 
3 changes in expected return and risk on borrowing; and 
4 changes in government deficits. 

Changes in income, wealth or the business cycle: Increasing income, increasing 
wealth or an expanding economy shifts the demand for loanable funds to the right. 
A growing economy is accompanied by increased consumer and business spend
ing, which in tum is accompanied by increased demand for funds to support higher 
spending. Increasing income, increasing wealth or an expanding economy also 
shifts the supply of funds to the right, as discussed above, and as a result one might 
conclude that increasing income, increasing wealth or an expanding economy has 
no impact on the interest rate, since the rightward shift in the demand function 
(increased demand for funds) is offset by the rightward shift in the supply function 
(increased supply of funds). This is possible, but not likely. 

The impact on the demand for funds of a change in these factors tends to be 
larger than on the supply of funds so that, on balance, increasing income, increasing 
wealth or an expanding economy leads to a higher interest rate. This is borne out 
by decades of the movement of interest rates with the business cycle. Over time 
interest rates vary with the business cycle, so that, during expansions, interest rates 
increase while, during contractions, interest rates decline. 

Decreasing income, decreasing wealth or a contracting economy shifts the 
demand function to the left as reduced spending reduces the public's willingness to 
borrow. Again, the supply function will also shift to the left, but, because the effect 
on the demand function is greater than on the supply function, the interest rate will 
decrease on balance. 

Technological and institutional changes: The expanding utilization of the Inter
net to access the financial system makes it easier for both households and businesses 
to borrow, causing the demand function to shift to the right. Permitting households 
to borrow on the equity of their home increases the willingness to borrow and shifts 
the demand function to the right. Government policies that subsidize homeowner
ship, such as the mortgage interest deduction on income, or policies that permit less 
restrictive loan standards shift the demand for loanable funds to the right. Govern
ment policies that provide incentives to expand plant and equipment in the business 
sector shift the demand function to the right; for example, tax credits, lowered cap
ital gains taxes, higher depreciation rates, etc. will shift the demand function to 
the right. New products and new markets change the institutional environment for 
both households and business and tend to shift the demand for funds to the right. 
An opposite change in any one of these fundamentals would shift the demand for 
funds to the left so there would be less borrowing at any interest rate. 



5.6 Bringing Supply and Demand Together: Examples 99 

Changes in expected return and risk on borrowing: Any event that increases 
expected return and/or reduces risk will shift the demand function to the right; 
for example, lower oil prices and an expected expanding economy will shift the 
demand for funds to the right. Lower capital gains taxes or lower business taxes 
will shift the demand for loanable funds to the right, as will a more pro-business 
government, both of which are also institutional changes. Higher oil prices, a con
tracting economy, higher capital gains taxes or higher business taxes in general 
and a more anti-business government will shift the demand function to the left. 
Any economic or political event that decreases (increases) business risk will shift 
the demand function to the right (left) at any interest rate. 

Changes in government deficit spending: In the flow of funds matrix used to 
illustrate the financial system in Chapter 3 (Table 3.7), the government's budget 
position was indicated by whether saving was positive (surplus budget), negative 
(deficit budget) or zero (balanced budget) because of the convention to regard gov
ernment spending as current consumption. The influence of the government's fiscal 
program on the interest rate can be considered from either the supply of loanable 
funds or the demand for loanable funds. In this discussion the influence of the gov
ernment's fiscal program is reflected by shifts in the demand for loanable funds. 
Hence, if the government runs a surplus (not a frequent event), this would result 
in a leftward shift in the demand of funds, but in the more likely deficit situation 
an increase in the government deficit will shift the demand for funds to the right. 
Government surpluses decrease the interest rate and deficits increase the interest 
rate. 

In sum, there are four important fundamentals that influence the position of the 
demand for loanable funds, and changes in any of the fundamentals will change 
the willingness of borrowers to demand funds from the financial system at any 
interest rate. To this point we are only considering the proximate or first effects 
of a change in the underlying fundamentals and ignoring the secondary effects, 
which can be complex; for example, changes in an underlying fundamental can 
have secondary effects on the demand function as well as secondary effects on the 
supply of loanable funds. 

5.6 Bringing Supply and Demand Together: Examples 

The interest rate is thus determined by the intersection of the demand for and supply 
of loanable funds. Any change in any one of the eight fundamentals (four for the 
supply of loanable funds and four for the demand for loanable funds) shifts the 
supply and demand function and thus changes the equilibrium interest rate. Keep 
in mind, however, that this is only the first step in understanding how the interest 
rate is determined, since we have assumed both lender and borrower assume the 
price level remains constant for the maturity of the loan, and once we drop this 
assumption we will add a fifth fundamental to account for the position of the supply 
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and demand function for loanable funds. But, at this stage, let's continue with the 
constant price assumption. 

To illustrate how the loanable funds framework helps us understand the level 
of the interest rate and why the level changes, consider the following changes and 
how they impact the interest rate: 

1 increased subsidization of homeownership; 
2 business cycle expansion; 
3 lower capital gains tax rate; 
4 higher oil prices; 
5 increased money supply; and 
6 increased government deficit. 

Figure 5.1 (panel A) is the reference point, starting with r1 and LF 1 as the equilib
rium interest rate and amount of loanable funds supplied and demanded, respec
tively. 

Increased subsidization of homeownership: Government policies designed to 
increase homeownership expanded greatly in the 1990s. Financial institutions were 
encouraged and incentivized to expand mortgage credit, especially to moderate- to 
low-income households. The overwhelming volume of mortgages ended up being 
financed in the direct markets even though they were originated in the indirect part 
of the financial system. Individual mortgages were bundled into one bond - a col
lateralized mortgage bond - and these bonds were then sold in the direct capital 
markets. Hence, the expanded support for homeownership starting in the 1990s 
shifted the demand for funds to the right (DLF1 to DLF2), increased the interest 
rate (r1 to r2) and increased the amount of borrowing and lending (LF1 to LF2), as 
illustrated in Figure 5.2. Reduced support for homeownership will shift the demand 
for funds to the left, decrease the interest rate and decrease the amount of borrowing 
and lending. 

Business cycle expansion: The expanding economy will shift both the supply 
of and demand for funds to the right; however, it will have a greater effect on 
the demand function than the supply function, so that, on balance, an expanding 
economy will increase the interest rate other things held constant and increase the 
amount of borrowing and lending. In Figure 5.3 the supply function shifts from 
SLF1 to SLF2, but the demand function shifts further to the right from DLF1 to 
DLF2. As a result the interest rate increases from r1 to r2 and the amount of bor
rowing and lending increases from LF1 to LF2. A recession will do the opposite 
and decrease the interest rate and reduce the amount of borrowing and lending. 

Lower capital gains tax rate: A reduced capital gains tax rate will increase 
expected return from any investment in real assets, since capital gains are already 
taxed at a lower rate than ordinary income. As a result, the demand for funds will 
shift to the right (DLF1 to DLF2), increase the interest rate (r1 to r2) and increase 
the amount of borrowing and lending (LF1 to LF2), as illustrated in Figure 5.4. An 
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Figure 5.2. Expanded Support for Homeownership Shifts Demand for Loanable Funds to 
the Right and Increases the Interest Rate. 
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Figure 5.3. Business Cycle Expansion Shifts the Demand for Loanable Funds to the Right 
and the Supply of Loanable Funds to the Right and, on Balance, Increases the Interest Rate. 
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Figure 5.4. Lower Capital Gains Tax Rate Shifts Demand for Loanable Funds to the Right 
and Increases the Interest Rate. 

increase in the capital gains tax will do the opposite and reduce the interest rate and 
amount of borrowing and lending. 

Higher oil prices: Higher oil prices increase the cost of energy across the board. 
Energy is a major cost factor for many businesses, so higher energy prices decrease 
expected returns for existing and future investments in plant and equipment. The 
demand for funds shifts to the left from DLF1 to DLF2, decreases the interest rate 
from r1 to r2 and decreases the amount of borrowing and lending from LF1 to LF2, 

as illustrated in Figure 5.5. Lower oil prices will have the opposite impact. 
Increase in the money supply: An increase in the money supply shifts the supply 

of funds to the right from SLF1 to SLF2 , decreases the interest rate from r1 to r2 

and increases the amount of borrowing and lending from LF 1 to LF2, as illustrated 
in Figure 5.6. A decrease in the money supply does the opposite. 

Increase in the government deficit: Increasing government deficits shift the 
demand for loanable funds to the right (DLF 1 to DLF2), increase the interest rate (r1 

to r2 ) and increase the amount of borrowing and lending (LF1 to LF2), as illustrated 
in Figure 5.7. A decrease in government deficits does the opposite. 

5. 7 Policy Implications: Government versus the Central Bank 

The latter two examples highlight the potential conflict between the government's 
fiscal program and central bank policy. Government spending has an inherent 
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Figure 5.5. Higher Oil Prices Shift the Demand for Loanable Funds to the Left and 
Decrease the Interest Rate. 

Interest rate 

-
rt --------- --------------------------

Loanable funds 

Figure 5.6. Increase in the Money Supply Shifts the Supply of Loanable Funds to the Right 
and Decreases the Interest Rate. 
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Interest rate 
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Loanable funds 

Figure 5.7. Increase in the Government Deficit Shifts the Demand for Loanable Funds to 
the Right and Increases the Interest Rate. 

tendency to increase over time as politicians respond to special interest groups and 
use government spending as a way to remain in power. Government spending can 
be financed in only three ways: first, increasing taxes; second, increasing borrow
ing; and, third, increasing the money supply. 

Governments know that relying on increased taxes to finance government spend
ing is politically risky, though governments to the left are more inclined to raise 
taxes than governments to the right. But even governments to the left are careful 
in advocating higher taxes. Thus, relying on taxes to finance government spend
ing is difficult and, as a result, borrowing is viewed as politically more feasible. 
But there's a downside to borrowing, because it shifts the demand for funds to the 
right and increases the interest rate (Figure 5.7). The higher interest rate draws 
attention to the economic impact of government spending, and the higher interest 
rate will reduce non-government spending; that is, increased government spending 
"crowds out" private spending. Nonetheless, borrowing is politically more feasible 
than increasing taxes, but a problem because government deficit spending increases 
interest rates. 

Governments then find it politically convenient to directly or indirect encour
age the central bank to increase the money supply to reduce the impact of the 
deficit on interest rates; that is, the central bank monetizes the new government 
debt issued to finance increased deficit spending (Figure 5.8), so that all or most of 
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Figure 5.8. Increased Government Deficit Spending and Increase in the Money Supply and, 
on Balance, No Change in the Interest Rate. 

the increase in the interest rate caused by increased government deficit spending is 
offset. 

In this way, the deficits shift the demand function to the right (Figure 5.8: DLF1 

to DLF2 ) and increase the interest rate from r1 to r2 . The increase in the money 
supply, however, shifts the supply function to the right, from SLF1 to SLF2 , and 
reduces the interest rate from r2 back to r1. In addition, borrowing and lending are 
even higher. The government deficit increases borrowing and lending from LF 1 to 
LF2 ; however, the increase in the money supply not only brings the interest rate 
back to the original level but further increases the amount of borrowing and lend
ing, from LF2 to LF3. This does not work in the long run, as will be explained 
later in the chapter, but in the short run the illustration in Figure 5.8 is realistic 
and suggests why central banks are targets of opportunity for politicians and the 
government. 

Hence, there is a basic conflict between the government's fiscal program and 
central bank policy, and, as a result, much attention is directed toward establishing 
an "independent" central bank to reduce the ability of the government to pressure, 
directly or indirectly, central bank policy to monetize government deficit spend
ing. In the past few decades central banks have been redesigned to provide greater 
independence from government. Much of this redesign was based on the view 
that an independent central bank is less susceptible to the conflict illustrated by 
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Figures 5.6, 5.7 and 5.8. We will return to this subject when we discuss the third 
component of the nation's financial and monetary regime: central banking and cen
tral bank policy. 

5.8 The Nominal Interest Rate and the Real Interest Rate 

It is time to drop the assumption that both lender and borrower anticipate no change 
in the price level over the maturity of the debt. This is accomplished by distin
guishing between the nominal interest rate and the real interest rate. The nominal 
or market interest rate is the rate determined in the market while the real interest 
rate is the interest rate adjusted for expected inflation over the maturity of the loan. 
The nominal rate is observable while the real rate is unobservable. In the above 
discussion, the price level was assumed constant, and thus the expected inflation 
rate was zero. In this case, the nominal and real interest rates are equal, so that in 
all of the previous figures the demand for and supply of loanable funds determined 
the real (which was equal to the nominal) rate since expected inflation was zero. 

The distinction between the nominal interest rate and the real interest rate is 
important, and, although it was known as far back as the eighteenth century, Irving 
Fisher over 100 years ago formalized the relationship by the following: 

nr= rr+ Pe (5.1) 

where nr is the nominal or market rate, rr is the real rate and Pe is the expected 
inflation rate. The maturity of the expected inflation rate matches the maturity of the 
interest rate; that is, if we are considering a one-year bond interest rate, the expected 
inflation rate is for the rate of inflation over the year. Expression 5.1 indicates that 
there is a one-to-one relationship between expected inflation and the nominal rate 
assuming a constant real interest rate. The nominal rate is 5 percent if expected 
inflation is zero assuming the real rate is 5 percent. If expected inflation increases 
by five percentage points, from 0 percent to 5 percent, the nominal rate will increase 
by the same amount- from 5 percent to 10 percent. Expression 5.1 is referred to as 
the Fisher relationship, and the effect of expected inflation on the nominal interest 
rate is referred to as the Fisher effect. 

One can think of the real interest rate as the real return to lending and the real 
cost to borrowing determined by the loanable funds framework, assuming lenders 
and borrowers expect the price level to remain constant over the maturity of the 
loan. That is, the real interest rate is the equilibrium rate determined by the eight 
fundamentals as illustrated above. The nominal rate in general will not equal the 
real interest rate when the market anticipates a change in the price level over the 
maturity of the bond. As such, the nominal interest equals the real interest rate plus 
the expected inflation rate, Pe· 

To fully understand the Fisher relationship, we need to deal with the following 
four questions. First, why is the nominal interest rate equal to the sum of the real 
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interest rate and expected inflation? Second, is the magnitude of the relationship 
between the nominal interest rate and expected inflation equal to 1.0, as indicated 
by Expression 5.1? Third, how is expected inflation measured? Fourth, what are 
the bounds to Expression 5.1 (that is, will the nominal interest rate incorporate any 
expected inflation rate)? 

Why the Fisher relationship makes sense: Consider a simple lending-borrowing 
transaction in which both lender and borrower anticipate no change in the price 
level; that is, Pe = 0. The lender is willing to loan the borrower $1,000 for one 
year at 10 percent. In real terms the lender expects to receive a real return of 10 
percent at the end of the year when the principal and interest of $1,100 are paid; 
that is, the lender expects to not only have the principal repaid but to have that 
amount increased to represent a 10 percent increase in real purchasing power. The 
borrower is willing to incur a real cost of 10 percent or $100 plus the principal at 
the end of the year in order to receive $1,000 at the beginning of the year. 

Now assume both lender and borrower anticipate a 5 percent increase in the price 
level over the year. If the lender accepted 10 percent for the loan, the real return 
at the end of the year would be 5 percent and not the equilibrium real return of 10 
percent. That is, everything the lender wants to purchase at the end of the year has 
increased by 5 percent. The lender will now demand an inflation premium of five 
percentage points and, hence, ask for a 15 percent nominal interest rate to ensure 
a 10 percent real interest rate on the loaned funds. The borrower would like to 
obtain the funds without paying any interest, but the reality of the market is that the 
borrower will be willing to pay the 5 percent inflation premium for a total nominal 
interest rate of 15 percent. In real terms, the borrower is still paying a real interest 
rate of 10 percent, because the borrower anticipates his/her nominal earnings will 
increase by 5 percent. 

Expected inflation now becomes a fifth fundamental that determines the inter
est rate. Figure 5.9 illustrates how expected inflation influences the interest rate 
in terms of the loanable funds approach. We start with the equilibrium nominal 
interest rate of 10 percent and borrowing and lending of $1,000, determined at the 
intersection of SLF1 and DLF1, which are based on the assumption the borrower 
and lender anticipate no change in the price level over the maturity of the bond -
that is, Pe = 0%. In this case, the 10 percent nominal interest rate is the real inter
est rate. The bracket next to the 10 percent equilibrium interest rate indicates the 
values of the three components of the Fisher relationship. 

Assume now that the lender and borrower both anticipate a 5 percent inflation 
rate- that is, Pe = 5% -but none of the other underlying fundamentals embedded 
in SLF1 and DLF1 have changed, so that the real interest rate, rr, is still10 percent. 
What happens next? 

The demand for loanable funds will shift to the right from DLF1 to DLF2, 

because the expected inflation rate increased from 0 percent to 5 percent. Why? This 
is because, at any given nominal interest rate, the real cost of borrowing declines 
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Figure 5.9. Expected Inflation Shifts the Demand for Loanable Funds to the Right and the 
Supply of Loanable Funds to the Left in Equal Amounts, So the Nominal Interest Rate 
Adjusts One to One to the Change in Expected Inflation. 

with a 5 percent expected inflation rate. The borrower is always willing to borrow 
more at any nominal interest rate when higher inflation is expected since he/she can 
repay the loan with depreciated dollars. The demand function will shift to the right 
until the vertical distance between the new and old demand function is five per
centage points. Why? If the borrower is willing to borrow $1,000 at a nominal and 
real interest rate of 10 percent when Pe = 0%, then the borrower should be willing 
to borrow $1,000 at a nominal rate of 15 percent when Pe = 5%. At a nominal rate 
of 15 percent the real rate to the borrower is 10 percent when Pe = 5%, and at a 
nominal rate of 10 percent the real rate is 10 percent when Pe = 0%. 

The supply of loanable funds will shift to the left from SLF1 to SLF2 because 
expected inflation increases from 0 percent to 5 percent. Why? This is because, for 
any given nominal interest rate, the real return from lending declines with expected 
inflation; that is, the lender is always willing to lend less at any nominal interest 
rate if he/she expected higher inflation since he/she will be repaid with depreci
ated dollars. The supply function will shift to the left until the vertical distance 
between the new and old supply function is five percentage points. Why? If the 
lender is willing to lend $1,000 at a nominal rate of 10 percent when Pe = 0%, then 
the lender should be willing to lend $1,000 at a nominal rate of 15 percent when 
Pe = 5%. At a nominal rate of 15 percent the real rate to the lender is 10 percent 
when Pe = 5%, and at a nominal rate of 10 percent the real rate is 10 percent when 

Pe =0%. 
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Hence, changes in expected inflation shift the demand for loanable funds to the 
right and the supply of loanable funds to the left in equal amounts, so that the nom
inal interest rate changes by the change in expected inflation. The real interest rate 
remains unchanged once the adjustment is complete since no other fundamental 
has changed. Economic research demonstrates that nominal interest rates not only 
rapidly adjust to changes in expected inflation but that much of the variation in 
nominal interest rates over time is due more to changes in expected inflation than 
to the real rate of interest. 

Magnitude of the Fisher effect: Expression 5.1 and Figure 5.9 indicate that there 
is a one-to-one relationship between the nominal interest rate and expected infla
tion; that is, if the real interest rate is 10 percent and the expected inflation rate 
increases from 0 percent to 5 percent, the nominal interest rate will increase from 
10 percent to 15 percent; and, likewise, if the expected inflation rate declines from 
5 percent to 0 percent, the nominal interest rate will decline from 15 percent to 
10 percent. There are times, however, when the relationship might be different 
from one to one; for example, the progressive income tax on interest earnings 
accounts for a greater than one-to-one relationship. In the above examples, the 
lender will require more than a 15 percent nominal interest rate if the high nom
inal interest rate pushes the lender into a higher tax bracket. The borrower will 
be willing to pay more than a 15 percent nominal interest rate since the interest 
deduction is higher. While the progressive income tax generates a Fisher effect 
greater than 1.0 percentage points, other factors generate a Fisher effect less than 
1.0. The bottom line is that the Fisher relationship is about one to one, and economic 
research has found it to range from 0.8 to 1.2 percentage points over long periods 
of time. 

Measuring expected inflation: The expected inflation rate is an important eco
nomic variable in macro- and monetary economics, and measures of the expected 
inflation rate are the only way to determine the real component of the nominal 
interest rate. There are three basic approaches to measuring expected inflation: 
first, to survey specific groups of individuals as to their expected inflation; sec
ond, to generate expected inflation based on econometric modeling; and, third, to 
use Treasury Inflation-Protected Securities (TIPS), introduced in 1997, to measure 
expected inflation. 

The most well-known survey measure of expected inflation is based on the Liv
ingston Survey of expected economic variables. Joseph Livingston, a financial 
columnist for The Philadelphia Inquirer, in 1946 started publishing the results of a 
survey conducted in June and December of each year of 40 to 60 "informed" indi
viduals about their anticipations of several important economic variables, including 
their expected level of the CPI for the next year. Comparing the expected price index 
a year from the survey with the actual price index at the time of the survey gener
ated an estimate of expected inflation for the next year. The Livingston Survey of 
expected inflation is the longest and most well-known measure of expected inflation 
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Figure 5.10. Livingston Survey of One-Year Expected Inflation and the One-Year Constant 
Maturity Treasury Security Interest Rate, June 1953 to December 2015. Sources: Federal 
Reserve Bank of Philadelphia (Livingston Survey expected inflation) and FRED, Federal 
Reserve Bank of St. Louis (constant maturity Treasury rate). 

and has been frequently used in the economic literature to determine the relation
ship between economic variables, especially interest rates and expected inflation. 

Figure 5.10 presents the Livingston Survey of expected inflation for one year on a 
biannual basis from June 1953 to December2015 (dashed line). The one-year Trea
sury security interest rate is also presented (solid line) to show the close relationship 
between the nominal interest rate and expected inflation (correlation coefficient of 
0.8), with the difference between the nominal interest rate and expected inflation 
representing an approximation of the real interest rate. The Livingston data and 
survey methods have been maintained by the Federal Reserve Bank of Philadel
phia since 1990, representing the longest continuous series of expected inflation 
rates in the United States. Another widely used survey of expected inflation based 
on a different sample methodology is the University of Michigan Social Research 
Center survey of household expected inflation. All survey methods, however, are 
subject to sampling errors. 

Econometric modeling based on combining a number of factors important in 
forming inflation expectations can also be used to estimate expected inflation; for 
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example, the Federal Reserve Bank of Cleveland publishes estimates of expected 
inflation for different maturities based on a sophisticated time-series model. The 
problem with econometric modeling is the challenge of determining the correct 
set of factors that influence expected inflation and taking into account how those 
factors vary over time. 

In January 1997 the U.S. Treasury began to issue bonds whose coupon payments 
and principal were indexed to the inflation rate, and, as a result, the TIPS interest 
rate is a direct estimate of the real interest rate. Comparing the interest rate on 
a non-indexed government security with the interest rate on a TIPS of the same 
maturity provides an estimate of the expected inflation rate over that maturity. The 
problem with this approach, however, is that the TIPS market is far less liquid than 
the market for government securities in general, and, as a result, the difference in 
yield between non-indexed government securities and TIPS is due to other factors 
than expected inflation. Also, TIPS interest rates have been available only since 
1997. 

In sum, all three approaches to measuring expected inflation have problems, but 
the survey-based methods, despite their sampling issues, are probably the best esti
mates of expected inflation because they are direct measures of what specific groups 
think the future price level will be at a specific point in time. The Livingston Survey 
continues to be used in academic research, and the results of the Survey are now 
published by the Federal Reserve Bank of Philadelphia. 

Is the Fisher relationship bounded? The Fisher relationship is not bounded from 
above; that is, any expected inflation rate influences the nominal interest rate no 
matter how high the expected inflation. Nominal interest can incorporate very high 
inflation rates, even hyperinflation rates, though once the inflation rate reaches a 
certain point the financial and monetary regime of a country collapses, as money 
loses value literally by the hour, as it did in German hyperinflation after WWI. 

However, the Fisher relationship is bounded from below, since the nominal inter
est rate cannot be lower than zero in normal times. A negative nominal interest rate 
implies the lender is willing to pay the borrower or the borrower returns an amount 
smaller than the loan in the future. This is economic nonsense; hence, the lower 
bound of the nominal interest rate is zero. But there have been several times in the 
past when some nominal interest rates have been negative in periods of uncertainty 
and high risk. These are special circumstances, each with its own story, but do not 
reject the argument that the Fisher relationship in Expression 5.1 is bounded from 
below by zero since the nominal interest rate cannot be zero, as the lender always 
has the option of not lending. 

5.9 A Note on Negative Interest Rates 

The issue of negative interest rates needs a little more attention, since in 2015 
and 2016 several central banks announced negative interest rates on reserves of 
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depository institutions, several countries experienced negative interest rates on gov
ernment bonds and some private banks are starting to impose a negative interest rate 
on deposits. 

In mid-2016 the European Central Bank and the central banks of Japan, Switzer
land and Sweden were paying a negative interest rate on deposits, ranging from 
-0.40 percent for the European Central Bank to -0.10 percent for the Bank of 
Japan. These extraordinary rates are designed to discourage banks from holding 
reserves and, instead, lend those reserves to stimulate the economy. The intended 
effect, however, has not occurred, and these economies continue to experience 
distress. 

Private banks in some cases are charging deposit customers a negative interest 
rate on liquid deposits; however, this is due to the generally very low interest rates 
they are receiving on loans and government bonds. In order to maintain a prof
itable interest rate spread some banks for some customers are finding it necessary 
to charge for holding the deposits in the form of a negative deposit rate. 

Government bonds in Germany, Japan and Switzerland have paid a negative 
yield, which is most unusual. This means that bond holders are willing to pay 
the government for the privilege of holding bonds and are guaranteed a negative 
total return. The yield is negative and the capital gain will most likely be negative, 
because, if interest rates move up and into positive territory in the near future, the 
bond prices will decline. Many reasons have been offered for this remarkable devel
opment, and the loanable funds model of interest rates can technically generate a 
negative interest on government bonds. If the demand for bonds shifts sufficiently 
to the right, and the supply of funds thereby shifts sufficiently to the left, bond 
prices will increase and interest rates will decline toward zero and, under certain 
conditions, go below zero. 

The issue of negative interest rates remains unresolved at this point, but two 
observations can be offered. First, they represent a much broader and unusual set of 
circumstances that indicate the limits of monetary policy to influence the economy. 
Second, these negative interest rates represent an exception to the lower bound 
condition on the Fisher equation, but they are not sustainable. They generate a wide 
range of distortions in the financial system and economy. 

5.10 Interest Rates and Monetary Policy 

The response of the interest rate to changes in monetary policy is important because 
many view interest rates as an indicator of the direction of monetary policy: easy 
monetary policy is identified with lower interest rates and tight monetary policy is 
identified with higher interest rates. This seems intuitive and consistent with the 
fact that most central banks conduct policy by targeting a very short-term interest 
rate, such as the federal funds rate, which is essentially an overnight interest rate 
in the federal funds market. At the same time, most interest rates are longer term 
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Figure 5.11. Response of the Interest Rate to an Increase in the Money Supply. 

and subject to many influences beyond monetary policy, and generally are poor 
indicators of monetary policy. 

This point can be illustrated by considering how the nominal and real interest 
rates respond to a change in monetary policy over time using the framework devel
oped in this chapter. In Figure 5.11 the starting point is time t1, when the nominal 
interest rate is 10 percent, the real interest rate is 10 percent and expected inflation is 
0 percent. At time t2 , assume the Federal Reserve increases the growth of the money 
supply from 0 percent to 5 percent. The real interest rate declines as the supply of 
funds shifts to the right with a given demand for funds, and, since expected inflation 
has not changed, the decline in the nominal rate at t2 is due entirely to a decline in 
the real rate. The lower real interest rate stimulates spending and increases income, 
which, in tum, shifts the demand for funds to the right and at first slows down the 
decline in the nominal and real interest rate and then increases the real interest rate 
starting at time t3. At time t3 expected inflation begins to increase as market par
ticipants begin to revise their expected inflation rate from 0 percent to a positive 
value in response to higher spending and income and resulting higher prices. The 
nominal interest rate will begin to increase further as expected inflation increases. 
How far will expected inflation be adjusted? According to the quantity theory of 
money, if the Federal Reserve increases the growth rate of money from 0 percent 
to 5 percent, the longer-term effect will be to increase inflation from 0 percent to 
5 percent without changing the level of income, velocity and other variables from 
their pre-t2 time. Let's assume this occurs at time t4 . At this point the real inter
est rate returns to its original level of 10 percent, because the nominal interest rate 
increases from 10 percent to 15 percent to incorporate the expected inflation rate of 
5 percent. 
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The response of the interest rate to an increase in the money supply illustrated 
in Figure 5.11 can be divided into two parts. First, the liquidity effect from t2 to 
t3, during which the money supply increase reduces the real and nominal interest 
rate and begins to stimulate spending and income. Second, the income effect and 
price expectations effect from t3 to 4, during which spending, income, prices and 
expected inflation increase, increasing both the real and the nominal interest rate. 
Eventually the economy ends up with the same real rate, but a higher nominal rate 
to incorporate the higher expected inflation rate. 

The time-phased response of the interest rate to an increase in the money supply 
illustrated in Figure 5.11 is not that far from what empirical research has demon
strated over the decades, and suggests three considerations. First, a simple illus
tration of how changes in money influence the interest rate holding inflationary 
anticipations constant (Figure 5.6) is just that- simple and often misleading. Part 
of the response to the increase in the money supply is a lower the real, and hence 
nominal, interest rate; however, eventually income, spending, prices and expected 
inflation increase. Second, the pressure placed on central banks to monetize gov
ernment deficits works only in the shorter term, and, more likely than not, nominal 
interest rates will end up higher. Thus the monetization of debt is not a reliable 
policy in the longer term. The central bank cannot keep interest rates permanently 
low. Third, the interest rate is a poor indicator of the stance of monetary policy. In 
the liquidity phase, lower interest rates are the result of increased money supply; 
however, after the liquidity phase, increasing and higher interest rates are the result 
of increased money supply. Thus you get different perspectives on the stance of 
monetary policy depending on the time you consider the interest rate in response 
to the increase in the money supply. 



Chapter 6 

The Structure of Interest Rates 

6.1 Introduction 

The structure of interest rates is defined as the relationship between different inter
est rates at a point in time and how the relationship between various interest 
rates changes over time. Figure 6.1 illustrates this concept by presenting the one
year Treasury constant maturity rate, the five-year Treasury constant maturity rate, 
Moody's Seasoned Baa Corporate Bond Yield and the Bond Buyer 20 Municipal 
Bond Index from January 1998 to May 2016. It is clear that interest rates at points 
in time differ significantly from each other and that the relationship changes over 
time. 

This chapter identifies the four basic determinants of the structure of interest 
rates: default risk, liquidity, tax treatment and maturity. The first three are straight
forward while maturity is a subtly more complex influence on the structure of inter
est rates. While the influence of maturity on the structure of interest rates is com
plex, it provides important insights into the market's expectations of future inflation 
and economic activity. To emphasize the importance of maturity, the relationship 
between maturity and the structure of interest rates is referred to as the term struc
ture of interest rates, as opposed to the more general concept of the structure of 
interest rates. 

In the basic approach to understand how each of the four determinants of the 
structure of interest rates influences any interest rate and its relationship with other 
interest rates, one compares the interest rates on two securities, holding constant the 
other three factors. That is, to determine how default risk influences interest rates 
at a point in time and over time, compare the interest rate on securities with vary
ing degrees of default risk with the interest rate on securities that have no default 
risk, holding constant liquidity, tax treatment and maturity for both securities. To 
determine how liquidity influences interest rates at a point in time and over time, 
compare the interest rates on securities with varying degrees of liquidity with the 
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Figure 6.1. One-Year Treasury Constant Maturity Rate, Five-Year Treasury Constant Matu
rity Rate, Baa Corporate Bond Rate and State and Local Municipal Rate, January 1998 to 
May 2016. Source: FRED, Federal Reserve Bank of St. Louis. 

interest rate on securities that have the highest degree of liquidity, holding default 
risk, tax treatment and maturity constant on both securities. To determine how 
maturity influences interest rates at a point in time and over time, compare the 
interest rate on securities with different maturities, holding constant default risk, 
liquidity and tax treatment on both securities. 

Treasury securities (Treasury bills, Treasury notes and Treasury bonds) are usu
ally the foundation or base interest rates to determine how default risk, liquidity, 
tax treatment and maturity influence other interest rates. Treasury securities have no 
default risk for all practical purposes; Treasury securities have a very high degree 
of liquidity; Treasury securities have the same tax treatment, with few exceptions; 
and interest rates on Treasury securities are available for a much wider range of 
maturities than other securities. There is extensive data on Treasury security inter
est rates in the form of interest rates for "constant maturities" of one, five, ten, etc. 
years; however, these interest rates are not for new Treasury securities with one-, 
five-, ten-, etc. year maturities, but are interest rates on existing Treasury securities 
with varying stated maturities but, at that point in time, have one, five, ten, etc. 
years of maturity remaining. That is, the ten-year Treasury constant maturity inter
est rate might include interest rates of 20- and 30-year bonds that have ten years of 
maturity remaining as well as ten-year bonds. 
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Figure 6.2. Effect of Default Risk on the Interest Rate. 

In the following, we consider how each of the four determinants of the structure 
of interest rates influences any given interest rate and the structure of interest rates 
at a point in time and over time. 

6.2 Default Risk 

Default risk is the risk the issuer of the security will not pay the coupon interest 
and/or the principal of the security when it matures. Treasury securities as well 
as currency issued by the Federal Reserve and deposits at depository institutions 
(up to $250,000) have no default risk for all practical purposes since the full faith 
and credit of the U.S. government stand behind these promises to pay. The fed
eral government is able to deliver on this commitment more than any other issuer 
of a promise to pay. Government has far more ability to issue more securities to 
service existing securities than any state or local government; has the ability to 
increase taxes more than any state or local government; and, alone, has the ability 
to print money. Hence, debt issued by the federal government - coin, currency and 
securities - has no default risk, and nor do promises to pay issued by depository 
institutions up to the federal deposit insurance limit. All other promises to pay, 
unless guaranteed by the federal government, possess some degree of default risk. 
At the same time, the default-free status of government debt is not absolute. 

The higher the degree of default risk for any given security, the higher the inter
est rate, other things held constant. This can readily be illustrated with the loan
able funds approach in Figure 6.2. An increase in default risk shifts the supply of 
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Figure 6.3. Moody's Seasoned Baa Corporate Bond Yield Relative to Yield on Ten-Year 
Treasury Constant Maturity, January 1960 to May 2016. Source: FRED, Federal Reserve 
Bank of St. Louis. 

loanable funds to the left from SLF 1 to SLF2 because, at any interest rate, the higher 
risk of the promise to pay reduces the willingness to lend. As a result, the interest 
rate increases from r1 to r2 . A decrease in default risk shifts the supply of loanable 
funds to the right from SLF1 to SLF3 and the interest rate decreases from r1 to r3. 

The degree of default risk embedded in an interest rate can be measured by com
paring that interest rate to an interest rate with no default risk but with the same 
or close to the same degree of liquidity, tax treatment and maturity. To illustrate, 
the difference between the high-risk Baa corporate bond and the ten-year Treasury 
constant maturity interest rate in Figure 6.1 approximates the default risk on the 
corporate bond (Figure 6.3). 

Default Risk on Long-Term Baa Corporate Bond Interest Rate = Long-Term 
Baa Corporate Bond Interest Rate- Ten-Year Treasury Constant 
Maturity Interest Rate ( 6.1) 

The default risk effect varies over time, tending to decline during business cycle 
expansions and increase during contractions. Notice the sharp increase in the 
default risk component of the corporate bond rate during the financial crisis of 
2008/2009. The interest rate spread in Figure 6.3, however, is not entirely due to 
differences in default risk, because corporate bonds are less liquid than Treasury 
securities and there exist differences in maturity, since the Baa rate includes various 
maturities whereas the Treasury rate is for a ten-year maturity. 
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In Chapter 5 the Fisher relationship was introduced to explain the difference 
between nominal and real interest rates: 

nr = rr + Pe (6.2) 

The Fisher relationship can be used as a foundation to illustrate how default risk, 
and the other determinants of the structure of interest rates, influence any given 
interest rate and the relationship between that interest rate and other interest rates. 
Expression 6.2 can be expanded to include a default risk premium by the following: 

nr = rr + Pe+ df (6.3) 

where df is the default premium. In the case of Treasury securities, df = 0, but, in 
the case of all other securities, df > 0. 

6.3 Liquidity or Marketability Effect 

The liquidity of any real or financial asset is the ability to tum that asset into money 
by selling the asset on a secondary market. In the case of a security, there are two 
related determinants of the liquidity of the security: first, the existence, depth and 
extent of a secondary market for that security; and, second, the transactions cost of 
selling that security. Liquidity becomes an issue only if there is a non-zero proba
bility the security will be sold before maturity. 

The relationship between the liquidity and the interest rate can be illustrated 
with Figure 6.2, except now the shifts in the supply of loanable funds is due to 
changes in the liquidity of the promise to pay rather than default risk. A decrease 
in the liquidity of a security shifts the supply of loanable funds for that security 
to the left and thus increases the interest rate, while an increase in the liquidity 
of a security shifts the supply of loanable funds for that security to the right and 
thus decreases the interest rate. The change in the interest rate due to a change in 
liquidity is referred to as the liquidity premium effect. 

The liquidity premium can be represented by the difference between a security 
with a low degree of liquidity and a security with a high degree of liquidity; for 
example, the spread between the corporate Baa interest rate and Treasury security 
rate illustrated in Figure 6.2 is partly the result of the liquidity premium, because 
corporate bonds possess less liquidity than Treasury securities. Not only do Trea
sury securities have a default risk effect of zero ( df = 0), they are the most liquid 
financial assets in the money and capital markets. Treasury securities have lower 
selling transactions costs and a deeper and broader secondary market, with many 
participants, compared to any other security, but, unfortunately, the interest rate 
spread between Treasury securities and any other security reflects both the default 
risk and liquidity effect and there is no straightforward method to bifurcate the two 
effects. 
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The expanded Fisher relationship in Expression 6.3 can be extended to include 
the liquidity premium effect: 

nr = rr + Pe+ df + lp (6.4) 

where lp is the liquidity premium that is added to an interest rate. In the case of 
Treasury securities, lp = 0, but, in the case of all other securities, lp > 0, since they 
possess less liquidity in terms of being able to be sold on the secondary market 
compared to Treasury securities. 

6.4 Tax Treatment 

The interest and capital gains received on securities are subject to federal income 
taxes as well as state income taxes in those states that have an income tax. The 
interest on municipal securities, however, is not subject to federal taxation nor state 
taxation for residents of a state holding that state's municipal securities. Municipal 
securities are subject to taxation on capital gains if sold before maturity, however. 
The exemption of interest on municipals from income taxes is a subsidy financed by 
the general taxpayer, rationalized by the fact that state, regional and local govern
ments do not have the same resources as the federal government to provide basic 
infrastructure (roads, bridges, schools, hospitals, etc.), which has a large public 
good component that extends far beyond those living in the political boundaries 
of the issuing authority. The tax subsidy significantly reduces the cost of financ
ing local infrastructure projects; however, in the past several decades most state, 
regional and local governments have abused the tax exemption by issuing munic
ipals to finance sports stadiums, industrial parks and entertainment centers, which 
fall far outside the traditional rationale for the tax exemption. 

To understand how the exemption of interest from income taxes influences the 
interest rate we need to consider the difference between before- and after-tax inter
est. The interest received on any security other than a municipal is the before
tax interest rate and, applying the appropriate tax rate, it is converted to an after
tax interest rate. Expression 6.5 illustrates this relationship between after-tax and 
before-tax interest: 

llraft = llrbft *(1 - tr) (6.5) 

where nraft is the after-tax interest rate, llfbft is the before-tax rate and tr is the 
marginal tax rate. Consider a Treasury security interest rate of 10 percent. The 10 
percent interest rate is the before-tax interest rate, which, at a 40 percent marginal 
tax rate, becomes a 6 percent after-tax interest rate. In the case of municipal secu
rities, tr = 0, so that the after-tax interest rate and the before-tax interest rate are 
the same. 

The interest rate differential between municipal securities and high-grade cor
porate bond interest rates, assuming that default risk, liquidity and maturity are the 
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same, is thus an implicit measure of the marginal tax rate. If the corporate before-tax 
interest rate is 10 percent and the municipal interest rate is 6 percent, this implies 
that the marginal tax rate on interest is 40 percent. Or another perspective is to 
assume the 40 percent marginal tax rate is the applicable tax rate for participants in 
the financial market; then the market will ensure that the interest rate on a munic
ipal is 6 percent if the before-tax interest rate on an equivalent corporate security 
is 10 percent. If a state government attempted to sell a municipal at a higher-than
market price that generated a 5 percent interest rate, there would be no buyers, since 
the after-tax interest rate on the corporate security (6 percent) exceeds the munic
ipal rate. If the state government lowered the municipal price to such a level that 
it generated a 7 percent interest rate, the market would bid up the price and lower 
the interest rate to 6 percent. The balance point of a before-tax interest rate of 10 
percent on the corporate security and the 6 percent municipal rate is defined by 
Expression 6.5 assuming the marginal tax rate is 40 percent. 

The extended Fisher relationship can be extended to incorporate a tax effect: 

llrbft = rr + Pa + df + lp 
nrarr = (rr + Pa + df + 1 p)*(l- tr) (6.6) 

In the case of municipal securities, tr = 0. As a result, municipal interest rates are 
consistently lower than interest rates on other securities with similar default risk, 
liquidity and maturity. It is difficult to illustrate the tax rate effect by comparing 
municipal rates with corporate or Treasury security rates even if one can match 
maturities because differences in default risk and liquidity risk also play a major 
role in determining the interest rate spread between municipal interest rates and 
other interest rates. 

6.5 Maturity: The Term Structure of Interest Rates and the Yield Curve 

Of the four determinants of the structure of interest rates, maturity is more complex 
and sometimes goes against intuition as to the relationship between interest rates 
and maturity. The term structure of interest rates is the relationship between interest 
rates and maturity, holding default risk, liquidity and tax treatment constant. Trea
sury securities provide the best set of interest rates to measure this relationship. 

The term structure of interest rates is measured by the yield curve, which 
expresses yield as a function of maturity. The yield curve is usually presented in 
three forms on the same diagram: the yield curve as of today, the yield curve one 
week earlier, say, and the yield curve one year ago, say. Comparisons between the 
current yield curve and the previous yield curve provide information about the mar
ket's expectations regarding inflation and the direction of economic activity. 

The yield curve exhibits one of three patterns (Figure 6.4): first, the ascending 
yield curve, in which interest rates are positively associated with maturity; second, 
the flat yield curve, in which interest rates are invariant to maturity; and, third, the 
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Figure 6.4. Three Common Shapes of the Yield Curve. 

descending or inverted yield curve, in which interest rates are negatively associated 
with maturity. The ascending yield curve is intuitive to most readers, as they would 
expect to pay a higher rate for a longer-term loan; however, the flat and descending 
yield curve are not intuitive. All three yield curves have been observed, and even 
at one time in the 1970s, during the Great Inflation, the yield curve exhibited a 
"humped" shape; however, the upward-sloping or ascending yield curve is the most 
common shape. 

There are two issues to be addressed with respect to the yield curves illustrated in 
Figure 6.4: first, what determines the shape of the yield curve; and, second, what can 
shifts in the yield curve reveal about market expectations of inflation and economic 
activity? 

6.6 What Explains the Shape of the Yield Curve? 

Any explanation of the yield curve needs to explain two empirical regularities about 
interest rates. First, interest rates tend to increase and decrease together, and as a 
result are highly correlated over time, as illustrated in Figure 6.1. Second, while all 
three shapes of the yield curve have been observed, including the humped shape 
that occurred in the late 1970s, the ascending or upward-sloping yield curve is the 
most frequently observed. 

There are three explanations of the yield curve: the unbiased expectations 
hypothesis; the liquidity premium or biased expectations hypothesis; and the seg
mented market or preferred habitat hypothesis. 

Unbiased expectations hypothesis: This view is based on the assumption that 
market participants over a given planning horizon are interested only in maximizing 
wealth and are indifferent to whether they hold a series of short-term securities 
over that planning horizon or one long-term security. Ignoring transactions cost, the 
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interest rate on a bond of any maturity is equal to the average of the current short
term interest rate and the expected short -term interest rates over the maturity of the 
bond. A straightforward example illustrates the basic elements of the expectations 
hypothesis. 

Consider a market participant with a planning horizon of two years who can 
choose a portfolio of one two-year bond or two one-year bonds. The transactions 
cost of the two portfolios are different, since transactions costs are lower for the 
portfolio with one two-year bond; however, we ignore transactions costs in this 
example. Transactions cost can be included in more detailed presentations of the 
expectations hypothesis without altering the basic premise that long-term interest 
rates are equal to the current short-term interest rate and the expected short-term 
interest rates over the maturity of the bond. 

Assume the current interest rate on the one-year bond at the start of the first 
year is 5 percent and assume the market anticipates the short-term interest rate 
will be 10 percent at the start of the second year. It's not important as to how the 
market determines the expected short-term interest rate, but what is important is that 
the market makes portfolio decisions based on that expectation of the short-term 
interest rate at the start of the second year. Based on this expectation, the expected 
return of the portfolio of two one-year bonds is 7.5 percent- the average of the 
known short-term rate at the start of the first year and the expected short-term rate 
at the start of the second year. 

What, then, must the interest rate at the start of the first year be on the two
year bond? It will equal 7.5 percent- the average of the current short rate and the 
expected short rate. Why? If the two-year bond rate were 8 percent, the market 
would realize that the portfolio of one two-year bond generated a higher expected 
return than a portfolio of two one-year bonds, which we determined is 7.5 per
cent. The demand for two-year bonds would increase, increasing price and reducing 
yield, until it was lowered to 7.5 percent. If the two-year bond rate were 6 percent, 
the market would decrease demand for two-year bonds, since the expected return 
on two one-year bonds is 7.5 percent. As a result, the price of two-year bonds would 
decrease and yield would increase to 7.5 percent. 

In general, the interest rate on a bond with maturity of m periods at the beginning 
of the first period is 

r1m = Average[r11 + E(r1t+t) + E(r1t+2) ... E(r1t+m)l (6.7) 

where the subscript t is time, the superscript is maturity in terms of periods, r1 1 is 
the known rate of interest at the start of the first period for a bond with maturity of 
one period and E represents the market's expected interest rate on the one-period 
bond for each period starting at t+ 1 and ending at t+m. 

Table 6.1 illustrates how Expression 6. 7 works and how it can generate different 
shapes of the yield curve depending on the market's expected path of one-period 
bond interest rates over the maturity of the longer-maturity bond. Table 6.1 is based 
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Table 6.1. Illustrating the Expectations Hypothesis and How It Generates 
Different Yield Curve Shapes 

One- Two- Three- Four- Five-
year year year year year 

Current year: 2015 rate rate rate rate rate 

Panel A 
Upward-sloping or ascending yield curve 
Current period, t (2015), one- to five-year 5.00 5.50 6.00 6.50 7.00 

market rates 
Expected one-year market rate in t+ 1 (2016) 6.00 
Expected one-year market rate in t+2 (2017) 7.00 
Expected one-year market rate in t+3 (2018) 8.00 
Expected one-year market rate in t+4 (2019) 9.00 
PanelB 
Flat yield curve 
Current period, t (2015), one- to five-year 5.00 5.00 5.00 5.00 5.00 

market rates 
Expected one-year market rate in t+ 1 (2016) 5.00 
Expected one-year market rate in t+2 (2017) 5.00 
Expected one-year market rate in t+3 (2018) 5.00 
Expected one-year market rate in t+4 (2019) 5.00 
PanelC 
Descending yield curve 
Current period, t (2015), one- to five-year 5.00 4.50 4.00 3.50 3.00 

market rates 
Expected one-year market rate in t+ 1 (2016) 4.00 
Expected one-year market rate in t+2 (2017) 3.00 
Expected one-year market rate in t+3 (2018) 2.00 
Expected one-year market rate in t+4 (2019) 1.00 

on a five-period planning horizon. The current interest rates at timet (2015) are 
marked in bold. The other interest rates are expected interest rates. What needs to 
be explained is how the period 2, period 3, period 4 and period 5 one-period interest 
rates are determined at time t. The period 1 rate at time t is the base rate, with 
all other interest rates based on the known period 1 interest rate and the market's 
expectation of the one-period bond rate in each of the four remaining periods, t+ 1, 

t+2, t+3 and t+4. 
The three panels of Table 6.1 illustrate how the expectations hypothesis gener

ates the three yield curves. The shape of the yield curve is determined by the current 
one-period rate at time t and the expected one-period rate in periods t + 1, t + 2, t + 3 
and t +4 at time t. 

In panel A the market expects one-period rates to increase each period through 
t+4 (2019) and, hence, the yield curve at timet is ascending. The period 2 bond 
rate is the average of the current one-period rate and the expected one-period rate 
in period t+ 1, or (5.00 + 6.00)/2 = 5.50; the period 3 bond rate is the average of 
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the current one-period rate and the expected one-period rates in t+ 1 and t+2, or 
(5.00 + 6.00 + 7 .00)/3 = 6.00; the period 4 bond rate is the average of the current 
one-period rate and the expected one-period rates in t+1, t+2 and t+3, or (5.00 + 
6.00 + 7.00 + 8.00)/4 = 6.50; and, lastly, the period 5 rate is the average of the 
current one-period rate and the expected one-period rates in t + 1, t + 2, t + 3 and t +4, 
or (5.00 + 6.00 + 7.00 + 8.00 + 9.00)/5 = 7.00. 

In panel B the market expects one-period interest rates to remain constant at 
the current rate and, hence, the yield curve at time t is flat. In panel C the market 
expects one-period rates to decline and, hence, the yield curve at time t is inverted 
or descending. 

Technically, Expression 6.7 is unbiased, because the interest rate on any long
term bond is the unbiased average of the current and expected short-term rates 
over the maturity of the bond, and hence it is sometimes referred to as the pure 
expectations hypothesis, to distinguish it from the liquidity premium hypothesis 
(below). 

The expectations hypothesis can explain any shape of the yield curve, but does 
it incorporate the two empirical regularities of the term structure of interest rates? 
That is, can it explain the fact that interest rates move together over time, and can it 
explain why upward-sloping yield curves are more common than flat and inverted 
yield curves? The expectations hypothesis can easily explain why interest rates 
of different maturities move together, because the interest rate for every period 2, 
3, 4 . . . m bond at time t is an average of the current one-period bond rate and 
the expected interest rates on one-period bonds for periods 2, 3, 4 . . . m. The 
expectations hypothesis, however, cannot explain why the upward-sloping yield 
curve is the most common, because it provides no insight into why markets expect 
any particular pattern of future interest rates on one-period bonds. 

Liquidity premium hypothesis or biased expectations hypothesis: The liquidity 
premium hypothesis builds on the expectations hypothesis but, instead of assuming 
that market participants are indifferent between a portfolio of short- and long-term 
bonds, assumes market participants prefer to be short rather than long because of 
interest rate risk. The longer-term interest rate thus must be adjusted upward to 
include a liquidity premium to compensate for liquidity risk. 

Expression 6. 7 is modified to incorporate liquidity premiums: 

where lp1m is the liquidity premium at timet for a period m bond. The liquidity 
premium, lPt, is a positive function of m; that is, the larger m is, the larger the lp 
factor that is added to the interest rate. 

Table 6.2 illustrates the liquidity premium hypothesis. A liquidity premium at 
time t has been added to each panel used in Table 6.1. Notice that the liquidity 
premium at time t increases with maturity, as would be expected. 
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Table 6.2. Illustrating the Liquidity Premium Hypothesis and How It Generates 
Different Yield Curve Shapes 

One- Two- Three- Four- Five-
year year year year year 

Current year: 2015 rate rate rate rate rate 

Panel A 
Upward-sloping or ascending yield curve 
Current period, t (2015), one- to five-year 5.00 5.55 6.06 6.57 7.08 

market rates 
Expected one-year market rate in t+ 1 (2016) 6.00 
Expected one-year market rate in t+2 (2017) 7.00 
Expected one-year market rate in t+3 (2018) 8.00 
Expected one-year market rate in t+4 (2019) 9.00 
Liquidity premium (2015) 0.05 0.06 0.07 0.08 
PanelB 
Flat yield curve 
Current period, t (2015), one- to five-year 5.00 5.05 5.06 5.07 5.08 

market rates 
Expected one-year market rate in t+ 1 (2016) 5.00 
Expected one-year market rate in t+2 (2017) 5.00 
Expected one-year market rate in t+3 (2018) 5.00 
Expected one-year market rate in t+4 (2019) 5.00 
Liquidity premium (2015) 0.05 0.06 0.07 0.08 
PanelC 
Descending yield curve 
Current period, t (2015), one- to five-year 5.00 4.55 4.06 3.57 3.08 

market rates 
Expected one-year market rate in t+ 1 (2016) 4.00 
Expected one-year market rate in t+2 (2017) 3.00 
Expected one-year market rate in t+3 (2018) 2.00 
Expected one-year market rate in t+4 (2019) 1.00 
Liquidity premium (2015) 0.05 0.06 0.07 0.08 

Considering panel A, the period 2 bond rate is the average of the current one
period rate and the expected one-period rate in period t+ 1 plus the liquidity pre
mium at time t, or (5.00 + 6.00)/2 + 0.05 = 5.55; the period 3 bond rate is the 
average of the current one-period rate and the expected one-period rates in t+ 1 

and t+2 plus the liquidity premium at timet, or (5.00 + 6.00 + 7.00)/3 + 0.06 = 
6.06; the period 4 bond rate is the average of the current one-period rate and the 
expected one-period rates in t+1, t+2 and t+3 plus the liquidity premium at time 
t, or (5.00 + 6.00 + 7.00 + 8.00)/4 + 0.07 = 6.57; and, lastly, the period 5 bond 
rate is the average of the current one-period rate and the expected one-period rates 
in t+1, t+2, t+3 and t+4, or (5.00 + 6.00 + 7.00 + 8.00 + 9.00)/5 + 0.08 = 7.08. 
Notice that the yield curve in Table 6.2 compared to Table 6.1, for the same set of 
current and expected period 1 rates, has been shifted upward by the amount of the 
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liquidity premium at each maturity; that is, the yield curve with the liquidity pre
mium is now more upward-sloping than the upward-sloping yield curve without 
the liquidity premium (compare panel A in Table 6.2 with Table 6.1). The yield 
curve with the liquidity premium is now upward-sloping compared to the flat yield 
curve without the liquidity premium (compare panel B in Table 6.2 with Table 6.1 ). 
To obtain a flat yield curve the market's expected one-period interest rates must 
decline by the increase in the liquidity premiums so that the two influences offset 
each other. The yield curve with the liquidity premium is less downward-sloping 
than the downward-sloping yield curve without the liquidity premium (compare 
panel C in Table 6.2 with Table 6.1). 

The liquidity hypothesis is also referred to as the biased expectations hypothesis, 
because the longer interest rate is a biased average of the current and expected 
short-term interest rates because it incorporates a positive liquidity premium that 
is directly related to maturity. 

Like the expectations hypothesis, the liquidity premium hypothesis can explain 
the tendency for interest rates of different maturities to move together over time, 
because the liquidity premium is based on the same model in which each longer rate 
is an average of the current one-period bond rate and the expected one-period bond 
rate over the maturity of the longer-term bond. The liquidity premium, however, 
can account for the more frequent occurrence of upward-sloping yield curves. It 
biases each longer interest rate upward because each longer rate now includes a 
liquidity premium, which increases at a given time with maturity. 

Segmented market or preferred habitat hypothesis: This view of the yield curve 
is much different from either the expectations or liquidity premium hypothesis 
in that it views short- and long-term bonds as separate markets, because partici
pants have specific planning horizons and have specific asset-liability configura
tions or tax issues that provide incentives to operate in only one maturity range. 
The yield curve shape can then be explained by the relative interest rate and bond 
price determined in each segment of the market and, hence, can generate any shape 
of the yield curve. Most of the time, however, the segmented market hypothe
sis generates an upward-sloping yield curve because market participants are risk
averse and demand high liquidity premiums the longer the maturity of the bond. 
In contrast, the segmented market hypothesis has a little more difficulty explain
ing why interest rates of different maturities move together over time because 
each market, by definition, is separate. Also, financial liberalization and institu
tional change in the financial system over the past several decades make it hard to 
accept a view that emphasizes restraints on the substitutability of different maturity 
bonds. 

In sum, of the three explanations of the shape of the yield curve, the expectations 
and liquidity premium hypotheses are preferable, and, of the two, the liquidity pre
mium is probably the most reasonable explanation, because it can account for the 
more frequent occurrence of upward-sloping yield curves. 
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Table 6.3. The Yield Curve as a Leading Indicator of Inflation 

Current year: 2015 Three-year 
Panel A: base case One-year bond bond 

Period (t = 2015, t+1 = 2016, t+2 = 2017) t t+1 t+2 t 
Real interest rate 3.00 3.00 3.00 3.00 
Expected inflation 3.00 3.00 3.00 3.00 
Nominal interest rate 6.00 6.00 6.00 6.00 

Three-period 
Panel B: increased expected inflation One-period bond bond 

Period (t = 2015, t+1 = 2016, t+2 = 2017) t t+1 t+2 t 
Real interest rate 3.00 3.00 3.00 3.00 
Expected inflation 3.00 4.00 5.00 4.00 
Nominal interest rate 6.00 7.00 8.00 7.00 

6. 7 The Yield Curve as a Rorschach Inkblot Test of Expected Inflation 

The yield curve and changes in the yield curve are considered leading indicators of 
future inflation because the yield curve is based on averages of expected nominal 
interest rates, which in turn consist of a real interest rate and expected inflation. 
Holding constant the real interest rate makes it possible to determine how the yield 
curve changes when expected inflation changes. There is evidence that the yield 
curve provides insight into what the market expects to happen to the inflation rate; 
however, while the evidence is suggestive and the underlying theory is sound, the 
yield curve cannot be mechanically used to predict future inflation because too 
many factors need to be held constant. In other words, use the yield curve as an 
indicator of future inflation with caution. We will first explain how the yield curve 
is an indicator of future inflation and then explain why the relationship needs to be 
considered in a broader context. 

To accomplish this we need to decompose the variable r for the nominal interest 
rate in Expressions 6. 7 and 6.8 into their two components: the real interest rate and 
expected inflation. 

Table 6.3 provides an illustration of how the yield curve can be used as an indi
cator of future changes in the price level. Panel A is the base case. The base case 
consists of a three-period planning horizon and three different bond maturities: 
one-period, two-period and three-period bonds. The real interest rate, rr, on a one
period bond at the start of the first period, t, is 3 percent and expected to remain at 
3 percent in periods t+2 and t+3; hence, the real rate on a three-year bond at the 
start of the first period is 3 percent based on the expectations hypothesis. The actual 
inflation rate and expected inflation rate at the start of the first period, t, are equal 
and set to 3 percent; however, the market expects no change in the inflation rate, 
so the expected inflation rate over the three periods is (3.0 + 3.0 + 3.0)/3 = 3.0%. 
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Figure 6.5. Effect of Higher Expected Inflation on the Yield Curve. 

Using the Fisher relationship, the nominal interest rate on one-period bonds in t, 
t+1 and t+2 is 6.00 percent and the nominal interest rate at timet on three-period 
bonds is 6.00 percent. The yield curve at timet measured as the difference between 
the one- and three-period bond rates is zero or flat (Figure 6.5). 

In panel B the market's expected real interest rate remains unchanged, but the 
expected inflation rate increases in t+ 1 to 4.0 percent and in t+2 to 5.0 percent. 
The three-period expected inflation is now 4.00 percent and the nominal interest 
rate on one-period bonds incorporates the higher expected inflation rate, so that in 
t+1 the expected interest rate increases from 6.00 to 7.00 percent and in t+2 the 
expected interest rate increases from 6.00 to 8.00 percent. The nominal interest rate 
at timet on three-period bonds increases from 6.00 to 7.00 percent. The yield curve 
at time t, measured as the difference between the one- and three-period bond rates, 
is + 1.00 or upward-sloping (Figure 6.5). 

Hence, other things held constant, increased expected inflation increases the 
slope of the yield curve, and, likewise, decreases in expected inflation reduce the 
slope of the yield curve. The problem is holding other things constant. There are at 
least two other factors that could cause the yield curve in this example to increase 
or decrease. Increases (decreases) in the liquidity premium could shift the yield 
curve up (down) holding expected inflation and the real interest rate constant. More 
important, increases (decreases) in real economic activity can change the shape of 
the yield curve in the same way, operating through changes in the expected one
period real interest rate rather than expected inflation. 
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Table 6.4. The Yield Curve as a Leading Indicator of the Business Cycle 

Current year: 2015 Three-period 
Panel A: base case One-period bond bond 

Period (t = 2015, t+1 = 2016, t+2 = 2017) t t+1 t+2 t 
Real interest rate 3.00 3.00 3.00 3.00 
Expected inflation 3.00 3.00 3.00 3.00 
Nominal interest rate 6.00 6.00 6.00 6.00 

Three-period 
Panel B: increased real economic activity One-period bond bond 

Period (t = 2015, t+1 = 2016, t+2 = 2017) t t+1 t+2 t 
Real interest rate 3.00 4.00 5.00 4.00 
Expected inflation 3.00 3.00 3.00 3.00 
Nominal interest rate 6.00 7.00 8.00 7.00 

6.8 The Yield Curve as a Rorschach Inkblot Test of the Business Cycle 

Shifts in the yield curve occur when the expected short-term interest rates change; 
however, the expected short-term nominal interest rate consists of the real inter
est rate and expected inflation. In Table 6.3 the real rate was held constant and we 
focused on changes in expected inflation to see how the yield curve can be used as 
an indicator of the market's expected inflation rate. Now we hold expected infla
tion constant and see how changes in the expected real interest rate can be used 
as an indicator of the future business cycle. An expansion in economic activity 
will increase the real interest rate, as discussed in Chapter 5; hence, an increase in 
expected real interest rates is consistent with an expected expansion in the econ
omy. Likewise, a contraction in economic activity will decrease the real interest 
rate; hence, a decrease in expected real interest rates is consistent with an expected 
contraction in the economy. 

Panel A in Table 6.4 is the same base case used in panel A of Table 6.3. Panel B 
illustrates how the market's expectation of increasing real economic activity influ
ences the yield curve. The market expects a business cycle expansion, which in 
tum means that the market expects real interest rates to increase because it expects 
the demand for funds to shift further to the right than the supply of funds. The real 
interest rate at timet is still3.00 percent, but the market expects the real interest rate 
in t+ 1 to increase from 3.00 percent to 4.00 percent and in t+2 from 3.00 percent 
to 5.00 percent. The yield curve shifts from 0.0 to+ 1.0, as illustrated in Figure 6.6. 
If the market expects a decline in the economy, reflected by the expected decline 
in the one-period real interest rate in period t+ 1 and t+2, the yield curve will shift 
from flat to descending or become inverted. 
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Figure 6.6. Effect of Higher Expected Economic Activity on the Yield Curve. 

6.9 The Yield Curve as a Rorschach Inkblot Test of Both Inflation 
and the Business Cycle 

Setting aside changes in the liquidity premium, an upward-shifting yield curve 
is consistent with both an increase in expected inflation and expected expansion 
of the economy. However, it is difficult to distinguish between the two causes of 
the upward-shifting yield curve, because expected inflation and expected increased 
economic activity are correlated. Likewise, a downward-shifting yield curve is con
sistent with both a decrease in expected inflation and expected contraction of the 
economy. However, they are correlated with each other, and thus it is difficult to 
separate their effect on the yield curve. 

What this means, however, is that increasing yield curves are leading indicators 
of increased economic activity and/or inflation. Determining the degree to which 
each influences the yield curve is difficult, to say the least, and, taking into account 
changes in liquidity premiums, one should not attempt to use the yield curve as a 
mechanical indicator of future economic activity. 



Chapter 7 

International Dimensions of the Financial System 

7.1 Introduction 

The discussion up to this point has focused on domestic lending and borrowing 
and largely ignored the international dimensions of the financial system. This chap
ter reviews the international dimensions from several perspectives to complete the 
discussion of the nation's financial system. Aside from understanding the basics 
of international finance, international financial considerations are important for 
understanding central bank policy. Central banks often intervene in the interna
tional financial market and are often influenced by developments in the interna
tional financial market. This chapter focuses on the following dimensions of the 
international financial system considered the most important. 

First, we consider how the balance of payments or international transactions 
accounts measure the real and financial relationship between the nation and the 
rest of the world, and, for simplicity, we refer to these accounts as the statement 
of international transactions (SIT). Second, the SIT is then used as a framework 
to explain the determination of exchange rates, the relationship between domestic 
interest rates and world interest rates and how central banks intervene in the for
eign exchange market. Third, the two foreign exchange rate regimes - fixed and 
flexible exchange rates - are discussed in terms of how each functions and why 
fixed exchange rate regimes seldom work over long periods of time. This discus
sion includes a brief history of exchange rate regimes, focusing on the period since 
the end of WWII. Fourth, and finally, we consider the basic economics of trade 
imbalances between the nation and the rest of the world. 

7.2 U.S. Statement of International Transactions 

The SIT is a flow of funds statement of receipts from and payments to the rest of 
the world from the perspective of the United States. The receipts and payments 

132 
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Table 7 .1. Statement of International Transactions, 2010 to 2013 

2010 2011 2012 

Current account (millions 
of dollars) 

Exports of goods and services and $2,630,799 $2,987,571 $3,085,260 
income receipts (credits) 

Goods $1,290,273 $1,499,240 $1,561,689 
Services $563,333 $627,781 $654,850 
Income receipts $777,193 $759,727 $762,885 
Imports of goods and services and $3,074,729 $3,446,914 $3,546,009 

income payments (debits) 
Goods $1,938,950 $2,239,886 $2,303,785 
Services $409,313 $435,761 $450,360 
Income payments $726,466 $538,766 $559,892 
Balance on current account -$443,930 -$459,344 -$460,749 
Balance on goods and services -$494,658 -$548,625 -$537,605 
Balance on goods -$648,678 -$740,646 -$742,095 
Balance on services $154,020 $192,020 $204,490 

Financial account (millions of dollars) 

Net U.S. acquisition of financial $963,606 $497,506 $179,246 
assets (net increase in assets/ 
financial outflow ( +)) 

Net U.S. incurrence of liabilities $1,400,421 $1,012,079 $609,641 
(net increase in liabilities/ 
financial inflow ( +)) 

Balance on financial account $436,815 $514,573 $430,395 
Statistical discrepancy $7,116 -$55,229 $30,353 
Balance on financial account $443,931 $459,344 $460,748 

adjusted for statistical 
discrepancy 

Note: Transfers included in income category in current account. 
Source: Bureau of Economic Analysis. 

2013 

$3,178,744 

$1,592,784 
$687,410 
$780,120 
$3,578,998 

$2,294,453 
$462,134 
$580,466 

-$400,254 
-$476,392 
-$701,669 

$225,276 

$647,423 

$1,017,669 

$370,246 
$30,008 
$400,254 

represent both real and financial transactions between the United States and the 
rest of the world. Receipts occur whenever the United States sells goods to, sells 
services to, receives income payments from or sells financial assets to the rest of the 
world. Receipts are sources of funds to the United States and recorded as a credit. 
Payments occur whenever the United States purchases goods from, purchases ser
vices from, makes income payments to or purchases financial assets from the rest 
of the world. Payments are uses of funds by the United States and recorded as a 
debit. 

The SIT is a flow of funds statement and, as such, total receipts (sources of 
funds) equal total payments (uses of funds). Thus, any reference to an imbalance, 
such as a trade deficit or trade surplus, refers to an imbalance between receipts 
and payments for a specific subdivision of the total statement. Table 7.1 presents 
a condensed version of the actual U.S. SIT for the years from 2010 to 2013 to 
illustrate how the SIT is constructed and interpreted. 
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The SIT is divided into two parts: the current account (CA) and the financial 
account (FA). The current account represents flows of goods, services, income 
payments and transfers while the financial account represents flows of financial 
assets. The FA is a mirror image of the CA, as is illustrated by the following 
expression: 

Receipts in the CA + Receipts in the FA = Payments in the CA + Payments in 
the FA 

Receipts in the CA - Payments in the CA = Payments in the FA - Receipts in 
the FA 

Balance in theCA (Receipts- Payments) Offset by Balance in the FA 
(Receipts- Payments) (7.1) 

The current account: Receipts in the CA represent receipts received by the United 
States from the rest of the world when the United States exports goods (e.g., sells a 
car to Japan), exports services (e.g., Japan purchases U.S. transportation or finan
cial services to get the car to Japan), receives income (Japan pays interest and div
idend payments on U.S.-held Japanese financial instruments to the United States) 
or receives a transfer (Japan sends funds to someone living in the United States). 
Exports of goods, services, etc. to the rest of the world are thus a source of funds 
to the United States. 

Payments in the CA represent payments made to the rest of the world when the 
United States imports goods (e.g., purchases a car from Japan), imports services 
(e.g., the United States purchases Japan transportation or financial services to get 
the car to the United States), makes income payments (the United States pays inter
est and dividend payments on U.S. financial instruments held by Japan) or makes 
a transfer (the United States sends funds to someone living in Japan). Imports of 
goods, services, etc. from the rest of the world are thus a use of funds by the United 
States. 

Flows of goods, services, etc. in the CA are reflected by flows of financial assets 
in the FA; that is, they are mirror images of each other. 

The financial account: Receipts in the FA represent funds received by the United 
States when it sells financial assets to the rest of the world. Receipts in the FA 
are referred to as financial inflows or borrowing. Payments in the FA represent 
payments made by the United States when it purchases financial assets from the 
rest of the world. Payments in the FA are referred to as financial outflows or 
lending. 

Since the SIT is a sources and uses statement in which total sources and uses are 
equal, the balance in the CA must be offset by the balance in the FA, as illustrated 
by Expression 7 .1. If the CA is in surplus (receipts > payments) then the FA is in 
deficit (receipts < payments). If theCA is in deficit (receipts < payments) then 
the FA is in surplus (receipts > payments), and if theCA is in balance (receipts = 
payments) then the FA is in balance (receipts= payments). This is obvious from the 
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accounting identity that total sources must equal total uses, but there is an intuitive 
perspective to understand the relationship between the two parts of the SIT. 

A CA deficit country is one that imports more than it exports and, as a result, the 
country must finance the difference by net borrowing from the rest of the world. In 
terms of the flow of funds framework, the country is a deficit unit and thus a net 
borrower. A CA surplus country is one that exports more than it imports and, as a 
result, the country must finance the difference by lending to the rest of the world. 
In terms of the flow of funds framework, the country is a surplus unit and thus a 
net lender. 

The current and .financial accounts in 2013: The 2013 SIT in Table 7.1 can be 
used to illustrate Expression 7.1. In 2013 the United States sold goods and services 
and received income from the rest of the world totaling $3,179 billion. The United 
States purchased goods and services and paid income to the rest of the world total
ing $3,579 billion. As a result, in 2013, the United States had a CA deficit of $400 
billion (indicated as -$400 billion); that is, in 2013 the United States made more 
payments to the rest of the world than it received from the rest of the world from 
the perspective of the CA. 

The CA balance is the best overall measure of the relationship between the 
United States and the rest of the world in terms of flows of goods, services and 
income; however, one can compute various sub-balances within the CA listed in 
Table 7.1. There is the balance on goods and services (-$476 billion), the balance 
on goods (-$702 billion) and the balance on services ($225 billion). The balance 
on goods or trade balance is frequently cited in the news media far more than the 
current account balance; however, the current account balance is the most impor
tant, because it reflects how much the United States is a net borrower or net lender 
to the rest of the world. In addition, the sub-balance can provide a misleading view 
of the competitiveness of the United States in the world economy. Note that, while 
the goods or trade balance was in deficit in 2013, the service balance was in surplus. 
The United States is a major provider of services, especially financial services, to 
the rest of the world. 

The overall SIT must balance because it is based on double-entry bookkeeping; 
that is, total receipts must equal total payments. A deficit in the CA is offset by net 
borrowing from the rest of the world and a surplus in the CA is offset by net lending 
to the rest of the world. In Table 7.1 the United States in 2013 increased its claims 
on the rest of the world (purchasing financial assets or lending) by $64 7 billion 
while, at the same time, it increased its liabilities to the rest of the world (selling 
financial assets or borrowing) by $1,018 billion. Hence, the FA is in surplus, since 
receipts ($1,018 billion) exceed payments ($647 billion) by $370 billion. The FA 
surplus of $370 billion, however, is not equal to the CA deficit of $400 billion, 
seeming to contradict Expression 7 .1. The difference represents the difficulty of 
measuring the components of the SIT, especially financial flows. The SIT must 
balance, according to Expression 7.1; hence, a "statistical discrepancy" factor of 
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$30 billion is added to the FA balance to generate an adjusted FA balance of $400 
billion, which is the same value as the CA balance except for rounding. 

Therefore, Expression 7.1 can be restated in terms of the SIT for 2013 incor
porating the value for statistical discrepancy, which in 2013 is a receipt in the FA. 
Totals are equal except due to rounding: 

Receipts in the CA + Receipts in the FA = Payments in the CA + Payments 
in the FA 

$3,179 + ($1,018 + $30) = $3,579 + $647 
Receipts in the CA - Payments in the CA = Payments in the FA - Receipts 

in the FA 
$3,179-$3,579 = $647- ($1,018 + $30) 
Balance in theCA (Receipts- Payments) Offset by Balance in the FA 

(Receipts- Payments) 
-$400 = $401 (7 .2) 

In 2013 theCA imbalance of -$400 billion was offset by net financial flows of 
$400, which represented an increase in foreign claims on the United States. The 
foreign claims on the United States occur in a variety of ways; for example, foreign 
financial inflows are used to purchase U.S. financial assets such as stocks, bonds 
and government securities; make direct investments in the United States, such as 
building factories; and purchase international reserves held by the United States. 

7.3 Foreign Exchange Rates and the Foreign Exchange Market 

The foreign exchange rate expresses the amount of one country's currency (the 
home country) needed to purchase another country's currency (the foreign cur
rency). An exchange rate between the Japanese yen and the dollar of¥100 to $1.00 
indicates that $1.00 will purchase 100 yen or 1 yen will purchase $0.01. Before 
discussing the foreign exchange market and the exchange rate determined in that 
market, two questions need to be answered. Why are exchange rates important? 
How does one actually engage in a foreign exchange transaction? 

Foreign exchange rates are important because the world conducts real and finan
cial transactions in different currencies and the foreign exchange market facilitates 
international trade and finance with these different currencies. To illustrate, when 
you purchase a Japanese-made product in the United States, you pay dollars for 
the product. The Japanese exporter, however, wants to be ultimately paid in yen, so 
there has to be some mechanism for exchanging dollars into yen. Likewise, when 
Japan purchases a U.S. product in Japan, the purchase is made in yen, but ultimately 
the U.S. exporter wants to be paid in dollars. Not only does the foreign exchange 
market facilitate international economic activity in a world full of different cur
rencies, but the exchange rate determined in these markets influences economic 
activity and central bank policy. 
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The foreign exchange rate influences a country's exports and imports, and, as 
the world becomes more economically integrated, exports and imports become a 
larger part of the domestic economy in every country. If a country's currency depre
ciates (the foreign currency appreciates) so that it buys less foreign exchange, the 
country's exports increase and imports decrease. 

A depreciation of the dollar, for example, occurs when the yen/dollar exchange 
rate decreases from ¥100 to ¥50 per dollar. At the lower exchange rate, U.S.
produced goods and services become less expensive to the Japanese; for example, a 
$1,000 U.S.-produced good now costs the Japanese ¥50,000, instead of¥100,000, 
at the lower rate with an appreciated yen. Thus, U.S. exports to Japan will increase. 
The lower exchange rate also increases the cost of Japanese-produced goods and 
services. A ¥100,000 Japanese-produced good now costs $2,000, instead of $1,000, 
at the lower rate with a depreciated dollar. Thus, U.S. imports from Japan will 
decrease. Changes in exports and imports are important determinants of domestic 
economic activity in any country. 

Most readers are familiar with a small part of the foreign exchange market. Most 
have visited another country and purchased that country's currency with their own 
currency at the airport and, upon leaving the country, exchanged any remaining 
currency back into the home currency at the airport. This, however, is only part of 
a complex interrelationship between several hundred banks and other dealers that 
are willing to buy and sell deposits denominated in different currencies. These deal
ers don't buy or sell actual dollars, yen or euros but, instead, buy and sell deposits 
denominated in dollars, yen or euros. These transactions are in large denomina
tions, usually well over a million dollars per transaction, and in any given day the 
volume of the transactions in deposits denominated in different currencies is enor
mous - several trillion dollars per day. The net foreign exchange transactions, how
ever, are much less. If a U.S. bank owes $10 million in dollar deposits to a British 
bank that owes the U.S. bank $9 million in dollar deposits, the net transaction is 
$1 million. 

The foreign exchange market consists of both a spot market and a futures or 
forward market. The spot market consists of buying and selling foreign exchange 
for immediate delivery, usually a two-day period. The forward market consists of 
buying and selling foreign exchange for delivery at some specific time in the future. 
The spot or current foreign exchange rate is today's price of one currency relative 
to another, whereas the forward foreign exchange rate is the market's expectation 
of the spot foreign exchange rate that will exist at some specific time in the future. 

7.4 The Exchange Rate 

The determinants of the exchange rate can be explained by considering only two 
countries- Japan and the United States. The exchange rate between the Japanese 
yen and the U.S. dollar can be understood either from the perspective of the supply 
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Figure 7 .1. Foreign Exchange Market from the Perspective of the Current Account. 

and demand for dollars or the supply and demand for yen. In the former case, the 
yen/dollar rate is the price variable, and, in the latter case, the dollar/yen rate is the 
price variable. In the following, the focus is on the demand and supply for dollars 
and the yen/dollar exchange rate. 

The determinants of the exchange rate can be best understood by first consider
ing how the exchange rate is determined from the perspective of the CA and then 
from the perspective of the FA. There is only one exchange rate, but the different 
factors that influence the exchange rate and the interrelationship between the CA 
and FA can best be understood by using this two-step approach. 

The exchange rate from the perspective of the CA: Figure 7.1 illustrates the 
yen/dollar exchange rate determined by the demand and supply for dollars from 
the perspective of the CA. 

Demand for dollars: Let's first consider the demand function for dollars by 
answering the following three questions. What does the demand for dollars repre
sent? Why is the demand function downward-sloping? What are the fundamental 
factors that shift the demand for dollars? 

The quantity of dollars demanded at any exchange rate represents U.S. exports 
of goods and services to Japan. Japanese purchasers of U.S.-produced goods and 
services pay in yen, but the yen is then supplied to the foreign exchange market to 
demand dollars to pay U.S. exporters. U.S. exporters ultimately want to be paid in 
dollars. 

The demand for dollars is downward-sloping because, as the exchange rate 
declines, the yen price of U.S.-produced goods and services declines because it 
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requires fewer yen to purchase dollars. In the above example, a $1,000 U.S.
produced good costs Japan ¥100,000 at the exchange rate of ¥100/$1.00, but at 
¥50/$1.00 the same item costs Japan ¥50,000. Hence, as the exchange rate declines, 
the dollar depreciates and the yen appreciates, and the quantity of dollars demanded 
increases, and vice versa. 

The demand function in Figure 7.1 is drawn holding "other things constant." 
Any change in these variables held constant will shift the demand function so 
that the quantity of dollars demanded at any exchange rate will either be higher 
(increase in demand- rightward shift in demand for dollars) or lower (decrease 
in demand -leftward shift in demand for dollars). The following six factors are 
considered important. 

1 An increase in Japan's GDP will increase Japanese spending on both domestic and U.S.
produced goods and services and shift the demand function to the right. Likewise, a 
decrease in Japan's GDP will shift the demand function to the left. 

2 An increase in Japan's preferences for U.S. goods and services will increase demand for 
U.S.-produced goods and services and shift the demand function to the right. A decrease 
in Japanese preferences for U.S. goods and services will shift the demand function to the 
left. 

3 An increase in U.S. productivity will permit U.S. exporters to reduce prices and main
tain profit margins; hence, lower prices of U.S.-produced goods and services will shift 
the demand function to the right. A decrease in U.S. productivity will shift the demand 
function to the left. 

4 Increased government subsidies to U.S. exporters, such as tax credits or lower-interest
rate loans, will permit exporters to lower prices and, as a result, the demand function will 
shift to the right. Reduced U.S. government subsidies will shift the demand function to 
the left. 

5 Decreased Japanese tariffs, quotas or other trade restrictions on U.S.-produced goods 
and services imported into Japan will shift the demand function to the right. Increased 
Japanese tariffs, quotas or other trade restrictions will shift the demand function to the 
left. 

6 Lower U.S. prices on U.S.-produced goods and services exported to Japan will shift the 
demand function to the right. Higher domestic prices will shift the demand function to 
the left. 

Supply of dollars: Let's now consider the supply function of dollars by answering 
the following same three questions. What does the supply of dollars represent? 
Why is the supply function upward-sloping? What are the fundamental factors that 
shift the supply of dollars? 

The quantity of dollars supplied at any exchange rate represents U.S. imports of 
goods and services from Japan. U.S. purchasers of Japanese-produced goods and 
services pay in dollars, but the dollars are then supplied to the foreign exchange 
market to demand yen to pay Japanese exporters. Japanese exporters ultimately 
want to be paid in yen. 
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The supply of dollars is upward-sloping because, as the exchange rate declines, 
the dollar price of Japanese-produced goods and services increases because it now 
requires more dollars to purchase yen. In the above example, a ¥100,000 Japanese
produced good costs the United States $1,000 at the exchange rate of¥100/$1.00, 
but at ¥50/$1.00 the same item costs the United States $2,000. Hence, as the 
exchange rate declines, the dollar depreciates and the yen appreciates, and the quan
tity of dollars supplied decreases, and vice versa. 

The supply function in Figure 7.1 is drawn holding "other things constant." Any 
change in these variables held constant will shift the supply function so that the 
quantity of dollars supplied at any exchange rate will either be higher (increase in 
supply- rightward shift in supply) or lower (decrease in supply -leftward shift in 
supply). The following six factors are considered important. 

1 An increase in U.S. GDP will increase U.S. spending on both domestic and Japanese
produced goods and services and shift the supply function to the right. Likewise, a 
decrease in U.S. GDP will shift the supply function to the left. 

2 An increase in U.S. preferences for Japanese goods and services will increase demand 
for Japanese-produced goods and services and shift the supply function to the right. A 
decrease in U.S. preferences for Japan goods and services will shift the supply function 
to the left. 

3 An increase in Japanese productivity will permit Japanese exporters to reduce prices and 
maintain profit margins; hence, lower prices for Japanese-produced goods and services 
will shift the supply function to the right. A decrease in Japanese productivity will shift 
the supply function to the left. 

4 Increased government subsidies to Japanese exporters, such as tax credits or lower
interest-rate loans, will permit exporters to lower prices and shift the supply function 
to the right. Reduced Japanese government subsidies will shift the supply function to the 
left. 

5 Decreased U.S. tariffs, quotas or other trade restrictions on Japanese-produced goods 
and services imported into the United States will shift the supply function to the right. 
Increased U.S. tariffs, quotas or other trade restrictions will shift the supply function to 
the left. 

6 Lower Japanese prices will reduce prices on Japanese-produced goods and services 
exported to the United States and shift the supply function to the right. Higher domestic 
prices will shift the supply function to the left. 

The fundamentals that determine the position of the demand and supply functions 
from the CA perspective are summarized in Table 7 .2. 

The exchange rate from the perspective of the FA: The financial account consists 
of flows of financial assets evaluated in dollars and can be understood using the 
same framework of demand and supply for dollars as used above, with the exception 
that the quantity variable is now dollar-denominated financial assets instead of the 
quantity of dollars to export and import goods and services. However, there are 
three differences between the FA and CA. 
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Table 7.2. Fundamentals and the Exchange Rate from the U.S. Perspective, 
Demand for and Supply of Dollars 

Change in fundamental 
impacting demand for dollars 

Increase in Japan GDP 
Decrease in Japan GDP 
Increase in Japan's preference for U.S. 

goods & services 
Decrease in Japan's preference for U.S. 

goods & services 
Increase in U.S. productivity 
Decrease in U.S. productivity 
Increase in U.S. subsidies to exporters 
Decrease in U.S. subsidies to exporters 
Decrease in Japanese trade restrictions 
Increase in Japanese trade restrictions 
Decrease in U.S. domestic prices 
Increase in U.S. domestic prices 

Change in fundamental 
impacting supply of dollars 

Increase in U.S. GDP 
Decrease in U.S. GDP 
Increase in U.S. preference for Japanese 

goods & services 
Decrease in U.S. preference for Japanese 

goods & services 
Increase in Japanese productivity 
Decrease in Japanese productivity 
Increase in Japanese subsidies to exporters 
Decrease in Japanese subsidies to exporters 
Decrease in U.S. trade restrictions 
Increase in U.S. trade restrictions 
Decrease in Japanese domestic prices 
Increase in Japanese domestic prices 

Demand 
function 
shifts 

Supply 
function 
shifts 

Effect on exchange rate 

Dollar appreciates, yen depreciates 
Dollar depreciates, yen appreciates 
Dollar appreciates, yen depreciates 

Dollar depreciates, yen appreciates 

Dollar appreciates, yen depreciates 
Dollar depreciates, yen appreciates 
Dollar appreciates, yen depreciates 
Dollar depreciates, yen appreciates 
Dollar appreciates, yen depreciates 
Dollar depreciates, yen appreciates 
Dollar appreciates, yen depreciates 
Dollar depreciates, yen appreciates 

Effect on exchange rate 

Dollar depreciates, yen appreciates 
Dollar appreciates, yen depreciates 
Dollar depreciates, yen appreciates 

Dollar appreciates, yen depreciates 

Dollar depreciates, yen appreciates 
Dollar appreciates, yen depreciates 
Dollar depreciates, yen appreciates 
Dollar appreciates, yen depreciates 
Dollar depreciates, yen appreciates 
Dollar appreciates, yen depreciates 
Dollar depreciates, yen appreciates 
Dollar appreciates, yen depreciates 

First, the day-to-day volume of flows in the FA far exceeds those in the CA, 
even though from Table 7.1 it appears that the flows in the FA are less than those 
in the CA. In fact, the gross financial flows far exceed those in the CA account; for 
example, if a U.S. bank has a $10 million claim on a British bank and the British 
bank has a $9 million claim on the U.S. bank, the net flow will only be a $1 mil
lion transfer from the British to the U.S. bank. Second, the FA flows are far more 
sensitive to short-run developments than theCA flows of goods and services, since 
financial transactions respond rapidly to any change in the fundamental determi
nants of the exchange rate. In fact, the day-to-day movements in the exchange rate 
are essentially determined by financial flows, while the longer-term movements in 
the exchange rate are essentially determined by flows of goods, services, etc. in the 
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Figure 7 .2. Foreign Exchange Market from the Perspective of the Financial Account. 

CA. Third, while demand and supply are important for understanding the exchange 
rate from the perspective of the CA, the majority of exchange rate movements are 
dominated by changes in the demand for dollar-denominated financial assets, since 
the existing stock of financial assets is large relative to any changes in the supply 
of financial assets due to changes in the exchange rate. That is, for the purposes 
of understanding the exchange rate from the FA perspective, the supply of dol
lars is given; that is, the supply function is vertical, indicating that changes in the 
exchange rate have no effect on the quantity of the supply of dollar-denominated 
financial assets. 

Figure 7.2 illustrates how the exchange rate is determined from the perspec
tive of the FA. The supply function for dollar-denominated domestic financial 
assets is vertical at the existing stock of financial assets; that is, the supply of 
dollar-denominated financial assets is assumed fixed and does not change with the 
exchange rate. The demand function indicates the quantity of domestic financial 
assets demanded and is shown to be sensitive to the exchange rate. Why is the 
demand function downward-sloping and what are the underlying fundamentals that 
shift the demand function? 

The demand for domestic financial assets is downward-sloping for the same 
reason the demand for dollars to purchase U.S.-produced goods, services, etc. is 
downward-sloping. As the exchange rate falls, the dollar depreciates and reduces 
the price of any domestic financial asset. That is, a $100,000 Treasury bill will cost 
less in terms of foreign exchange as the exchange rate falls . 
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There are two fundamentals that influence the position of the demand for dollar
denominated financial assets: the domestic real interest rate and the expected future 
exchange rate between the yen and the dollar. 

Domestic real interest rates: In the following discussion, inflation expectations 
are held constant so that changes in the nominal rate represent changes in the 
real interest rate. An increase in the domestic interest rate increases the return on 
holding domestic financial assets relative to Japanese financial assets and shifts 
the demand function to the right. A decrease in the domestic interest rate low
ers the return on holding domestic financial assets and shifts the demand function 
to the left. 

Expected future exchange rate: The expected exchange rate connects the 
exchange rate from the FA perspective to the CA perspective because the expected 
future exchange rate is dependent on expected changes in the fundamentals sum
marized in Table 7 .2. Two steps are needed to understand the relationship. First, 
how does the expected future exchange rate influence the demand for dollar assets? 
Second, what determines the expected future exchange rate? 

Domestic financial assets pay interest and principal in dollars; hence, if the mar
ket expects the dollar to depreciate in the future, the demand for dollar-denominated 
financial assets will shift to the left. Fewer domestic financial assets will be 
demanded at any exchange rate because the market expects the interest payments 
and principal payments to decline in value because they will be made with a depre
ciated currency relative to the time the expectation is being formed. If the mar
ket expects the dollar to appreciate, the demand for dollar-denominated financial 
assets will shift to the right, because the value of interest and principal is expected 
to increase in terms of foreign exchange. 

What determines the expected future exchange rate? Expected changes in the 
fundamentals listed in Table 7.2 determine the expected exchange rate. If the market 
expects U.S. GDP to increase in the future, it then expects the supply of dollars to 
shift to the right as U.S. imports from Japan increase and, thus, expects the dollar 
to depreciate. This would shift the demand for dollar-denominated financial assets 
to the left and decrease the exchange rate. At the same time, if the market expects 
Japanese GDP to increase in the future, it then expects the demand for dollars to 
shift to the right as U.S. exports to Japan increase and, thus, expects the dollar to 
appreciate. This would shift the demand for dollar-denominated financial assets 
to the right and increase the exchange rate. 

As one can see, introducing expectations as a fundamental factor determining 
the exchange rate from the FA perspective ties the CA and FA together and also 
explains why exchange rates fluctuate from day to day. Expectations of future 
exchange rates are dependent on the expectations of a large number of fundamen
tals that influence the exchange rate. 

Real and nominal interest rate effects on the exchange rate: In the above we 
did not distinguish between the real and nominal interest rates but, rather, assumed 
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that changes in the exchange rate were due to changes in the real interest rate. More 
detail is now needed to fully understand the relationship between interest rates and 
the exchange rate. 

The nominal interest rate is the sum of the real interest rate and expected infla
tion, as explained in Chapter 5. Any change in the real interest rate will have the 
above predicted effects on the demand for dollar-denominated financial assets and 
exchange rate; that is, an increase (decrease) in domestic real interest rates will shift 
the demand for dollar-denominated financial assets to the right (left) and appreciate 
(depreciate) the value of the dollar. 

Now consider a change in the interest rates due to a change in expected inflation. 
The impact on the demand for financial assets is just the opposite of a change in 
the interest rate due to a change in the real interest rate. 

An increase in the expected domestic inflation rate does not change the real 
interest rate and, hence, a change in expected inflation will not change the real 
return from holding domestic financial assets. However, an increase in the expected 
inflation rate will cause the expected future exchange rate to fall and then shift the 
demand for domestic assets to the left. Here's how it works. The higher expected 
inflation rate leads to an expected leftward shift in the demand for dollars from 
the CA perspective and, hence, an expected decline in the exchange rate, which in 
turn generates a leftward shift in the demand for domestic financial assets. Thus, 
an increase in interest rates due to an increase in the real interest rate appreciates 
the dollar, while an increase in interest rates due to an increase in expected inflation 
depreciates the dollar. 

Two final notes: First, a change in any fundamental is always in the context 
of holding "other things constant," and, in the context of the foreign exchange 
market, this includes the fundaments in the other country. Thus, a change in U.S. 
interest rates, GDP, productivity, etc. is always considered as relative to the other 
country. 

Second, in the above discussion, we have focused only on the primary effect 
of a change in any fundamental factor. In fact, a change in any fundamental fac
tor has a series of effects on the exchange rate that are reinforcing. To illus
trate, consider the impact of higher U.S. inflation on the exchange rate. The pri
mary impact is to shift the demand for dollars in the CA to the left as U.S. 
goods and services are now more expensive than Japanese-produced goods and 
services. Japan now imports less from the United States. At the same time, the 
supply of dollars will shift to the right as U.S. residents substitute Japanese
produced goods and services for the higher-priced domestic goods and services. 
U.S. imports from Japan increase. The initial shift in demand depreciates the dol
lar, and the secondary effect of the shift in supply further depreciates the dollar. 
This type of secondary effect can be identified for virtually any change in a given 
fundamental. 
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7.5 Foreign Exchange Intervention by the Central Bank 

The discussion to this point has emphasized the exchange rate as the outcome of 
market decisions about the demand for and supply of dollars from the perspective 
of the CA and FA; however, governments through their central banks frequently 
influence the exchange rate. There are two general ways the central bank can influ
ence the exchange rate. 

First, the central bank through general monetary policy actions designed to influ
ence interest rates can indirectly shift the demand for dollars to the right or left. 
Expanding the money supply, for example, will lower the interest rate relative to 
foreign interest rates and thereby shift the demand function for dollar-denominated 
financial assets to the left and depreciate the dollar. Decreasing the money supply 
will increase interest rates and shift the demand for dollar assets to the right and 
appreciate the dollar. 

Second, and in the context of the current discussion, central banks directly inter
vene in the foreign exchange market to influence the demand for their currency 
and other currencies to achieve specific exchange rate objectives. Central banks 
hold certain assets called international reserves (gold, key foreign exchange such 
as yen, euros or the British pound and other assets that serve as international reserve 
and investment assets) to purchase foreign currencies as well as use their own cur
rencies (which the central bank can create) to purchase international reserve assets. 
If the central bank purchases other currencies, that currency appreciates relative to 
the home currency, whereas, if the central bank sells other currencies, those cur
rencies depreciate relative to the home currency. 

There is no evidence that the central bank can establish an exchange rate over a 
long period different from what market forces dictate, but central banks can influ
ence the exchange rate over short periods of time. Central banks intervene in the 
foreign exchange market to smooth out exchange rate fluctuations and/or to achieve 
an exchange rate objective; for example, central banks often depreciate their own 
currencies to stimulate exports and increase domestic GDP. Asian central banks, 
for example, are particularity noted for depreciating or at least limiting the appre
ciation of their currency because of their reliance on an export -based development 
strategy. They do this by using their international reserve assets to purchase dol
lar assets (shift the demand for dollar assets to the right), and thereby appreciate 
the dollar and depreciate their own currency to encourage exports and discourage 
imports. China and Japan frequently intervene in the foreign exchange market for 
this purpose. Decisions to intervene in the foreign exchange market are usually the 
responsibility of the country's Treasury, but the actual operations are carried out by 
the central bank. 

Central bank foreign exchange intervention is a rather complex process, and 
there is considerable debate as to whether central banks are able to influence the 



146 Chapter 7. International Dimensions of the Financial System 

exchange rate directly even in the short run under all conditions. In any event, 
the Federal Reserve does conduct foreign exchange interventions to influence 
exchange rates, but for all practical purposes the exchange rate plays a rather minor 
role in the formulation and execution of monetary policy in the United States. In 
China and Japan, however, influencing the exchange rate is a far more important 
policy objective. 

7.6 Exchange Rate Regimes 

Historically there are two basic exchange rate regimes designed to convert one 
currency into another: fixed and flexible exchange rates. The claimed advantage of 
fixed rates is that they eliminate exchange rate risk in international trade and finance 
and, hence, encourage the growth of international trade and finance; however, the 
fixed rate system works only if countries play by the "rules" of the fixed exchange 
rate system. The claimed advantage of flexible rates is that they permit markets 
to determine exchange rates rather than governments and don't require politically 
difficult policies on the part of governments to maintain the fixed exchange rate 
system. 

7.7 Fixed Exchange Rates: Basics, History and Demise 

The gold standard is the traditional fixed exchange rate system. Only two conditions 
are required: first, each country establishes an official price of gold in terms of its 
currency; and, second, each country agrees to purchase any of its currency for gold 
at the official price. To illustrate, if the United States sets the price of gold at $25 
per ounce and Japan sets the price of gold at ¥5,000, the exchange rate is ¥200 to 
$1.00. To maintain this exchange rate, Japan agrees to purchase yen with gold at 
the rate of 1 ounce of gold for ¥5,000, and the United States agrees to purchase 
dollars with gold at the rate of 1 ounce of gold for $25. 

The gold standard and fixed exchange rates were a feature of international trade 
and finance before WWI; however, the low world production of gold after 1870 
relative to the pace of world economic growth led to deflation in many countries, 
especially in the United States. After 1885 the world supply of gold increased and 
drove up prices until WWI. Countries returned to the gold standard after WWI, 
but the United Kingdom in particular overvalued its currency, making it difficult 
to adjust to the peacetime economy. The Great Depression disrupted international 
trade and finance, and countries abandoned the gold standard. Even before WWII 
had ended a new fixed exchange rate system for the peacetime world had been 
established, in July 1944, by the Allies at Bretton Woods, New Hampshire, and 
known as the Bretton Woods system of fixed exchange rates. WWII would continue 
in Europe until May 1945 and in Asia until August 1945; however, there was great 
confidence by mid-1944 that Germany and Japan would soon surrender (Italy had 
surrendered in September 1943). 
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The goals of the Bretton Woods system were to establish fixed exchange rates 
to encourage international trade and finance, establish an institutional mechanism 
to permit changes in the exchange rate under certain and controlled circumstances 
and establish institutions to maintain orderly balance of payments adjustments and 
changes in exchange rates and encourage international trade and finance. 

The International Monetary Fund (IMF), originally consisting of 30 member 
countries and now with over 180 members, was designed to maintain the new fixed 
exchange rate standard and assist countries with current account deficits. The World 
Bank was established to provide loans to developing countries for infrastructure 
projects. The General Agreement on Tariffs and Trade (GATT) was set up in 1947 
to monitor trade restrictions and encourage more open international trade. GATT 
evolved into the World Trade Organization in 1994. The roles of both the IMF and 
World Bank have changed since the 1970s, because of the collapse of the fixed 
exchange rate system in 1973 and financial liberalization in the 1980s and 1990s; 
however, they both, along with the WTO, form an important part of the institutional 
design of the present international financial system. 

How was the Bretton Woods system designed to achieve a fixed exchange rate 
system and why did it collapse in 1973? 

The United States emerged from WWII as the most powerful industrial and mil
itary nation in the world. It was the only major country untouched by war, with the 
exception of the Japanese attack on Pearl Harbor on Oahu (Hawaii), though Hawaii 
was only a U.S. territory at the time and would not become an official part of the 
United States until1960. The United States had much of the world's manufacturing 
capacity and held most of the world's supply of gold. The Bretton Woods system 
thus established the dollar as the key or reserve currency; established a dollar price 
of gold at $35 per ounce; required convertibility of dollars into gold only for foreign 
governments; and established exchange rates between foreign currencies and the 
dollar. The special role of the dollar did not come without its problems. The United 
States was required to conduct its domestic policies to ensure that the dollar was 
convertible into gold at the rate of $35 per ounce. By the 1960s this would prove 
difficult. 

The Bretton Woods system had good intentions, but it began to unravel in the 
1960s and collapsed in 1973 when the world shifted to flexible exchange rates. 
There were many problems inherent in the Bretton Woods system, ranging from 
economic to political, but the fundamental reasons for failure was that countries 
did not adhere to the "rules" of the fixed exchange rate system. 

Figure 7.3 highlights the basic flaw of any fixed exchange rate system. The offi
cial (fixed) exchange rate is indicated by OER. In panel A, the country operates with 
a CA balance so that the demand for and supply of dollars are equal at the official 
exchange rate. In this case the OER and the market-determined exchange rate are 
the same and no financial flow adjustment is required. In panel B, the country oper
ates with a CA deficit at the OER; that is, the official exchange rate overvalues the 
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Figure 7.3. Current Account Balance and Imbalances in the Fixed Exchange Rate System. 

currency. In panel C, the country operates with a CA surplus at the OER; that is, 
the office exchange rate undervalues the currency and financial flows are needed to 
offset the surplus. 

The deficit country adjusts to the imbalance in the CA in two ways. First, in 
the short run, the deficit country deals with the excess supply of its currency at the 
OER by using its holdings of international reserves to purchase back the excess 
supply of currency. International reserves both under the Bretton Woods system 
and today consist of the following: gold; financial assets denominated in key or 
reserve currencies; and special drawing rights (SDRs), created by the IMF in 1969 
to expand international reserves. Second, in the short run, the deficit country can 
borrow from other countries by selling those countries debt denominated in its cur
rency. Essentially, borrowing is the equivalent of the deficit country asking other 
countries to hold onto the excess supply of its currency in the form of the deficit 
country's currency. 

The deficit country's situation can be illustrated in the context of the SIT as 
follows: 

CA: Receipts (Exports and Income Receipts) < Payments (Imports and Income Pay
ments) 

FA: Payments (Buying International Reserves and Lending) < Receipts (Selling Inter
national Reserves and Borrowing) 

The problems with the two short-run responses to a CA deficit are that the supply of 
a country's international reserves is limited and the willingness of other countries 
to lend to the deficit country is limited. As long as the demand and supply functions 
for dollars (panel B) remain unchanged, the deficit will persist and eventually the 
short-run response will not resolve theCA deficit. 

The persistent deficit requires a third response. To maintain the fixed exchange 
rate the deficit country needs to shift the demand for and supply of dollars to 
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eliminate the CA deficit. This can be accomplished by slowing economic growth 
with monetary and fiscal policy and increasing interest rates. Slower economic 
growth will shift the supply function to the left and higher interest rates will shift the 
demand for dollars (to purchase financial assets) to the right. Both actions will bring 
the market-determined exchange rate up to the OER. There is an obvious problem 
with this policy, however: the deficit country will be reluctant to slow economic 
growth and increase interest rates. Instead, the country will have an incentive to 
adopt beggar-thy-neighbor policies designed to deal with its economic problems 
by adversely impacting the economies of other countries. 

The deficit country will have an incentive to impose trade restrictions (tariffs and 
quotas) to shift the supply of dollars to the left; subsidize the export sector (tax cred
its and low interest rate loans) to shift the demand function to the right; or launch 
"buy domestic" campaigns to shift the supply function to the left. All of these 
actions will bring the market exchange rate up to the ORE; however, they induce 
retaliation from other countries. If other countries adopt the same type of beggar
thy-neighbor policies, their actions will result in opposite changes in the supply 
and demand functions, so that the initial beggar-thy-neighbor policies are nullified. 
Ultimately, beggar-thy-neighbor polices end up discouraging international trade -
the very objective of the fixed exchange rate system. 

A most severe and damaging beggar-thy-neighbor policy is devaluation; that is, 
the deficit country simply changes the OER to equal the market exchange rate and 
eliminates the CA deficit. The deficit country simply revalues its currency against 
the dollar or, in the case of the United States, increases the dollar price of gold. 
Devaluation has a serious adverse impact on other countries, however. Any finan
cial assets issued by the deficit country to finance its CA deficit have now been 
reduced in value overnight. There is a real possibility other countries will retali
ate and devalue their own currencies and nullify the initial devaluation. Ultimately, 
devaluations will reduce international trade and finance. 

The basic flaw is not confined only to the deficit country under the fixed exchange 
rate system. Surplus countries are required to stimulate their economies to eliminate 
their own imbalance; however, there is reluctance to do this in many cases. Not 
only do surplus countries regard the surplus as a sign of economic power, but many 
countries adopt an export-based development strategy and view surpluses in the 
CA as verification of a successful industrial strategy, and, finally, surplus countries 
are reluctant to stimulate their economies for fear of creating inflation. 

Unwillingness on the part of the deficit - and, to some extent, the surplus -
countries to play the rules of the fixed exchange rate system are the fundamen
tal problem of all fixed exchange rate systems, and, in particular, brought an end 
to the Bretton Woods system in 1973. There were other problems as well. The 
ability of governments and the IMF to determine the appropriate official exchange 
rate for countries was greatly exaggerated and, at the time, reflected a Keynesian 
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perspective that activist government could manage the animal spirits of the private 
market both domestically and internationally. The United States as the major key 
currency country was especially burdened by the Bretton Woods system. As the 
dollar became widely used the United States had to conduct policies to maintain 
the convertibility of the dollar into gold but, within a short time, the United States 
simply did not have sufficient gold reserves to keep that commitment, thus requir
ing other countries to hold onto dollars. Largely because the United States under 
the Nixon administration became increasingly frustrated with the burden of being 
the major key currency country, the Bretton Woods system unraveled from 1971 
to 1973, when fixed exchange rates were replaced with the flexible exchange rate 
system that persists to this day. 

7.8 The Flexible Exchange Rate System 

Since 1973 exchange rates between the industrialized countries have been deter
mined by market forces and fluctuate from day to day; however, not all countries 
permit their currencies to float. The current system is not a pure market system, 
since central banks often intervene in the foreign exchange market; hence, the cur
rent system is sometimes referred to as a dirty flexible rate system, though, in 
practice, the ability of governments to influence even short-term movements in 
the exchange rate is often exaggerated. Exchange rates, for all practical purposes, 
for the majority of the economically important countries are determined by market 
forces, and even countries such as China are increasingly being pressured to permit 
a market-determined rate for their currency. 

Under a flexible exchange rate system, market-induced changes in the exchange 
rate eliminate the CA imbalance; that is, if a country operates with a deficit (panel 
B) or a surplus (panel C), the exchange rate adjusts up or down to bring theCA 
into balance. 

The flexible exchange rate system has several advantages over the fixed 
exchange rate system. First, market forces rather than government agencies deter
mine the appropriate exchange rate. Second, a country's monetary and fiscal policy 
is more independent in that it is not constrained to maintain a specific exchange rate. 
This is not a license to conduct inflationary policy, because such a policy would gen
erate CA deficits, but it does permit a country to conduct its own policies focused on 
domestic considerations. Third, the fixed exchange rate system's claimed advantage 
is to encourage international trade by reducing exchange rate risk; however, fixed 
exchange rates provide incentives for deficit countries to adopt beggar-thy-neighbor 
policies, which, in tum, interfere with international trade. Although exchange rates 
fluctuate under a flexible system, international trade and finance have grown sig
nificantly since 1973, and financial innovation has mitigated much of the exchange 
rate risk inherent in a flexible standard in the form of futures markets in foreign 
exchange. 
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Figure 7.4. Balance on Current Account, 1973:1 to 2016:1. Source: FRED, Federal Reserve 
Bank of St. Louis. 

7.9 Persistent U.S. Current Account Deficits and the Flexible Exchange 
Rate System 

The United States has experienced trade and current account imbalances for the past 
several decades (Figure 7.4) as well as a major depreciation of the dollar against 
most currencies (Figure 7 .5). This raises the question as to whether the flexible 
exchange rate system functions as advertised. If the flexible exchange rate system 
works, why has the U.S. CA deficit persisted at the same time that the dollar has 
depreciated over time? 

The response to this apparent contradiction is based on a general relationship 
between any country's internal and external balance. Once the internal-external 
balance relationship is presented it's a straightforward matter to explain why the 
U.S. CA deficit persists despite a general depreciation of the dollar. 

First, start with the definition of a country's GOP in terms of output: 

GOP = C + I + G + (X- M) (7.3) 

where GOP is equal to current spending on consumption (C), investment (I), gov
ernment spending (G) and the difference between exports (X) and imports (M) of 
goods and services. Exports are added to GOP because they represent domestic 
production and imports are subtracted from GOP because they are included in C, I 
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Figure 7.5. Trade-Weighted Dollar Index: Major Currencies, January 1973 to June 2016. 
Source: FRED, Federal Reserve Bank of St. Louis. 

and G but represent spending on foreign-produced goods and services. The variable 
(X - M) is, essentially, the CA. 

Second, GOP can also be considered from the perspective of the income that was 
earned producing GOP and how that income was used. That is, GOP represents not 
only the country's output but the country's income earned in producing the output. 
Hence, the following expression indicates how the country's income earned from 
producing GOP is used: 

GOP=C+S+T (7.4) 

where GOP is allocated to consumption (C), saving (S) and taxes (T). 
Third, the term (X- M) is theCA balance and can be referred to as the country's 

external balance: 

External Balance = (X - M) (7.4) 

and, keeping in mind the relationship between the CA and FA, 

External Balance = (X - M) = Financial Outflow (Payments) - Financial 
Inflow (Receipts) (7.5) 
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Figure 7 .6. Persistent Current Account Deficits and a Depreciating Dollar. 

Fourth, setting Expressions 7.3 and 7.4 equal to each other, rearranging terms and 
substituting Expression 7.4 and 7.5 generates the following relationship: 

(S - I) + (T- G) = (X- M) 
(S - I) + (T- G) = External Balance 
(S - I) + (T- G) = External Balance = Financial Outflow -Financial Inflow 
Internal Balance = External Balance = Financial Outflow - Financial Inflow 

(7.6) 

Expression 7.6 illustrates the relationship between a country's internal balance, 
defined as (S - I) + (T - G), and its external balance, defined by the SIT. If a 
country has an internal balance that is negative because the government is run
ning a deficit (G > T) and/or investment exceeds saving (I > S), then, according 
to Expression 7 .6, the country must be running a negative external balance, indi
cated by a deficit in the CA and a surplus in the FA. Some claim that there is a 
relationship between government deficits and CA deficits, often referred to as the 
"twin deficits"; however, Expression 7.6 suggests the "twin deficit" concept may 
be correct for some periods, but a CA deficit can also occur without government 
deficits when investment exceeds saving. While a government deficit contributes 
to a CA deficit, a CA deficit can also occur in the absence of a government deficit 
depending on the relationship between investment and saving. 
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The relationship between the internal and external balances suggests two impor
tant points about CA deficits. First, CA deficits are as much the outcome of a coun
try's domestic decisions regarding saving, investment, government spending and 
taxes as they are the outcome of the actions of other countries. Thus, blaming the 
behavior of other countries for the continuing U.S. CA deficits is intellectually 
unbalanced. A major part of the problem is that "we have met the enemy and the 
enemy is us!" Second, the continuing internal and hence external negative balance 
experienced by the United States over the past decade suggests why the flexible 
exchange rate system has not resolved the external deficit issue. 

Figure 7.6 shows that, overtime, the United States continues to spend more than 
it produces domestically, imports the difference and thus shifts the supply function 
for dollars to the right more than the demand for dollars shifts to the right. Starting 
with an exchange rate ofER~o the U.S. CA deficit is AB with supply of dollars S1, 

and demand for dollars D1. The exchange rate falls to ER2 to eliminate the deficit, 
but this will occur only if the demand and supply functions remain unchanged. They 
do not. Over time the supply of dollars shifts further to the right (S1 to S2) than the 
demand function (D1 to D2), so that at the lower exchange rate theCA deficit (CD) 
is actually larger than under the higher exchange rate; that is, CD is larger than 
AB. Hence, the exchange rate declines (the dollar depreciates), but theCA balance 
continues to increase. To put it simply - the United States is on a spending binge, 
in that it spends more than it produces, and as long as this continues it is unlikely 
that depreciation of the dollar with reverse the CA deficit. 
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Chapter 8 

The Basic Roles of Government in the Financial and 
Monetary Regime 

8.1 Introduction 

In Chapter 2 the evolution of monetary systems was outlined. The monetary sys
tem has evolved from commodity money to representative commodity money and, 
finally, to the current stage of the modem monetary system. The modem monetary 
system is based on depository institutions that issue promises to pay, represented by 
bank notes in Hickenlupper's Bank, and checking accounts, in today's system based 
on depository institutions. In the modem system, depository institutions hold only 
a fraction of their promises to pay as reserves; the promises to pay and the fractional 
reserve maintained by the depository institution are both fiat money in which the 
face value is defined independently of any commodity; depository institutions issue 
new promises to pay when they lend and invest; and the modem system imposes 
a fiduciary responsibility on depository institutions to conduct their operations so 
as not to adversely affect the public's willingness to use their promises to pay as 
money. 

The modem system is essentially an inverted pyramid that eliminates many of 
the problems of a commodity and representative commodity system; however, there 
is never a free lunch. The modem system itself has several inherent problems that 
require government to take a more active role in the nation's financial and monetary 
regime than required in the commodity and representative commodity systems. 

This chapter focuses on inherent problems in commodity-based systems and 
the modem monetary system that rationalize a role for government in the nation's 
financial and monetary regime. In fact, government financial regulation and super
vision through regulatory agencies is now considered one of the three components 
of the nation's financial and monetary regime. This role significantly influences 
the private aspects of the nation's financial system. In addition, the government 
even becomes a part of the financial system, setting up government -sponsored 
enterprises that provide subsidized credit to certain parts of the economy deemed 
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economically and politically important. Not only does the second component con
sist of government regulation and supervision, the third component, represented 
by the nation's central bank and central bank policy, is under the control of the 
government. 

The history of money started as a market innovation, then at an early stage incor
porated government, which remained relatively small for many centuries, until the 
twentieth century. Today government is a major part of the nation's financial and 
monetary regime. 

The commodity money, representative commodity money and, finally, modem 
money systems were developed as market innovations. Each represented an effort 
by the market to first overcome the limitations of barter and then the limitations 
of a commodity-based system. Each step improved the efficiency of the nation's 
money supply system and allowed the nation's financial and monetary regime to 
evolve to the current stage. Despite difficulties, the modem system has supported 
an impressive record of economic growth throughout the world. 

The development of monetary systems in a three-stage framework presented 
in Chapter 2, however, is a pedagogical device meant to emphasize the essential 
elements of the evolution of the monetary system, but in reality the historical devel
opment of the U.S. money system was not a smooth process. In fact, until the estab
lishment of the Federal Reserve in 1913, the U.S. money system was a hodge
podge of different forms of money incorporating elements of all three stages of 
monetary development. Starting with the Federal Reserve, the money supply has 
increasingly become unified, completely disconnected from gold or any commod
ity, and it is essentially under the control of the government through the central 
bank. 

Likewise, the role of government did not evolve over time in a linear fashion but 
responded to problems that emerged in each monetary standard stage. In addition, 
the role of government in the nation's financial and monetary regime was driven 
not only by inherent problems with the different monetary systems but also by 
economic ideas, historical events and political considerations. 

This chapter outlines the various elements of the basic role of government in 
the nation's financial and monetary framework from historical, institutional and 
political perspectives. These elements are as follows. 

1 The early involvement of government in minting coin in a commodity system. 
2 The inherent problem of a commodity or representative commodity monetary system. 
3 The inherent problems of an inverted pyramid monetary system, whether based on a 

commodity or a purely fiat system. 
4 The three basic responsibilities of government to deal with the inherent problems of 

commodity-based and inverted pyramid systems. 
5 Extended government responsibilities. 
6 An institutional overview of the government's role in the U.S. financial and monetary 

regime. 
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7 The influence of economic ideas, historical events and political considerations in the 
evolution of government involvement in the nation's financial and monetary regime. 

8.2 The Beginning of Government Involvement: Minting Coin and 
Gresham's Law 

Money, until the printing press became widely available, consisted of commodity 
money, in which the money supply depended on the supply of the commodity. The 
preferred commodity was gold or silver, or both. Government did not invent com
modity money but, rather, commodity money was a market innovation introduced 
to eliminate the inefficiency of barter. However, there was a degree of market fail
ure, in that coins based on the commodity were not of uniform measure, weight or 
commodity content. The lack of uniformity was due to a lack of standardization in 
producing coins, but also because of the incentive in the private market to debase the 
commodity money by counterfeiting coins, overstating weight or "shaving" some 
of the commodity off the coins. Any such debasement of the money supply brought 
into play Gresham's law, named after the English financier Sir Thomas Gresham 
(1519-1579), though references to the law can be traced to Copernicus and others. 
According to Gresham's law, "Bad money drives out good money." Debased money 
is spent while good money is hoarded, thereby reducing the benefits of money in 
general. 

This problem was recognized very early in recorded history and, as a result, 
governments began very early to take responsibility to ensure a uniform coinage 
by ensuring weight, measurement and commodity content. Government minting 
of coins provided a uniform commodity money the public could confidently use, 
but government frequently abused its power and debased the commodity money. 
Government would reduce the amount of gold and silver in a coin relative to other 
materials that made up the coin, but maintain the stated value on the coin. This 
essentially increased the money supply, which in tum, according to the quantity 
theory of money, generated inflation and debased the entire commodity money sys
tem. Gresham's law would come into play as the market hoarded coins of full value 
and used the less than full-valued coins and, in some cases, resorted to other forms 
of money. An interesting example of this is in pre-modem Japan. In Japan, around 
1000 AD, the imperial court in Kyoto debased the commodity money it produced 
over many years to such a degree that the coins it minted were no longer accepted. 
Instead, people resorted to using Chinese coins, which were obtained via trade 
with China, because they were more likely to be full-valued. In addition, privately 
minted coins also were used instead of official coins. 

There is a long history of governments during the period of commodity money 
debasing the coinage, causing inflation and generating much economic and political 
distress for the nation. Copernicus was one of the first to highlight, in a study on 
the minting of coin published in 1525, that the debasement of the coinage was 
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one factor among a short list of factors that caused the decline of the nation. The 
important point here is that, while there is a generally accepted rationalization for 
government control over the minting of coins under a commodity standard, there is 
no guarantee the government will not abuse the power to expand the money supply 
to support government spending. The debasement problem did not disappear with 
the establishment of the modem monetary standard. 

Article 1, Section 8, Clause 5 of the U.S. Constitution gave the federal govern
ment the authority to mint coins from commodities such as silver and gold and 
to regulate the value of the minted coins. It is was not clear, however, whether 
the federal government could print money, and until the U.S. Civil War (1861-
1865) the government did not print fiat money. The U.S. money supply up to the 
Civil War was a mixture of government-minted coins, actual gold and silver, pri
vately minted coins, foreign coins and banknotes issued by institutions such as 
Hickenlupper's Bank, discussed in Chapter 2. The government did start to print 
fiat money during and after the Civil War, though for all practical considerations 
the U.S. money supply was tied to the supply of gold. The establishment of the 
Federal Reserve System in 1913, however, significantly changed the role of gov
ernment in the nation's money supply, but it wasn't until the Great Depression that 
the major upward movement in government involvement in the nation's financial 
and monetary regime commenced. 

The Federal Reserve issued a new national currency, called the Federal Reserve 
note, which for all practical purposes is the nation's currency. The Federal Reserve 
note is pure fiat money since it is not backed by any commodity and has value only 
because it is defined to have value by the Federal Reserve. Coins minted by the 
U.S. Treasury are, likewise, pure fiat, since the face value of any coin far exceeds 
the value of the material used to produce it. The major part of the money supply is 
promises to pay issued by depository institutions and retail money market funds, 
which, again, are pure fiat money since they are not backed by any commodity. 
Some argue that Article 1 does not permit the government to play such an important 
role in the nation's money supply; however, this debate is over, whatever the merits 
of the two sides. The government now is responsible for supplying the nation's 
money supply, which, in tum, is entirely fiat-based. 

8.3 The Inherent Problem of a Commodity-Based Monetary System: 
Money Not Responsive to Needs of Trade 

Commodity and representative commodity standards were sensitive to the supply 
of the commodity and, in tum, the supply of the commodity tended to be acciden
tal and not always well timed to the needs of the nation for money to finance its 
transactions. The limitations of a commodity-based system in this regard could be 
resolved by giving the government greater control over the nation's money supply 
through a central bank. 
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No example better illustrates the limitations of the commodity-based standard 
than the monetary problems of the United States in the last third of the nineteenth 
century. In fact, in the opinion of many scholars, the limitations of the commodity
based standard and the resulting political upheaval during this period are the back
ground for one of American's most beloved fairy-tale movies, The Wizard of Oz, 
released in 1939. The Wizard ofOz and another well-known movie, Gone with the 
Wind, also released in 1939, were the first two major color movies, and they have 
achieved the status of "classics". The movie is based on L. Frank Baum's 1900 
publication of The Wonderful Wizard of Oz. 

A number of scholars claim that The Wonderful Wizard of Oz is more a political 
and monetary allegory of the economic and political events in the last part of the 
nineteenth century than a fairy tale for children. There is circumstantial evidence 
to support this view, though Baum never explicitly said his work was political or 
monetary comment. Setting aside this issue, the interpretation of Oz as political 
and monetary allegory provides great background to understand the limitations of 
a commodity-based standard and one of the main reasons for the establishment 
of the Federal Reserve System in 1913. The historical events stand on their own 
merit; however, the events and the juxtaposition of The Wizard of Oz make for a 
most interesting story. 

Prior to the Civil War the United States was on a bimetallic commodity standard, 
in that both gold and silver were the foundation of the nation's money. In 1873 
Congress passed the Coinage Act, which demonetized silver and placed the United 
States on a single commodity standard- gold. The nation's money supply, which 
at the time was a mixture of commodity, representative commodity and elements 
of the modem system, became directly related to the nation's supply of gold. The 
nation's supply of gold, however, did not keep pace with the growing economy 
in the latter part of the nineteenth century, and, even though the money supply 
expanded, it was not sufficient to prevent deflation taking into account trends in 
velocity and real output. Figure 8.1 illustrates the U.S. monetary gold stock from 
1880 to 1906. The gold stock was constant from 1880 to 1888 but started to increase 
in 1889, and by 1906 the gold stock was nine times the amount it had been in 1880. 

Table 8.1 presents the average annual percentage changes in the money supply, 
velocity, real output, general prices and farm prices for two periods: 1870-1896 and 
1897-1906. The average growth rates for each period in Table 8.1 can be interpreted 
in the context of the quantity theory of money. Real output grew at 3.8 percent in the 
first period, but while the money supply grew at 4.8 percent, combined with a 2.6 
percent decline in velocity, the price level declined 1.7 percent. At the same time, 
farm prices declined on average by 2.6 percent; that is, farmers were receiving less 
for their products than they had to pay for commodities to produce and live, and, at 
the same time, farm debt increased in value since it was fixed in nominal terms. As 
a result of the relatively slow money growth due to fewer new discoveries of gold, 
the United States experienced deflation and a decline of farm prices relative to 
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Table 8.1. Percentage Changes of Money, Output, and General and Farm Prices, 
1870 to 1906 

Year-to-year percentage change 

General Farm price 
Period price level level M2money Real output M2 velocity 

1870 to 1896 -1.7 -2.6 4.8 3.8 -2.6 
1897 to 1906 2.1 3.8 9.8 6.1 -1.3 

Source: Calculations based on data presented in Rockoff (1990). 

the general price level, which generated much economic, financial and political 
distress. 

In an economy in which agriculture played a much larger role than at present, 
the decline in farm prices relative to the general price level generated much social 
and political distress, especially in the Midwest, where farmers were operating with 
large amounts of debt. The situation generated a populist reaction to large banks 
on the East Coast (as well as politicians in Washington, D.C., including President 
McKinley ( 1897 to 1901) ), who were viewed as responsible for allowing this to 
happen by insisting on adherence to the gold standard. 

The conflict created by the more than two decades of deflation pitted farmers and 
debtors against creditors such as banks and those who supported the gold standard 
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Figure 8.1. Monetary Gold Stock, 1880 to 1906. Source: U.S. Bureau of the Census (1975). 
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as a constraint on over-issuing money and causing inflation. Increased pressure was 
brought to monetize silver, increase credit, increase the money supply to reverse the 
relative fall of farm prices and increase the inflation rate to asset debtors by reducing 
the real value of debt. Large banks and many politicians resisted this pressure for 
fear easy money would lead to inflation and instability, and in general creditors 
benefited from deflation, as their financial assets increased in value since they were 
fixed in nominal value. 

The pressure cumulated at the 1896 Democratic National Convention to select 
the Democratic presidential nominee, when William Jennings Bryan gave his 
famous "cross of gold" speech. Bryan passionately argued the gold standard lim
ited economic opportunity and crucified mankind upon "a cross of gold". A broader 
commodity base that included both gold and silver was necessary to resolve the 
nation's economic and financial distress. "Having behind us the producing masses 
of this nation and the world, supported by the commercial interests, the laboring 
interests and the toilers everywhere, we will answer their demand for a gold stan
dard by saying to them: 'You shall not press down upon the brow of labor this 
crown of thorns, you shall not crucify mankind upon a cross of gold."' 

Bryan emerged from the convention as the Democratic nominee for president, 
but he lost the 1896 election. Despite the impressive rhetoric of Bryan's cross of 
gold speech, the economic issues had already been resolved by that time, according 
to Table 8.1. As the nineteenth century came to a close, the money supply growth 
rate increased from 4.8 to 9.8 percent, the rate of velocity decline slowed from 
2.6 to 1.3 percent, and real output growth increased from 3.8 to 6.1 percent, thus 
the price level increased at a rate of 2.1 percent. Just as important, farm prices not 
only reversed their decline but now increased at a rate of 3.8 percent, which was 
higher than the general inflation rate of 2.1 percent. As a result of these trends, the 
economic foundation for the populist movement ended. 

Why did the money supply expand significantly in the second period relative to 
the first period? It expanded for much the same reason money had grown slowly 
after the Civil War. Money grew slowly in the first period and faster in the second 
period because of the changes in gold supply. The increase in the gold supply, and 
hence money supply, after 1890 was the result of two factors: first, new discover
ies of gold in South Africa, Alaska and Colorado; and, second, the application of 
new methods of mining gold. Together these two factors supported almost a dou
bling of the average annual growth rate of money in the second period. This was a 
worldwide phenomenon, because the world was connected by a common monetary 
standard. 

How does The Wizard of Oz fit into this historical period? Political scientists see 
it as an allegory of the political conflict between the West, farmers and debtors, 
on one side, and the East Coast large creditor banks and Washington, D.C., on 
the other. Economists, in particular, see it as a monetary allegory that fits into the 
quantity theory of money framework. 
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Dorothy represents traditional American values of family, farmers and hard 
work. Scare Crow represents farmers, who are smarter than those in the East. Tin 
Man represents industry, rusted shut from insufficient oil (liquidity, money and 
credit). Cowardly Lion is Bryan, who led the populist movement for expanded 
money in 1896, but in 1900, again as the Democratic presidential nominee, shifted 
attention to other issues, such as the American-Spanish War. Dorothy, Scare Crow, 
Tin Man and the Lion set out on the yellow brick road to the Land of Oz, which 
represent the gold standard and Washington, D.C., respectively. They seek the all
knowing Wizard (President McKinley and his advisors), who tum out to be more 
smoke and mirrors than knowledgeable. The solution to all these problems consists 
of two elements: first, water, which represents liquidity, credit and money; and, sec
ond, Dorothy's silver slippers. In the book, Dorothy's slippers were silver, but in 
the movie they were ruby, to better highlight the new color technique. Water saves 
Scare Crow, when the wicked witch sets him on fire, and water destroys the wicked 
witch. At the end, Dorothy can go home again to her farm, family and traditional 
values by simply clicking her silver slippers together. That is, the solution to all 
problems was close at hand- or, better, close at foot- all the time: monetize silver 
and expand the money supply. 

It is not really important whether Baum intended his book to be political and 
monetary allegory, though many do think Baum meant it to be so. The story does 
seem to fit the economic and political events fairly well. At a minimum, the juxta
position of the events in the last third of the nineteenth century and The Wonderful 
Wizard of Oz and the movie helps us understand the limitations of any commodity
based monetary system. This is an important reason why commodities such as gold 
and silver in the first part of the twentieth century became less and less important 
in influencing the nation's money supply. Today, commodities play no meaningful 
role in any nation's money supply. The nation's money supply is now ultimately 
under the control of the government through the central bank. 

8.4 Two Inherent Problems of an Inverted Pyramid Monetary System 

As the monetary system began to incorporate fractional reserves and began to 
emerge as the modem monetary system of today, two inherent problems or ele
ments of market failure became apparent because of the fractional reserve nature 
of the standard. A fractional reserve system is like the inverted pyramid in Chapter 
2. By definition, there is only a fraction of base reserve. Under a commodity stan
dard the base is gold, silver or both, while under today's inverted pyramid the base 
consists of reserves under the control of the central bank. 

The first problem is called the contagion problem, because the failure of one 
or a small group of depository institutions, irrespective of the cause, can contami
nate the rest of the system. The second problem is referred to as the money supply 
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problem, because individual actions by depository institutions in the aggregate can 
over-expand credit and the money supply. Both are examples of market failure, in 
that the individual depository institution follows its own self-interest without taking 
into account the impact those actions have on the entire system. 

The contagion problem: Checkable or deposit money is efficient but it relies 
on the confidence of the public to hold and use deposit money, which, in turn, 
depends on the willingness of the public to accept deposit money for goods and ser
vices they sell, workers to accept deposit money for labor, and creditors to accept 
deposit money for debt service. That is, the willingness of the public to hold deposit 
money and use deposit money for their transactions instead of base money (gold, 
silver or reserves) is the foundation of the inverted pyramid, but there's a catch. 
There is only a fraction of base money backing deposit money. As long as the pub
lic have confidence they can withdraw deposit money in the form of base money 
without difficultly, then they are willing to use and hold deposit money, because it 
is more efficient than base money. If the public lose confidence in deposit money 
and attempt to convert deposit money into base money en masse, the pyramid col
lapses and generates intense economic and financial distress. It collapses because 
the fractional reserve nature of the system means there is insufficient base money 
to convert most deposits into base money. 

What would cause the public to lose confidence? Assume one or several deposi
tory institutions have failed through no fault of their own. Perhaps they are located 
in a tourist area, and tourism has declined, so that many of its borrowers have 
defaulted and bankrupted the depository institutions. Depositors of those institu
tions no longer have access to their base money, since the institution's reserve can 
cover only a fraction of the deposits. Depositors of other institutions, who are not 
experiencing any difficulty, will start "runs" on their depository institutions to with
draw their deposits in the form of base money. The public lack the ability to dis
tinguish between "good" and "bad" depository institutions, and when they witness 
the failure of another depository institution, or several institutions, they are likely 
to run to their institution and withdraw deposits. However, again, there are insuf
ficient reserves, and these institutions go bankrupt, which, in tum, induces more 
deposit withdrawals for other healthy institutions - and they fail, and so on. This 
is called contagion because, like a disease, the failure of one or a small number 
of institutions induces deposit withdrawals from other institutions no matter what 
their economic health, and, because the system is based on fraction reserves, the 
entire system collapses. 

This is exactly what happened during the Great Depression from 1929 to 1933, 
when the public lost confidence in deposit money and converted deposits into base 
money, which consisted primarily of Federal Reserve notes and gold certificates at 
the time. The 1929-1933 period of the Great Depression was so dramatic in terms 
of the collapse of the economy and financial system that it is referred to as the 
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Figure 8.2. Ratio of Currency to M2 Money Supply, 1929 to 1940. Source: U.S. Bureau of 
the Census (1975). 

Great Contraction. The average reserve held by banks was about 10 percent at that 
time, so that for every $1.00 of deposit money there was only $0.10 of base money. 
Banks were simply unable to meet the withdrawal demands. 

Figure 8.2 illustrates the ratio of currency held by the public to M2 money 
and illustrates the dramatic increase in the ratio from 1929 to 1933; the ratio then 
declines as the Federal Deposit Insurance Corporation, established in 1934, restores 
public confidence in the nation's money supply. Notice, however, that after 1933 
the ratio declines but remains higher than in 1929, indicating continued concern 
about the safety of the nation's banking system. The direct result of the increase in 
currency held relative to M2 from 1929 to 1933 was widespread bank bankruptcy 
and a major decline in the number of banks (Figure 8.3). Banks were unable to 
meet the demands to convert deposits into currency and failed in large numbers 
across the nation. In 1929 there were 25,686 banks in the United States, while by 
1933 the number of banks had declined to 14,771. This is a decline of 42 percent, 
and clearly provides one of the reasons why the period from 1929 to 1933 is called 
the Great Contraction and why the entire decade of the 1930s is called the Great 
Depression. 

This example assumes that institutions that initially failed were subject to a 
shock beyond their control; that is, they had fulfilled their fiduciary responsibil
ity to make good-quality loans that had a high probability of being repaid, but were 
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Figure 8.3. Number of Commercial Banks, 1929 to 1940. Source: U.S. Bureau of the Census 
(1975). 

adversely impacted by a bad local economy or some other event beyond their con
trol. The same sequence, however, would occur if the initial failures had been of 
incompetent bank management, fraud or imprudent lending and loan management. 
Even under the best of intentions, an individual depository institution has an incen
tive to assume imprudent levels of risk. As risk increases, the probability of failure 
increases and, hence, the probability of contagion increases. 

Depository institutions are highly leveraged financial firms with an incentive to 
assume imprudent levels of risk because they don't take into account what impact 
their actions will have on the rest of the system. An individual depository institution 
has an incentive to operate with low levels of reserves because reserves earn no 
or little interest while loans earn much higher interest; an individual depository 
institution has an incentive to make riskier loans because they earn higher interest 
rates than less risky loans; and an individual depository institution has an incentive 
to operate with a small level of capital, which protects the institution from declines 
in the value of its assets on the balance sheet. Any of these actions increases the 
risk of the depository institution to bankruptcy and, if one or a few institutions go 
bankrupt, they can contaminate the entire system; that is, they generate a contagion 
process. 

The money supply problem: Depository institutions are highly leveraged institu
tions and use this advantage to enhance profit. As a group, each depository insti
tution has an incentive to over-expand lending, and hence the money supply is 
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driven by self-interest, but, at the same time, individual institutions don't take into 
account the impact of their increased lending on the system and the fact that all 
depository institutions are behaving in much the same manner. Increased lending 
can be supported by reduced holdings of reserves, making riskier loans as the quan
tity of low-risk loans runs out or reducing capital. These actions increase the risk 
of failure, which can lead to contagion, as discussed above, but they also gener
ate an excessive amount of lending and money supply in the aggregate. Excessive 
money supply can then generate inflation, which in turn lowers the value of the 
given money supply, reducing public confidence in money. 

8.5 Government Resolution of the Problems of Commodity-Based 
Systems and Fractional Reserve Systems 

The three problems identified above - money supply not responsive to needs of 
trade in commodity-based systems; the contagion problem in the inverted pyramid 
system; and the money supply problem in the inverted pyramid system - together 
rationalize the basic role of government in the nation's financial and monetary 
regime. 

The difficulties of a commodity-based money supply that is not always respon
sive to the needs of trade can be solved by disconnecting the money supply from 
a commodity. This is accomplished by establishing a central bank that supplies 
reserves and regulates the demand for reserves by depository institutions by set
ting the reserve requirement; hence, the central bank controls the money supply by 
setting the reserve ratio and the reserve base. 

The central bank also solves the money supply problem of the inverted pyramid 
system since the overall money supply is under the control of the central bank rather 
than the combined actions of individual depository institutions. 

The solution to the contagion problem involves the government becoming a 
lender of last resort and the financial and regulatory authority limiting risk tak
ing by depository institutions and providing deposit quarantines to maintain public 
confidence in deposit money. 

Central bank control of the nation's money supply: The United States was a 
latecomer to the club of countries with central banks. The United Kingdom, many 
European countries and Japan, for example, established central banks well before 
the Federal Reserve was established in 1913. While periods such as the deflation in 
the last part of the nineteenth century generated calls for a more manageable money 
supply, the political and economic traditions of the United States made it difficult to 
establish a central bank. The United States had been established with a much larger 
degree of economic and political freedom than most countries and had a deep dis
trust of concentrations of economic and political power; hence, calls for a central 
bank and greater control of the nation's money supply were met with resistance. 
It is rather amazing that the United States in the last part of the nineteenth cen
tury was one of the few industrial economies that did not have a central bank. The 
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United Kingdom designated the Bank of England, which had been established as 
a private bank in 1694, as the country's official central bank in 1844. Japan, which 
began its modernization much later than the United States when in 1868 it com
menced the Meiji Restoration, established the Bank of Japan in 1882, three decades 
before the United States got around to establishing the Federal Reserve System in 
1913. It was a rather intense but short financial panic in 1907 that provided the cata
lyst, which, combined with a progressive President Wilson, produced the economic 
and political conditions needed to set up a central bank. 

While a central bank may be able to achieve a more stable monetary growth 
than a commodity-based system in theory, history has shown that the central bank 
solution to commodity money or the money supply problem in the inverted pyramid 
stage has not always generated the expected results. Central banks can make policy 
errors based on faulty models of the economy and faulty procedures. Central banks 
such as the Federal Reserve are often organized to be formally or de jure inde
pendent of the government, but history shows that institutional independence is an 
easy wall to breach when government wants the central bank to expand the money 
supply. Thus, like the justified role of the government in minting coin, there is no 
guarantee that central banks will generate a significantly better output than when 
the money supply is tied to a commodity. Some argue for a return to a commodity 
system, but this is not realistic, for a number of reasons. The most important is that 
few countries would be willing to permit their money supply to be determined by 
the supply of a commodity such as gold. Instead, it is better to focus on reforms to 
the existing system, so that central banks accomplish the job they are designed for 
and capable of doing: providing a monetary growth that meets the needs of trade 
and maintain price stability without allowing the money supply to grow too fast or 
too slowly. The central bank has the potential to be a meaningful improvement over 
a commodity system, but whether the end result is a stable financial and monetary 
environment depends on how the central bank conducts policy. 

Lender of last resort: Shifting from a commodity-based to a fiat-based reserve 
system in the inverted pyramid system provides the government not only with the 
ability to control the money supply but with the ability to function as a lender of last 
resort to prevent contagion. If there is any loss of confidence in deposit money, the 
government can provide whatever level of reserves is needed by individual depos
itory institutions to meet deposit withdrawals. When the public realize they can 
convert their deposits into money without difficulty, they no longer have an incen
tive to convert, and go onto their normal daily business. That is, the government 
sets itself up as a lender of last resort to depository institutions experiencing runs, 
which, in tum, stops the run. Runs on depository institutions are largely driven by 
fear of an inability to convert deposit money into base money, and once that fear is 
removed there is no longer any desire to convert, and the inverted pyramid remains 
stable. 

The central bank is the government institution responsible for lender of last resort 
services because it has the ability to control base money and the money supply. 
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Regulatory and supervisory authority: Regulatory and supervisory authority by 
the government covers a wide range of roles basically designed to limit risk tak
ing by individual depository institutions and maintain public confidence in deposit 
money. These objectives can be accomplished by regulation and supervision, to 
limit imprudent lending by depository institutions; ensure that an adequate level of 
reserves and capital is maintained; monitor the operations of depository institutions 
through frequent reporting requirements on asset and liability operations; monitor 
operations of depository institutions via on-site examinations; and provide deposit 
insurance backed by the full faith and credit of the government. 

The central bank is responsible for monetary control and lender of last resort 
services, but there is no inherent reason why central banks should play a major 
role in financial regulation and supervision. The reason central banks are most 
often assigned the responsibility of monetary control and lender of last resort is 
because, in a modem inverted pyramid monetary system, the central bank controls 
the reserve base. Managing the reserve base permits the central bank to thus func
tion as a lender of last resort and provide overall control of the money supply. How 
this is done will be discussed in a later chapter. 

The institutionalization of regulation and supervision, however, varies to a 
greater degree among countries. In the United States, the Federal Reserve is an 
important regulatory and supervisory agency, along with the U.S. Treasury and 
other federal regulatory agencies, as well as regulatory and supervisory agencies 
at the state level. In contrast, the central bank in many countries does not possess 
the degree of regulatory and supervisory responsibility the Federal Reserve does; 
for example, the Bank of Japan, Bank of Korea, Bank of England and European 
Central Bank play lesser roles in both regulation and supervision. 

There has been a long-standing debate about the degree to which a central bank 
should be involved in regulation and supervision. Central banks argue that they 
need to have their hands on information regarding the financial system provided by 
at least some degree of regulation and supervision, such as on-site examinations, in 
order to carry out their monetary control and, especially, lender oflast resort respon
sibilities. Others counter this argument in two ways. First, they point out that the 
central bank can easily obtain from other agencies the information needed to carry 
out its basic responsibilities without actually being a regulatory and supervisory 
authority over financial institutions and markets. Second, conflicts of interest arise 
between monetary policy and regulation as central banks become more concerned 
with the stability of those elements of the financial system they have responsibility 
for than the overall direction of monetary policy. 

8.6 Institutionalization of Government's Role in the U.S. Financial and 
Monetary Regime 

Table 8.2lists, in order of the dates of their establishment, the most important agen
cies responsible for lender of last resort, prudential regulation and monetary control 
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Table 8.2. Monetary, Regulatory and Supervisory Authorities 

Federal level 
Office of the 

Comptroller of the 
Currency (1863) 

Federal Reserve 
System (1913) 

Federal Deposit 
Insurance 
Corporation (1933) 

Securities and 
Exchange 
Commission (1934) 

National Credit Union 
Administration 
(1971) 

Commodities Futures 
Trading Commission 
(1974) 

Federal Housing 
Finance Agency 
(2008) 

Consumer Financial 
Protection Bureau 
(2010) 

Financial Stability 
Oversight Council 
(2010) 

State level 

The OCC is the first national regulatory authority established 
to regulate and supervise federally chartered banks. 
Organized as part of the U.S. Treasury. 

The Federal Reserve is the nation's monetary authority that 
controls the money supply; conducts monetary policy; sets 
reserve requirements for all federally and state-insured 
depository institutions; serves as a lender of last resort; 
provides wide-ranging regulatory and supervisory authority 
over banks and the banking system; and enforces a wide 
range of consumer protection laws. 

The FDIC insures the deposits of commercial banks, S&Ls and 
savings banks up to $250,000 per account backed by 
reserves and the full faith and credit of the federal 
government. Federally and state-chartered banks, S&Ls and 
savings banks alike are eligible for FDIC insurance. 

The SEC regulates and supervises the organized financial 
markets to maintain transparency and eliminate inside 
trading. 

The NCUA regulates and supervises federally chartered credit 
unions and provides deposit insurance to both federal and 
state-chartered credit unions. 

The CFTC regulates and supervises futures trading in 
commodities and financial assets in much the same manner 
that the SEC regulates and supervises organized financial 
markets. 

The FHFA supervises Freddie Mac, Fannie Mae and the 
Federal Home Loan Bank System. Freddie Mac and Fannie 
Mae are government-sponsored enterprises that establish a 
secondary market for residential mortgages. The Home Loan 
Bank System is a system of 11 government-sponsored 
enterprises or banks that provide loans to depository 
institutions to make residential mortgages. 

The CFPB has broad powers to regulate and supervise 
consumer credit provided in the United States. 

Consisting of representatives of the Federal Reserve, SEC, 
CFTC, OCC, FDIC, FHFA, NCUA, CFPB, the insurance 
industry, and chaired by the U.S. Treasury, the FSOC is 
responsible for identifying excessive risk taking in the 
financial system. 

Each state has one (e.g. Nevada) or a large number (e.g. California and New York) of 
regulatory and supervisory agencies that oversee financial activity within their state. 
Most of the above functions are duplicated at the state level to some degree, with the 
exception of deposit insurance, lender of last resort and monetary control. States focus 
their attention on state-chartered depository institutions and often share responsibility 
with federal agencies, especially over branching, even for federally chartered 
depository institutions. 

There is one area of regulation and supervision that is exclusively at the state level. The 
insurance industry is regulated and supervised at the state level. There are no federal 
agencies directly responsible for overseeing the insurance industry. 
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functions in the United States. The regulatory structure of the United States differs 
from that of other countries in two important respects. First, the United States oper
ates with a multiplicity of regulatory authorities, often with overlapping responsi
bilities; and, second, the regulatory structure of the United States is a dualistic 
system, based on the fact that the United States is a federal republic consisting of 
50 state governments and a federal government at the center. The federal govern
ment dominates, but states retain considerable responsibility primarily as financial 
regulatory authorities. These two characteristics - the multiplicity of regulatory 
authorities and the dualistic structure of regulatory authorities - are unique. No 
other country is quite like the United States in this regard. 

The multiplicity of regulatory authorities and dualistic structure reflect the his
tory and political structure of the United States. The multiplicity characteristic 
reflects the checks and balance foundation of the political structure and reflects 
the nation's inherent distrust of concentrations of economic, political and regula
tory power. The dual system reflects the original structure of the United States in 
the Constitution. 

8. 7 Extended Rationales for Government Involvement 

The above three roles are the basic rationale for government becoming a part of the 
nation's financial and monetary regime, to offset the problems of commodity-based 
systems and fractional reserve systems. However, over time the three roles have 
been increasingly redefined and extended, to the point where, now, the government 
has become, for all practical purposes, the major force in the nation's financial 
and monetary regime. In the following, four specific extensions of government are 
noted. 

Activist monetary policy and limiting systemic risk: At the start central banks 
were intended to merely ensure a stable monetary growth so as to maintain price sta
bility, provide lender of last resort services on occasion and provide other services 
to establish a national payments system. However, central banks almost from the 
beginning began to conduct activist policies to offset shocks to the economy by con
ducting countercyclical monetary policy. The Federal Reserve is now responsible 
by congressional statute for achieving price stability, maximum employment and 
moderate long-term interest rates. In fact, central banks have now become the most 
important stabilization instrument of government to manage aggregate demand. At 
one time, fiscal policy - government spending and taxing - was regarded as an 
important instrument of stabilization, but that has changed significantly in the past 
few decades. For all practical purposes, monetary policy is the instrument of eco
nomic stabilization, with objectives assumed by the central bank or imposed on the 
central bank that go far beyond merely focusing on long-run price stability. There is 
considerable debate as to whether this is a good or bad thing - a subject postponed 
to a later chapter. 
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Likewise, the lender of last resort function was designed to limit contagion 
among depository institutions, and in this regard the central bank was more passive 
than activist, but now central banks have been assigned responsibility for monitor
ing and responding to risk, broadly defined, in the financial system - also broadly 
defined. Now central banks are responsible for limiting "systemic risk", defined to 
mean the risk that portfolio activities of any large component of the financial sys
tem place on the entire financial system and economy. In this regard, the Federal 
Reserve and other government agencies are now responsible for ensuring that those 
systemically important parts of the financial system have the capital and liquidity 
needed to survive economic turbulence. 

In the past, regulatory authorities and the Federal Reserve focused on micropru
dential regulation, which focused on the condition of an individual depository insti
tution; however, in the past decade regulatory authorities and the Federal Reserve 
have expanded prudential regulation to include macroprudential regulation. This 
is a dramatic extension of the responsibilities and administrative control of govern
ment over the financial system. It involves a focus on how large groups of financial 
institutions defined as systemically important to the stability of the financial sys
tem should be regulated to prevent asset bubbles and to ensure they can withstand 
financial and economic shocks. 

Protecting the consumer of financial services: A major focus of government 
regulation and supervision is the protection of the consumer of financial services, 
based on the assumption that the consumer is at a disadvantage due to a lack of 
knowledge of financial transactions as a result of their complexity and the fact that 
financial institutions possess a much higher degree of market power than the indi
vidual. The Federal Reserve is the most important agency protecting consumer 
transactions involving credit, charge and debit cards issued by both financial insti
tutions and retail outlets; electronic transactions; deposit transactions; consumer 
loans; automobile leases; and mortgage and home equity loans. Consumer protec
tion, starting in the 1960s, has become a major focus of government regulation and 
supervision. The Truth in Lending Act of 1968 was the first requiring creditors 
to provide detailed information as to terms, interest rates and other conditions of 
any loan and is implemented by the Federal Reserve's Regulation Z. Table 8.3 lists 
important consumer protection laws in chronological order since 1968 for which 
the Federal Reserve has established regulations. 

The Federal Reserve also conducts a wide range of educational efforts, designed 
to inform consumers of financial services of their rights as well as their responsibil
ities with regard to financial disclosure. The Federal Reserve maintains a consumer 
complaint program that responds to complaints about the practices of financial 
institutions. The Federal Reserve's institutional structure in fact provides impor
tance to consumer affairs. The Federal Reserve has established three advisory com
mittees that directly advise the Federal Reserve, one of which, established in 1976, 
is the Consumer Advisory Council. All in all, the Federal Reserve is a major player 
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Table 8.3. Consumer Protection Laws 

Fair Housing Act of 1968 
Truth in Lending Act of 1968 

Fair Credit Report Act of 1970 

Flood Disaster Protection Act of 
1973 

Fair Credit Billing Act of 1974 

Equal Credit Opportunity Act of 
1974 

Real Estate Settlement Procedures 
Act of 1974 

Home Mortgage Disclosure Act of 
1975 

Consumer Leasing Act of 1976 

Fair Debt Collection Practices Act 
of 1977 

Community Reinvestment Act of 
1977 

Right to Financial Privacy Act of 
1978 

Federal Trade Communications 
Act of 1980 

Expedited Funds Availability Act 
of 1987 

Women's Business Ownership Act 
of 1988 

Fair Credit and Charge Card 
Disclosure Act of 1988 

Home Equity Loan Consumer 
Protection Act of 1988 

Truth in Savings Act of 1991 

Home Ownership and Equity 
Protection Act of 1994 

Gramm-Leach-Bliley Act of 1999 

Fair and Accurate Credit 
Transactions Act of 2003 

Prohibits discrimination in mortgage credit markets. 
Requires uniform methods for informing borrowers of the 

cost of credit and terms. 
Protects consumers from inaccurate information by credit 

rating agencies. 
Requires flood insurance for certain properties. 

Regulates how creditors must respond to billing-error 
complaints. 

Prohibits discrimination in credit transactions. 

Requires transparency in real estate settlements. 

Requires mortgage lenders to provide public information 
about the geographic distribution of mortgage credit 
applications and ethnicity, race, sex, income and other 
details. 

Requires transparency in consumer leases, such as for 
vehicles. 

Prohibits abusive collection methods. 

Encourages financial institutions to meet the credit needs of 
all those who live in their community, especially low- and 
moderate-income areas in which financial institutions have 
a presence. 

Protects customers of financial institutions from unlawful 
actions by fund transfer services such as automated teller 
machines, etc. 

The Federal Reserve, acting on behalf of the Federal Trade 
Commission, restricts certain activities of banks regarding 
late charges, wage assignments, etc. 

Establishes the amount of time in which depository 
institutions must make funds available to depositors after 
making deposits. 

Extends certain rules for consumer credit applicants and to 
applicants for business credit, such as reasons for a loan 
denial. 

Amended Truth in Lending Act to provide information 
regarding applications made available to the public, such as 
credit card applications provided via mail or telephone. 

Requires transparency in credit extended based on the 
consumer's home dwelling. 

Requires transparency about deposits offered by depository 
institutions, such as explicit statement of interest paid; 
prohibits certain types of advertising; and regulates 
advertising for savings accounts. 

Amends Truth in Savings Act to include certain disclosures 
about home equity loans. 

This Act removes restrictions on branch banking across state 
lines, and part of the Act restricts the information that can 
be provided to third parties when dealing with the 
disclosure of personal information. 

Amends the Fair Credit Reporting Act to assist consumers in 
dealing with thief identification. 

Source: Board of Governors of the Federal Reserve System (2005). 
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in regulation and supervision designed to protect the consumer in the financial sys
tem. Other agencies, such as the Securities and Exchange Commission or the Office 
of the Comptroller of the Currency, provide similar services to those areas of the 
financial system not covered by the Federal Reserve. Each state also plays a role in 
protecting the consumer of financial services. 

The protection of consumers function was significantly expanded in 2010 when 
the Consumer Financial Protection Bureau was established by the Dodd-Frank Act. 
The CFPB is an independent agency within the Federal Reserve structure, but not 
subject to Federal Reserve influence, and it has been granted wide-reaching powers 
to regulate and supervise consumer credit through the entire economy. 

Establishing a level playing field and regulating the structure and performance 
of the financial system: Regulation and supervision are directed toward establish
ing a "level playing field" in the financial system, through a wide range of regula
tions on the part of the Federal Reserve and other agencies to regulate entry and 
exit, competitive practices, etc. Unlike many activities in the real economy, such 
as establishing a small business, for which entry, exit and competition are rela
tively unregulated, the government imposes extensive regulations on the structure 
and performance of the financial system. Establishing a new depository institu
tion, establishing a new branch, especially across state lines, and introducing a new 
financial product or service all fall under the supervision of the Federal Reserve and 
other regulatory authorities, including those at the state level. While liberalization 
of the financial system in the past four decades has changed attitudes about regulat
ing the structure and performance of various elements of the financial system and 
now permits greater competition than previously, the structure and performance of 
the financial system is subject to far greater regulation than all but a few other parts 
of the U.S. economy. 

Subsidizing favored sectors of the economy: Governments, almost from the start 
of their involvement in the nation's financial and monetary regime, have used their 
power to subsidize favored sectors of the economy, such as real estate, especially 
residential real estate; export industries; agriculture; small businesses; and low
income households. There is a complex system of government regulations, govern
ment agencies and government-sponsored agencies designed to subsidize credit to 
these sectors. One of the more important involvements of the government in this 
regard is the Community Reinvestment Act (CRA) of 1977. 

The CRA requires depository institutions, especially banks, to provide credit 
to all consumers in the community in which they operate, especially low- and 
moderate-income households. The CRA is based on two perspectives. First, deposi
tory institutions benefit from government deposit insurance and government restric
tions on exit and entry, and, hence, their profits are partly dependent on government 
regulation. Second, depository institutions then should be responsible for serving 
all individuals in their communities, especially low- to moderate-income house
holds. Over the years, especially starting in the 1990s, the CRA influenced the 
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lending decisions of depository institutions, particularly with regard to consumer 
and mortgage credit. 

8.8 Government Involvement Has a Downside: Government Failure Is as 
Important as Market Failure 

The case for government involvement at some level in the nation's financial and 
monetary regime in the three basic areas is strong. In this regard, government policy 
is designed to mitigate elements of market failure. Milton Friedman (1959), one 
of the most influential conservative economists of the twentieth century, long ago 
argued that government had certain responsibilities to regulate and supervise the 
financial system to prevent the "economic equivalent of counterfeiting". By this, 
Friedman meant that government had responsibility to ensure confidence in the 
nation's money supply and that government had responsibility to ensure that only 
enough money be created to meet the needs of trade and maintain long-run price 
stability. However, government's role in the nation's financial and monetary system 
has gone far beyond preventing the economic equivalent of counterfeiting. Intense 
debate continues as to how far government involvement in the nation's financial 
and monetary regime should extend. Many argue for more extension while others 
argue for retrenchment. 

Even at the minimal level of government involvement in the nation's financial 
and monetary regime, there is no free lunch. Government involvement comes with 
a price, and there is ample evidence government involvement has been a destabi
lizing force at times. A more balanced approach to understanding the role of gov
ernment in the nation's financial and monetary regime is to recognize that, while 
market failure does exist, requiring government involvement, there is also govern
ment failure, which can be as serious as, or more serious than, the market failure it 
is designed to mitigate. On occasion, government involvement in the financial and 
monetary regime has generated periods of intense economic, financial and political 
distress. 

There is no doubt that well-designed government policies to carry out the basic 
responsibilities of lender of last resort, prudential regulation and monetary con
trol assist the nation's financial and monetary regime to fulfill its obligations, but 
four perspectives on government involvement suggest that an intellectually hon
est approach requires us to recognize there is government policy failure and that 
focusing only on the benefits lacks reality. The four perspectives are moral hazard; 
crony capitalism and politicization of regulation; politicization of monetary policy; 
and public choice incentives. The public choice perspective is not so much a sep
arate issue, but offers a theoretical framework to understand the second and third 
perspectives. 

Moral hazard: Moral hazard is a technical term used to describe human behavior 
in the presence of insurance or guarantees. Insurance of any type is subject to moral 
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hazard; that is, the existence of insurance provides incentives to the insured that 
are adverse to the insurer. Car insurance, for example, makes you less concerned 
about parking the car in an area where there is a probability of damage or theft, 
as when you lock the car and walk away you tell yourself that "the car's insured". 
In the private sector, insurance companies have been aware of moral hazard for a 
long time and try to price their products to minimize moral hazard. In the public 
sector, and especially with regard to government involvement in the financial and 
monetary system, moral hazard is a real problem that is difficult to minimize. Two 
examples illustrate this point. 

First, deposit insurance has moral hazard, because it removes concern by depos
itors about how the depository institution manages its portfolio, and, instead, they 
are concerned only with how much interest is earned on deposits. The depository 
institution now has less depositor discipline to worry about and thus has more 
incentive to adopt riskier portfolio behavior. Hence, deposit insurance, designed to 
increase public confidence in the nation's money supply, ends up providing incen
tives for depository institutions to take greater risks and thereby generate greater 
instability. Moral hazard is a serious problem, and, though there are policies to 
reduce the moral hazard of deposit insurance, they are difficult to implement for 
political reasons. One approach to reducing the moral hazard of deposit insurance, 
for example, is to impose risk-based deposit insurance premiums; however, this has 
proved to be difficult. Depository institutions know a good deal when they see one. 
After much resistance from depository institutions, however, deposit insurance was 
modified in 1991 to incorporate risk-based pricing. Unfortunately, the risk-based 
pricing has not been used to any great extent, nor has it had much practical impact 
on the behavior of depository institutions. 

Politicians and government regulatory authorities tend to play down moral haz
ard because it does not have a direct measurable cost when guarantees are offered 
by the government. This way politicians have little difficultly passing laws that 
provide guarantees because they appear to be a real free lunch, since the guarantee 
adds nothing to the budget. Another reason why governments offer guarantees is 
because any future cost due to their unsustainability can be dealt with by issuing 
debt, raising taxes or increasing the money supply. Most often, when the real cost 
of an unsustainable guarantee becomes apparent, few if any government agencies 
experience any meaningful penalties. 

Second, regulatory authorities are likely to err on the side of caution when deal
ing with troubled depository institutions, because of concern over contagion and 
not wanting a repeat of what happened in the first part of the 1930s to occur on 
their watch (Figure 8.2). Hence, there is a tendency to delay resolution of troubled 
depository institutions and declare them bankrupt. Instead, there is an incentive 
to provide time for institutions to work their way out of the problem or to delay 
implementing existing regulations. This policy is called forgiveness and forbear
ance, but, like deposit insurance, it has a moral hazard impact. 
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Depository institutions that are operating with negative net worth or close to 
negative net worth should be closed, but permitting them to continue operation 
only provides them incentives to adopt riskier loan and investment policies. This 
is a rational strategy, since the institution is already bankrupt or close to bankrupt, 
and a policy of forgiveness and forbearance is politically easier and, essentially, 
is taxpayer-assisted support. The problem is it seldom works. As a result of for
giveness and forbearance, depository institutions adopt riskier loan and investment 
strategies because the institution is being supported by taxpayers. The riskier loan 
and investment strategies only increase the ultimate cost of closing the institution 
down. This was a major issue in the S&L crisis in the 1980s. It was estimated that, 
had the government resolved the S&L problem in the early 1980s, the cost to tax
payers would have been around $25 billion in current dollars. Political pressure 
from the S&Ls and the real estate industry, which benefited from S&L lending, 
led to extensive forgiveness and forbearance policies by those agencies that regu
lated the S&L industry. The proper policy would have been to close many S&Ls, 
recapitalize those that were viable and cut the losses to the taxpayer; however, this 
was not done. Like zombies from the cult movie Night of the Living Dead (1968), 
a large number of S&Ls were permitted to remain open and operate even though 
they were insolvent by any reasonable accounting standard. When this policy was 
no longer possible, the government by 1989 was forced to bail out the S&L indus
try. The total cost, based on an FDIC study (Curry and Shibut, 2000), is about $214 
billion in 2014 dollars. 

The forgiveness and forbearance policy is not always applied equally to all 
depository institutions. Regulatory authorities have a tendency to focus on the 
larger institutions and adopt what amounts to a "too big to fail" policy for large 
institutions, which impose a risk to the financial system if they collapse. The "too 
big to fail" institutions, however, become aware of this special concern and have an 
incentive to adopt riskier loan and investment strategies because they know that, if 
problems occur, the government regulatory authorities will regard them as too big 
to fail. In practice, regulatory authorities often view small financial institutions as 
"too small to save"! 

Crony capitalism or the politicization of regulation and supervision: Adam 
Smith in The Wealth of Nations, published in 1776, pointed out that businesses 
are seldom fans of competition. In fact, businesses will make every attempt to limit 
competition in order to enhance market share and profits. One of the rationales for 
expanded government, in not only the nation's financial and monetary regime but in 
the real sector, is to prevent restrictive business practices that limit competition and 
impose higher prices on the consumer. This rationale for government involvement 
is fine in theory, but the reality is somewhat different. 

Once government has become a major regulatory presence in the nation's finan
cial and monetary regime, the private sector has an incentive to establish relation
ships with regulatory agencies and politicians to ensure regulation is favorable to 
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the sector. Regulatory agencies have an incentive to provide favorable regulation. 
Regulatory agencies are often run by individuals drawn from the very industry they 
regulate, and many who leave the agencies end up working in the industry they 
regulated. This close relationship between the private sector and the government is 
referred to as crony capitalism, in that there is a close relationship between the gov
ernment regulatory authorities and the entities that they regulate, being beneficial 
to the regulated industry but often adverse to the public. This is not a right ver
sus left issue in politics, as crony capitalism relationships are invariant to political 
party; that is, crony capitalism is an equal opportunity activity. Government regu
lation over the years has been politically sensitive to special interests representing 
financial markets, depository institutions, real estate, education, agriculture, con
sumers, etc. While much government regulation, even though influenced by special 
interests and crony relationship with the regulated entity, is in the general interests 
of the nation, a significant part of financial regulation is not in the best interests of 
the nation. 

The use of regulation to support the housing sector has been a particularly seri
ous problem, and over the years the government has employed many policies to 
encourage homeownership. There have been times Federal Reserve policy has been 
directed toward supporting housing. It might be worth the cost of the support if the 
outcome was more homeownership. But that is not the case. Homeownership rates 
in the United States since 1950 have averaged around 65 percent, peaked in 2005 
at about 69 percent and have recently fallen back to around 65 percent. The United 
States compares poorly with other countries in terms of homeownership. The Pew 
Research Center in 2013 reported that, of the 42 countries that were members of 
the Organisation for Economic Co-operation and Development and the European 
Union, plus Singapore, the United States ranked 34th (DeSilver, 2013). 

The cost is even much higher than the misallocation of resources to the housing 
sector. Government regulations to support housing have played a key role in the 
collapse of the S&L industry in the 1980s, the asset bubble in housing prices from 
2001 to late 2005 and the collapse of the housing bubble in 2006 and the Great 
Recession. That is, the politicization of government regulation in this regard has 
come at a high price, with questionable benefits. 

Politicization of monetary control: While an argument can be made for govern
ment control of the money supply, instead of permitting the money supply to be 
determined by a commodity such as gold, there is no guarantee the government 
will control the money supply with the objective of price stability. Central banks 
may be pressured to pursue other goals, such as employment or industrial poli
cies to support specific sectors of the economy, or to monetize the government 
debt. 

Monetizing government debt has been a main source of conflict between cen
tral banks and government in general. When the government increases spending, 
there are only three methods to finance spending in excess of existing tax revenue: 
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raise taxes, issue government debt or print money. Raising taxes is always polit
ically difficult, and, while issuing more government debt is easier, issuing more 
debt generates higher interest rates. In order to encourage the public to hold gov
ernment debt, the interest rate offered on government debt must be increased. 
Higher interest rates, however, adversely impact the economy and bring attention 
to the government's deficit spending. Governments most of the time don't print 
money themselves, but pressure the central bank to expand the money supply to 
monetize the debt and keep interest rates from increasing. While such a policy is 
difficult to maintain over long periods to time, it does work for short periods of 
time. 

The most frequently offered solution to this potential conflict between the gov
ernment and central bank is to establish an independent central bank to minimize 
or prevent political considerations playing a role in its management of the money 
supply. Central bank independence is often held up as an important institutional 
design to ensure that control of the money supply is protected from political con
siderations. As will be discussed later, however, legal independence from the gov
ernment is far more complex than it appears at first sight. Central banks can sel
dom be made truly independent, and history demonstrates that independent central 
banks do not necessarily generate a stable monetary policy. In fact, the evidence 
shows that central banks, including the Federal Reserve, are sensitive to their polit
ical environment irrespective of their institutional design, and often do the govern
ment's bidding. 

Public choice perspective of government: The greatest expansion of government 
involvement in the monetary system as well as in the economy in general started 
during the Great Depression under the Roosevelt administration. The interpretation 
of the expanded role of government then and into the first few decades of the post
WWII period was that government involvement was in the public good, designed 
to offset market failure, which was often driven by the quest for profit. The market 
failure view of government continues to be emphasized; however, in the 1960s 
and 1970s a number of economists questioned the view that government policy is 
always directed toward the public interest. Their perspective is now referred to as 
the public choice perspective of government. Public choice economics has become 
an important part of our understanding of government policy. 

According to the public choice perspective, government agencies function much 
like the individual consumer or business firm, pursuing their self-interest. Govern
ment agencies have utility functions that include the public welfare as a param
eter, but, like individuals, government agencies operate with self-interest. Their 
main concern is to enhance their budget, and individuals within the government 
agency are concerned with enhancing their post-retirement careers. The problem 
comes from the fact that government agencies supply regulation, but special inter
ests demand regulation to enhance their profits and protect them from competition. 
That is, government regulatory agencies become captured by special interests, and 
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much government regulation is designed not for the public good but for a special 
interest. 

In a sense, public choice is another way to understand the politicization of 
government regulation and monetary policy; however, it provides a deeper under
standing of the incentives possessed by government agencies and the central bank, 
explaining why public policy is not always in the public interest. Government insti
tutions, for obvious reasons, are not fond of the public choice perspective, because 
it views a government agency as a self-interested entity, in the same vein as a con
sumer maximizing a utility function subject to a budget constraint, or a business 
maximizing profit subject to a cost function. 

8.9 The Influence of Economic Ideas, History and Politics on Government 
Involvement in the Nation's Financial and Monetary Regime 

The evolution of government involvement in the nation's financial and monetary 
regime is complex, to say the least, and any discussion of the important develop
ments is beyond the scope of this contribution; however, in closing we can briefly 
highlight some of the major factors that have influenced the evolution of govern
ment in the nation's financial and monetary regime. 

Prevailing theories of how the economy works: Government involvement is 
motivated and rationalized based on the prevailing theories at the time of how the 
economy functions. There have been four important historical periods that have 
importantly influenced government involvement in the economy. 

The period from 1776 to 1936 is referred to as the Classical period, which viewed 
a private economy as inherently stable and requiring only a limited role for govern
ment to protect private property, provide national defense, provide certain types of 
public goods, such as infrastructure, and provide a stable financial and monetary 
regime. 

The period from 1936 to the 1970s witnessed the rise of Keynesian economics, 
which in turn was strongly influenced by the Great Depression. The Great Depres
sion started in 1929 and lasted a decade and, to many, contradicted the Classical 
view that markets were inherently stable and required only minimal government 
involvement. The Great Depression destroyed faith in the market system. The polit
ical response was to expand government to offset the then perceived market fail
ure. The General Theory by Keynes, published in 1936, provided the theoretical 
foundation for attributing the Great Depression to market failure and provided the 
policy solution in the form of expanded government. The view shifted from one of 
stable markets and limited government to one of unstable markets and expanded 
government. This period lasted until the 1970s. 

In the 1970s the Classical School reemerged but expressed in modern mathemat
ics and econometrics. Markets again were viewed as stable and government efforts 
to administer and regulate markets, especially financial markets, were again viewed 
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as destabilizing. While there were few serious arguments to return to the limited 
role of government before the Great Depression, this period witnessed the disman
tling of many of the policies enacted during the 1930s that limited the role of market 
forces in the financial system. This period witnessed significant deregulation and 
liberalization policies, which changed the institutional design of the nation's finan
cial and monetary regime. Like the previous period being named after Keynes, this 
period was often referred to as the age of Fredrick von Hayek and Milton Friedman, 
two prominent economists who advocated the importance of markets and empha
sized the limitations of government involvement. 

Starting in the 1990s and continuing into the first decade of the new century, the 
Keynesian perspective has returned to some degree. Markets, especially financial 
markets, again were viewed as inherently unstable and requiring government reg
ulation and supervision. As a result, government has again expanded its role, but, 
as in the previous period, there have been few serious efforts to eliminate many of 
the reforms that were established during the deregulation phase of the last part of 
the twentieth century. 

Historical events: Historical events play an important role in the evolution of 
government involvement. The growth of federal government involvement in the 
nation's financial and monetary regime started in earnest during the Civil War. The 
federal government attempted to replace state with federal regulation of the nation's 
banking system, but failed. Eventually the country ended up with a dualistic system, 
in which the federal and state governments both regulate financial matters. The 
deflation in the last third of the nineteenth century combined with a serious financial 
panic in 1907 are responsible for the establishment of the Federal Reserve System 
in 1913. The Great Depression is responsible for a major expansion of the role of 
government in the economy and, especially, in the nation's financial and monetary 
regime. The Great Inflation was responsible for a shift away from the Keynesian 
perspective back to the Classical perspective. The Great Recession is responsible 
for a shift back to the Keynesian perspective to some degree. 

Political influences: And, finally, political considerations have been a major driv
ing force behind government involvement. Politicians have an incentive to use the 
nation's financial and monetary regime for purposes that go far beyond the orig
inal rationale for government involvement, to control the money supply, provide 
lender of last resort services and provide financial and supervisory regulation. In 
fact, in a democracy in which elected individuals are the ones who institutionalize 
the government's role in the nation's financial and monetary regime, it would be 
naive to believe that politics has not been a main driver of government involvement 
in the nation's financial and monetary regime. To borrow a line from the movie 
Casablanca, one would be "shocked, shocked", to see that politics has been an 
important force behind the growth of government control over the money supply, 
lender of last resort function and prudential regulation of the nation's financial and 
monetary regime. 
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Chapter 9 

Regulation and Supervision of the Financial System 

9.1 Introduction 

Government regulation and supervision of the financial system constitute one of 
the three components of the nation's financial and monetary regime. Chapter 8 
discussed how government regulation and supervision evolved over time as the 
nation's monetary standards shifted from commodity to representative commod
ity and, finally, to fiat-based standards. That discussion was designed to explain 
how government emerged as a major force in the nation's financial and monetary 
regime. The discussion in Chapter 8 was necessarily broad. This chapter is more 
focused, in two ways: First, the rationale for government regulation and supervi
sion is expanded to incorporate different perspective of market failure; and, sec
ond, the important and specific types of government regulation and supervision are 
outlined. 

9.2 Asymmetric Information, Adverse Selection and Lemons 

The rationale for government regulation and supervision can now be extended to 
incorporate two other types of market failure that interfere with the ability of the 
nation's financial and monetary regime to operate smoothly. The two new perspec
tives of market failure are referred to as the asymmetric information and adverse 
selection problems. These are general problems in any market, and can be intro
duced by considering a market for a commodity such as a used car or home. George 
Akerlof (1970) is credited with bringing attention to how asymmetric information 
and adverse selection render the used car market less inefficient. His analysis is now 
referred to the "lemon problem" in the used car market. The principles, however, 
are general. 

Asymmetric information refers to the fact the buyer and the seller of the used car 
do not have the same information set. The seller generally has more information 
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about the car than the buyer. The seller knows the car engine burns too much oil 
or has a weak transmission even though the car drives well for short distances. 
The buyer does not have this knowledge, and, while the buyer can pay to have a 
mechanic examine the car, this is expensive and time-consuming and may not pro
vide reliable information if the defect is subtle. That is, the seller knows the car is a 
lemon but the potential buyer does not. As a result, the potential buyer assumes the 
used car is of average quality irrespective of how well it is represented and, hence, 
will offer a price based on that assumption alone. If in fact the car is a lemon, the 
seller will be willing to accept the price based on average quality, but, if the car is 
above average quality, the seller is not likely to sell at the average price the buyer 
is willing to pay. The asymmetric information problem is made worse because of 
adverse selection. Adverse selection is the tendency for sellers with lemon cars to 
be overrepresented in the market as they have a greater incentive to sell the car than 
the individual has with a good used car. As a result, the market will be overrepre
sented by lemons and, because buyers have incomplete information, buyers will 
be underrepresented. In the context of symmetric information there is no lemon 
problem, as there is no adverse selection problem. That is, the more information 
that is available on both sides of the transaction, the more efficient the market. 

The asymmetric information problem and adverse selection are particularly 
important in the financial system, because transactions are complex, reliable infor
mation is difficult to collect and assess and financial transactions occur at a more 
rapid pace than most real transactions. Lemon borrowers- that is, those with higher 
risk - have more incentive to borrow than those with less risk, and, because of 
asymmetric information, lenders are at a disadvantage. In lending and borrowing 
transactions, the asymmetric information and adverse selection problems in direct 
financial markets make it difficult for small lenders and borrowers to complete a 
transaction. 

In fact, indirect finance can be viewed as a market innovation designed to resolve 
the two problems. The financial institution offers the lender a promise to pay tai
lored to the lender's needs but, more important, the promise to pay is liquid and 
with low or zero default risk. The financial institution is able to diversify its loan 
portfolio to reduce risk and devote resources to credit evaluation and monitoring, 
thus reducing the adverse selection problem. This is why indirect finance is, by and 
large, the most important channel of finance in developed and developing countries 
alike. In financial intermediation it's not important for the lender to the financial 
institution to have the same information set about the borrower as the financial 
institution since the institution has the incentive and resources to obtain symmet
ric information. The financial institution also is able to deal with adverse selection 
effectively by becoming an expert at credit evaluation. 

Asymmetric information and adverse selection in the direct financial markets, 
in contrast, cannot be resolved by an intermediary. There is no intermediary other 
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than a broker and agent, who merely brings lenders and borrowers together, col
lects a fee for the complete transaction and has no economic interest in the under
lying promises to pay. As indirect finance was a market innovation to resolve the 
asymmetric information and adverse selection problems for small lenders and bor
rowers, there has been a market response to these problems in the direct financial 
markets. First, small lenders and borrowers play a limited role in direct financial 
markets; and, second, credit rating firms have evolved to provide information so 
lenders can evaluate the creditworthiness of debt and equity issued in open mar
kets. Credit rating information, however, depends on a financial disclosure system 
for those issuing debt or equity in the direct markets. The requirements of a trans
parent and meaningful financial disclosure system and the limited role played by 
small lenders and borrowers in the direct markets under any circumstances account 
for the fact only about 30 percent of the flow of funds in the United States is trans
ferred through the money and capital markets. In other countries, the role of direct 
markets is much smaller. 

Indirect finance and credit rating systems are market solutions to asymmetric 
information and adverse selection; however, there is still a need for government 
regulation and supervision to render the financial system a component of a sta
ble financial and monetary environment. Financial institutions have incentives to 
assume risk and expand credit that require some degree of government regulation 
and supervision, especially in the case of depository financial institutions. Finan
cial markets benefit from government regulation and supervision, which ensures a 
level playing field between the lender and the borrower and a meaningful financial 
disclosure system in the direct money and capital markets. However, there is a fun
damental difference between the objectives of government regulation and supervi
sion of indirect finance and direct finance. Limiting systemic risk and maintaining a 
stable financial environment are the objectives of government regulation and super
vision of financial institutions. In contrast, government regulation and supervision 
are not concerned with risk taking in the direct markets, but ensuring that there is 
adequate information to assess risk and ensuring confidence the direct markets are 
not rigged. 

9.3 Government Regulation and Supervision of Indirect Finance 

The institutions of indirect finance are among the most extensively regulated and 
supervised in any economy because of their role in the transfer of funds from 
lenders to borrowers, especially depository institutions, because their promises to 
pay constitute the major part of the M2 money supply. The majority of funds bor
rowed by the private sector are from financial institutions even though U.S. direct 
markets are relatively more important than in other developed countries. Based on 
data from 1970 to 2000 (Hackethal and Schmidt, 2004), nonfinancial businesses 
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obtained 56 percent of their external financing from depository institutions and non
bank financial institutions, 32 percent by issuing bonds and 11 percent by issuing 
equity. In other countries the reliance on indirect finance by nonfinancial business is 
even higher; for example, in Germany and Japan nonfinancial businesses obtained 
86 percent of their funding from depository institutions and nondepository institu
tions, 7 percent and 9 percent, respectively, from issuing bonds and 8 percent and 5 
percent, respectively, from issuing equities. In the United States, households obtain 
virtually all of their borrowing from depository institutions and finance companies, 
while government, at all levels, issues debt in the direct markets. 

Among financial institutions, depository institutions are the most heavily regu
lated and supervised, because of their role in the nation's money supply. Depository 
institutions are subject to frequent on-site audits; must satisfy reserve requirements 
and capital-asset requirements; are subject to asset and liability portfolio restric
tions; have access to lender of last resort services; and operate with federal deposit 
insurance backed by the full faith and credit of the U.S. government. Nondeposi
tory financial institutions are also subject to a variety of similar regulations, with 
the exception of deposit insurance and frequency of on-site audits. The promises 
to pay issued by nondepository financial institutions do not, with the exception of 
money market funds, function as money. 

Government regulation and supervision of indirect finance are not confined to 
prudential objectives to limit systemic risk, but have other objectives focused on 
the structural characteristics of the financial system in terms of numbers of firms; 
exit and entry and branching; consumer protection; and industrial policies designed 
to provide subsidized credit to politically important sectors of the economy. 

In the following we first focus on the more important aspects of government 
regulation of depository institutions and then, second, comment on government 
regulation and supervision of nondepository financial institutions. 

9.4 Government Regulation and Supervision of Depository 
Financial Institutions 

9.4.1 Deposit Insurance 

Government deposit insurance is designed to ensure public confidence in deposit 
money in order to prevent contagion. Deposit insurance was first authorized by the 
Banking Act of 1933 in the aftermath of the Great Contraction and collapse of the 
banking system from 1929 to 1933. Today deposit insurance is provided and admin
istered by the Federal Deposit Insurance Corporation. The FDIC insures deposits 
of banks, savings banks and S&Ls while the National Credit Union Adminis
tration insures credit union deposits. The combined checking, saving and time 
deposits under a specific ownership name at one institution are covered up to 
$250,000. Several decades ago some individual states insured the deposits of S&Ls; 
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Table 9.1. FDIC Deposit Insurance Limits, 1934 to 2015 

Year 

1934 
1935 
1950 
1966 
1969 
1974 
1980 
2008 

Current dollars 

$2,500 
$5,000 
$10,000 
$15,000 
$20,000 
$40,000 
$100,000 
$250,000 

Source: Federal Deposit Insurance Corporation. 

Adjusted for inflation 

$2,500 
$2,635 
$4,635 
$6,231 
$7,058 
$9,481 
$15,846 
$41,404 

however, these systems were not viable and are no longer part of the deposit guar
antee system. Only the federal government has the resources to make credible the 
claim that "the full faith and credit of the government" stands behind deposit insur
ance. Deposit insurance is mandatory for any federally chartered depository institu
tion and available for any state-chartered institution, and, for all practical purposes, 
every depository institution in the United States is federally insured. 

Deposit insurance was originally designed to cover small depositors who lacked 
knowledge, opportunities and resources to monitor their institutions, but over the 
decades deposit insurance coverage has increased to cover virtually all depositors. 
Table 9 .1lists the deposit insurance limits established by the FDIC at various times 
since 1934 and what the insurance limits would have been had they been adjusted 
for the inflation rate. The current deposit limit of $250,000, established in 2008, 
would have been $41,404 ($82,808) had the original limits of $2,500 ($5,000) been 
adjusted over time for inflation. Thus, there has been a rather significant expan
sion in government deposit guarantees in real terms. As already mentioned, while 
deposit insurance is an effective method in dealing with contagion, its downside is 
moral hazard. 

One component of the money supply, however, is not federally insured. Retail 
money market funds are part ofM2 money, but not federally insured. They thus pos
sess a degree of default risk, which became apparent during the 2008/2009 financial 
crisis. The fact they were not federally insured raised concern at the time that both 
retail and institution funds would be withdrawn en masse and intensify the financial 
and economic distress. In response, the U.S. Treasury temporarily extended federal 
deposit insurance to money market funds, and in 2014 the Securities and Exchange 
Commission established new rules for the transparency of money market funds 
and how their value is reported, to make it clear to the public that money market 
funds are not federally guaranteed. The public did get the message, and the role of 
money market funds in the M2 money supply has declined significantly since 2008 
(Figure 2.1). 
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Deposit insurance does work, and many regarded it as a major improvement in 
the monetary system when first offered in 1934. Today, countries have increasingly 
adopted the explicit deposit insurance scheme used in the United States. Deposit 
insurance eliminates the probability of contagion as long as the public believes the 
"full faith and credit" of the government stands behind deposit insurance; however, 
deposit insurance does have its own problem - moral hazard. 

The moral hazard embedded in deposit insurance subsidizes risk taking by 
depository institutions since deposit insurance eliminates depositor discipline. 
Depositors have no interest in the economic health of the institution or whether 
it is making imprudent loans, being interested only in the services and return they 
receive for their deposits. This was recognized at the time deposit insurance was 
debated before the 1933 Banking Act was passed; President Roosevelt raised the 
issue and was not completely enthusiastic about signing the legislation establishing 
the FDIC. It was believed at that time, however, that the regulatory and supervisory 
oversight of the government and the willingness to close troubled depository insti
tutions would restrain imprudent lending and limit or remove any moral hazard 
incentives. This view was mistaken. 

The S&L crisis in the 1980s, banking problems in the early 1990s and the hous
ing bubble in the first decade of the new century were all in part the result of risky 
lending, especially residential mortgages. There is little doubt moral hazard played 
a role. Can the moral hazard of deposit insurance be reduced? 

There are two approaches to reducing the moral hazard. First, lowering the 
deposit insurance limit to, say, $50,000 would still cover most deposits and, at the 
same time, be consistent with the original intention of deposit insurance to cover 
only small deposits. This is not practical, however. The public has come to regard 
deposit insurance as an entitlement and would greatly resist any reduction in the 
limit. Politicians likewise would resist any reduction in the limit. They think deposit 
insurance is a "free lunch", because raising the limit does not appear to have any 
budgetary cost, but moral hazard is the cost, and the cost is high. Research has 
shown that moral hazard is real and has played a role in the financial problems not 
only of the United States but of many countries, especially Japan. 

Second, risk-based deposit insurance premiums would reduce moral hazard and 
would invoke less resistance from the public and politicians. Historically, all depos
itory institutions paid a premium to the FDIC based on the premium percentage 
factor times covered deposits. The premium percentage was flat across all institu
tions at any point in time; that is, the premiums were not adjusted for the risk of 
the individual institution. This was at variance with common practice in the pri
vate insurance industry. Car insurance, for example, is adjusted according to one's 
driving record as an indicator of risk. 

The government and depository institutions have historically resisted risk
based deposit insurance premiums in general, but the environment for deposit 
insurance reform changed with the collapse of the S&L industry in the 1980s. In 
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1987 the Government Accounting Office declared the Federal Savings and Loan 
Insurance Corporation (1938-1989) insolvent. In addition, the FDIC for a few 
years lost money, in that payoffs for deposits at failed banks exceeded premium 
revenue. There was great concern FDIC would follow the way of the Federal Sav
ings and Loan Insurance Corporation. The 1991 Federal Deposit Insurance Cor
poration Improvement Act was designed to place federal deposit insurance on a 
sounder foundation. The Federal Savings and Loan Insurance Corporation was 
eliminated, with its functions transferred to the FDIC; deposit insurance premiums 
were increased; a variety of new approaches to dealing with troubled depository 
institutions, known as Prompt Corrective Action (PCA), were adopted; and, as part 
of the reform effort, risk-based deposit insurance premiums were introduced for the 
first time. Since 1991 deposit insurance premiums have been adjusted for risk, but 
the range of adjustment is rather minor and, for all practical purposes, in the United 
States and most countries, deposit insurance premiums are not very sensitive to the 
risk of the individual depository institution. 

9.4.2 Reserve Requirements 

All federally insured depository institutions are required to satisfy reserve require
ments established and administered by the Federal Reserve irrespective of their size 
or whether they operate under a federal or state charter. Reserve requirements spec
ify the amount of funds an institution must maintain against specific deposits. The 
current reserve requirement system was established in 1980 and can be summarized 
by the following questions and answers. 

What are the specific deposits subject to reserve requirements? Reserve require
ments apply only to net checking or what are officially labeled net transactions 
accounts (demand deposits, NOW accounts and credit union share drafts). Net 
transactions accounts are total accounts less amounts due from other depository 
institutions. Saving and time deposits are not subject to reserve requirements and, 
while reserve requirements can be imposed on large CDs and Eurodollar deposits, 
the reserve requirement on these deposits was set to zero in 1990. So, for all prac
tical purposes, only checking deposits are subject to reserve requirements. 

What are the reserve requirements? Table 9.2 indicates the reserve requirements 
as of January 2015. There are three rate levels. First, deposits from zero to $14.5 
million for an institution are exempt from reserve requirements because of the rela
tively small size of any depository institution with $14.5 million or less in deposits. 
The "exemption level" of deposits is adjusted each year based on the past year's 
deposit growth. Second, deposits more than $14.5 million up to $103.6 million are 
subject to a 3 percent reserve requirement. The upper deposit level, or "low-reserve 
tranche", is adjusted for deposit growth in the previous year. Third, deposits above 
$103.6 million are subject to a 10 percent reserve requirement. 



9.4 Government Regulation of Depository Financial Institutions 191 

Table 9.2. Reserve Requirements, January 2015 

Deposit type Percentage of deposit 

Net transactions accounts 
$0 to $14.5 million 0 
More than $14.5 million to $103.6 million 3 
More than $103.6 million 10 
No personal time deposits or large CDs 0 
Eurocurrency deposits 0 

Source: Federal Reserve. 

Who sets the reserve requirements? The Federal Reserve has no independent 
authority to change the first two reserve requirement levels; however, the Federal 
Reserve can change the third reserve requirement from 8 percent to 14 percent. 
Reserve requirements have been changed only twice since the current system was 
established in 1980. In 1990 the requirement for large CDs and Eurodollar deposits 
was set at zero and in 1992 the requirement on transaction deposits was lowered 
from 12 percent to 10 percent. Even though the reserve requirement has not been 
changed since 1992, the effective reserve requirement has declined because depos
itory institutions have established "retail sweep programs". Retail sweep programs 
shift funds from deposits subject to the reserve requirement into deposits that are 
not subject to reserve requirements. 

How does the depository institution satisfy the reserve requirement? Required 
reserves must be held in the form of vault cash. If vault cash is insufficient to sat
isfy the requirement, the balance must be held as a reserve deposit at the Federal 
Reserve. The depository institution can maintain a reserve deposit either with the 
Federal Reserve or at another depository institution on a "pass-through relation
ship". Banks that are official members of the Federal Reserve must maintain a 
reserve deposit at the Federal Reserve. At one time the status of "official mem
ber" of the Federal Reserve was important, but since 1980 the distinction between 
member and nonmembers of the Federal Reserve has been economically meaning
less and more a leftover from the early days of the Federal Reserve. This issue will 
be discussed when we introduce the organizational structure of the Federal Reserve 
in a later chapter. 

Do the reserve balances at the Federal Reserve earn interest? In 2008 the Fed
eral Reserve commenced paying interest on reserve deposits held by depository 
institutions. The interest rate as of January 2015 was 25 basis points on required 
reserves and 25 basis points on excess reserves. Excess reserves are total reserves 
held less required reserves. The two rates are determined by the Federal Reserve 
and do not have to be identical. The Federal Reserve decided to pay interest on 
required reserves to compensate banks for the opportunity cost of satisfying the 
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reserve requirement and views the payment of interest on excess reserves as a new 
tool of monetary policy. 

Are excess reserves "unwanted reserves"? The answer is a clear "No". "Excess 
reserves" is merely the technical name for reserves above required reserves. The 
amount of excess reserves desired by a depository institution is determined by eco
nomic factors and varies over time, especially with respect to changes in interest 
rates. In the late 1930s the Federal Reserve made a serious policy error, because it 
viewed the then high level of excess reserves held by banks as "unwanted", which 
could easily be "mopped" up by raising reserve requirements. In fact, the high level 
of excess reserves was desired. Imagine yourself as a bank that had survived up to 
that point. You would, understandably, have little confidence the Federal Reserve 
was able to prevent another banking collapse. You would be much more risk -averse 
and would have an incentive to hold liquidity and limit lending. Based on this mis
understanding of the level of excess reserves, the Federal Reserve doubled reserve 
requirements in a six-month period and caused a sharp recession as banks reduced 
lending to reestablish desired levels of excess reserves. 

9.4.3 Capital-Asset Requirements 

Depository institutions are subject to a minimum capital-asset ratio. The capital
asset ratio is like a shock absorber in your car. Like a shock absorber that softens 
the bumps on the road, the amount of capital relative to assets provides a cushion 
to offset declines in the value of assets. A 10 percent capital-asset ratio, for exam
ple, means the value of assets can fall by any amount less than 10 percent and the 
institution continues to operate with positive capital. In the absence of government
required capital-asset ratios, depository institutions would still operate with some 
capital, but it would likely be far below prudent levels to enhance profit. The 
same can be said for reserve requirements. In the absence of government-required 
reserves, depository institutions would still operate with some reserves, but they 
would be far below prudent levels to enhance profits. 

Depository institutions have always been subject to minimum capital-asset 
requirements; however, three events have elevated the importance of these require
ments and generated a more uniform set of capital-asset requirements for deposi
tory institutions. 

First, in 1988, the Basel Committee on Banking Supervision, headquartered in 
Basel, Switzerland, and consisting of representatives of 12 major central banks and 
regulatory authorities, recommended that countries adopt a standard set of risk
based capital-asset ratios, especially for large banks with significant international 
operations. The specific recommendations are known as Basel I. 

The Basel I capital-asset requirements are based on first computing a risk
weighted level of assets for a specific bank. The weights are based on the credit risk 
of the various assets; for example, cash and home Treasury securities are assigned 
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Table 9.3. Prompt Corrective Action and 
Tripwire Capital-Asset Ratio Adequacy 

Tripwire description 

Well capitalized 
Adequately capitalized 
Undercapitalized 
Significantly undercapitalized 
Critically undercapitalized 

Tripwire ratio 

;::: 10% 
:2:8% 
<8% 
<6% 
~2% 

Source: Federal Deposit Insurance Corporation. 

a risk weight of 0; mortgage-backed securities are assigned a risk weight of 0.2; 
and corporate bonds are assigned a risk weight of 1.0. Capital is divided into tiers 
depending on its liquidity. The ratio of risk-adjusted assets to total capital is the 
bank's risk adjusted capital-asset ratio. The recommended Basel I capital-asset 
requirement was 8 percent for banks engaged in significant international opera
tions. 

The Basel I recommendations were incorporated into the banking regulations of 
a large number of countries to varying degrees. In 2004 and 2010 the recommended 
requirements were revised to correct defects in the Basel I requirements and pro
vide regulatory authorities with a broader range of capital adequacy measures to 
better assess bank risk. The expanded requirements are known as Basel II and Basel 
ill, the latter of which is still being implemented. The United States adopted the 
Basel I, II and III recommendations for all depository institutions above a certain 
size. 

Second, in light of the collapse of the S&L industry in the 1980s and the $214 
billion taxpayer bailout (in 2014 dollars), as well as serious banking problems in the 
early 1990s, a new approach to dealing with depository institutions was established, 
referred to as Prompt Corrective Action. Many countries have adopted similar PCA 
policies based on the U.S. model. PCA is a policy designed to deal with institu
tions well before they fail, partly based on the Basel I type of capital-asset ratio 
requirements combined with a "tripwire" system of regulatory responses based on 
the ratio. As the total capital-asset ratio falls, the primary regulatory authority for 
the depository intuition is required to impose regulatory and supervisory pressure 
of increasing intensity until the final tripwire of 2 percent or less is reached. At 
that point, the institution is placed into receivership, to be closed or merged with 
another better-capitalized institution. Table 9.3 indicates the tripwire system for 
FDIC-insured depository institutions. 

Third, the financial crisis in 2008/2009 and the Great Recession raised concerns 
the existing capital-asset requirements needed to be enhanced to reflect the com
plex portfolios of depository institutions in the new environment of deregulation 
and internationalization of finance. Basel ill is currently being implemented over 
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the next few years and the 2010 Dodd-Frank Act has also revised capital adequacy 
requirements and established new government agencies to monitor any financial 
institution deemed to pose systemic risk to the economy. There is a general con
sensus that depository institution capital has been insufficient in the new environ
ment of deregulation and financial liberalization and that depository institutions, 
along with other financial institutions, need to have "more skin" in the game to limit 
imprudent lending and investing. Hence, capital requirements are likely to continue 
to be increased in the future, and regulatory authorities will be increasingly inclined 
to use the capital requirements, along with other measures of financial health, as 
the basis for a tripwire system of responses to changes in the health of any major 
part of the financial system. 

9.4.4 Supervision and Oversight: CAMELS Rating System 

Depository institutions are subject to continuous review of their financial perfor
mance and subject to on-site examinations by their respective regulatory agen
cies. The CAMELS rating system is used by the Federal Reserve, Comptroller of 
the Currency and National Credit Union Administration to summarize the institu
tion's financial health. Along with the capital asset adequacy measurements, the 
CAMELS rating system is an important input into the PCA policy. 

CAMELS is an acronym for the quality of the institution's capital (C), assets 
(A), management (M), earnings (E), liquidity (L) and sensitivity to market risk 
(S). Each component is assigned a score from 1 (best) to 5 (worst) and an overall 
composite score ranging from 1 to 5 is assigned; however, the composite score is 
not an average of the individual scores but an overall assessment of the quality of 
the depository institution by the on-site team. Every federally insured depository 
institution is assigned a CAMELS rating. 

A composite score of 3, 4 or 5 places an institution on a "problem" list. The 
institution is then subject to a wide range of regulatory actions, from written warn
ings to closure of the institution. The number of institutions on the list and their 
assets are published; however, individual institutions on the problem list are not 
made public, nor are the CAMELS scores made public for any institution. Figure 
9.1 presents the number of FDIC-insured depository institutions, and their asset 
value, that were placed on the problem list in each year from 1990 to 2014. Note 
that the problem list and value of assets was actually larger in the early 1990s than 
since 2008. 

CAMELS ratings and the composite score are not made public, and there has 
been debate as to whether they contain information beyond what the market knows 
and whether they should be made public. There is little doubt that, for the very 
large depository institutions, especially large banks, the public is aware of the insti
tution's financial health, and the CAMELS ratings would provide little additional 
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Figure 9.1. Number and Assets of Problem FDIC Insurance Depository Institutions, 1990 
to 2014 (September). Source: Federal Deposit Insurance Corporation. 

information even if they were made public; however, for middle-sized to small 
institutions, the CAMELS scores do have information the public is not likely to 
be aware of. There has been debate over whether the CAMELS should be publi
cized, but regulatory authorities are reluctant to publish this information for fear it 
would generate contagion and reduce the willingness of the management team of 
any institution to come forward with issues that need to be resolved. On balance, 
the argument for confidentially is stronger than the argument for public disclosure. 

9.4.5 Supervisory Stress Testing 

A new supervisory and oversight tool is becoming important as a result of the 2010 
Dodd-Frank Act. The Act is complex and continues to be subject to debate as to 
whether it improves oversight, expands moral hazard by defining financial insti
tutions systemically important or involves the government in micromanagement 
of the financial system. In any event, the Act now requires the Federal Reserve to 
conduct an annual stress test of the bank holding companies with $50 billion or 
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more in assets as well as for those nonbank financial institutions defined to be sys
temically important; a systemically important financial institution is one that is so 
large and integrated in the financial system that problems at that institution impact 
the entire financial system and economy. The Act also requires the target financial 
institutions to conduct their own stress tests and report the results to the Federal 
Reserve. 

The Federal Reserve stress test is simple in concept but complex in implemen
tation. The stress test projects key elements of the institution's balance sheet and 
income statement over a nine-quarter planning horizon using a set of capital action 
assumptions specified in the Act. The projections are computed for three macroe
conomic scenarios: baseline, adverse and severally adverse. The institutions are 
required to use the same set of capital action assumptions and macroeconomic sce
narios. 

The objective of the stress testing is to provide financial institutions, the public 
and the regulatory authorities with forward-looking information about the suscep
tibility of the financial system to adverse macroeconomic developments by deter
mining the ability of large and important financial institutions to absorb losses. 
Unlike the CAMELS, the results of the individual and Federal-Reserve-conducted 
stress tests are made available to the public in summary form. 

9.5 Government Regulation and Supervision of Nondepository 
Financial Institutions 

Nonbank financial institutions are subject to extensive government regulation and 
supervision, though not to the same extent as the regulation and supervision 
directed at depository institutions. Nonetheless, they are subject to many of the 
same regulations over their portfolio activities, capital adequacy, reserves and liq
uidity, as well as being subject to on-site audits. A review of the various regulations 
for the different nondepository institutions would be far beyond the scope of this 
writing, but two aspects of the regulation of nondepository financial institutions 
are worth mentioning: state-based insurance regulation and transparency in money 
market funds. 

State-based insurance regulation and supervision: Insurance companies are the 
only financial institution not subject to federal regulation and supervision. They 
are regulated and supervised only at the state level, whereas every other financial 
institution is regulated to some degree at the federal level. The National Bank Act 
of 1863 authorized the federal government to begin regulating and supervising the 
banking system through what is now the oldest federal regulatory agency as part of 
the Treasury- the Comptroller of the Currency. This represented a major shift from 
state governments to the federal government, which has continued to the present; 
however, the federal government, for all practical purposes, does not regulate or 
supervise the insurance industry. 
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A few years after the National Bank Act was passed the Supreme Court, in 1869, 
declared that an insurance policy was not commerce and thus not subject to fed
eral legislation. In 1939 the Supreme Court overturned this decision, but Congress 
passed a law in 1945 declaring that insurance regulation was best left to the states. In 
the 1970s and 1980s, with deregulation and financial liberalization of the nation's 
financial and monetary regime in full force, increased attention was devoted to 
whether it was in the public interest to continue with state-based regulation and 
supervision of the insurance industry. In the past few decades the federal govern
ment has made some efforts to extend its reach to the insurance industry, such as 
requiring minimum standards for state regulation. But two events in the past decade 
have intensified interest in adding the insurance industry to federal regulation and 
supervision responsibilities. 

First, the growth of financial derivatives and the role played by the insurance 
industry in certain types of derivatives. Financial derivatives have become impor
tant financial innovations far larger in value than the bonds, equities and mortgages 
on which they are based. Some experts have indicated that, as of 2014, the total 
size of the global derivative market is $1,200 trillion. A derivative is, essentially, 
a financial instrument whose value is derived from or based on another financial 
instrument or commodity. Three important financial derivative are collateralized 
debt instruments, mortgage-backed bonds and credit default swaps (CDSs). Col
lateralized debt instruments are promises to pay the interest and principal earned 
by the underlying assets serving as collateral. Collateralized debt instruments can 
be divided into "tranches", in which the highest grade offers the lowest risk of 
payment and the lowest grade offers the highest risk of payment. Mortgage-backed 
bonds are collateralized instruments based on a pool of mortgages. CDSs are instru
ments that insure the default risk of a set of obligations. CDSs can be purchased 
by anyone whether or not they have a property right to the underlying obligations 
being insured against default. 

The CDS market has largely been unregulated, nontransparent and complex as 
well as a large part of the total derivative market. The market played an impor
tant role in the housing price bubble from 2002 to 2006, as insurance companies 
and others issued CDS to insure the default risk of pools of mortgages, especially 
pools of subprime mortgages. Subprime mortgages were those made to high-risk 
borrowers, with no or little down payment and little documentation on the bor
rower's earnings. At the same time, CDSs were issued for many other types of 
obligations; for example, CDSs were sold to pension funds to insure default of their 
underlying obligations. The CDSs were issued without adequate reserves because 
they were based on the view that default had only a small probability of occur
rence. Insurance companies in particular came to be on both sides of the mar
ket. On one side, insurance companies sold CDSs to obtain revenue, and, on the 
other, they purchased CDSs to limit the risk on their own portfolios of bonds and 
mortgages. 
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CDS exposure played the key role in the collapse of American International 
Group (AIG), the largest U.S. insurance company. AIG had issued large amounts 
of CDSs, which required AIG to increase reserves if there was a decline in AIG's 
credit rating. As housing prices fell and lowered the value of AIG's holdings of 
mortgage-backed bonds, AIG was required to set aside reserves that it did not have 
nor could raise in the market. At the same time, defaults throughout the economy 
increased and required AIG to pay off CDSs it had sold. AIG did not have sufficient 
reserves to meet their obligations; hence, AIG collapsed in late 2008 and required 
an $85 billion loan from the U.S. Treasury to continue operation, so that it could 
be reorganized to limit any further damage to the financial system. 

Second and third, the passage of the Affordable Care Act and Dodd-Frank Act 
in 2010 has elevated the regulatory and supervisory interest of the federal govern
ment of the insurance industry. The Affordable Care Act elevates the role of the 
insurance companies as part of a government-directed effort to oversee the health 
industry, estimated to represent about 20 percent of the U.S. economy. The Dodd
Frank Act extended government regulation and supervision to any firm or industry 
deemed to expose the economy to any significant degree of systemic risk, and, by 
any reasonable definition, the insurance industry, as the largest financial institution, 
meets this standard. 

Hence, the role of the insurance industry in the CDS market, the role of the 
insurance industry as part of a semi-nationalization of the health industry and the 
importance of the insurance industry to the stability of the nation's financial and 
monetary regime together suggest that the historical state-based regulation of the 
insurance industry is likely to come to an end in the future. The state-based system 
has strong supporters, however. The state insurance regulatory authorities are not 
enthusiastic about giving up authority or sharing authority with federal regulatory 
authorities, and the insurance industry will resist federalization because it can play 
off one state against the other. While there are strong arguments in favor of ending 
the state-based system, the ultimate outcome will be determined by politics. 

Transparency in money market funds: Those who hold money market funds have 
historically assumed that those funds would always have a $1.00 net asset value 
(NAY); that is, if they purchased a share of a fund at $1.00 the share would always 
be available at $1.00 and would not "break the buck". History seems to support 
this assumption, as the only money market fund failure occurred in 1994, and for 
the entire history of the money fund market few firms broke the buck. As a result, 
those who held money market funds accepted money funds as equivalent to fed
erally insured deposits. The money fund industry made no effort to correct this 
perception. This perspective was unrealistic, and reality has finally changed the 
public's perception of the liquidity of money market funds. 

The financial crisis starting with the Lehman Brothers bankruptcy in September 
2008 revealed that money market funds were not equivalent to insured deposits. 
As a result of the collapse of Lehman, Reserve Primary Fund was forced to write 
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off $785 million of Lehman debt purchased with money market funds issued by 
Reserve Primary Fund. Reserve Primary Fund was the oldest money market fund 
in the nation, but as a result of the write-off of Lehman debt its NAV fell to $0.97 and 
it was forced to suspend withdrawals for a short period of time. This caused panic, 
and, while no other money market funds actually "broke the buck", the 20 largest 
funds were close to breaking the buck. There was widespread concern that the real
ization the assumption of a constant $1.00 NAV was unrealistic would generate a 
run on money market funds in general. As a result, the U.S. Treasury extended a 
temporary one-year guarantee of $250,000 per named account as of September 8, 
2008, much like deposit insurance. 

The experience raised issues about the transparency of the money market fund 
industry, especially how funds reported the value of their shares sold to the pub
lic. The Securities and Exchange Commission in 2014 announced new rules for 
money market funds. They were required to report a floating NAV starting in 2016; 
however, there is a difference in treatment between retail and institutional funds. 
The NAV of retail funds will be reported rounded to the nearest penny, which, for 
all practical purposes, means a stable $1.00 NAV. The NAV for institutional funds 
will report the value at four decimal places. Government funds are exempt from 
the floating NAV requirement. In addition, funds can impose a "liquidity gate" in 
two ways to prevent runs on the fund. First, the fund can suspend withdrawals for 
up to ten days; or, second, the fund can impose a 2 percent withdrawal fee. The 
new rules also require more transparency in the underlying portfolio and require a 
shorter maturity than in the past. 

These reforms are in the right direction. The structure of the money market fund 
industry, its performance over the past several decades and the new rules should 
continue to render retail money market funds a highly liquid financial asset and 
a component of M2 money. At the same time, the public has become aware that 
money market funds are not like deposits at depository institutions and there is 
an element of risk. As already discussed, money market funds have significantly 
declined since 2008 as a component of M2 money. 

9.6 Ensuring Transparency in the Money and Capital Markets 

The market response to the asymmetric information and adverse selection prob
lems in money and capital markets has come in two forms: first, the participants 
in these markets are confined to large and knowledgeable lenders and borrowers; 
and, second, a variety of credit rating services have become available to provide 
information on the creditworthiness of borrowers. The market solution, however, 
has been augmented with government regulation and supervision of the money and 
capital markets. Whereas government regulation of indirect finance is designed to 
limit risk taking, government regulation of direct finance is designed to ensure the 
money and capital markets are competitive. 
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The difference resides in the role of promises to pay in the money supply issued 
in different parts of the financial system. Promises to pay issued in direct financial 
markets are not part of the money supply; hence, financial markets are regulated 
to ensure a competitive and transparent market. Promises to pay issued by non
depository financial institutions, with the exception of retail money market funds, 
are not part of the money supply; hence, while they are subject to government reg
ulation to limit risk taking, they are not subject to the same level of regulation as 
depository institutions. The promises to pay issued by depository institutions, how
ever, are the nation's money supply; hence, depository institutions are subject to the 
greatest degree of government regulation and supervision. 

In contrast, regulations directed toward financial markets are designed to ensure 
transparency so that lenders have access to any relevant information needed to 
assess the risk of the borrower's instrument. To establish a financial disclosure 
system the SEC requires any issuer of a promise to pay to provide quarterly and 
annual information about all aspects of its operations that would be needed to assess 
risk as well as ensure that financial markets are operated openly without insider 
trading. 

This public information, combined with other information, is the basis of a 
widely used credit rating industry designed to limit the asymmetric information 
and adverse selection problems for those who lend in the direct markets. The indus
try is dominated by three private firms that, combined, represent 90 percent of the 
credit rating market - Standard & Poor's (S&P), Moody's Investor Services and 
the Fitch Group. Fitch is a distant third, with only about 15 percent of the market; 
nonetheless, Fitch is considered part of the "Big Three". 

The Big Three rate the debt obligations of a wide range of private and gov
ernment borrowers, both domestically and internationally. Their status is strength
ened by being designated as a nationally recognized statistical rating organiza
tion (NRSRO) by the Securities and Exchange Commission. This designation was 
established in the 1970s during a period of intense financial and economic distress, 
when many financial institutions and bond issuers were seeking ways to provide the 
public evidence they were financially sound. In an effort to meet the higher regula
tory standards that were being implemented in the 1970s, bond issuers, insurance 
companies, commercial banks, pension funds and money market funds were per
mitted some regulatory relief if they issued debt obligations or held debt obligations 
rated by an NRSRO. 

The Big Three all have a similar rating system in which the default ratings range 
from high investment quality securities ("A" rating) to very speculative, close to 
default or in default ("C" rating). Each uses different upper- and lower-case letters 
and variations, sometimes with a "+" or "-", to indicate a range of default ratings. 

The credit rating industry has been the subject of debate since it began to assume 
a large role in the 1970s. Some claim the rating firms perform a useful function, 
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while others claim they have too close a relationship with the government because 
of their NRSRO status and others claim there is a conflict of interest with borrowers 
because the Big Three firms often underwrite the bonds sold in the open market. 
The debate and controversy, however, accelerated after the stock bubble and the 
bursting of the bubble in the late 1990s, and especially since the 2008/2009 financial 
crisis. This is because many of the high ratings given to debt, especially mortgage
backed bonds, proved to be widely incorrect. Let's review some of the issues. 

First, the market is considered noncompetitive because it is dominated by essen
tially two rating agencies - S&P and Moody's. 

Second, the credit rating agencies have a conflict of interest with bond issuers 
because they generate almost 50 percent of their revenue by underwriting bonds 
and have an incentive to generate higher ratings than justified by the fundamentals 
of the firm. 

Third, the designation of NRSRO by the government provides an incentive for 
the rating industry to generate higher rates for federal government debt, debt issued 
by government-sponsored organizations and state/local governments. Assigning a 
higher value to NRSRO-rated debt by regulatory agencies in general generates sys
temic risk because it renders the financial system more fragile. 

Fourth, the past three decades, which witnessed a stock market bubble in the late 
1990s and a housing bubble in the first part of the new century, have raised questions 
about the accuracy and quality of the ratings, irrespective of potential conflicts. In 
the run-up of equity prices from 1996 to 2000, the ratings assigned to debt issued by 
many private entities, state and local governments and by government-sponsored 
enterprises were overstated, in hindsight, after the equity bubble burst in early 2000. 
More significant, the ratings assigned to bonds, especially the mortgage-backed 
bonds that provided the foundation for financing the bubble in housing prices from 
2002 to 2005, were grossly exaggerated. Many asked the following question: "How 
could a bond backed by subprime mortgages in a market dominated by 'bigger fool' 
price expectations be rated as A or better?" 

The Big Three were signaled out for special attention by The Financial Crisis 
Inquiry Report of 2011, which attempted to determine who and what caused the 
financial crisis of 2008/2009 and the Great Recession: 

The three credit rating agencies were key enablers of the financial meltdown. The 
mortgage-related securities at the heart of the crisis could not have been marketed and 
sold without their seal of approval. Investors relied on them, often blindly. In some cases, 
they were obligated to use them, or regulatory capital standards were hinged on them. 
This crisis could not have happened without the rating agencies. 

There were no doubt gross mistakes and serious lapses of judgment made by the 
credit rating agencies in the run-up of housing prices; however, there is another 
perspective than that suggested by The Financial Crisis Inquiry Report. 
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First, the essential nature of an asset bubble is that just about everyone becomes 
part of the process, including government regulatory authorities, and most accepted 
the bigger fool theory of asset pricing. "I know I am a fool for paying $500,000 for 
a track home in Las Vegas, NV, but a bigger fool will pay me $750,000 in one year!" 
This is especially true if they are making profits in the process or see the agenda 
of expanded homeownership being realized. The Financial Crisis Inquiry Commis
sion's conclusion that the crisis could not have happened without the rating agen
cies is dubious. Government regulatory agencies are responsible for monitoring the 
financial system, and the Securities and Exchange Commission confers special sta
tus on the Big Three, raising the question as to why regulatory agencies permitted 
such serious lapses of judgment in rating a bond with low-quality mortgages as A 
or better. That is, why didn't the dog bark in the middle of the night when there 
was a threat to property? The answer is partly due to the role of housing in the U.S. 
economy. 

Second, government policy from the early 1990s, under both Democratic and 
Republican administrations, was to encourage homeownership, especially among 
low- to moderate-income households. Government regulation and supervision 
designed to encourage mortgage lending, along with support from Fannie Mae and 
Freddie Mac, played a major role in the housing bubble. In this environment, the 
credit rating agencies would have faced a difficult political problem if they had 
been more realistic about the quality of the mortgage-backed bonds that financed 
the bubble and lost significant value when the bubble burst, especially as the agen
cies were dependent on the government's blessing as NRSROs. Hence, government 
failure likely plays as much a role here as market failure on the part of the credit 
rating agencies. 

Third, the report failed to devote any attention to the historically easy monetary 
policy of the Federal Reserve, which contributed the liquidity to support the hous
ing price bubble as a factor. The Federal Reserve permitted historically low interest 
rates on mortgages from 2002 to 2005. 

The Inquiry Report was more a political document to blame the private sector for 
the housing bubble, the bursting of the bubble and the subsequent Great Recession 
and absolve government policy. A more intellectually honest review would have 
emphasized government policy errors as well as market failure. 

At the same time, the willingness of the Big Three, given their fiduciary respon
sibility, to assign high ratings to mortgage-backed bonds that, by any reasonable 
standard, were essentially junk is difficult to justify. Either it was incompetence, 
"bigger fool" thinking about never-ending real estate values or an unwillingness 
to raise an adverse issue about a market that had broad public and political sup
port - or, more likely, a combination of the three. While the credit rating debacle 
did not cause the bubble and burst of the bubble in housing prices, as claimed by 
the Inquiry Report, it did become a contributing force. The topic is addressed again 
in the closing chapter. 
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9. 7 The Expanded Role of the Federal Reserve as a Regulatory and 
Supervisory Agency 

Central banks are well positioned, because of their ability to control the monetary 
base, to provide lender of last resort services so as to prevent contagion and control 
the money supply to achieve long-run price stability. Many argue the central bank 
should be concerned with goals in addition to price stability, such as full employ
ment, minimizing the fluctuations of actual output around potential output and sup
porting the industrial policies of the government. However, this debate is about the 
goals of monetary policy. There is another issue worth discussing in that, namely: 
what role should the central bank play in financial regulation and supervision? 

Central bankers argue they need to be an important part of the regulatory process 
in order to fully appraise the performance of the financial system, to conduct lender 
of last resort services and to formulate and execute monetary policy in general. 
There are good arguments to support this view, but one must keep in mind that it's 
natural for any government agency to argue that its powers should be expanded. 
The size and influence of any government regulatory agency are valued goods and 
there is an inherent incentive to rationalize expanded influence. The real issue is 
whether the central bank's role in financial regulation and supervision adversely 
impacts its other responsibilities. 

Critics of the extensive role of the Federal Reserve in regulation and supervi
sion emphasize the "industry perspective" problem. Regulatory authorities tend to 
adopt an industry perspective when they have a close regulatory relationship with 
an industry, such as the banking industry. Tight monetary policy imposes pres
sures on financial institutions and markets as interest rates increase, and may even 
weaken the balance sheets of financial institutions. As a result, the central bank may 
become overly cautious in raising interest rates. That is, the "industry perspective" 
may end up being more important for the conduct of monetary policy than the more 
appropriate "public perspective". The Federal Reserve, of course, denies any such 
influence, but economic theory and history suggest the "industry perspective" issue 
is far from trivial. 

Even in the absence of an "industry perspective" problem critics of the Fed
eral Reserve's role in government financial regulation and supervision argue that 
monetary policy is taxing enough, and for the Federal Reserve to assume other 
responsibilities that can be handled by other entities diverts resources from its main 
responsibilities - lender of last resort and price stability. The Federal Reserve can 
easily obtain whatever information is needed from other agencies in fulfilling its 
lender of last resort responsibilities. 

As a reflection of this debate, central banks have been assigned varying degrees 
of regulatory responsibilities, ranging from minimal responsibilities, such as the 
Bank of Japan and the Bank of Korea, to being a major regulatory authority, such as 
the Federal Reserve. The Federal Reserve is responsible for regulating banks, bank 
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holding companies and foreign banks and for enforcing a wide range of regulations 
designed to protect consumers in the financial system. Whatever the arguments 
against such a role, the institutional design of the Federal Reserve is not likely to 
change toward less regulatory authority. In fact, the Federal Reserve's role as a 
prudential regulatory authority was significantly increased as a result of the Great 
Recession and the 2010 Dodd-Frank Act. 

Prudential regulation and supervision for decades focused on individual institu
tions and markets designed to limit financial crisis and maintain public confidence 
in deposit money. This type of regulation was intended to apply a set of rules and 
principles that did not vary over time; that is, they were not to be used as an eco
nomic stabilization tool. Their goal instead was to maintain stability in the inverted 
pyramid of the monetary system by limiting risk taking by individual institutions 
and ensuring transparent financial markets. 

As a result of the housing bubble and burst of the bubble, the financial crisis of 
2008/2009 and the Great Recession, central banks, including the Federal Reserve, 
have advocated an expanded approach to regulation and supervision now referred to 
as macroprudential regulation and supervision, in contrast to the traditional micro
prudential regulation and supervision focus. Macroprudential regulation is a policy 
to be implemented not only by central banks but by all major government regula
tory and supervisory agencies working together. The objective of macroprudential 
regulation is twofold: first, to identify asset bubbles, speculative excesses and over
heated financial markets; and then, second, to employ regulations over capital-asset 
ratios, liquidity and margins on trading securities and place restrictions on credit 
underwriting. 

Macroprudential policies essentially mix the two functions of maintaining finan
cial stability and macroeconomic policy, which have traditionally been separate, in 
the sense that financial stability regulations are not intended to vary with the busi
ness cycle while macroeconomic policy was intended to smooth out the business 
cycle and limit the fluctuations of actual output around potential output. Macropru
dential policies constitute a fundamental shift in policy that is increasingly being 
discussed at the Federal Reserve, and to a degree, has been institutionalized in the 
2010 Dodd-Frank legislation. 

At this time it is unclear to what degree and how macroprudential policy will 
become a part of the operations of central banks and other regulatory agencies. 
There are some fundamental problems with the approach, however. First, it is based 
on the ability of the central bank to identify an asset bubble or some other type of 
speculative excess; however, central banks have an extremely poor record in such 
identification. Not only did key Federal Reserve officials fail to comprehend the 
housing bubble in the first few years of the new century, they continue to deny that 
the central bank played any significant role in generating and supporting the hous
ing bubble when the evidence suggests otherwise. Second, macroprudential policy 
imposes additional responsibilities on the central bank that it is not well designed 
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to carry out and, in the opinion of a number of economists, not capable of carry
ing out. Third, central bank policy is intended to be independent of government 
and the financial system; however, to extend monetary policy into virtually every 
important direct and indirect channel of finance not only renders the central bank 
all-powerful, but increases the interrelationships with other government agencies 
and the financial system that will likely become part of monetary policy. Fourth, 
once central banks and other government regulatory authorities begin to vary pru
dential regulations, the government has moved into the business of allocating credit 
and substituting government decisions for market decisions, in the quest for stabil
ity. The history of credit allocation policies in every country, including the United 
States, should give pause to macroprudential policy. The focus of government reg
ulation and supervision on nondepository institutions, as well as the financial sys
tem in general, has expanded since the collapse of housing prices in 2006 and the 
2008/2009 financial crisis. In other words, government prudential regulation now 
takes a more expanded view in its efforts to limit systemic risk than previously. 
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Chapter 10 

A Short History of the U.S. Financial and Monetary 
Regime in Transition 

10.1 Introduction 

It is important to understand the historical evolution of the nation's financial and 
monetary regime for three reasons. 

First, one cannot consider oneself educated in financial and monetary issues- or, 
for that matter, general economic issues -unless one has some basic understanding 
of the historical evolution of the nation's financial and monetary regime. 

Second, a historical perspective provides lessons for how best to design a finan
cial system, government regulation and supervision and central bank policy. The 
often quoted philosopher George Santayana emphasized the importance of histori
cal perspective in this regard: "Those who cannot remember the past are condemned 
to repeat it." Much has been learned from the past, but sometimes there is a sense 
of deja vu in that government regulation and supervision and central bank policy 
fail to learn from the mistakes of past policy decisions. 

Third, the historical evolution of the financial and monetary regime provides 
insights into major economic problems experienced by the United States, especially 
the three periods of intense economic and financial distress- the Great Depression, 
the Great Inflation and the Great Recession. These three periods provided the cata
lyst for major institutional redesigns of the nation's financial and monetary regime 
and manifested the interplay between government policy failure and market failure. 
It is important to have a balanced view of the causes of major periods of economic 
and financial distress and far too convenient to simply attribute them to market fail
ure, as is the common practice. An intellectually balanced approach requires that 
both market and government failure be considered, but, since government policy 
makers often set the regulatory parameters and have greater access to the pulpit, the 
public gets an unbalanced view. Fourth, an understanding of the interplay between 
government policy and market behavior helps us understand the broader debate 
about the role of government in the nation's economy and whether we have come 
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to expect too much from government regulation and supervision, fiscal policy and 
monetary policy. Much of the education system provides a one-sided view of the 
role of government in the economic and monetary affairs of the U.S. economy. 
Not only does it emphasize market failure over government policy failure but it 
presents an unrealistic view of the ability of government to solve economic and 
financial problems. This is not to claim government does not have important roles 
to play in the nation's financial and monetary regime, but only to point out a more 
balanced perspective of government is required to be considered educated. A more 
accurate historical account would provide a better balance to the debate. 

Fifth, an understanding of the historical evolution of the U.S. financial and mon
etary regime provides a framework to understand regimes in other countries. This is 
especially important in reviewing the financial and monetary transitions that have 
been in progress since the 1970s throughout the world. Large numbers of devel
oped and developing economies are opening up their real and financial sectors to 
competitive forces, and the process of transition has not been that much different 
from what was experienced in the United States. The differences between those 
cases and the United States pale in comparison to the similarities. 

This chapter provides a framework for understanding the transition of any 
nation's financial and monetary regime; identifies the major turning points in the 
transition of the U.S. financial and monetary regime; and identifies the major leg
islative and administrative events that have shaped the nation's financial and mon
etary regime since 1776. 

10.2 A Taxonomy of a Changing Financial and Monetary Regime 

Every financial and monetary regime shares five basic responsibilities: it institu
tionalizes the saving and investment process; provides an efficient flow of funds 
from lenders to borrowers; provides a stable environment for the flow of funds 
from lenders to borrowers; provides an adaptable environment responsive to the 
needs of lenders and borrowers; and provides a platform for central bank pol
icy to achieve and maintain price stability. The institutionalization of these five 
responsibilities differs from country to country, reflecting each country's culture, 
history and national policy, and, as each country's monetary system evolves from 
commodity-based to fractional reserve money, government becomes a more active 
and important part of the regime. 

As long as the financial and monetary regime carries out the basic responsi
bilities there is little pressure for institutional redesign; however, if one or more 
of the basic responsibilities is not being satisfied, pressures for redesign emerge. 
Financial redesign takes place through two channels: first, and the most visible, are 
government or regulatory innovations; and, second, there are market innovations. 

Government or regulatory innovations are manifested by changes in the regula
tory parameters of the financial system, as with new agencies enforcing new rules 
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that define the portfolio diversification powers of different financial institutions, 
rules that regulate loan and deposit rates, rules that regulate entry and exit from 
specific financial markets, rules that regulate direct financial markets and rules that 
regulate the inflows and outflows of capital, etc. Most often, government innova
tions are manifested by legislative acts, but administrative rule making can also 
play an important role in government innovations. 

Market innovations are manifested by new financial assets and services intro
duced by market participants, designed to circumvent constraints that limit profit 
and, in many cases, to circumvent government regulations that limit profit oppor
tunities. The introduction of money to replace barter was largely a market innova
tion, as was the shift from commodity-based monetary systems to fractional reserve 
standards. 

Market innovations have always been an important force in the evolution of 
financial and monetary regimes, but their role in shaping the institutional design 
of the nation's financial and monetary regime has been enhanced because of the 
advances in computer and telecommunications technology starting in the 1960s. 
The ability to increase the productivity of financial transactions, open up new 
lending and borrowing channels both domestically and internationally and provide 
financial services to all who use the financial system has accelerated greatly in the 
past few decades. The post-WWII period has witnessed a revolutionary expansion 
of computing and telecommunications technology, which seems to grow exponen
tially each year. Financial transactions are especially adaptable to this expanding 
technology and increase the incentives for the market to innovate around a restric
tion on profit. Computer technology reduces the transactions cost of introducing 
new financial assets and services, thereby increasing the number of restrictions 
worth circumventing. This, in tum, is making it more difficult for government to 
enforce financial regulation and conduct central bank policy. 

The two channels of change are often in conflict, especially in the past few 
decades with the advances in technology and the growing complexity of the finan
cial and monetary regime, making it increasingly easier to circumvent govern
ment regulations. Government regulation tends to be passive and frequently more 
focused on maintaining the status quo, even when there is widespread recognition 
that institutional redesign of the financial system is necessary. To illustrate, gov
ernment maintained interest rate ceilings on savings and time deposits (Regulation 
Q) from 1933, when they were first introduced, to 1980, when a phase-out over 
a six-year period was enacted. By the late 1960s it was obvious the ceilings were 
responsible for major economic and financial distress, and especially disruptive to 
the S&L industry, yet it took a decade or more after these problems had become 
apparent for government to change the rules. Government regulation as a reflec
tion of political institutions is often dominated by "special interests", which fre
quently resist change for fear they will lose their influence in any new institutional 
environment. Government itself often takes its own "special interest" into account, 
because for any given regulatory agency, whether it be the Comptroller of the 
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Currency or the Federal Reserve, redesign of the nation's financial and monetary 
regime brings some uncertainty as to whether it will retain as much regulatory 
power as it had beforehand. This is a truth that needs to be understood. 

Market innovations are more active, flexible and intended to get around the sta
tus quo, which limits profit making, but, at the same time, there are elements in 
the private sector that resist change. Banks, for example, resist expanded money 
and capital markets for fear they will reduce their role in the flow of funds, while 
securities companies resist any effort by depository institutions to become active in 
the direct markets. Depository institutions resist any change in government subsi
dization of real estate or consumer lending for fear it will reduce their profit oppor
tunities. Until the early 1970s banks, for all practical purposes, had a monopoly on 
checking accounts, as demand deposits were the only generally available check
ing accounts. Demand deposit accounts were prohibited from paying interest and 
were legally offered only by a bank. As nonbank depository institutions began to 
issue NOW deposits in the 1970s, banks resisted their efforts in every way pos
sible, because NOW accounts not only provided a competing checking deposit to 
demand deposits but paid interest at least up to the interest rate ceiling set for sav
ings deposits. Banks at first used the legal channel, but when that failed they played 
a major role in convincing the government to prohibit NOW accounts for several 
years outside the six New England states in which they had first been introduced, 
so that the impact of NOW accounts could be studied. 

Thus, government innovation tends to be passive and based on maintaining the 
status quo, while market innovation is more active and willing to change the status 
quo. But there is a part of the market itself that resists change and often uses its 
influence with government to maintain the status quo. This is a good example of 
both government and market failure combining to limit the ability of the nation's 
financial and monetary regime from fulfilling its responsibilities. While there are 
elements within the market that resist change, they tend to pale in importance com
pared to those elements that actively pursue change, so that market innovation is a 
driving force of institutional change in the nation's financial and monetary regime. 

The different characteristics of government and market innovations often gen
erate intense conflict between the government and the market, which has been best 
described by Edward Kane (1979) as a regulatory-market dialectic. The regulatory
market dialectic is applied to financial regulation but based on a philosophical con
ception of change introduced by George F. Hegel, the nineteenth-century German 
philosopher, and utilized by Karl Marx to describe the evolution of economic sys
tems over time. 

Market innovations are generally the first sign that the nation's financial and 
monetary regime is not fulfilling its responsibilities. They are introduced to limit 
some restriction; for example, nonbank depository institutions in the 1970s started 
issuing checking accounts (NOW deposits and credit union shares) to expand 
their sources of funds, meet the public's desire for more competition in checking 
accounts and provide the public with a checking account that paid interest. 
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Government often reacts to a market innovation by extending regulation to limit 
or control the innovation; for example, in the case of NOW accounts, the govern
ment actually prohibited NOW accounts for several years outside the New England 
states, and, even when they were permitted, attempted to subject them to interest 
rate ceilings. The market in response re-innovates to avoid the new restrictions; for 
example, the emergence of money market funds was an effort to circumvent the 
government's interest rate ceilings on checking, saving and time deposits by offer
ing a type of checking account backed by high-quality money market instruments 
that, most importantly, paid a market rate of interest. The government may then 
reregulate to limit the market innovation; for example, when money market funds 
became more important and competed with deposits of depository institutions, 
there was some consideration of subjecting money market funds to reserve require
ment, but, fortunately, money market funds were not required to meet reserve 
requirements. 

At some point the government accepts the market innovations and becomes an 
active partner to institutionalize the innovations and incorporate them into its reg
ulatory and supervisory system. It would not be too bold to claim that most gov
ernment redesigns of the financial system, especially during the past four decades 
throughout much of the world, are, essentially, official recognition of market inno
vations that were the first to respond to the failures of the financial system to achieve 
one or more of its basic functions. Governments do not like to admit they are less 
dynamic than the market, but, in the case of the nation's financial and monetary 
regime, market innovations have been a powerful force for change. 

The following sequence of five steps provides a general taxonomy of how finan
cial and monetary regimes evolve over time that can be applied to almost any coun
try at any time. 

Five Steps to Financial and Monetary Regime Transition 
Start with the Existing Financial and Monetary Regime 
There is a given institutional design of the nation's financial and monetary regime, con

sisting of private and government financial institutions, financial markets, government 
regulatory authorities and central banking institutions. 

-J, 
Catalysts for Transition 
New economic, political and/or technological environments generate conflicts with the 

given institutional design, which interfere with the ability of the financial and mone
tary regime to carry out its basic responsibilities. The conflicts can be manifested in a 
variety of ways, ranging from failures of financial institutions in markets, disruptive 
flow of funds movements and price instability. 

-J, 
Market and Government Innovations 
The resulting financial disruptions and inefficiency stimulate market and government inno

vations. Market innovations usually occur before government innovation responds. 
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,j, 
Resistance to the Transition 
Market and government innovations are not always welcomed, because various elements 

of the financial and monetary regime had adapted to the old system. Some elements 
of government resist the innovations because they might reduce their regulatory and 
political influence. Some elements of the private sector resist the innovations because 
they might reduce their economic power. 

,j, 
Outcome of the Transition 
The transition of the financial and monetary regime is successful or not depending on the 

type of and completeness of government innovations, the degree of resistance to the 
transition by some elements of the government and private sector and the general eco
nomic, financial and political environment. 

This is a general taxonomy that helps us understand the transition of the nation's 
financial and monetary regime over time. Not every element is represented in 
every period of transition, but the taxonomy will help highlight the most important 
aspects of the transition and avoid us getting bogged down in a detailed account of 
a complex economic and political process over long periods of time. 

10.3 Major Thrning Points in the Transition of the U.S. Financial and 
Monetary Regime: A Brief History from 1776 to the Present 

To review the history of the financial and monetary regime in detail would be dif
ficult, boring to the majority of readers (and to the writer) and not very productive 
in achieving the objectives of this book. Rather than provide a running summary of 
changes in the financial and monetary regime, it is more productive to identify his
torical periods that differ from each other in important ways and summarize each in 
terms of the type of institutional change, the reason for the institutional change and 
other key characteristics of the period. In addition, aspects of each period that fit 
into the taxonomy above will be highlighted. The following six historical periods 
define the transition of the U.S. financial and monetary regime. 

1 1776 to 1863: commodity money standard; no central bank; limited direct finance; indi
rect finance dominated by banks regulated at the state level; and free banking after 1837. 

2 1863 to 1913: national banking system; expanded federal government; market inno
vation; emergence of a dualistic structure of indirect finance; and insufficient money 
growth. 

3 1913 to 1929: Federal Reserve System replaces national banking system; federal gov
ernment expands role; and the quiet before the storm for the new central bank. 

4 1929 to 1965: Great Depression; major expansion of government at both the federal and 
state levels; restrictions on market forces in the financial system; expanded power and 
centralization of the Federal Reserve; and the Age of Keynes. 

5 1965 to 1979: Great Inflation; monetary policy clashes with the structure of the financial 
and monetary regime; and the rise of the Age of Hayek and Friedman and decline of the 
Age of Keynes. 
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6 1980 to the present: disinflation and the Great Moderation of monetary policy; limits of 
the Keynesian/activist approach to government; deregulation of the economy, especially 
the financial system; and the Age of Milton Friedman. 

Table lO.llists the most important legislative and administrative events for each of 
the six periods to accompany the narrative. 

10.4 1776 to 1863 

The existing financial and monetary regime: The commodity money supply was 
originally based on gold and silver before 1834, and then only on gold, until the 
establishment of the Federal Reserve in 1913. The nation suspended the gold stan
dard during the Civil War, but soon returned to it afterward. Gold, silver, gold cer
tificates, banknotes and even privately minted coins constituted the nation's money 
supply during the period up to 1863. 

In terms of the flow of funds, the majority of funds were transferred through 
banks. Other financial institutions and direct financial markets playing a relatively 
minor role in the flow of funds. Banks not only made the majority of loans but 
operated as investment banks, to the extent that borrowers issued debt or equity in 
the direct markets. 

In terms of government regulation, regulation and supervision were limited and 
there was no dual system, as banks were chartered, regulated and supervised at the 
state level. Organizing a state bank required a legislative act and, hence, limited 
bank competition. Criticism of this system of protected banks led to the first Free 
Banking Act, passed in Michigan, with other states following up to the start of the 
Civil War. The era of free banking, from 1837 to 1863, meant that many states made 
it relatively easy for anyone to establish a bank as long as they met the minimum 
capital requirement and adhered to other regulations imposed by the state bank
ing authority. The Free Banking Acts permitted a much more competitive banking 
system than existed previously. 

The federal government attempted to involve itself in the banking system on two 
occasions by supporting and owning 20 percent of the capital of the First (1791-
1811) and Second (1816-1836) Bank of the United States. The two banks provided 
fiscal agent services to the government - receiving and disbursing funds. They 
operated as private banks but, because of their large size relative to other banks 
and the influence of the federal government, used their financial strength to impose 
discipline on the behavior of other banks to maintain sound banking practices and 
public confidence in banknotes. The First and Second Banks of the United States, 
however, had a turbulent existence, because of complaints from other private banks, 
which resented their attempts to impose prudential regulations, and criticisms from 
those who opposed federal government involvement in what was viewed then as 
essentially a state rights issue. 



10.4 1776 to 1863 213 

Table 10.1. Major Legislative and Administrative Events in the U.S. Financial 
and Monetary Regime 

First Bank of the United States (1791-1811) 
Charter by Congress for 20 years with the federal government contributing 20 percent of the 

capital 
Board of directors included representatives of the federal government 
Large bank for its time acted as fiscal agent for the federal government and imposed regulations 

on other private banks to maintain quality loans and convertibility of banknotes 
Charter not renewed 
Second Bank of the United States (1816-1836) 

Charter by Congress for 20 years with similar structure and responsibilities as first Bank, but 
larger with $35 million in capital compared to $10 million in capital of the first Bank 

Charter not renewed 
First Free Banking Act, 1837, Michigan, and other similar Acts 

No longer need a legislative charter to establish a bank 
Only a minimum amount of capital required to charter a bank with the relevant state authority and 

willingness to meet requirements regarding reserves and convertibility 
By 1860, 17 other states had enacted Free Banking Acts 
National Bank Act of 1863 

National banks to replace state banks to unify the banking system under federal regulations 
National banks subject to higher minimum capital and reserve requirements, along with reporting 

requirements 
The national banknote replaced state banknotes to unify the currency system, and only national 

banks could issue national banknotes, which required a national bank to have on deposit at the 
Comptroller; government bonds equal to 90 percent of the issued national banknotes 

The Office of the Comptroller of the Currency established as part of the U.S. Treasury 
Federal Reserve Act of 1913 

The Federal Reserve was originally designed to resolve the problems of the national banking 
system by establishing a central bank to provide lender of last resort services, an efficient 
national payments system and improved banking supervision 

One of the original objectives of the Federal Reserve Act was for "other purposes", and, as the 
Federal Reserve evolved over time, the "other purposes" now cover a wide range of activities 
that include extensive regulation, supervision and central bank policy 

Weakened the dual system to some degree 
McFadden Act of 1927 

National banks permitted to branch subject to the branch rules of the state within which 
located 

Interstate bank branching prohibited 
Strengthened the dual system to some degree 

Banking Act of 1933 (also referred to as the Glass-Steagall Act) and Banking Act of 1935 
Established the Federal Deposit Insurance Corporation 
Zero interest rate ceiling on demand deposits issued by banks and non-zero ceiling on savings 

and time deposits 
Commercial and investment banking separated, so that commercial banks could no longer 

underwrite securities except government securities 
Securities Act of 1933 and Securities Exchange Act of 1934 

Standardized disclosure of all issuers of debt required and equity sold on any organized 
exchange 

Rules established to prevent insider trading and misrepresentation 
Securities and Exchange Commission established 

Investment Company Act of 1940 and Investment Advisors Act of 1941 
Regulation of investment companies and mutual fund companies and investment advisors 

Employment Act of 1946 
Federal government given responsibility to promote maximum employment 
Established the Council of Economic Advisors to the President and the annually published 

Economic Report of the President 
(continued) 
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Table 10.1 (continued) 

Treasury-Federal Reserve Accord of 1951 
Released the Federal Reserve from pegging government security interest rates at low level that 

had been adopted in 1942 to support government spending in WWll 
Widely interpreted to provide the Federal Reserve independence in monetary policy 

Bank Holding Company Act of 1956 and Douglas 1970 Amendment to Bank Holding Company Act 
Federal Reserve authorized to regulate and supervise multibank and single bank holding 

companies 
National Credit Union Administration established in 1970 

Independent agency to regulate and supervise federally chartered credit unions 
Credit union insurance for both federal and state credit unions on same basis as other depository 

institutions 
Depository Institutions Deregulation and Monetary Control Act of 1980 

Regulation Q ceilings on savings and time deposits phased out from 1980 to 1986 
NOW and sweep accounts permitted 
Thrifts given expanded asset diversification powers 
Many usury laws (loan interest rate ceilings) eliminated 
Deposit insurance increased from $40,000 to $100,000 

Depository Institutions Act of 1982 
Expanded authority given to deal with troubled thrifts 
Money market deposit accounts permitted 

Competitive Equality Banking Act of 1987 
Officially affirmed that deposit insurance was backed by the full faith and credit of the United 

States 
Funds to recapitalize the Federal Savings and Loan Insurance Corporation provided 

Financial Institutions Reform, Recovery, and Enforcement Act of 1989 
Taxpayer funding provided to resolve the S&L problem 
Federal Savings and Loan Insurance Corporation eliminated, its function transferred to the FDIC 
Federal Home Loan Bank Board eliminated, its responsibility transferred to the Office of Thrift 

Supervision 
Deposit insurance premiums increased 

Federal Deposit Insurance Corporation Improvement Act of 1991 
Tripwire system and Prompt Correct Action established 
Risk-based insurance premiums introduced 
FDIC recapitalized 

Riegle-Neal Interstate Banking and Branching Efficiency Act of 1994 
Interstate and intrastate bank branching permitted 

Gramm-Leach-Bliley Financial Services Modernization Act of 1999 
Wall between commercial and investment banking removed 

Sarbanes-Oxley Act of 2002 
Oversight of money and capital markets increased 
Increased transparency and responsibility for accuracy of financial statements provided to public 

required 
Federal Deposit Insurance Act of 2005 

S&L insurance fund and the bank and savings bank insurance fund merged into one FDIC 
insurance fund 

Deposit insurance limit increased to $250,000 on individual retirement accounts 
Dodd-Frank Wall Street Reform and Consumer Protection Act of 2010 

Consumer protection increased, especially for mortgage credit 
Regulation over derivative products increased 
Proprietary trading by banks limited 
Government responsibility for assessing risk increased, identifying financial institutions deemed 

"systemically important" and subjecting those institutions to increased regulation and 
supervision 

Two new agencies established: Consumer Financial Protection Bureau and Financial Stability 
Oversight Council 

Office of Thrift Supervision abolished, responsibilities transferred to Comptroller of the 
Currency, Federal Reserve and FDIC 
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Catalysts for reform emerge: After 1837 free banking, in the sense that it was 
easy to establish a bank, dominated most of the banking system, though some 
banks continued to operate without free banking laws. The banking system was 
competitive and operated with minimal state government regulation. There was 
frequent criticism of the system because of the limited regulation (which varied 
widely from state to state), bank failures and the large number of state banknotes 
that circulated at various rates of discount. Many argued that the lack of a unified 
currency system limited economic growth, and many claimed the state banking sys
tem was dominated by "wildcat" banks that disrupted the U.S. economy. Wildcat 
bank were ones that made low-quality loans and issued banknotes that were diffi
cult to redeem in commodity money because they were located only "where wild
cats lived". Research has shown, however, that the claims of wildcat banking were 
overstated. 

Overall, despite the lack of extensive regulation and a varied banking and cur
rency system, the financial and monetary regime from 1776 to 1863 supported an 
impressive record of economic growth that meant that, by the start of the Civil War 
(1861-1865), the United States had emerged as a major industrial power in the 
world. At the same time, the lack of a unified currency, minimal regulation and 
supervision in most states and the asymmetric information between depositors and 
banks because of a lack of bank transparency suggested that improvements to the 
nation's financial and monetary regime could be achieved. 

10.5 1863 to 1913 

Catalysts for reform generate transition: Despite the fact that the U.S. economy 
grew rapidly from 1776 to 1863, suggesting the nation's financial and monetary 
regime was at least adequately performing its job, by the late 1850s there was 
increasing concern about the number of bank failures, fraud and disarray in the 
nation's money supply, with many state banks operating, with different and some
times minimal regulations, and a large number of state banknotes in circulation, 
estimated at 10,000 by 1860. Added to this was the need for the federal govern
ment to finance the Civil War. The existing money and capital markets were far 
too small to raise the funds needed. Borrowing from Europe was not a meaningful 
solution, as many European countries would rather sit back and let the Civil War 
weaken the United States. As a result of problems with the state banking system and 
the need to finance the war, the federal government moved to fundamentally change 
the structure of the U.S. financial and monetary regime, solving both problems. 

Government innovation: The National Bank Act of 1863 fundamentally altered 
the role of government in the U.S. financial system, and, even though it was 
designed to establish a unified banking system under the federal government, the 
Act instead established a dualistic system of depository institutions and government 
regulation and supervision that continues to the present. The Act was rationalized 
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by the alleged inefficiency and instability of the state banking system, but the need 
to finance the Civil War was at least as important. 

The Act established a unified currency for the country -the national banknote -
that could be issued only by nationally chartered banks. National banknotes were 
required to have a 90 percent reserve of government bonds. The Act established 
the first federal government regulatory agency - the Office of the Comptroller 
of the Currency, as part of the U.S. Treasury- to issue national charters, regu
late and supervise the national banking system and establish reserve and capital 
requirements. To ensure the success of the new unified national banking system 
and national banknotes, a 10 percent tax was imposed on state banknotes. 

Market innovation limits the success of the national banking system: The new 
system appeared successful in the first decade. A large number of state banks con
verted to national banks and the total number of state banks declined significantly. 
Those who wanted to operate a state bank, either because of their allegiance to 
state rights or because they wanted to operate with a less restrictive set of gov
ernment regulations, innovated around the national banking system. The banknote 
was the primary promise to pay instrument issued by banks. State banks shifted 
from issuing banknotes subject to the 10 percent tax to issuing checking deposits, 
which were not subject to the 10 percent tax. This is a clear example of a market 
innovation designed to circumvent a restriction that limited profit. As a result, the 
number of state banks began to increase, and, as the end of the nineteenth century 
approached, the number of state banks outnumbered national banks. In 1896 there 
were 3,689 national banks and 7, 785 state banks; however, national banks were 
larger, with fewer than a half them holding 54 percent of total bank assets. 

When it became clear to the federal government the shift from banknotes to 
checking accounts gave state banks a second life, there was little enthusiasm on the 
part of the federal government to make another attempt to unify the banking system 
in the country after the carnage of the Civil War. The federal government gave in to 
state rights on the issue of banking. Hence, the Act actually established a dualistic 
system, which continues to the present. Depository institutions operate under either 
a national or state charter and, in many instances, state regulation continues to be 
important. Over time, however, the federal government increased its relative role, 
and, while the dualistic structure is an important feature of the U.S. financial system 
and regulation, it is a pale shadow of what it was under the national banking system. 

The irony here is that the effort of the federal government to establish a financial 
system under federal control provided incentives to innovate sooner rather than 
later and, as a result, in fact established a dualistic system of depository institu
tions and regulatory agencies to oversee the operations of depository institutions. 
This event illustrates not only how market innovation circumvents restrictions but 
how ingrained state rights are in the U.S. political system despite the defeat of the 
Confederacy. 

An unsuccessful reform and new catalysts for reform: The national banking sys
tem was a failure, for four reasons. First, it did not unify the banking system nor 
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replace state with federal regulation and supervision. Second, national banknotes 
did simplify the currency system, but the Act established no mechanism to adjust 
the currency to the public's demand for currency. In addition, the monetary system 
was still under the influence of the supply of gold. The gold standard did not provide 
sufficient monetary growth in the last part of the nineteenth century and generated 
a two-decade period of deflation that imposed economic, financial and political 
distress on the nation. Third, the Act failed to foresee the growth of checkable 
deposits and, as a result, failed to establish a national check-clearing mechanism, 
which generated as much inefficiency in the money supply as the large number 
of state banknotes in the free banking era. Fourth, the absence of a central bank 
ensured that the inherently defective reserve requirement system established by 
the national banking system would generate financial instability, and, on several 
occasions, generated financial panics. 

In sum, the nation's financial and monetary regime did not fulfill its basic respon
sibilities from the end of the Civil War to the first decade of the twentieth century. 
The national banking system was a failure. It was responsible for several periods of 
financial and economic distress, the country experienced deflation under the gold 
standard, and the continued absence of a central bank with lender of last resort 
powers rendered contagion a continuing problem. This became increasingly clear 
to many as the United States started the twentieth century. The turning point was 
reached with the 1907 financial panic. The absence of a lender of last resort con
tributed to a loss of public confidence in deposit money and a number of bank 
failures that shocked the nation. 

10.6 1913 to 1929 

Catalysts for reform: A number of periods of financial distress were caused by 
the inherent structural defects of the national banking system, but it was the bank
ing panic of 1907 and the contagion it generated, coming after a long period of 
price deflation, that combined to generate the political momentum to redesign the 
national banking system and establish a central bank. 

Government innovation- two legislative events: A National Monetary Commis
sion, established by Congress from 1909 to 1912, extensively studied the nation's 
financial and monetary regime and recommended a number of institutional changes 
to fundamentally redesign the regime. The major recommendation was to establish 
the Federal Reserve as the nation's first central bank. The Federal Reserve Act was 
signed by President Wilson in December 1913. The United States had finally joined 
the club of other industrial and many developing countries that already had central 
banks. The United States was a latecomer by any standard. 

Japan presents an interesting comparison. At the end of the Civil War the United 
States emerged as a major world industrial and military power. Japan, in contrast, 
was a feudal, agrarian and isolated country until the 1868 Meiji Restoration, which 
was Japan's turning point in becoming a modem nation. The objective of the Meiji 
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Restoration was to first achieve industrial and military parity with the West, and 
then to surpass the West. Japan adopted the U.S. national banking system in 1872, 
but found the system wanting, for many of the same reasons it failed in the United 
States. In 1882 Japan established its central bank, the Bank of Japan- some 30 
years before the United States came to the same conclusion. 

The original four objectives of the Federal Reserve Act were rather modest by 
today's Federal Reserve. First, the Federal Reserve was established to provide an 
elastic currency responsive to the needs of the public by replacing the national 
banknote issued by private banks with the Federal Reserve note, issued by the Fed
eral Reserve. The Federal Reserve note is today's standard currency. While not 
mentioned as an objective in the first part of the 1913 Act, the Federal Reserve 
also established a national check-clearing system. Providing currency and check 
clearing were the key elements of a national payments system that continues to the 
present. Second, the Federal Reserve was established to provide lender of last resort 
services by discounting commercial paper held when reserves were needed. Third, 
the Federal Reserve was to provide more effective supervision and regulation of 
national banks. Fourth, the Federal Reserve was established for "other purposes". 
As history unfolded, the "other purposes" became far more important than the three 
specific objectives of the 1913 Federal Reserve Act, as will be discussed in subse
quent chapters. 

The 1913 Federal Reserve Act represents a major event in the evolution of the 
nation's financial and monetary regime. Not only did it establish the nation's first 
central bank after over a century of economic development, but it greatly expanded 
the federal government's role in the financial system, which continued to be dom
inated by the banking system. By the tum of the century money and capital mar
kets were increasingly important, but there was a close relationship between these 
markets and banks. Banks not only functioned as traditional commercial banks -
accepting deposits and making commercial loans - but also acted as investment 
banks, underwriting debt and equity promises to pay to be sold in the direct markets. 

The Federal Reserve Act did not eliminate the dual system. National banks were 
required to be members of the Federal Reserve; however, state banks were not 
required to become official members unless they applied for membership and met 
the requirements imposed by the Federal Reserve. Few state banks joined the Fed
eral Reserve, because they had the option of operating under a less restricting set 
of regulations, especially lower reserve requirements at the state level. It would not 
be until1980 that state banks and all nonbank depository institutions became part 
of the Federal Reserve System and subject to the same reserve requirements with 
the same access to services provided by the Federal Reserve. The dual system con
tinues, but, again, it pales in comparison to what it was before the establishment of 
the Federal Reserve. 

The second major legislative event was the 1927 McFadden Act, which per
mitted greater competition among banks by allowing national banks to establish 
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branches. Prior to 1927 national banks had been required to conduct their opera
tions from one location, but from 1927 they could branch to the same degree per
mitted by the state. That is, if a national bank were located in a state that prohib
ited branching (called a unit banking state) it was prohibited from branching even 
though it operated under a national charter. If it was located in a branching state it 
was permitted to branch but subject to the regulations at the state level. Hence, the 
dual system remained in place. The McFadden Act explicitly prohibited interstate 
branching by recognizing that states had the ultimate authority over branching by 
banks or any other financial institution. In the 1990s more and more states became 
branching states, and some even allowed interstate branching within their borders. 
In 1999 the restriction on interstate branch was removed, and now there is fairly 
complete intrastate and interstate branching of banks. 

The Federal Reserve in the first five years of its existence was occupied with 
establishing its infrastructure, administration and operations, and then it was occu
pied with assisting the government in financing the war effort after the United States 
declared war on Germany in April1917. WWI ended in November 1918, and from 
that point onward the Federal Reserve began to operate as a central bank. There is 
general agreement that, after a short postwar adjustment period, the 1920s were a 
period of rapid economic growth and stable prices that presented few serious chal
lenges to the new central bank. Near the end of the 1920s it appeared the Federal 
Reserve had become a successful part of a stable financial and monetary environ
ment, but this turned out to be no more than the calm before the storm. 

10.7 1929 to 1965 

The date 1929 is the starting point for this period because the Great Depression 
started in August of that year, according to the NBER, and the October 1929 col
lapse of the stock market manifested the weakness of the U.S. economy. The date 
1965 is the ending point of the period because it marks the start of the Great Infla
tion, the second major period of economic and financial distress. At this point we 
are not concerned with a detailed discussion of these two periods, or the Great 
Recession, but only to highlight how they became catalysts for a major redesign of 
the nation's financial and monetary regime. 

The catalysts: The Great Depression and the collapse of the financial system 
were then viewed as the outcome of market failure and, hence, required expanded 
and a more activist government to stabilize the economy. The British economist 
John Maynard Keynes provided the intellectual foundation for this new approach 
to government in his 1936 book The General Theory of Employment, Money and 
Interest. Keynes argued the Great Depression was the outcome of market failure, 
"animal spirits" that drove investment and led to speculation and insufficient private 
spending. The solution was obvious. Expand government regulation and supervi
sion to deal with market failure, especially in the financial system; use government 
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spending to offset insufficient and unstable private spending; use government taxes 
to stimulate private spending and use monetary policy to stimulate private spend
ing. Only in this manner would the economy be able to grow at its potential. 

Some claim the Roosevelt administration's New Deal was drawn from the pages 
of Keynes; however, this is incorrect. The General Theory was not published until 
1936. The Roosevelt administration's New Deal was rationalized on the same argu
ments and adopted some of the policies advocated by Keynes, but the New Deal 
was a political response to what appeared to be major market failure. Keynes, how
ever, came to provide the intellectual foundation for the type of activist government 
initiated by the Roosevelt administration. This was a major transformation in per
spective. Previously, private and unregulated markets had been viewed as stable 
and not in need of much government involvement, but now they were viewed as 
inherently unstable, requiring activist government intervention to generate market 
outcomes consistent with the general public good. This perspective and the founda
tion provided by Keynes dominated public policy in the United States and through 
much of the Western world until the 1970s. It would not be an exaggeration to call 
the period from the 1930s to the 1970s the Age of Keynes. 

Government innovation: A series of legislative events in 1933, 1934 and 1935 
fundamentally redesigned the nation's financial and monetary regime in three ways: 
first, the federal government dramatically increased its role in regulating and super
vising the financial system; second, the Federal Reserve was redesigned to con
centrate power in the Board of Governors, located in Washington, D.C., and pro
vided with new tools of monetary policy; and, third, while the dual system of 
regulation continued to be an institutional feature of the U.S. financial system, 
responsibility for regulation and supervision was significantly shifted to the federal 
level. 

The legislative events were based on the view that the Great Depression and col
lapse of the financial system were due to too little regulation and supervision, too 
much competition in the financial system, too close a relationship between banks 
and bond and equity markets and the limited ability of the Federal Reserve to con
duct monetary policy. In the absence of regulation and supervision, banks made 
imprudent loans, operated with inadequate capital and reserves and engaged in 
behavior that took advantage of their position as the nation's provider of money. In 
the absence of a centralized Federal Reserve, the Federal Reserve was not able to 
stabilize the economy. 

Too much competition in the financial system provided incentives for banks 
to offer higher interest rates to attract deposits, which, in tum, required them to 
adopt riskier loan and investment portfolios in search of higher interest returns. 
Competition increased systemic risk in the financial system. Too close a relation
ship between banks and indirect markets exposed banks to imprudent risks, since 
they were the providers of the nation's money supply and exposed banks to con
flicts, in that banks would encourage their larger depositors to purchase bonds and 
equities that they had underwritten to sale. Structural problems and the lack of a 
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wide range of tools of monetary policy prevented the Federal Reserve from effec
tively reversing the decline in economic activity after 1929. 

The new financial and monetary regime was based on greatly expanded govern
ment regulation and supervision at both the state level and, especially, the federal 
level; designed to limit competition by limiting portfolio powers, preventing com
petition among different depository institutions and imposing interest rate ceilings 
on bank and nonbank deposits; separated commercial banking from investment 
banking; and redesigned the Federal Reserve to concentrate decision making at 
the federal level, providing new tools to implement a more activist monetary pol
icy. This approach to redesign the nation's financial and monetary regime was part 
of the general view the Great Depression was the result of speculative excesses 
in the 1920s, financed by easy credit and money, combined with a fragile finan
cial system in the absence of government regulation and supervision that permitted 
imprudent competition, lending and borrowing. The stock market bubble and its 
dramatic collapse in October 1929 were the poster child of the then accepted inter
pretation of the Great Depression. Unregulated financial institutions and markets 
generate instability; hence, the solution resided in an expanded role of government 
prudential regulation, lender of last resort services and more active and powerful 
central bank policy. 

Outcome: Despite these changes in the nation's financial and monetary regime, 
combined with increased regulation and supervision of the rest of the economy and 
deficit spending by the government, the economy remained distressed throughout 
the decade. In 1938 the unemployment rate stood at 19 percent and the economy 
was operating with a large negative output gap. The build-up for war through lend
lease starting in early 1941, then the declaration of war on Japan on December 9, 
1941, two days after the December 7 Japanese attack on Pearl Harbor, and Ger
many's declaration of war on the United States on December 11, 1941, generated 
a major increase in economic activity. The unemployment rapidly fell, to stand at 
less than 1 percent by the end ofWWII in 1945. 

After a few years of postwar adjustment, shifting from wartime to peacetime 
production, the U.S. economy achieved a decade of stable and noninflationary eco
nomic growth in the 1950s. Federal Reserve policy was successful in stabilizing 
the price level and the financial system was stable. During the 1950s and into the 
1960s bank failures had declined to only a few in any given year. By this standard, 
it appeared the major redesign of the nation's financial and monetary regime had 
been successful. 

Government innovation in the 1950s: There were three further important devel
opments that continued the reforms of the 1930s. First, an administrative agree
ment or accord between the Treasury and the Federal Reserve in 1951; second, 
legislation that further expanded the role of the Federal Reserve as a financial reg
ulatory authority and further reduced competition in banking; and, third, the Full 
Employment Act of 1946, which officially made the U.S. government responsible 
for economic stability. 
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Treasury-Federal Reserve Accord of 1951: The Federal Reserve lacked the oper
ational independence to maintain price stability as the economy began to grow in 
the late 1940s. It lacked operational independence because, since 1942, it had been 
required to support the prices (interest rates) of government bonds. In April1942 
the Federal Reserve was required to maintain Treasury bill rates at 0.375 percent 
and longer-term securities at 2.5 percent. This was accomplished by expanding the 
money supply to purchase any government debt offered to finance the war, and, 
for all practical purposes, the Federal Reserve became an agent of the government. 
The loss of independence during wartime is acceptable and proper; however, the 
interest rate support program continued after the end of hostilities in 1945 for six 
years, and ended only with the accord of March 1951. 

There was considerable pressure to continue the policy of supporting govern
ment bond interest rates because of the large outstanding debt and concern that 
higher interest rates would increase the refinancing cost, impose large capital losses 
on holders of government debt and make it difficult for the economy to grow. The 
Federal Reserve showed little enthusiasm to challenge the Treasury, for two rea
sons: first, the Federal Reserve had failed to prevent or reverse the decline in the 
1930s, losing reputation and credibility; and, second, the Federal Reserve operated 
in a professional climate adverse to monetary policy. Monetary policy and money 
were regarded as impotent in the original Keynesian model. Several generations of 
students were taught that fiscal policy, not monetary policy, was the government's 
primary instrument of stabilization. 

Nonetheless, there was growing pressure to end the support program and return 
independent monetary policy to the Federal Reserve. The pressure resulted in the 
March 1951 Treasury-Federal Reserve Accord, in which a joint statement was 
released to the public that the Federal Reserve would no longer support the prices 
of government bonds and begin normal monetary policy to stabilize the economy. 

Expanded regulatory power of the Federal Reserve: Banks were restricted in the 
products and services they could offer as well as their geographic locations. In the 
1950s banks innovated around these restrictions by forming bank holding compa
nies. The first innovation was the multi bank holding company, consisting of at least 
two banks that could include activities such as leasing, management consulting, 
other financial institutions such as finance companies, and loan services, as well 
as including banks that operated in different geographic locations. The multibank 
holding company could then circumvent restrictions on products and services and 
restrictions on intra- and interstate branching. In 1956 the Federal Reserve was 
authorized to regulate the operations of multibank holding companies, which were 
officially defined as holding companies consisting of at least two banks. The bank
ing industry re-innovated by using the single bank holding company structure, 
which was brought under the regulatory sphere of the Federal Reserve in 1970. 

Government officially responsible for promoting employment and economic sta
bility: Government assumed it now had the responsibility to regulate, supervise 
and stabilize the economy, based on the experience of the Great Depression, the 
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effect government spending had on unemployment during WWII and the widely 
accepted theories and policies of The General Theory. As a result, an effort was 
made to legitimize this responsibility by legislation. The 1946 Employment Act 
was considerably weaker than the originally proposed legislation; for example, the 
1945 version was titled the "Full Employment Act" rather than just the "Employ
ment Act". The 1945 version stated individuals had a right to a job and required the 
government to "assure" full employment rather than "promote" full employment. 
The final wording from Section 2 follows: "The Congress hereby declares that it is 
the continuing policy and responsibility of the Federal Government to use all prac
tical means ... in a manner calculated to foster and promote free and competitive 
enterprise and the general welfare ... to promote maximum employment, produc
tion and purchasing power." In addition, the Act established a Council of Economic 
Advisors to the President and required the president to report to the public on the 
economy annually. The Council and the Economic Report of the President continue 
to the present. 

Even in its watered-down version, the Act made it clear the federal government 
had a responsibility to promote full employment through its regulatory, supervi
sory, spending, taxing and central bank powers. Price stability was not explicitly 
emphasized, other than a reference to "maximum purchasing" power. The Act has 
never been viewed as anything but emphasizing the employment goal, and it set 
the tone for government intervention that employment was a more important goal 
than price stability, which continues to the present. This would present serious chal
lenges to the Federal Reserve, since only in the short run do central banks have the 
ability to influence employment. 

10.8 1965 to 1979 

The catalyst for transition: The date 1965 marks the start of the Great Inflation, 
which is now viewed as the result of excessively easy monetary policy, based on a 
flawed economic model called the Phillips curve, and the politicization of Federal 
Reserve policy in the 1960s and 1970s. The Phillips curve will be discussed in 
later chapters, as well as central bank independence and politicization; however, 
the reader can accept the statement that there is considerable evidence to support 
the monetary policy causes of the Great Inflation, not only in the United States 
but for inflation throughout much of the world in the 1960s and 1970s. The basic 
idea of the Phillips curve is that you can purchase more employment with more 
inflation. The Phillips curve is now largely rejected as a long-run relationship, but 
in the 1960s and 1970s it held a prominent place in economic policy. 

The excessively easy monetary policy in the 1960s and 1970s not only failed 
to increase employment but, instead, led to stagflation, as both the unemployment 
rate and the inflation rate increased. The easy policy also clashed with the existing 
structure of the nation's financial and monetary regime and revealed fundamental 
defects in the regime as a result of the reform legislation of the 1930s. The financial 
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and monetary regime's institutional design involved extensive government regula
tion and administrative control over the domestic and international flow of funds, 
designed to suppress market forces. Thus, the Great Inflation not only included eco
nomic distress caused by inflation but financial distress caused by a clash between 
easy monetary policy and a flawed financial system. 

The end of fixed exchange rates: The Bretton Woods fixed exchange rate system, 
established in 1944, was set up to permit governments to control exchange rates 
in an orderly fashion with international policy cooperation channeled through the 
newly formed International Monetary Fund. This became difficult to achieve given 
the differing inflation rates among countries, because a higher inflation rate in one 
country relative to another country generated trade deficits. Trade deficits over time 
under the Bretton Woods system required the deficit country to slow its pace of 
economic growth; however, this was politically difficult. It was politically easier 
to blame other countries for unfair trading, impose restrictions on imports, provide 
subsidies to exports and even adopt exchange control policies. The deficit countries 
were not willing to slow economic growth and surplus countries were unwilling to 
inflate. The United States was in a particularly difficult position, because the dollar 
was a "key" currency used as an international investment and reserve asset. The 
1960s witnessed interest conflict between the United States, Germany and Japan as 
a result of the structure of the Bretton Woods fixed exchange rate system. 

The fixed exchange rate system's days were numbered by 1970, and in 1973 
the system was replaced with a flexible exchange rate system, which continues to 
the present. The end of the fixed exchange rate system was, essentially, a rejection 
of the view that government policy could regulate the price of a financial asset. 
Efforts by government to ignore market forces by setting exchange rates that con
flicted with market forces had the same outcome that you get if you ignore the wind 
and tides. The end of the fixed exchange rate standard in 1973 was not only a rejec
tion of the government policies designed to tame market forces but a rejection of 
Keynesian economics, and the beginning of the end of the Age of Keynes. 

Financial distress: Inflation clashed with a number of elements of the existing 
financial structure, some of which are as follows: interest rate ceilings on deposits, 
permitting only commercial banks to issue checking deposits, limiting the portfo
lio powers of different depository institutions, subsidizing housing by maintaining 
S&Ls as specialized mortgage lenders and separating commercial from investment 
banking. Of these, the interest rate ceilings and the protected status of the S&L 
industry were particularly important, and they generated much financial distress, 
which lasted two decades and imposed a major cost on U.S. taxpayers. 

By 1966 savings and time deposits at all depository institutions were subject 
to Regulation Q interest rate ceilings administered by the Federal Reserve. These 
interest rate ceilings had no economic effect in the 1950s and early 1960s because 
the market-determined interest rates of those deposits were lower than the ceiling; 
however, the inflation starting in 1965 increased unregulated interest rates in the 
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money and capital markets while the Federal Reserve maintained deposit ceilings 
below what would have been a market interest rate on savings and time deposits. 

As market interest rates rose above the Q ceilings, depositors withdrew their 
funds and invested them directly in money market instruments. At first, only large 
depositors had the funds and technical knowledge to purchase money market instru
ments, but the market innovation of money market funds allowed even small depos
itors to purchase money market instruments. The money market fund in a sense 
democratized access to the direct markets, much as the mutual fund industry that 
emerged in the 1950s had provided greater access to investing in equities and bonds. 
This process of withdrawing funds from depository institutions and transferring 
them to the direct market was the opposite of intermediation, and, hence, is referred 
to as disintermediation. Disintermediation generated several severe credit crunches 
as depository institutions lost funds and were unable to lend at any interest rate. 

Disintermediation was particularly difficult for S&Ls. S&Ls by regulation were 
specialized mortgage lenders and relied on saving and time deposits for the majority 
of their funds. Disintermediation was the beginning of the end for the S&L industry, 
which collapsed in the 1980s and required a taxpayer bailout of $214 billion (in 
2014 dollars) to salvage some part of the S&L industry. In the 1970s there were 
over 3,000 S&Ls. In 2015 there were fewer than 600. 

Increasing criticism of Federal Reserve policy as contributing to the economic 
and financial distress in the 1970s brought greater congressional oversight over 
the Federal Reserve. The Full Employment and Balanced Growth Act of 1978 
revised the 1946 Employment Act and extended the number of economic goals: 
full employment; economic growth; price stability; and balanced trade and gov
ernment budget. The Act required the Federal Reserve to conduct policy to achieve 
full employment and price stability and provide greater transparency in the forma
tion and conduct of policy by presenting to Congress two reports - a preliminary 
report for the coming year in July of the current year and a final report in February. 
The 1978 Act is credited with requiring a dual mandate for the Federal Reserve 
and elevating the goal of price stability on a par with employment and economic 
growth; however, the actual language in the Federal Reserve Act indicates three 
goals: maximum employment, stable prices and moderate long-term interest rates. 

The economy was in deep economic and political distress by 1979: inflation; 
high unemployment; high interest rates; increasing gold prices; declining value of 
the dollar; disintermediation of funds from depository institutions to money mar
kets; insolvency of the S&L industry; financial scandal involving an effort to manip
ulate the silver market; and the need for a large federal loan guarantee to keep 
Chrysler from bankruptcy. On the political front the Iranian hostage crisis further 
generated a sense the government was unable to influence its environment. As the 
50th anniversary of the Great Depression passed a large number of policy makers 
asked whether "it" could happen again. The catalysts for another transition of the 
nation's financial and monetary regime were in place. 
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10.9 1980 and Beyond 

In sharp contrast to the Age of Keynes period and the expanded role of govern
ment to restrict market forces in the financial system and stabilize the economy, 
the period starting in 1980 reflected a different approach that might be called the 
Age of Hayek and Age of Friedman. These two economists provided the theoreti
cal and empirical perspectives, respectively, that emphasized the benefits of mar
ket forces and the downside of government intervention. Their views seemed to 
be borne out by the economic and financial distress starting in the late 1960s and 
becoming increasingly intense by the late 1970s. The Great Inflation and its associ
ated collapse of the S&L industry and banking problems are viewed by many as a 
reflection of government failure - flawed financial regulation, financial supervision 
and central bank policy. This is not to deny any market failure, but the evidence sug
gests that policy errors on the part of the Federal Reserve, combined with a flawed 
institutional design of the financial system, played the major role in what is now 
called the Great Inflation. 

Starting in 1980 a number of government innovations redesigned the nation's 
financial and monetary regime to permit market forces to play a greater role in 
the flow of funds and allocate more financial resources to the economy than pre
viously, as well as requiring the Federal Reserve to focus more on price stability. 
Many of the institutional changes in the nation's financial and monetary regime 
were intended to eliminate or modify a number of key elements of the legislative 
agenda in the 1930s that restricted competition. As a result, the legislative process 
is referred to as deregulation of the financial system, in contrast to the regulation 
of the financial system in the 1930s. The term "deregulation" is not really accurate, 
since government regulation and supervision continued, but market forces were 
permitted to play a more important role in the allocation of credit than previously. 
Nonetheless, the term "deregulation" continues to be used. 

The various government innovations that started in 1980 and continued for the 
next three decades can be viewed as a response to specific problems and were 
designed to achieve these objectives. 

Improving monetary policy: As the money market fund and NOW market inno
vations grew rapidly in the 1970s, the Federal Reserve found it increasingly difficult 
to control the money supply. In addition, the dualistic system of reserve require
ments provided incentives for a number of banks to leave the Federal Reserve and 
avoid the higher and more restrictive reserve requirements imposed by the Fed
eral Reserve compared to state requirements. In response, in February 1980 the 
Federal Reserve under a new governor, Paul Volcker ( 1979-1987), announced new 
measures of the money supply to incorporate the market innovations that rendered 
the previous measures inadequate. The Deregulation and Monetary Control Act 
of 1980 eliminated the dual reserve requirement system and, essentially, made all 
federally insured depository institutions de facto members of the Federal Reserve. 
Combined with the greater transparency of Federal Reserve policy making required 
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by the 1978 Full Employment and Balanced Growth Act, the Federal Reserve was 
redesigned so as to be better able to achieve price stability. The outcome of these 
institutional reforms resulted in a period of stable monetary policy and price stabil
ity from about 1985 to the first few years of the twenty-first century that is called 
the Great Moderation. 

Removing competitive constraints on depository institutions: A series of Acts
the Monetary Control and Deregulation Act of 1980; the Depository Institutions 
Act of 1982; the Competitive Equality in Banking Act of 1987; the Riegle-Neal 
Interstate Banking and Branching Efficiency Act of 1994; and the Gramm-Leach
Bliley Financial Services Modernization Act of 1999- reversed most of the com
petitive constraints on the financial system that had been established in the 1930s. 
This was a fundamental shift in perspective. 

1 Regulation Q ceilings were phased out by 1986, though the zero ceiling on demand 
deposits remained in place until2010. 

2 All depository institutions were permitted to issue interest-paying checking deposits, as 
well as a new type of deposit called the money market deposit account, to compete with 
money market funds. 

3 Nonbank depository institutions were permitted to diversify and function more like banks 
in terms of the type of loans they offered. 

4 Interest rate ceilings on loans in general were eliminated. 
5 The wall between commercial and investment banking was removed. 
6 Restrictions on intra- and interstate bank branching were eliminated. 

These and other changes fundamentally shifted the financial system toward one 
more responsive to market forces than government regulation and administration. 

Deposit insurance: The deposit insurance system had to all intents and pur
poses collapsed by the 1980s. S&Ls had been insured by their own system (the 
Federal Savings and Loan Insurance Corporation) administered by the Federal 
Home Loan Bank Board. The S&L insurance corporation was bankrupt by the 
mid-1980s by any reasonable accounting standard. The FDIC was in better con
dition, but in the early 1990s it was losing money and on the way to bankruptcy. 
It was widely recognized both deposit insurance corporations had adopted a "too 
big to fail" perspective for dealing with large institutions and a "too small to help" 
perspective for small institutions, and their preferred policy response to troubled 
institutions was one of forgiveness and forbearance, hoping they would be able to 
"work their way out of difficulty" if only given sufficient time. The crisis in deposit 
insurance was dealt with by the following. 

1 Deposit insurance limit raised from $40,000 to $100,000 on all deposits (1980), limit 
on individual retirement accounts increased (2005), and increased to $250,000 for all 
accounts (2008). 

2 Federal Savings and Loan Insurance Corporation and Federal Home Loan Bank Board 
eliminated, FDIC responsible for insuring S&L deposits, and newly created Office of 
Thrift Supervision responsible for regulating and supervising S&Ls. 
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3 FDIC recapitalized, insurance premiums raised, risk-based insurance premiums intro
duced, regulatory discretion reduced by Prompt Correct Action and tripwire system of 
capital-asset ratios, and the potential for ''too big to fail" policy reduced. 

4 Generally accepted view that federal deposit insurance is backed not only by FDIC 
reserves but by the "full faith and credit of the United States" officialized. 

These reforms placed the FDIC, as well as credit union insurance, on a firmer foun
dation, but deposit insurance continues to be subject to moral hazard, as explained 
earlier. 

Resolving the S&L problem: The S&L industry was insolvent by the mid-1980s, 
and had fallen victim to Regulation Q and disintermediation and, when interest rate 
ceilings were phased out, to interest rate risk, as the industry lent long and borrowed 
short. The S&L was dissolved as a specialized mortgage lender for all practical 
purposes, but the resolution of the S&L problem took a decade (1989 to 1999) 
with a $214 billion taxpayer cost. The S&L industry today is much smaller than 
previously, and institutions function more like banks than the traditional mortgage 
lending and saving institutions they once were. 

Disruptions in the first decade of the new century: By the start of the new century 
the government innovations of the past two decades and the market innovations of 
the private sector had fundamentally changed the nation's financial and monetary 
framework. The financial system was more competitive, open and transparent than 
previously. Government regulation and supervision did not decline, as suggested 
by the term "deregulation", but changed to permit market forces to play a greater 
role in the flow of funds. Federal Reserve policy was more transparent and more 
focused on price stability, though it was constrained by the dual mandate to achieve 
both maximum employment and price stability. 

As the twentieth century came to an end, however, new economic and political 
events became catalysts for further transition, though, in this instance, the transition 
was back toward enhanced government regulation, supervision and activist central 
bank policy. Three changes in the environment are notable: the equity bubble and 
burst from 1996 to 2000; the housing bubble and burst from 2001 to 2006; and the 
Great Recession. 

A bubble in equity prices from 1996 to 2000 and the collapse in mid-2000 
brought back memories of market failure and the financial distress it could cause. 
It was during this bubble that the then governor of the Federal Reserve coined 
the well-known phrase of "irrational exuberance" to characterize equity prices. 
The collapse not only adversely impacted large numbers of individuals, especially 
through their retirement accounts, but revealed a number of misrepresentations 
about the value of individual equities and several outright frauds. In 2002 the 
Sarbanes-Oxley Act created a new government authority (the Public Accounting 
Oversight Board) to impose accurate reporting requirements and require certifi
cation by CEOs and CFOs of the accuracy of financial statements released to the 
public. 



10.9 1980 and Beyond 229 

The bubble and burst of housing prices and the subsequent Great Recession 
renewed concerns that the market is inherently unstable and requires greater regu
lation and supervision, and, at the same time, some questioned the wisdom of the 
deregulation process since 1980. The probable causes of the housing bubble have 
already been mentioned and will be discussed in a later chapter; however, at this 
point, we need only understand that the housing bubble and Great Recession were 
the catalysts for the most recent government intervention in the financial system -
the Dodd-Frank Wall Street Reform and Consumer Protection Act of 2010. 

The Act is a complex, not completely implemented (amounting to a work in 
progress) piece of legislation, and it ranks as significant as the financial legislation 
passed in the 1930s and the Deregulation and Monetary Control Act of 1980. The 
Act has been controversial in at least five respects. First, it assumes the govern
ment is capable of identifying systemic risk such as the start of an asset bubble 
when, in fact, the government completely missed the housing bubble. Second, it 
assumes the government is capable of identifying systemically important finan
cial institutions, which amounts to identifying institutions that are "too big to fail", 
when, in fact, the Act claims to reduce the "too big to fail" perspective. Third, the 
Act is based on the view that the housing bubble and Great Recession were due to 
market failure and ignores any role of government policy. Fourth, the Act and the 
implementation of the Act involve the government in micromanagement issues of 
the private market, and its emphasis on regulation and reporting might reduce the 
efficiency of the private financial system and reduce incentives to innovate. Fifth, 
the Act offers no recommendations for the two large government-sponsored enter
prises, Fannie Mae and Freddie Mac, which importantly contributed to the housing 
bubble and subsequent Great Recession. In this regard, one might view the name 
of the Act as black humor, in that Christopher Dodd (D-Senate, Connecticut) and 
Barney Frank (D-House of Representatives, Massachusetts) were two of the most 
important proponents of subsidizing homeownership for low- to moderate-income 
households, reducing the prudential regulation of mortgage lending, encouraging 
subprime mortgage lending - and Fannie Mae and Freddie Mac. 

The following are only a few of the provisions of the Act, which dramati
cally extends the role of government in the financial system: the government is 
responsible for identifying firms that pose systemic risk to the financial system 
and economy; the Act requires standard derivative products (financial instruments 
whose payoff is linked to other securities) to be traded and cleared through clear
inghouses; it provides regulatory authorities with enhanced powers to seize and 
close failing institutions deemed to be systemically important; it expands the Fed
eral Reserve's regulatory authority over financial institutions determined to be sys
temically important; it reduces the ability of banks to trade with their own funds 
(proprietary trading) in financial instruments and prohibits banks from any signifi
cant ownership of private equity firms; it weakens state-based insurance regulation 
by making insurance companies susceptible to the label "systemically important 
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financial institutions"; and it extensively expands the consumer protection author
ity of the government over consumer lending, broadly defined. 

The Act has made three changes to the institutional structure of government reg
ulation and supervision. First, it has established the Consumer Financial Protection 
Bureau, which is housed in and funded by the Federal Reserve, but is completely 
independent of the Federal Reserve. Second, the Act has established the Financial 
Stability Oversight Council, consisting of all of the major regulatory authorities, 
chaired by the Treasury, to assess risk, identify asset bubbles and determine which 
financial institutions are systemically important. Third, the Act abolishes the Office 
of Thrift Supervision and transfers its powers mainly to the Comptroller of the Cur
rency and, to a lesser extent, the Federal Reserve and the FDIC. 

At the time of this writing, in mid-2017, considerable discussion continues about 
the structure of the nation's financial and monetary regime. The three areas of focus 
are as follows. 

First, redesign of the Federal Reserve to increase its transparency and account
ability and reflect concern about its increasing emphasis on macroprudential regu
lation. By any standard, the Federal Reserve's adoption of quantitative easing and 
zero-interest-rate policy for almost a decade starting in 2008 has not generated the 
anticipated outcomes. The recovery has been slow by historical standards and only 
began to pick up pace in late 2016. 

Second, revisions of the Dodd-Frank Act because of concern the Act has gone 
too far in managing too many financial institutions and because the Act makes it 
difficult for smaller financial institutions to deal with the increasing complexity 
of regulations. There is concern the Act has limited the growth of credit because 
its regulatory reach has rendered banks and other lenders more risk -averse than 
necessary. 

Third, there remains considerable debate about the role of the government's 
socialization of risk taking in mortgage lending by supporting the social con
tract for homeownership. There is some discussion of reforming Freddie Mac and 
Fannie Mae to prevent another run-up of housing prices, which generated the Great 
Recession. Of the three areas, this is likely the one that will receive the least atten
tion because of the role of housing in the U.S. economic and political system. It is 
the "third rail" in U.S. politics. 

Whether significant changes in any of the three areas will occur is difficult to 
determine, but student needs to keep in mind that the nation's financial and mon
etary regime is an evolutionary set of institutions and markets. The regime is in 
constant motion because of market forces, government policy and economic and 
political events. 
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Chapter 11 

The Five Steps and Step 1: The Institutional Design 
of the Central Bank 

11.1 Introduction 

The country's financial and monetary regime consists of the financial system, finan
cial regulation and supervision over the financial system, and the central bank and 
central bank policy. The previous chapters have focused on the first two elements 
of the regime, bringing into that discussion central banks and central bank policy 
only when appropriate. It is now time to focus attention on central banks and central 
bank policy. 

The institutional design of central banks and central bank policy differ to some 
degree from country to country, but, on balance, the differences pale in comparison 
to the similarities. The institutional design of central banks, the way they formulate 
and implement monetary policy, the fundamental model of the economy they rely 
on and the policy targets they attempt to achieve are fairly consistent in their essen
tial elements. There are five basic steps to understanding central banks and central 
bank policy in most countries, and, once the five steps are presented, the framework 
can be used to gain an overall understanding of the Federal Reserve and monetary 
policy in the United States. 

A nation's central bank and central bank policy can be outlined in the following 
five steps. 

Step 1: The institutional design of the central bank. 
Step 2: The tools of monetary policy used by the central bank to influence base money, the 

money supply, credit and interest rates. 
Step 3: The policy instruments or intermediate targets utilized by the central bank to guide 

the tools of monetary policy. 
Step 4: The model of the economy used to guide monetary policy, which connects the 

policy instruments to the indicators of overall economic performance - employment, 
real GDP and prices. 
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Step 5: The final policy targets of the central bank, in terms of desired levels of employment, 
real GDP growth and prices. 

The five steps provide a framework to understanding central banking in general. In 
fact, while we focus on the Federal Reserve, most of what we discuss applies to 
virtually any central bank. This chapter focuses on Step 1 -the central bank itself. 
Subsequent chapters focus on the four other steps. 

11.2 The Institutional Design of the Central Bank 

The central bank is an important public institution, with specific responsibilities in 
the nation's financial and monetary regime. The modem central bank influences the 
nation's money supply, credit and interest rates to achieve the following outcomes: 
long-term price stability; stabilizing the economy (reducing fluctuations in the GDP 
gap); acting as a fiscal agent of the government; maintaining the nation's payment 
system, by providing currency and a check-clearing system; providing lender of 
last resort services; and, in many cases, administering regulatory and supervisory 
responsibilities over the financial system. 

Every nation has a central bank or similar government institution that carries out 
the functions of a central bank. Table 11.1 presents a list of the 69 central banks 
that are members of the Bank for International Settlements (BIS), located in Basel, 
Switzerland. The BIS is an international association of central banks, established 
in 1930. Other countries have central banks but are not members of the BIS. 

There are five general aspects of the institutional design of a nation's central bank 
to review before attention is turned to the Federal Reserve: first, the reason central 
bank functions are housed in a government institution; second, ownership of the 
central bank; third, the role of the central bank as a financial regulatory and super
visory authority; fourth, the institutional relationship between the central bank and 
the government- the issue of central bank independence; and, fifth, the two sig
nificant institutional redesigns of central banks in the past several decades: greater 
legal independence from government and greater transparency. 

After discussing each of the five general aspects of central bank institutional 
design, attention is then turned to the Federal Reserve. 

11.3 Why a Government Central Bank? 

Some central banks, such as the Bank of England, started as private for-profit com
mercial banks that were designated by the government to issue national banknotes 
and provide other central bank functions. Experience demonstrated, however, that 
there is a fundamental problem with a bank that operates as the nation's central 
bank and at the same time conducts operations to make a profit. Central banks, by 
and large, are designed to offset certain types of market failure in the financial and 
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Table 11.1. Bank for International Settlements Central Bank Members, 2015 

Bank of Algeria 
Central Bank of Argentina 
Reserve Bank of Australia 
Central Bank of the Republic of Austria 
National Bank of Belgium 
Central Bank of Bosnia and Herzegovina 
Central Bank of Brazil 
Bulgarian National Bank 
Bank of Canada 
Central Bank of Chile 
People's Bank of China 
Bank of the Republic (Colombia) 
Croatian National Bank 
Czech National Bank 
Danmarks Nationalbank (Denmark) 
Bank of Estonia 
European Central Bank 
Bank of Finland 
Bank of France 
Deutsche Bundesbank (Germany) 
Bank of Greece 
Hong Kong Monetary Authority 
Magyar Nemzeti Bank (Hungary) 
Central Bank of Iceland 
Reserve Bank of India 
Bank Indonesia 
Central Bank of Ireland 
Bank of Israel 
Bank of Italy 
Bank of Japan 
Bank of Korea (South Korea) 
Bank of Latvia 
Bank of Lithuania 
Central Bank of Luxembourg 
National Bank of the Republic of Macedonia 
Central Bank of Malaysia 
Bank of Mexico 
Netherlands Bank 
Reserve Bank of New Zealand 
Central Bank of Norway 
Central Reserve Bank of Peru 
Bangko Sentral ng Pilipinas (Philippines) 
National Bank of Poland 
Bank of Portugal 
National Bank of Romania 
Central Bank of the Russian Federation 
Saudi Arabian Monetary Agency 
National Bank of Serbia 
Monetary Authority of Singapore 
National Bank of Slovakia 
Bank of Slovenia 
South African Reserve Bank 
Bank of Spain 
Sveriges Riksbank (Sweden) 
Swiss National Bank 
Bank of Thailand 
Central Bank of the Republic of Thrkey 
Central Bank of the United Arab Emirates 
Bank of England (United Kingdom) 
Board of Governors of the Federal Reserve System (United States) 

Source: Bank for International Settlements (www.bis.org/about/member_cb.htm). 
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monetary regime and need to have an economy-wide perspective. Experience with 
private banks issuing national banknotes has not been encouraging. The U.S. 
national banking system established in 1863 was an effort to provide a unified 
national currency through private banks. The national banking system, however, 
was unable to provide a flexible national currency, and changes in the demand for 
currency and other problems caused several financial panics. The most severe was 
in 1907 and was the catalyst for establishing the Federal Reserve. Japan, as it started 
its modernization with the Meiji Restoration in 1868, adopted the U.S. national 
banking system model in 1875, with private banks issuing national banknotes. It 
was a failure, because the private banks over-issued national banknotes and gener
ated inflation. Japan realized the error and the need for a central bank much sooner 
than did the United States. The Bank of Japan was established in 1882, to issue 
national banknotes and provide other functions. The Federal Reserve was not estab
lished until1913, a little over 50 years after the national banking system had been 
established in 1863. 

There are some advocates of "free" banking who argue that government central 
banks are not required to achieve a stable financial and monetary environment and 
that many of the functions of central banking can be satisfied by private institutions. 
These are interesting views, but, for all practical purposes, they make unrealistic 
assumptions about the ability of private institutions to deal with the nation's money 
supply, which in many respects is a public good. The arguments for central banks 
and their responsibilities being institutionalized as government entities outweigh 
the arguments for "free" banking; however, that does not mean that government 
institutions are problem-free. 

The rationale for a central bank is based on the presence of certain types of mar
ket failure inherent in a private banking system based on fractional reserves - the 
contagion and money supply problems. Hence, only a standalone non-profit cen
tral bank that has an economy-wide perspective can provide services to prevent the 
economic equivalent of counterfeiting. There are some functions performed by a 
central bank, such as check clearing and transfers of funds domestically and inter
nationally, that are shared with private entities and could be handled by the private 
sector, but the basic functions of controlling the nation's money supply and provid
ing lender of last resort services can be adequately provided only by a central bank. 
Likewise, financial regulation and supervision need to be provided at the govern
ment level with an economy-wide perspective, but, in the case of this function, there 
is no inherent reason why these functions should be provided by the central bank. 

Over time government has redesigned the nation's financial and monetary 
regime to make it easier for central banks to carry out their responsibilities. Today, 
the modem monetary system is pictured as an inverted pyramid (Figure 11.1) that 
consists of three components: first, the base, which consists of central-bank-issued 
liabilities (currency and reserves) used as currency and reserves of depository insti
tutions; second, the reserve requirement; and, third, the nation's money supply, 
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Part 3: the money supply, M2 

Part 2: reserve requirements on 
checkable (transaction) deposits 

Part I : central bank fiat money: 
currency and reserves- referred to as base money, 
high-powered money or monetary base 
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Figure 11.1. Three Parts of the Modern Inverted Pyramid Monetary System and Central 
Bank Monetary Policy and Lender of Last Resort Services. 

measured by M2 money. The base is referred to as base money, high-powered 
money or the monetary base. In this context, it is straightforward to see how the 
central bank provides lender of last resort services and controls the money supply. 

The central bank increases base money (the liabilities of the central bank) by 
purchasing financial assets and/or making loans to depository institutions and 
decreases base money by selling financial assets and/or reducing loans to depos
itory institutions. For all practical purposes, the central bank can increase or 
decrease base money at will, much like "Monopoly money", in the Monopoly game 
that has been around since it was introduced in the 1930s. How this is done will 
be treated later in more detail in Chapter 13, on the tools of monetary policy (Step 
2 of the five-step sequence), but at this point the reader needs only to accept the 
fact the central bank has the ability to change base money in the inverted pyramid 
framework with few constraints. 

By being able to change base money, the central bank can be a lender of last 
resort to any specific depository institution, or, as in the case of the 2008/2009 
financial crisis, can be a lender of last resort even to nondepository financial insti
tutions. While lender oflast resort actions will influence the nation's money supply, 
given that any change in base money will result in multiple changes in M2 money, 
the focus of lender of last resort operations is on a specific depository institution or 
group of depository institutions. The central bank has the option of offsetting the 
base money created by lender of last resort operations by reducing base money in 
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other parts of the financial system so that the net effect is no change in the nation's 
money supply. 

11.4 Ownership of the Central Bank 

Central banks are organized as public corporations with an income and balance 
sheet statement. About 75 percent of the central banks in the world are directly 
owned by the government. The rest are jointly owned by the government and the 
private sector or, in a few cases, completely owned by the private sector; however, 
private ownership of the central bank does not confer any of the same benefits that 
ownership of a private corporation provides. Private entities that hold central bank 
stock have no ability to influence policy, and, if they play any institutional role in 
the structure of the central bank, that role is minimal. Irrespective of the corporate 
structure and ownership, the central bank is a de facto government institution under 
the control of the government. 

The Federal Reserve and Bank of Japan are two interesting exceptions to gov
ernment ownership of the central bank. The Federal Reserve is technically "owned" 
by member banks. National banks must be official members of the Federal Reserve 
and state-chartered banks can apply for official membership in the Federal Reserve 
System. A national bank is chartered by the federal government while state banks 
are chartered by the state in which their head office is located. Any bank that holds 
Federal Reserve stock is referred to as a member bank. At one time membership 
status was important, but as a result of the 1980 Deregulation and Monetary Control 
Act there is no meaningful difference between member and nonmember depository 
institutions in terms of central bank policy. 

All federally insured depository institutions are required to have the same eco
nomic relationship with the Federal Reserve in terms of reserve requirements and 
access to Federal Reserve services. Even though some private banks "own" the Fed
eral Reserve, they enjoy none of the usual rights of ownership. They do not play 
any meaningful role in the formulation and execution of monetary policy; they do 
not receive special treatment in the provision of any Federal Reserve services; they 
receive a statutory annual dividend of 6 percent on paid-in stock; they cannot sell 
the stock, as there is no secondary market for Federal Reserve stock; and they must 
surrender the stock at par when they leave the Federal Reserve System. Member 
banks are permitted to post a sign at their bank locations indicating Federal Reserve 
membership, but, for all practical purposes, this has no practical significance for the 
bank customer. 

Why was the Federal Reserve established as a central bank "owned" by private 
banks? The establishment of the Federal Reserve was controversial, as many argued 
it would be under the control of the federal government. To allay this concern, 
the Federal Reserve would not be owned by the government but by private banks, 
and thus be a "bankers' central bank". Of course, this was political theater, and 
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Figure 11.2. Bank of Japan Stock Prices, March 3, 1988, to March 24, 2015. Source: The 
Institute of Monetary and Financial Economics, Bank of Japan. 

it was clear to everyone, at the time of establishment, the Federal Reserve was a 
government institution. 

The Bank of Japan is another exception to government ownership. The capital 
of the Bank of Japan is jointly owned by the government and the public, with the 
restriction that the public cannot not own more than 45 percent of the outstanding 
Bank of Japan stock. Unlike Federal Reserve stock, however, Bank of Japan stock 
is traded on the Japanese capital market (Figure 11 .2). Like Federal Reserve stock, 
Bank of Japan stock provides none of the usual ownership rights that pertain to 
stock held in any private corporation. Despite the fact the private sector in Japan 
has a significant ownership interest in the Bank of Japan, the Bank of Japan has 
always been a government institution. The Bank of Japan was based on the Bank 
of Belgium, established in 1850 with 100 percent of its capital provided by the 
private sector. 

Thus, history and political considerations at the time a central bank was estab
lished account for the different types of corporate ownership of the central bank, 
but, for all practical purposes, central banks, even if entirely owned (Federal 
Reserve) or partly owned (Bank of Japan) by the private sector, are government 
institutions under the control and influence of the government. 

One final comment to drive home the point that central banks are government 
institutions. Central bank operations are not conducted to make a profit in the tra
ditional sense; however, central banks generate revenues far above their costs of 
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operation, because they issue fiat money to purchase financial assets (mainly gov
ernment securities) and make loans to depository institutions that generate interest 
income. The marginal cost of an additional unit of fiat money is close to zero while 
the marginal revenue of an additional financial asset or loan is positive; hence, cen
tral banks can't help but make money when they make money! Central banks also 
provide a variety of services to the private financial system, for which they receive 
fees. As a result, because central banks create money, they also create significant 
revenues and generate large profits. The large majority of revenue generated by the 
central bank, however, is transferred to the government budget as an intergovern
mental transfer. The Federal Reserve transfers about 80 to 90 percent of its revenue 
to the U.S. Treasury each year, which is typical. 

11.5 Central Banks as Financial and Regulatory Authorities 

Central banks are well positioned, because of their ability to control base money, 
to provide lender of last resort services to prevent contagion and control the money 
supply to achieve long-run price stability. Central banks have long argued that, as 
part of their responsibilities for lender of last resort and monetary control opera
tions, they should play a meaningful role in the regulation and supervision of the 
financial system, either as the primary financial regulatory authority or, at least, 
playing a major role, along with other government agencies responsible for finan
cial and supervisory regulation of the system. 

Central banks argue that they need to be an important part of the regulatory pro
cess in order to fully appraise the performance of the financial system, to conduct 
lender of last resort services and to formulate and execute monetary policy and, 
in general, ensure a stable financial and monetary environment. Irrespective of the 
arguments to support this view, one must keep in mind that any government agency 
has an incentive to expand its powers. The size and influence of any government 
regulatory agency are valued goods in government service and there is an inherent 
incentive to rationalize expanded influence. The real issue is whether the central 
bank's role in financial regulation and supervision contributes to or detracts from 
its basic responsibilities. 

Central banks argue their regulatory and supervisory responsibilities do not con
flict with their monetary policy responsibilities, but others point out at least four 
problems with central bank involvement in the regulation and supervision of the 
financial system. 

First - the argument is weak: The argument that the central bank needs to be 
a major financial regulation and supervisory authority to conduct monetary policy 
or even lender of last resort functions is weak at best. Monetary policy in general 
does not require financial regulation and supervision, since it is based on control
ling base money and setting the reserve requirement. Being lender of last resort 
does require information about depository and other financial institutions, but this 
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information is not dependent on the central bank being a major regulatory and 
supervisory authority. Detailed information on financial institutions is routinely 
provided to many government agencies and can easily be shared with the central 
bank, and, in those cases in which depository institutions require a lender of last 
resort, the central bank can obtain any additional information required. 

Second - central banks are at risk of being captured by the regulated entity: 
When the central bank becomes involved in the regulation and supervision of the 
financial system, it becomes exposed to an industry perspective problem. There is 
extensive research to suggest regulatory authorities tend to adopt an industry per
spective when they have a close regulatory relationship with an industry, such as the 
banking industry. As the central bank becomes more of a regulatory authority, the 
industry perspective can interfere with its monetary control responsibilities. Tight 
monetary policy imposes pressures on financial institutions and markets, as interest 
rate increases will weaken the balance sheets of financial institutions. As a result, 
the central bank may become overly cautious in raising interest rates. That is, the 
industry perspective may end up being more important for the conduct of monetary 
policy than the more appropriate public perspective. Central banks deny any such 
influence, but economic theory and history suggest the "industry perspective" issue 
is far from trivial. 

Third - central banks have increased exposure to political pressure: Financial 
regulation is subject to much political influence because financial regulation and 
how it treats specific types of financial institutions and markets influences the allo
cation of credit; for example, financial regulation in the United States has often 
been designed to ensure a steady flow of credit into housing, while, in Japan and 
South Korea, financial regulation has often been designed to ensure a steady flow 
of credit to the large corporations, especially those in the export sector. The greater 
the role of the central bank in financial regulation, the greater the potential for 
political influence over the central bank; that is, like the industry perspective, the 
central bank comes under the influence of a credit allocation perspective defined 
by political forces. 

Fourth- monetary policy and managing the nation's payments system are hard 
enough: Monetary policy is taxing enough, along with the other central bank 
responsibilities to manage the payments system and be the fiscal agent for the gov
ernment. The simple facts are: the larger the bureaucracy, the larger the adminis
trative staff; and the greater number of responsibilities, the increased risk of disec
onomies. Even if the regulatory responsibilities do not conflict with lender of last 
resort and monetary control responsibilities, they compete for the central bank's 
resources. Too many cooks in the kitchen! David Ricardo in 1817 introduced the 
concept of comparative advantage for international trade; that is, even though a 
country can produce any good more cheaply than any other country, the country 
should focus only on those export goods for which it has a comparative advantage 
over other countries. Likewise, a central bank should focus its resources on those 
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activities for which it has a comparative advantage and leave other activities to 
other agencies. 

As a reflection of this debate, central banks have been assigned varying degrees 
of regulatory responsibilities, ranging from limited responsibilities, as with the 
Bank of Japan and the Bank of Korea, to being a major regulatory authority, as 
with the Federal Reserve. The Federal Reserve is responsible for regulating domes
tic banks, bank holding companies and foreign banks and enforcing a wide range 
of regulations designed to protect consumers in the financial system. Whatever the 
arguments against such a role, the institutional design of the Federal Reserve is not 
likely to change toward less regulatory authority. 

In fact, the regulatory role of central banks has steadily increased over the past 
few decades, especially in response to the financial distress in 2008/2009, the Great 
Recession and the 2010 Dodd-Frank Act. Central banks have assumed or been 
assigned increased responsibilities for managing systemic risk in the financial sys
tem - the risk that a specific or group of specific financial institutions pose for the 
stability of the entire financial system and economy. These new responsibilities 
go far beyond those of traditional microprudential regulation, which focused on 
troubled depository financial institutions and their risk to the financial system. The 
new macroprudential policy is a significant expansion of central bank financial and 
supervisory responsibilities. 

The objective of macroprudential regulation is twofold: first, to identify asset 
bubbles, speculative excesses and overheated financial markets; and then, second, 
to employ regulations over capital-asset ratios, liquidity, margins on trading secu
rities, and restrictions on credit underwriting to all financial sectors deemed "sys
temically" important. There are many issues as to whether this expansion is well 
advised and whether the central bank is assuming responsibilities for which it is not 
capable of achieving, and, in the process, reducing its ability to perform the tradi
tional central bank responsibilities, which it has a reasonable degree of probability 
of achieving. 

11.6 Central Bank Independence from Government 

At first glance central bank independence from political influence is a straightfor
ward concept. Of course the central bank should be independent in order to perform 
its basic responsibilities, because there are obvious conflicts between a central bank 
that controls the money supply and the fiscal program of the government. Govern
ments spend money and are subject to intense pressure by various groups to spend 
money. Governments realize they can maintain and enhance political power by pos
itively responding to these pressures and, hence, have an incentive to influence the 
central bank to accommodate their spending with money creation. Thus, central 
bank independence appears to be a desirable institutional feature of any central 
bank. 
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However, the issue is far more complex than it appears, as illustrated by con
sidering the following five issues related to central bank independence. First, can 
a central bank really be independent? Second, is "independence" the best term, 
despite its common use, to institutionally assist the central bank in achieving those 
goals it can achieve? Third, what is the difference between de jure and de facto 
independence and why is the distinction important? Fourth, what is the evolution 
of views about central bank independence? Fifth, are central banks independent? 

Can a central bank be independent? No. A central bank is a government insti
tution established by government, and, while the central bank can be given degrees 
of independence from government in formulating and executing its responsibili
ties, the central bank can always be redesigned by government. Hence, indepen
dence from government is not absolute under any condition, and, paraphrasing the 
characterization of Federal Reserve independence by Governor McChesney Mar
tine (1951-1970), the central bank has independence "within" government rather 
than independence "from" government. Independence is best understood as insti
tutionalizing the central bank in such a manner that, even though it is a govern
ment institution, the central bank is permitted to formulate its own policy objec
tives and conduct its own operations to achieve those policy objectives without 
direct influence by the government, even if the objectives conflict with other gov
ernment policies. To the extent that central bank objectives and operations are 
influenced by government policy, the less independent or dependent the central 
bank. 

There's a story that goes like this. A new research staff member to the Board of 
Governors asked one of the board members if the Federal Reserve was indepen
dent. The board member responded: "Yes, of course, the Federal Reserve is inde
pendent." The new staff member then asked: "Does that mean the Federal Reserve 
can raise interest rates to prevent inflation even if that causes the unemployment rate 
to increase, say, from 5 to 5.5 percent?" The response: "Yes, of course, that's what 
independence means. We can pursue a policy that might conflict with the govern
ment." The new staff member persisted and asked: "What about if the unemploy
ment rate increases from 5 to 6 or 6.5 percent?" The board member took more time 
to respond: "Probably not, because then we would lose our independence!" 

Is "independence" the best term? No, but unfortunately the term "indepen
dence" is so commonly used it is difficult to substitute a more meaningful term. 
No central bank can be fully independent, since it is a government institution. The 
term "independence" is meant to describe an institutional design that permits the 
central bank to carry out its responsibilities without direct government influence. A 
better term would be "accountability" - an institutional design of the central bank 
that would ensure it was "accountable" for the objectives for which a central bank 
is designed: price stability and, on occasion, lender of last resort. An institutional 
design that provides a framework and incentives for the central bank to be account
able for what it is capable of achieving shifts the emphasis from the relationship 
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between the central bank and government to the more important issue of how best 
to ensure the central bank achieves policy objectives for which it was designed and 
is capable of achieving. 

In fact, history suggests that the formal relationship between the central bank 
and government is not a very good predictor of monetary policy that contributes 
to a stable economic and financial environment. The independent Federal Reserve 
played a major role in causing the Great Inflation and the Great Recession while, 
in other periods such as the 1950s and the Great Moderation (1985 to 2000), the 
same independent Federal Reserve achieved positive policy outcomes of low and 
predictable inflation. Yet, throughout each of these periods, the Federal Reserve 
remained a formally independent central bank. A focus on the institutional design 
that renders the central bank accountable would thus be more helpful than the issue 
of whether a central bank is independent, or dependent, from or within government. 
Central bank independence is a sideshow. 

De jure and de facto independence: Independence is almost always in the de jure 
meaning, namely the formal or legal relationship between the central bank and the 
government as defined by the enabling legislation that established the central bank, 
such as the Federal Reserve Act, the Bank of Japan Law, etc. In contrast, de facto 
independence refers to the actual reality of central bank operations, which may or 
may not be consistent with de jure independence. The Federal Reserve is one of 
the world's more de jure independent central banks, but there are periods when it 
accommodated government policy, whereas the Bank of Japan, until1998 one of 
the world's most de jure dependent central banks, operated with a fair degree of 
independence from the government at various times. 

Evolution of the concern with central bank independence: The concern with 
central bank independence emerged as the nation's money supply became more 
dependent on the actions of the central bank and the nation's money supply became 
less dependent on a commodity standard. In theory, central bank independence was 
neither necessary nor sufficient for stable monetary policy as long as the country 
adhered to the fixed exchange rate standard, because, in this case, monetary policy 
is dictated by external considerations, ensuring the central bank will generate a 
noninflationary money supply over time. 

If the central bank increased the money supply more than required by the needs 
of trade, the economy would grow above its potential in the short run and lead to 
inflation in the short and long run. Assuming the perspective of the United States, 
increased growth and inflation would shift the demand for dollars to the left and 
the supply of dollars to the right, depreciating the currency and generating a current 
account deficit. At a fixed exchange rate, there would be an excess supply of dollars 
in the foreign exchange market. In order to maintain the fixed exchange rate, the 
United States would use its international reserves to purchase the excess supply of 
dollars to offset the current account deficit with a surplus in the financial account 
(selling international reserves generates receipts to offset net payments in the 
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current account). As international reserves were used to purchase dollars, this sig
nals that monetary policy has been too easy and indicates the need to tighten mon
etary policy. The central bank would then reduce the rate of monetary growth to 
slow the growth of the economy and inflation. 

If the central bank increased the money supply less than required by the needs of 
trade, the economy would grow below its potential in the short run and lead to lower 
inflation or deflation in the short and long run. Decreased growth and lower inflation 
would shift the demand for dollars to the right and the supply of dollars to the 
left, appreciating the currency and generating a current account surplus. At a fixed 
exchange rate, there would be an excess demand of dollars in the foreign exchange 
market. In order to maintain the fixed exchange rate, the deficit countries would 
use their international reserves to purchase dollars (buying international reserves 
generates payments to offset net receipts in the current account). As international 
reserves flow into the United States, this signals that monetary policy has been too 
tight and indicates the need to loosen monetary policy. The central bank would then 
increase the rate of monetary growth to increase the growth of the economy and 
inflation. 

Of course, this worked only if countries adhered to the rules of the fixed 
exchange rate system. In this system the central bank is held accountable for provid
ing a stable monetary environment by the requirement to conduct policy to maintain 
the fixed exchange rate system. But even in this environment central banks could 
be pressured by government to persist too long in easy policy and pressured to 
maintain tight policy for too short a period of time. This potential conflict was rec
ognized even under the fixed exchange rate standard, and some attention was given 
to designing central banks to be independent; for example, the Federal Reserve was 
designed to be independent in 1913. 

The issue of independence became important in the post-WWII period for three 
reasons. First, the connection between gold and the nation's money supply waned, 
and by 1973 the world had shifted to a flexible exchange rate system. This freed 
the central bank from conducting monetary policy to maintain a fixed exchange 
rate. Second, the Great Inflation in the United States was part of a worldwide infla
tion problem, with only a few exceptions (such as Japan), and in order to bring the 
inflation rate down many recommended more independent central banks. Third, 
the deregulation and financial liberalization process in the last part of the twen
tieth century, the breakup of the Soviet Union and the establishment of the Euro
pean Monetary Union provided opportunities to redesign and/or design new central 
banking institutions. 

The long-held conventional wisdom that independent central banks generated 
better policy outcomes rapidly became public policy in the 1980s and 1990s. Cen
tral bank independence was increasingly recommended as the best institutional 
design for ensuring that a central bank would contribute to a stable financial and 
monetary framework and, hence, contribute to economic stability and growth. 
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Figure 11.3. Index Based on De Jure Central Bank Independence and Inflation, 1955 to 
1988. Sources: The line is based on a regression presented in Cargill (2013); the data were 
originally used in Alesina and Summers (1993), and put into the form used here by Carl
strom and Fuerst (2009). 

The conventional wisdom received empirical support in the 1980s and 1990s 
as researchers developed measures of central bank independence and estimated 
correlations between inflation and the measures over time and across countries. 
Figure 11.3 presents a typical regression between inflation and measures of central 
bank independence for 16 central banks over the period from 1955 to 1988 (Alesina 
and Summers, 1993), which appears to support the conventional wisdom; however, 
some researchers regard these types of statistical relationships as fundamentally 
flawed and misleading (Cargill, 2013). 

Central bank independence- reality or myth? The conventional wisdom has 
been challenged by some researchers, but, nonetheless, the conventional wisdom 
remains intact, and the relationship between inflation and central bank indepen
dence as expressed in Figure 11.3 is widely accepted. The BIS and IMF, central 
banks and many economists argue that independent central banks provide better 
monetary policy outcomes than less independent central banks, and often refer to 
empirical results such as in Figure 11.3 to support the conventional wisdom. Is the 
support for the conventional wisdom justified? A balanced view of the historical 
record of central bank policy and the statistical foundation suggests the conven
tional wisdom is not as solid as claimed. 

First, Bank of Japan postwar history, especially in comparison with the postwar 
history of the Federal Reserve, contradicts the conventional wisdom, and, in light of 
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this history, it is difficult to understand the continued acceptance of the convention 
wisdom. The Federal Reserve played a major role in the Great Inflation by pursing 
excessively easy monetary policy for almost two decades, significantly influenced 
by government policy, and yet the Federal Reserve is ranked in the measurement 
literature as one of the world's most independent central banks. In sharp contrast, 
the Bank of Japan pursued a price stabilization policy during the same period even 
in the presence oflarge government deficits in the 1970s, and yet the Bank of Japan 
was ranked during this period as one of the world's most dependent central banks. 
Advocates of the conventional wisdom either regard the U.S .-Japanese comparison 
an aberration that does not change the general relationship between independence 
and price stability or, more often, ignore the contradiction. 

Second, the many detailed examinations of policy making show beyond dis
pute that central bankers are aware of their broader political conditions and con
straints despite their formal independence, are never as insulated from their politi
cal environment as the language or measures of central bank independence suggest 
and often incorporate political considerations in the formulation and execution of 
monetary policy. There is documented evidence the Federal Reserve, for example, 
was subject to political pressure during the 1970s and conducted monetary policy 
accordingly despite its formal independence. One needs only to turn to the pages 
of a diary kept by Governor Arthur Bums (1971-1978), published in 2010 and 
discussed in Cargill and O'Driscoll (2013). 

Bums summarizes a meeting on March 21, 1971, with President Nixon, who was 
focusing on his reelection campaign in 1972. Bums writes: "He agreed with my pol
icy, that he preferred a slow start of the recovery which may then gather momentum 
in 1972." Bums continues: "He wants to rely primarily on me and [John] Connally 
in monitoring policy, that McCracken and Shultz - while able economists - did 
not understand politics, that I could handle both economics and politics, and that 
Connally was good at politics and therefore a great asset" (Ferrell, 2010, p. 40). 
Connally was Secretary of State. McCracken and Shultz were economic advisors 
to the president. More recently, Governor Alan Greenspan was asked why the Fed
eral Reserve had kept interest rates at historical lows from 2001 to 2005 that, in the 
opinion of many, contributed to the housing bubble and subsequent Great Reces
sion. Greenspan was quoted in the news media as follows (Frank, 2010): "[H]e 
[Greenspan] argued that if the Federal Reserve had tried to slow the housing market 
amid a 'fairly broad consensus' about encouraging homeownership, 'the Congress 
would have clamped down on us"' (Gustafson, 2010). 

In Japan, the Bank of Japan became a focal point in the run-up to a national 
election in 2012, as major parties campaigned that, if they were elected, they would 
force the Bank of Japan to adopt a more easy policy and significantly increase liq
uidity in the economy. The Liberal Democratic Party won, and the prime minister, 
Shinzo Abe, replaced the governor and two deputy governors of the Bank of Japan 
with new management in early 2013. Base money significantly increased in 2013 
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and 2014 as a result of direct influence by the government. What makes the Japan 
case so interesting is that, in 1998, the Bank of Japan had significantly increased its 
independence from the government and joined the club of the more independent 
central banks in the world. Nonetheless, the independence of the Bank of Japan 
was a wall easily breached by government via a change in management to force 
the central bank to accommodate government policy. 

Third, the statistical foundation of the widely accepted inverse correlation 
between measures of central bank independence and inflation is fundamentally 
flawed. The measures are based on de jure independence while the correct per
spective should be on de facto independence. In fact, not only do the de jure mea
sures of independence provide little information about the de facto relationship of 
the central bank to the government, some of the measures are incorrect. At a more 
technical level, the regression results are not statistically robust and far too simple 
to represent a complex relationship between the central bank and the government 
over time and across countries. How can one then explain the widespread accep
tance of the simple correlation? 

The measurement literature originated in the economics profession, which has a 
bias toward focusing only on variables that can be measured. This is an important 
reason why the measures are based on de jure independence; it's much easier to 
develop a measure based on the enabling legislation of the central bank than to 
attempt to measure the far more relevant de facto independence, which changes 
over time. In the effort to construct independence measures for a large number of 
central banks, researchers have not always been careful to understand the historical 
evolution of the relation between the central bank and government; for example, 
several researchers have actually ranked the Bank of Japan before 1998 at the same 
or close to the same independence assigned the Federal Reserve. This is incorrect. 
Until1998 the Bank of Japan was regarded as one of the most dependent central 
banks in the world. 

Another reason why the correlations are so widely accepted is that they are used 
by central banks to defend their independence or expand their independence. Cen
tral banks have a vested interest in the measurement literature, since any govern
ment organization regards "independence" as a valued attribute. 

What's the bottom line? The historical and statistical foundation of the conven
tional wisdom is weak. The relationship between the central bank and government 
is far more complex than illustrated by Figure 11.3. The relative performance of 
the Bank of Japan and the Federal Reserve provide two important case studies 
that de jure independence is neither sufficient nor necessary for the central bank to 
achieve its primary objective of price stability. The "independent" Federal Reserve 
caused the Great Inflation and was clearly de facto dependent on the government, 
and the Bank of Japan during much the same time conducted de facto independent 
monetary policy in terms of price stability. Considering all of the evidence and the 
incentives for central banks to support the conventional wisdom, the conventional 
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wisdom is more myth than reality! Despite this, the conventional wisdom continues 
to be held by many, especially central banks. 

11.7 Two Important Institutional Redesigns of Central Banks 

Central banks have been redesigned during the past several decades in two impor
tant respects. First, central banks have increasingly become more de jure inde
pendent as a result of the widespread acceptance of the conventional wisdom. A 
large number of central banks have either had their independence enhanced or 
been redesigned from dependent to independent central banks in the past several 
decades. Second, central banks have become more transparent in their operations 
than at any time in the history of central banking. In the following we focus on 
the second redesign, since the issue of central bank independence was discussed 
above. 

Central banks until the last quarter of the twentieth century were rather non
transparent about their specific policy objectives and operations. In fact, in 1987 
a book titled Secrets of the Temple (Greider, 1987) became a national bestseller. 
Secrets of the Temple was a discussion of how the Federal Reserve influenced eco
nomic activity during the turbulent Great Inflation years. The title meant to imply 
that central bank policy was nontransparent and under the control of a small group 
of "wise" individuals, who only infrequently informed the public as to their objec
tives and operations, often in vague language that left plenty of room for different 
interpretations. 

Today the situation is dramatically different. Central banks are far more trans
parent, and information about their objectives and operations is now far more open 
to the public. Why the change, and what are the characteristics of the new trans
parency? 

Why the change toward more transparency? The Great Inflation period in the 
United States and elsewhere imposed intense economic and financial distress, and 
efforts were directed to make sure the experience was not repeated. Central bank 
independence was one such effort, and greater transparency was another. 

Economic theory suggests that the more information is available for any eco
nomic decision, the better the decision. If the central bank is more transparent about 
its objectives, more transparent about its own assessment of how well the objectives 
are being achieved, more transparent about how its objectives are being achieved 
from an operational perspective and more transparent about its underlying model 
of how the economy functions, the more effective monetary policy will be. This 
is because members of the public will have a more stable and predictable view 
of central bank policy, which, in turn, will form a stable part of their own current 
and future economic decisions. The economy will adjust more smoothly to shocks 
given that it has a more predictable and stable time path of central bank policy, 
especially future inflation. Current economic decisions are driven by expectations 
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of the relevant variables for that decision in the future, and the more certain the 
expectations about the relevant variables, the more smoothly the economy func
tions and the more smoothly the economy adjusts to shocks. 

While greater transparency in central bank policy is desirable, especially com
pared to the Secrets of the Temple days, it is difficult to draw specifics as to how 
much transparency is desirable and how that transparency should be communicated 
to the public. Too much transparency may be worse than little or no transparency; 
for example, there are many foods few would eat if they saw how they were pro
cessed and brought to the grocery store. Nonetheless, there is a widespread con
sensus that certain types of central bank transparency are a desirable feature of the 
institutional design of the central bank that contribute to better monetary policy 
outcomes. 

Central bank transparency today: Dincer and Eichengreen (2007), in a com
prehensive study of 100 central banks, define transparency in terms of political, 
economic, procedural, policy and operational transparency. Political transparency 
refers to an open and formal statement of central bank policy and, if there are sev
eral objectives, an open and formal ranking of those objectives. Economic trans
parency refers to the economic information and the underlying model of the econ
omy the central bank uses to formulate and execute monetary policy. Procedural 
transparency refers to whether the central bank conducts policy by discretion or 
employs some type of rule to guide monetary policy. Policy transparency refers 
to the prompt disclosure of policy decisions, the justification for those policy deci
sions and likely policy decisions to be made in the future. Operational transparency 
refers to the specifics and technicalities of central bank operations. 

Information about central bank policy is now communicated to the public in 
three ways. First, many central banks maintain a Web site in English (the world 
business language) providing detailed economic and financial data; policy state
ments; performance evaluations; operating procedures; economic research; their 
model of the economy; and information on the future course of central bank pol
icy. Second, many central banks report to the government on a formal and frequent 
basis, with these reports available to the public. Many of these are on the Web 
site. Third, many central banks conduct policy in the context of policy objectives 
communicated to the public in varying degrees of detail. 

The increased transparency is clearly evident for the major industrialized coun
tries of the world, but the central banks of developing countries are also much more 
transparent than previously. By any standard, the days of the Secrets of the Temple 
are over! 

11.8 The Institutional Design of the Federal Reserve System 

The institutional design of the Federal Reserve is presented from three perspec
tives. First, what is the formal structure of the Federal Reserve System? Second, 
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setting aside the formal organizational structure, who and what part of the Federal 
Reserve structure controls Federal Reserve actions and monetary policy? Third, is 
the Federal Reserve independent and transparent? 

11.9 The Structure of the Federal Reserve System in the Broad Sense 

The Federal Reserve in the broad sense is composed of five parts: Board of Gover
nors; Federal Open Market Committee (FOMC); 12 Federal Reserve banks; advi
sory committees; and depository institutions that have an economic relationship 
with the Federal Reserve. 

Board of Governors - 7114/2: The Board of Governors of the Federal Reserve 
System, also referred to as the Federal Reserve Board, is the administrative head 
of the Federal Reserve and an important part of the decision-making process of the 
Federal Reserve. The term "7 /14/2" describes the structure of the board. The board 
consists of seven members, appointed for 14-year terms staggered in such a man
ner that one term expires every two years. Board members are nominated by the 
president and subject to confirmation by the Senate. No board member can serve 
more than one full14-year term; however, if a board member is appointed to an 
unexpired term, say one with ten years remaining, that board member can be reap
pointed for a full14-year term once the unexpired term has ended. Alan Greenspan, 
for example, was a board member and chair of the board from 1987 through 2005, 
a total of 19 years, serving under Presidents Reagan, Bush-41, Clinton and Bush-
42. The 7/14/2 structure was designed to reduce potential political influence by 
the president and/or Congress. The president nominates and the Senate confirms a 
board member to be chair and vice-chair for a four-year term. 

The responsibilities of the board are broad. First, the board is the administrative 
head of the Federal Reserve System, with administrative responsibilities for the 
entire Federal Reserve System. Second, the board implements the financial regu
lation and supervision responsibilities of the Federal Reserve as well as adminis
tering a wide range of consumer protection laws. Third, the board is responsible 
for setting tier 3 reserve requirements, which can range from 8 to 14 percent of 
transaction deposits held by depository institutions. Fourth, the board sets margin 
requirements that specify the amount of cash down payment required to purchase 
equities (and convertible bonds) with credit. A margin requirement of 75 percent, 
for example, means that any purchase of stock with credit must consist of 7 5 percent 
cash and 25 percent credit. Fifth, the board "reviews and determines" the discount 
rate recommended by each of the 12 Federal Reserve banks. Essentially, the Board 
of Governors has the final word on the discount rate used by each of the Federal 
Reserve banks. Sixth, the board dominates the FOMC, the next component of the 
Federal Reserve to consider. 

The Federal Open Market Committee- 121714/1: The FOMC conducts open 
market operations by buying and selling securities, tradionally government 
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securities, in the open money and capital markets. The exception to government 
securities occurred starting in 2008, when the Federal Reserve purchased almost 
as much in mortgage-backed bonds as it did in government securities. This unprece
dented shift in open market operations will be discussed later. Open market opera
tions are the most important, powerful, flexible tool of monetary policy used by the 
Federal Reserve to change base money and, hence, the money supply, credit and 
interest rates. 

The term "12/7/411" describes the membership of the FOMC. The FOMC con
sists of 12 voting members, seven of whom are the members of the Board of Gov
ernors, four members are the presidents drawn from 11 Federal Reserve banks on a 
rotating basis, and one member is the president of the Federal Reserve Bank of New 
York. The permanent membership of the president of the Federal Reserve Bank of 
New York is due to the fact the actual buying and selling of securities are conducted 
by the Federal Reserve Bank of New York. The chair of the Board of Governors 
is the chair of the FOMC, and the president of the Federal Reserve Bank of New 
York is the vice-chair of the FOMC. Hence, the Board of Governors dominates the 
FOMC because it represents the majority of the voting members of the FOMC, the 
chair of the board is chair of the FOMC, and four of the other members are not 
permanent members. 

The FOMC meets formally about eight times a year in Washington, D.C., at the 
Board of Governors. The 12 members are voting members, but the presidents of the 
other seven Federal Reserve banks participate in the FOMC meetings as nonvoting 
members. 

12 Federal Reserve banks: There is a network of 12 Federal Reserve banks -
one for each of the 12 geographic districts originally defined by the 1913 Federal 
Reserve Act. The 12 banks carry out many of the functions of the Federal Reserve 
System, including maintaining a national payments system by operating a nation
wide check-clearing system, providing and absorbing currency in response to the 
needs of the public, making loans to depository institutions located in each bank's 
region and holding the reserve deposits of the depository institutions located in 
each bank's region. The Federal Reserve banks contribute to monetary policy in 
three ways. 

First, the presidents of the Federal Reserve banks play an important role in the 
FOMC. The president of the Federal Reserve Bank of New York is a permanent 
member and four members of the Board of Governors are presidents of the other 
11 Federal Reserve banks, and presidents of the seven other Federal Reserve banks 
participate in the FOMC as nonvoting participants. Thus, as part of the FOMC, the 
Federal Reserve banks play an important part in the FOMC. 

Second, each Federal Reserve bank recommends to the board the discount rate 
each Federal Reserve bank will use in making loans to depository institutions in its 
district. The board then "reviews and determines" the discount rate each Federal 
Reserve bank will charge any depository institution in its district that borrows at the 
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"discount window". The discount window is the primary channel through which 
the Federal Reserve serves as a lender of last resort. 

Third, each Federal Reserve administers the discount window, makes a "Yes" or 
"No" decision to a loan request by a depository institutions and, if "Yes", decides 
the terms of the loan, including any additional basis points above the discount rate. 
That is, each Federal Reserve bank administers its own discount window within 
the general guidelines agreed to at the FOMC meetings. 

Each Federal Reserve bank is managed by its own board of nine directors cho
sen from outside the Federal Reserve System, representing banking, commercial, 
agricultural, industrial and general public interests within each region. The board 
of directors appoints the president of each Federal Reserve bank. 

The 12 Federal Reserve banks are a unique institutional design of a central bank 
that has no counterpart in the rest of the world. They were established to ensure 
regional representation and to ensure that the Board of Governors and/or the Federal 
Reserve Bank of New York did not dominate the Federal Reserve System. In the 
first two decades of the Federal Reserve, power was far more decentralized than 
today. The Federal Reserve Board was a relatively weak administrative head, and 
power was shared between the Federal Reserve Bank of New York and several of 
the Eastern Federal Reserve banks. The "decentralized" central banking structure 
of the Federal Reserve was a resolution of a political problem to allay concern the 
System would be dominated by Washington, D.C., and be responsive to the rest of 
the nation. 

Advisory committees: There are three advisory committees that report to the 
Board of Governors on various matters. The oldest, and the one established in 1913, 
is the Federal Advisory Council, consisting of 12 members from the banking indus
try. Each member represents each Federal Reserve District. The Advisory Council 
meets with the board four times a year in Washington, D.C., to discuss a variety 
of issues relating to the nation's financial and monetary regime from the bankers' 
perspective. 

The Consumer Advisory Council was established in 1976, advises the board 
on consumer protection issues in the financial system and meets with the board 
three times a year in Washington, D.C. The Thrift Institutions Advisory Coun
cil was established as a result of the 1980 Deregulation and Monetary Control 
Act, which extended reserve requirements to thrifts (savings banks, S&Ls and 
credit unions) and provided thrifts access to the discount window. The Thrift Insti
tutions Advisory Council advises the board on the same types of issues as the 
Federal Advisory Council, but from the perspective of the thrift industry. Each 
Federal Reserve bank establishes its own advisory committees focusing on local 
issues. 

Depository institutions that have an economic relationship with the Federal 
Reserve: All federally insured depository institutions have an economic relation
ship with the Federal Reserve in that they are subject to reserve requirements and 
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have access to the discount window and other Federal Reserve services. The depos
itory institutions, from the perspective of being part of the Federal Reserve System 
in the broad sense, are divided into member and nonmember institutions. 

Member institutions actually "own" the Federal Reserve and, upon being granted 
membership status, must subscribe to Federal Reserve stock equal to 6 percent of 
their capital, 3 percent of which is paid and 3 percent subject to call by the Fed
eral Reserve. As already discussed, this private ownership feature of the Federal 
Reserve was a political solution to allay concerns the Federal Reserve would be a 
government central bank. Instead, the stock ownership renders the Federal Reserve 
a "bankers'" central bank. Of course, this is a distinction without a difference, 
as the Federal Reserve from the start was a government-controlled central bank. 
Only two types of depository institutions can be official members: national banks 
must be members and state-chartered banks can apply for membership. In 2013 
member banks included all1 ,222 national banks and 829 state-chartered banks ( 17 
percent of all state-chartered banks). Nonmember depository institutions include 
state-chartered banks that are not official members of the Federal Reserve and all 
other federally insured depository thrift institutions. 

11.10 Where's the Power? 

The Federal Reserve System in a broad sense consists of the Board of Governors, 
the FOMC, the 12 Federal Reserve banks, the advisory councils and the depository 
institutions that have an economic relationship with the Federal Reserve. Together 
they form a set of components that permit the Federal Reserve to control the money 
supply and influence credit and interest rates. 

To answer the question "Where' s the power?" one needs to ask a prerequisite 
question: "The power to do what?" Any central bank has essentially two functions: 
monetary policy and nonmonetary policy responsibilities. While there are some 
feedbacks between the two, they are separate, and distinguishing between the two 
helps us answer the question "Where's the power?" in the Federal Reserve. 

The nonmonetary policy responsibilities focus on the nation's payment system, 
serving as a fiscal agent for the federal government, financial regulation and super
vision, consumer protection and general economic research. These are referred to as 
nonmonetary policy responsibilities because they are not varied over time to influ
ence economic activity. They are more of an ongoing responsibility of the Federal 
Reserve, and probably account for most of the Federal Reserve's resources and bud
get. While the Board of Governors is the administrative head of the Federal Reserve 
and sets broad guidelines for the various nonmonetary policy responsibilities, the 
majority of the nonmonetary policy responsibilities of the Federal Reserve are del
egated to the large research staff of the Board of Governors and the 12 Federal 
Reserve banks. The nonmonetary policy of regulation and supervision, however, is 
concentrated at the Board of Governors. 
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The monetary policy responsibilities of the Federal Reserve, in contrast, focus on 
changing the money supply, credit and interest rates to influence economic activity 
to achieve specific final policy targets and providing lender of last resort services. 
In the past few years, however, the new macroprudential approach to financial reg
ulation and supervision has become a new tool of monetary policy. Traditional 
microprudential policy is more a nonmonetary policy activity, but macropruden
tial policy is clearly part of monetary policy responsibilities. It is still too early to 
determine what, if any significant, role macroprudential policy will play in central 
bank policy for the Federal Reserve, or any central bank. 

Surprisingly, only a fraction of the Federal Reserve's resources and budget are 
devoted to monetary policy responsibilities, but these responsibilities are the pri
mary rational for establishing a central bank. When we think of a central bank, 
we immediately focus on its role to control the nation's money supply to influence 
economic activity and to achieve specific final policy targets and provide lender of 
last resort services. Who's in charge of monetary policy? 

The apex of power to conduct monetary policy is concentrated in the FOMC, 
which, in tum, is dominated by the Board of Governors and especially the chair 
of the board, who is the chair of the FOMC. The chair has always been the most 
powerful member of the FOMC because of powers inherent in the chair's position 
and the fact the chair is the official representative of the Federal Reserve, but, over 
time, the power of the chair has increased relative to the rest of the FOMC - so 
that now, for better or worse, Federal Reserve policy is identified with the chair 
of the Board of Governors, who at present (2016) is Janet Yellen. To paraphrase 
George Orwell's Animal Farm, while each of the 12 voting members of the FOMC 
are technically equal, the seven board members are more equal than the other five 
members of the FOMC, and the chair is more equal than the other six members of 
the board. 

There are two reasons why the power to conduct monetary policy is concen
trated in the FOMC. First, the FOMC is responsible for the most important tool of 
monetary policy - open market operations. Second, while the FOMC is formally 
responsible only for open market operations, decisions about all of the tools of 
monetary policy are either made or discussed at the FOMC. That is, the full arse
nal of the powers of the central bank to influence the economy are brought together 
in theFOMC. 

11.11 The Federal Reserve and Central Bank Institutional Redesigns 

Increased formal independence and increased transparency have been the two 
major institutional redesigns of central banks in the past several decades. How does 
the Federal Reserve fit into these institutional changes? 

Independence: In terms of formal or de jure independence, the Federal Reserve 
is ranked by almost every observer as one of the more de jure independent 
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central banks in the world. The Federal Reserve is designed to be legally inde
pendent. In the past Congress and/or the president have made efforts to become 
more involved with the Federal Reserve and influence monetary policy, but the 
Federal Reserve has largely been successful in preventing any meaningful breech 
of its wall of legal independence. As far as de jure independence is concerned, the 
Federal Reserve ranks high relative to other central banks. However, in terms of the 
more important concept of de facto independence, the Federal Reserve's indepen
dence is more debatable. The Federal Reserve and its defenders argue strongly the 
Federal Reserve conducts policy without outside influence, but the historical record 
suggests otherwise. The Federal Reserve on several important occasions has been 
strongly influenced by political considerations, especially pressure to accommo
date government deficit spending and/or support specific sectors of the economy, 
such as housing. This should not be surprising given that the Federal Reserve was 
established by a government elected by the public. 

The irony here is that efforts by the Federal Reserve to protect its de jure inde
pendence, which is a valued good in government, provide incentives for it to act 
de facto as a dependent central bank in order to protect its de jure independence. It 
is difficult to quantify this interaction between de jure and de facto independence, 
but any study of Federal Reserve policy since it was first established in 1913 sug
gests it is an important element of Federal Reserve interaction with the government 
and why, on occasion, the Federal Reserve has failed to achieve its basic respon
sibilities. Some might say the Federal Reserve is at times a "prisoner of its own 
independence". 

Transparency: The Federal Reserve is far more transparent than it was even a few 
decades ago and provides much information to the public on its policy objectives 
and how those objectives are being pursued. Again, the Secrets of the Temple days 
are over. One can access the Web site of the Board of Governors or any of the 
12 Federal Reserve banks and obtain detailed monetary policy reports, minutes of 
the FOMC meetings and, after five years, actual transcripts of the FOMC meetings, 
research reports on a wide range of policy issues, reports on models of the economy 
used by the Federal Reserve, as well as extensive databases, such as FRED. 
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Chapter 12 

Central Banks, Base Money and the Money Supply 

12.1 Introduction 

The previous chapter outlined the institutional structure of central banks in general 
and the Federal Reserve in particular, thus completing Step 1. Before moving on to 
the tools of monetary policy (Step 2), we need to develop a more detailed under
standing of the inverted pyramid monetary system. That is, we need to understand 
the money supply process in a modem financial and monetary regime as a prereq
uisite to understanding how central banks influence economic activity. 

This chapter discusses the money supply process from two perspectives: first, 
the mechanics of the money supply process; and, second, the ability of the Federal 
Reserve to utilize the money supply process in conducting monetary policy. 

12.2 The Money Supply Process in Two Parts 

The money supply process is illustrated in two parts. Part 1 illustrates the process 
with a set of restrictive assumptions to illustrate the basic elements of a modem 
monetary system. Some of the restrictive assumptions are relaxed in part 1, but 
part 2 illustrates the process with all of the restrictive assumptions relaxed, and 
thus describes the money supply process in any modem monetary system. 

12.3 Part 1: A Simple IDustration of the Inverted Pyramid 

The restrictive assumptions: The following three assumptions are adopted in order 
to develop the basic insight into how the inverted pyramid works. 

1 Monopoly Depository Institution; that is, there is only one depository institution, with 
many branches. 

2 Constant Level of Desired Currency Held by the Public; that is, the public does not change 
the amount of currency it holds, no matter what happens to changes in the overall money 
supply. In terms of symbols, ~C = 0, where C represents currency held by the public. 
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3 Constant Level of Desired Excess Reserves Held by the Monopoly Depository Institu
tion; that is, the monopoly depository institution does not change the amount of desired 
excess reserves (total reserves minus legally required reserves), no matter what happens 
to changes in overall money supply. In terms of symbols, b.E = 0, where E represents 
the desired level of excess reserves held by the monopoly depository institution. 

All of the above three assumptions are unrealistic; however, they provide an easier 
path to understanding the money supply process, and, once this understanding is 
achieved, the restrictions can be removed. 

Central banks create and destroy base money: The money supply process frame
work is based on the inverted pyramid model discussed at several points in previ
ous chapters, and, in this framework, the central bank has the ability to increase 
or decrease base money in the inverted pyramid framework without any meaning
ful restrictions. Base money consists of reserves and currency created or destroyed 
by the central bank. The central bank, for all practical considerations, is not con
strained by how much base money is created or destroyed, since base money is 
pure fiat money without any commodity reserve such as gold. The only "backing" 
of base money created by a central bank is the assets on the central bank's balance 
sheet, but in fact the assets are purchased with base money, so the assets provide 
no restriction on how much base money is created or destroyed. 

To illustrate how this works, consider how the Federal Reserve can create 
$100,000 of base money by purchasing $100,000 of government securities in the 
open market from Joe Hickenlupper. How does the Federal Reserve pay for the 
securities? It could simply print $100,000 in Federal Reserve notes and hand them 
over to Joe, the seller of the government securities, as illustrated in the T account. 

Federal Reserve balance sheet 

Assets Liabilities 

Government securities Federal Reserve notes 

+$100,000 +$100,000 

The Federal Reverse now owns the securities, as reflected by an increase in assets 
of $100,000, and has paid for the securities by issuing $100,000 in Federal Reserve 
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notes, a liability of the Federal Reserve. This, however, is not the way the cen
tral bank normally purchases securities. Instead, the Federal Reserve writes out a 
check "payable to Joe", who in turn deposits the check in one of the branches of 
the monopoly depository institution at which he keeps his checking account. The 
monopoly depository institution sends the check to the Federal Reserve for pay
ment. The Federal Reserve pays for the check by adding an equivalent amount to 
the reserve account of the monopoly depository institution. Technically, the securi
ties purchased with the $100,000 in reserves "back" the created reserves, but, for all 
practical purposes, the promises to pay by the Federal Reserve are pure fiat money. 
The balance sheet in this case would change as illustrated. 

Federal Reserve balance sheet 

Assets 

Government securities 

+$100,000 

Liabilities 

Reserves of monopoly depository 
institution 

+$100,000 

In either case, base money increases by $100,000. Base money is also called 
high-powered money, because every $1.00 of base money in a fractional reserve 
system can support several dollars of checkable deposits; hence, base money is 
also high-powered money. 

Now let's consider how the Federal Reserve can destroy base or high-powered 
money. The Federal Reserve destroys $100,000 of base money by selling to Joe 
$100,000 of its holdings in government securities in the open market. Holdings of 
government securities on the Federal Reserve balance sheet decrease. How does 
Joes pay for the securities? Joe could pay for the securities with Federal Reserve 
notes, in which case the balance sheet would change as illustrated. 

Again, this would not be normal. Joe instead will write out a check payable to 
the Federal Reserve for the securities on a deposit account held at the monopoly 
depository institution. The Federal Reserve collects on the check by deducting the 
amount of the check from the reserve account held by Joe at the monopoly depos
itory institution. 



12.3 Part 1: A Simple lllustration of the Inverted Pyramid 

Federal Reserve balance sheet 

Assets Liabilities 

Government securities Federal Reserve notes 

-$100,000 -$100,000 

Federal Reserve balance sheet 

Assets 

Government securities 

-$100,000 

Liabilities 

Reserves of monopoly depository 
institution 

-$100,000 

In either case, base or high-powered money decreases by $100,000. 
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The above example indicates why central banks are so powerful, because they 
can create and destroy base money by simply buying and selling securities by 
increasing and decreasing liabilities (central bank notes or reserves). While this 
involves a number of technical steps, the essential nature of the above example is 
that the central bank can create base money "out of thin air". Central banks don't 
like to describe their power in such simple terms, but, for all practical purposes, 
they do create base money out of thin air. Changes in base money then change the 
money supply. 
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Making an offer the market can't refuse: The reader might think the above exam
ple is unrealistic because it assumes Joe is willing to sell or purchase $100,000 of 
securities to or from the Federal Reserve. The above example works only if Joe 
is willing to sell securities to the Federal Reserve or purchase securities from the 
Federal Reserve. Is this realistic? Yes; one needs only to remember the famous line 
from the classic movie The Godfather: "I am going to make him an offer he can't 
refuse." In a sense, the Federal Reserve makes an offer to buy or sell securities 
the market can't refuse. In the case of buying securities, the Federal Reserve will 
simply bid up the price to purchase whatever securities it wants to purchase. In the 
case of selling securities, the Federal Reserve will simply lower the price to sell 
whatever securities it wants to sell. 

One might object to this explanation by pointing out this is not a way to make 
a profit. Central banks do not conduct monetary policy to make a profit, however. 
Decisions to buy or sell securities are motivated by using monetary policy to influ
ence economic activity. In any event, central banks can't help but be profitable, 
because they create base money out of thin air to purchase assets that, in turn, pay 
interest and principal. That is, a central bank can't help but make money, in terms 
of profit, when it makes money! In fact, central banks generate far more revenue 
than they require to conduct their operations, and they transfer back to government 
most of their revenues, because most was earned by holding government securities. 

The money supply process with the three restrictions: Assume Joe sells $100,000 
in government securities to the Federal Reserve. Joe deposits the check he receives 
from the Federal Reserve into his account at the monopoly depository institution. 
The institution sends the check to the Federal Reserve, which pays for the check 
by adding $100,000 to the institution's reserve account. The monopoly depository 
institution balance sheet will appear as illustrated 

Monopoly Depository Institution balance sheet 

Assets Liabilities 

Reserves Transaction deposit of Joe Hickenlupper 

+$100,000 +$100,000 
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Assume the reserve requirement, rr, on transaction deposits, T, is 20 percent. 
Total reserves have increased by $100,000, required reserves have increased by 
$20,000 and excess reserves have increased by $80,000. We have assumed the 
desired level of excess reserves is constant; hence, the monopoly depository insti
tutions does not wish to hold the new excess reserves and would rather use them 
to make loans and earn a higher profit than earned on interest paid by the Federal 
Reserve on the excess reserves. 

At first, one would think the institution would simply lend out the $80,000 -
the level of excess reserves; however, this would not be optimal, because under a 
fractional reserve system much more than $80,000 can be loaned. The next balance 
sheet illustrates this point. 

Monopoly Depository Institution balance sheet 

Assets Liabilities 

Reserves Transaction deposit of Joe Hickenlupper 

+$100,000 +$100,000 

Loans Transaction deposit of Martha 

Murgatryod 

+$80,000 +$80,000 

A loan of $80,000 is made to Martha Murgatryod and the proceeds of the loan 
are made available to Martha by setting up a transaction deposit in her name in 
the amount of $80,000. How much have required reserves increased with trans
action deposits now totaling $180,000? At rr = 0.20, required reserves increase 
from $20,000 to $36,000, which means excess reserves decline from $80,000 to 
$64,000. Clearly, more can be loaned to Martha. How much can the loan account 
increase? 

Loans can be expanded until the reserve requirement on total transaction deposits 
is $100,000, because at that point excess reserves will be zero. What is the level 
of total transaction deposits at rr = 0.20 that will require $100,000 in reserves? 
If the institution makes a loan for $400,000 and credits that amount to Martha's 
new transaction deposit, total transaction deposits will be $500,000 (Joe's original 
deposit of $100,000 and the loan-generated transaction deposit of $400,000 for 
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Martha). Required reserves will be $100,000 and excess reserves will be zero. The 
balance sheet will appear as illustrated. 

Monopoly Depository Institution balance sheet 

Assets Liabilities 

Reserves Transaction deposit of Joe Hickenlupper 

+$100,000 +$100,000 

Loans Transaction deposit of Martha 

+$400,000 +$400,000 

Notice how the inverted pyramid works. The Federal Reserve created $100,000 
in base money by purchasing $100,000 in securities from Joe, and the monopoly 
depository institution was able to loan out $400,000 to Martha and, in doing so, 
create $400,000 in transaction deposits. The total increase in M2 money is there
fore $500,000, based on an increase in base money of $100,000. The relationship 
between the change in M2 and the change in base money is known as the money 
multiplier. 

This process also works in reverse. If the Federal Reserve sold $100,000 in secu
rities to Joe, Joe's transactions account would decline by $100,000, because the 
check he wrote to the Federal Reserve will be paid for by reducing the deposi
tory institution's reserve account at the Federal Reserve. The monopoly deposi
tory institution will now have no reserves to meet the reserve requirement for the 
$400,000 deposit created by the $400,000 loan to Martha and will need to reduce 
the $400,000 transactions account. As transaction deposits are reduced to pay off 
the loan, the institution will reduce its lending, so that loans and deposits will 
decline over time by $400,000. The end result would be a decline in M2 money 
by $500,000. 

Dropping the first restriction of a monopoly depository institution: Instead of a 
monopoly depository institution we now assume the more realistic case of multiple 
depository institutions, each with separate balance sheets. How does this impact the 
above examples? The end result is the same. An increase (decrease) in base money 
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by $100,000 will increase (decrease) M2 money by $500,000 over time. But the 
process to getting to the same end result differs. 

In the monopoly case, the institution could make the maximum loan of $400,000 
permitted with a reserve requirement of 20 percent without fear that any of the 
newly created transaction deposits will be transferred to other institutions. The 
funds would be spent, but those who received the funds would deposit the funds 
back into the same monopoly depository institution. In a multiple depository insti
tutions system, however, the individual institution cannot loan out the maximum 
because it will be forced to transfer reserves it does not possess to other institu
tions that receive those checks. In a multiple system, and assuming that each dollar 
loan will be spent and likely be deposited in another depository institution, the 
institution cannot safely loan out any more than its excess reserves. By definition, 
the institution can lose its excess reserves to another institution and still meet its 
reserve requirements on the remaining transaction deposits. But the other institu
tions that receive funds will have excess reserves that can be loaned, and so on until 
the process is completed. 

The balance sheets illustrate this point. 

Depository institution no. 1 balance sheet 

Assets Liabilities 

Reserves Transaction deposit of Joe Hickenlupper 

+$100,000 +$100,000 

-$80,000 

Loans Transaction deposit of Martha 

+$80,000 +$80,000 

-$80,000 

Depository institution no. 1 makes only an $80,000 loan to Martha, the amount of 
its excess reserve, because it assumes each dollar of that loan will end up in another 
depository institution. Martha spends the $80,000 on a classic car purchased from 
Flim Flam Motors. Flim Flam Motors deposits the $80,000 check in depository 
institution no. 2, which sends the check back to depository institution no. 1, which 
pays for the check by transferring $80,000 in reserves to no. 2. The reserve account 
at no. 1 is reduced to $20,000, which is sufficient to meet the reserve requirement 
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Depository institution no. 2 balance sheet 

Assets Liabilities 

Reserves Transaction deposit of Flim Flam Motors 

+$80,000 +$80,000 

-$64,000 

Loans Transaction deposits of borrower 

+$64,000 +$64,000 

-$64,000 

Depository institution no. 3 balance sheet 

Assets Liabilities 

Reserves Transaction deposit ofFiim Flam Travel 

+$64,000 +$64,000 

-$5 1,200 

Loans Transaction deposit of borrower 

+$51 ,200 +$51 ,200 

-$5 1,200 

of the ramming transaction deposit of $100,000. The net increase in M2 money 
from no. 1 is $100,000. 

The action now moves to no. 2, which has excess reserves of $64,000 as a result 
of receiving a deposit of $80,000 from FlimFlam Motors ($80,000- 0.20*$80,000 
= $64,000). No. 2 makes a loan for $64,000 and creates a transaction deposit for 
the borrower of $64,000, who, in turn, spends the funds on a excursion to Hawaii at 
Flim Flam Travel. Flim Flam Travel deposits the funds into depository institution 
no. 3, and so on. The net increase in M2 money from no. 2 is $80,000. 
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The action now moves to no. 3, which has excess reserves of $51,200 as a result 
of receiving a deposit of $64,000 from FlimFlam Travel ($64,000- 0.20*$64,000 
= $51,200). No. 3 makes a loan for $51,200, loses reserves of $51,200 in the 
check-clearing process when the borrower spends the funds, but retains reserves 
of $12,800, which is sufficient to satisfy the reserve requirement of the increased 
transaction deposits of Flim Flam Travel. The net increase in M2 money from no. 
3 is $51,200. 

The same transactions occur at depository institutions nos. 4, 5, 6 and so on, with 
each net increase in M2 money getting smaller and smaller because the available 
base money that is not being held as required reserves is getting smaller and smaller. 
Adding up all the net additions to M2 money will total $500,000 - the same result 
obtained with the monopoly depository institution assumption. 

Hence, shifting from a monopoly to a multiple depository institution system 
makes no difference in the end result, only in the process of getting to the end 
result. Dropping the remaining two restrictions prevents us from using T accounts 
because they become too cumbersome and we need a more general framework 
to understand the relationship between the money supply process and monetary 
policy. 

12.4 Part 2: The Money Supply Process in More Detail 

The T accounts are not practical to develop the money supply process when we drop 
restrictions 2 and 3; however, they can be used to provide insight into how drop
ping restrictions 2 and 3 influence the money supply process. In the T accounts for 
depository institutions nos. 1, 2 and 3, we assumed that none of the deposits were 
withdrawn in the form of currency because we assumed the public did not change 
its holdings of currency despite the fact the M2 money supply changed. In the T 
accounts, we assumed that all of the excess reserves were used to support loans, 
since depository institutions did not change their desired level of excess reserves. 
Dropping these two restrictions significantly impacts the money supply process 
illustrated with the above T accounts. 

Allowing for withdrawals of currency lowers the increase in M2 money supply 
in response to an increase in base money of $1 00,000; for example, if Joe withdraws 
$10,000 from his $100,000 deposit in the form of cash, depository institution no. 
1 would have had to reduce its reserve by $10,000 to pay Joe $10,000 in currency. 
Total reserves will decline from $100,000 to $90,000. Required reserves would 
decline from $20,000 (0.20 x $100,000) to $18,000 (0.20 x $90,000) and, as a 
result, assuming no. 1 loaned its excess reserves, it would be able to loan Martha 
only $72,000 instead of $80,000. If we assume Flim Fan Motors withdrew some 
of the funds it received from Martha in currency, no. 2 would have fewer funds to 
lend, and so on. Thus, allowing for currency to increase as M2 money increases 
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reduces the overall increase in M2 in response to the initial increase in base money 
of $100,000. 

Allowing for changes in desired excess reserves also reduces the amount of M2 
money that can be generated from an increase in base money; for example, assume 
no. 1 decided to hold onto $5,000ofthenew reserves of$100,000 as desired excess 
reserves. Total reserves are still $100,000 and required reserves are still $20,000, 
but now desired excess reserves increase by $5,000, leaving $75,000 in excess 
reserves available for loans instead of $80,000. If no. 2 also decides to hold some 
of the reserves it receives as desired excess reserves, no. 2 will loan out less, and 
so on. Thus, allowing for increases in desired excess reserves in each depository 
institution as M2 money increases reduces the overall increase in M2 in response 
to the initial increase in base money of $100,000. 

We can develop a money supply framework with some straightforward algebra 
that is general and allows for complications such as changes in currency and excess 
reserves by asking and answering two questions regarding the process described in 
part 1. 

What starts the process? Answer: the process starts with a change in base money. 
While the change in base money in the above description was caused by the Federal 
Reserve purchasing securities from Joe, base money can change because of other 
actions by the Federal Reserve, as well as for other reasons besides actions of the 
Federal Reserve. Irrespective of the source of the change in base money, the process 
always starts from a change in base or high-powered money. 

What stops the process? Answer: the process stops when the change in high
powered money is no longer available to support lending by depository institu
tions. In the above example, the change in high-powered money was absorbed by 
increased required reserves at each step. Once the entire change in high-powered 
money became required reserves, the process stopped. By dropping restrictions 2 
and 3, withdrawals of currency and/or increased holdings of excess reserves also 
absorb the initial change in high-powered money. 

Money multipliers: With the two questions and their respective answers, the 
entire money supply process can be represented by a series of expressions to derive 
money multipliers. We start first with an expression that defines the end of the 
money supply process in response to any change in base money: 

~H=rr~T+~C+~E (12.1) 

where the change in high-powered money, ~H, is the initiating change that starts 
the process on the left -hand side of Expression 12.1 and on the right -hand side are 
the factors that absorb ~H: changes in required reserves held against transaction 
deposits, rr ~ T; changes in currency held by the public, ~C; and changes in desired 
excess reserves held by depository institutions, ~E. The absorbing factors reduce 
the availability of the initial change in H, as the process evolves over time and 
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across different depository institutions to a point when the initial change in H is no 
longer supporting lending. At this point the equality between the initial change in 
high-powered money and the absorbing factors is the ending point and the process 
stops, as defined by Expression 12.1. 

The change in required reserves is the reserve requirement times the change in 
transaction deposits subject to the reserve requirement. The reserve requirement 
is set by the Federal Reserve, and the change in required reserves is the reserve 
requirement, rr, times the change in transaction deposits, 11 T. 

The change in currency held by the public is based on the assumption the public 
holds currency as a proportion of its transaction deposits: 

C=kT (12.2) 

where k is a fraction determined by economic, tax avoidance, technology and 
social/cultural factors. If k = 0.25, for example, for every $1.00 of transaction 
deposits the public will hold $0.25 in currency. How do economic, tax avoidance, 
technology and social/cultural factors influence the k ratio (Cff)? 

Interest rates are an important economic factor influencing k. Since currency 
pays no interest, higher (lower) interest rates provide incentives to reduce (increase) 
the amount of currency held relative to transaction deposits; that is, k is inversely 
related to interest rates. 

Higher (lower) income taxes provide incentives to increase (decrease) the ratio of 
"underground economy" transactions to "above the ground economy" transactions. 
Currency is the preferred medium of exchange in the underground economy. Drug 
dealers, for example, don't accept checks, and people who plan to avoid paying 
taxes on their receipts don't accept checks because they leave chicken tracks! That 
is, k is inversely related to income and related taxes, and, as such, k is often used 
as an indicator of the size of the underground economy. 

Technology in the form of automatic teller machines (ATMs) influences k; for 
example, the increased spread of ATMs and their greater use by the public reduce 
the need for currency; that is, this type of technology reduces k. 

An example of cultural and social considerations is the perception of safety and 
risk of being mugged. The higher (lower) the perception of risk, the lower (higher) 
k. 

The change in desired excess reserves held by depository institutions is based 
on the assumption that depository institutions hold excess reserves as a proportion 
of their transaction deposits liabilities: 

E=eT (12.3) 

where e is a fraction determined by economic factors. The e ratio (Err) is influenced 
by interest rates and risk. Lower interest rates and/or perceived higher risk tend to 
increase the e ratio while higher interest rates and/or perceived lower risk tend to 
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decrease the e ratio. In addition, the interest rate paid by the Federal Reserve on 
excess reserves influences the e ratio. 

Expressions 12.2 and 12.3 can be expressed in terms of changes as follows: 

(12.4) 

(12.5) 

The next step is to rewrite Expression 12.1 so that the right-hand side variables are 
expressed in terms of liT: 

liH = rrliT + kliT + eliT (12.6) 

Divide Expression 12.6 by liT and invert the resulting expression to obtain 

liT/ liH = 1/(rr + k +e) (12.7) 

The left-hand side of Expression 12.7 is called the transaction deposit multi
plier, TM (liT I liH). TM indicates how much transaction deposits will change in 
response to a change in base or high-powered money; that is, 

liT=TMiiH 

where TM = 1/(rr + k +e) (12.8) 

Based on the same reasoning, the currency multiplier, CM (liC/ liH), and the 
desired excess reserve multiplier, ERM (liE/ liH), can be derived: 

liC/ liH = kliT/ liH = k/(rr + k +e) 

liC =CMiiH 

where CM = k/(rr + k +e) 

liE/ liH = eliT/ liH = e/(rr + k +e) 

liE=ERMiiH 

where ERM = e/(rr + k +e) 

(12.9) 

(12.10) 

(12.11) 

(12.12) 

The currency multiplier, CM, indicates the change in currency in response to a 
change in base money, and the excess reserve multiplier, ERM, indicates the change 
in desired excess reserves in response to a change in base money. 

The money multiplier can be derived; however, the money multiplier depends 
on how one defines the money supply. 

First, define the money supply as M1 (currency plus transaction deposits); then 
the change in M1 money supply is 

liM1 = liC +liT (12.13) 



12.5 An Illustration of the Money Supply Process 271 

Divide both sides of Expression 12.13 by ~H, substitute the expressions for the 
currency and transaction multiplier and invert the resulting expression to obtain 
the M1 money multiplier, M1M (~M1 I ~H): 

~M1/ ~H = ~C/ ~H + ~T/ ~H 

~M1/ ~H = k/(rr + k +e)+ 1/(rr + k +e) 

~M1/~H= 1 +k/(rr+k+e) 

~M1 =M1M~H 

where M1M = 1 + k/(rr + k +e) (12.14) 

The M2 money multiplier is based on an expanded definition of the money sup
ply, and, for simplicity, assume that M2 = C + T + MMF, where MMF represents 
money market funds. Now that we have an additional component of the money sup
ply, we need to indicate how the new component varies. Following the procedure 
used to indicate how currency and desired excess reserves fit into the money supply 
process, the following expression is used to incorporate MMFs: 

MMF=mT 

or 

~MMF=m~T 

The M2 money multiplier is thus defined in the following steps: 

~M2= ~C+ ~T+ ~MMF 

~M2=k~T+ ~T+m~T 

~M2/ ~H = k~T/ ~H + ~T/ ~H + m~T/ ~H 

(12.15) 

(12.16) 

(12.17) 

(12.18) 

(12.19) 

~M2/ ~H = k/(rr + k +e)+ 1/(rr + k +e)+ m/(rr + k +e) (12.20) 

~M2/ ~H = (1 + k + m)/(rr + k +e) 

~M2=M2M~H 

where M2M = (1 + k + m)/(rr + k +e) 

12.5 An mustration of the Money Supply Process 

(12.21) 

(12.22) 

To illustrate how the money supply process works in terms of the various multipli
ers, assume the following: 

1 Households desire to hold $0.25 in currency and coin for every dollar of checkable or 
transaction deposits; that is, k = 0.25. 

2 Transaction deposits are subject to a 10 percent reserve requirement; that is, rr = 0.10. 
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3 Depository institutions desire to hold $0.05 in excess reserves for every dollar of check
able or transaction deposit liabilities; that is, e = 0.05. 

4 Households desire to hold $0.50 in money market funds for every dollar of checkable or 
transaction deposits; that is, m = 0.50. 

The values of the various multipliers can be determined by substituting the specific 
values in the appropriate expressions as follows. 

The transaction deposit multiplier 
The currency multiplier 
The excess reserve multiplier 
The M1 multiplier 
The money market fund multiplier 
The M2 multiplier 

TM 
CM 
ERM 
M1M 
MMFM 
M2M 

1/0.40 
0.25/0.40 
0.05/0.40 
(1 + 0.25)/0.4 
0.50/0.40 
(1 + 0.25 + 

0.50)/0.4 

2.5 
0.625 
0.125 
3.125 
1.25 
4.375 

To illustrate how these multipliers can be used to illustrate the money supply 
process, assume that .6.H = $1,000 and then calculate how each component of the 
money supply changes. 

Transaction deposits 
Currency based on k ratio 

or currency multiplier: 
Required reserves 
Excess reserves based on e ratio 

or excess reserve multiplier: 
M1 money 
Money market funds based on m ratio 

or money market fund multiplier: 
M2money 

(2.5)($1 ,000) 
(0.25)($2,500) 
(0.625)($1,000) 
(0.1 0)($2,500) 
(0.05)($2,500) 
(0.125)($1,000) 
(3.125)($1,000) 
(0.50)($2,500) 
(1.25)($1,000) 
(4.375)($1,000) 

$2,500 
$625 
$625 
$250 
$125 
$125 
$3,125 
$1,250 
$1,250 
$4,375 

All of the expressions developed and determined so far are based on the basic 
definition of the money supply process in Expression 12.1; that is, when the sum 
of the changes in the absorbing factors equals the initial change in base or high
powered money that started the process, the process is completed. To illustrate this 
point, the sum of the absorbing factors can be calculated and shown to be equal to 
the initial change in base money that started the process. 

The absorbing factors are: 

1 required reserves increase by $250; 
2 currency increases by $625; and 
3 desired excess reserves increase by $125. 
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Table 12.1. Simple Central Bank Balance Sheet 

Assets 

Liabilities 

Capital, CAP 

Loans to depository institutions, L 
Securities, S 
Foreign exchange, FE 
Other assets, OA 

Central bank notes, CBN 
Reserve deposits held by depository institutions, RD 
Government deposits, GD 
Other deposits, OD 
Other liabilities, OL 

Central bank stock 
Retained earnings 
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The sum of the absorbing factors is $1,000, which is the value of the initial change 
in base money. Notice that the addition of money market funds to the money supply 
process does not change the list of absorbing factors, since they are not subject to 
a reserve requirement. 

12.6 Central Banks, Base Money, the Money Supply Process and 
Developments since 2007 

The M2 money multiplier presented in Expressions 12.21 and 12.22 helps us under
stand how the money supply process and the inverted pyramid representation of a 
modem monetary standard work. The expressions are based on changes, but can 
just as easily be presented in terms of levels; that is, Expression 12.22 can also be 
presented as 

M2=M2M(H) (12.23) 

Can the Federal Reserve use the money supply process discussed to this point as 
the foundation for monetary policy? This question can be addressed by considering 
the following points. 

First - can the central bank control base money, the monetary base or high
powered money? Yes. The Federal Reserve, as well as any central bank, essen
tially controls base or high-powered money even though base money has many 
non-Federal-Reserve influences. This point can be illustrated by a simple central 
bank balance sheet that applies to all central banks, though specific central bank 
balance sheets, such as that of the Federal Reserve, are far more complex. The 
simple balance sheet in Table 12.1 is sufficient to demonstrate how central banks 
control base money. 
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Central bank assets consist of loans made to depository institutions, L; securities, 
S; foreign exchange, FE; and other assets, OA. L represents lender of last resort 
services provided by the central bank; that is, when the central bank advances funds 
to depository institutions, L increases, and when these loans are repaid, L decreases. 
S represents securities held by the central bank and, most of the time, consists of 
government securities. When the central bank purchases securities, S increases, 
and when the central bank sells securities, S decreases. FE represent holdings of 
non-home-currency-denominated financial assets and OA represents other assets, 
such as buildings, etc. 

Central bank liabilities consist of banknotes, CBN, such as Federal Reserve 
notes; reserve deposits, RD, held by depository institutions; government deposits, 
GD, since central banks are fiscal agents of their respective governments; other 
deposits, OD, such as deposits of other central banks, other governments or inter
national government organizations; and other liabilities, OL. 

The central bank, as a public corporation, has a capital account, CAP, consisting 
of paid-in capital stock and retained earnings. 

The balance sheet in Table 12.1 can be rearranged to express RD in terms of all 
of the other components of the balance sheet as follows: 

RD = (L+ S +FE+ OA)-(CBN + GD + OD + OL +CAP) (12.24) 

Expression 12.24 can be further simplified by eliminating OA, OL and CAP, 
because these accounts do not change as much as the other items and have little 
to do with the conduct of monetary policy: 

RD = (L + S +FE)- (CBN + GD + OD) (12.25) 

Central bank notes outstanding, CBN, represent currency held by the public (C in 
the above expressions) and reserves held in the form of currency by depository 
institution; therefore, we can express central bank notes as CBN = C + VC, where 
VC is vault cash held by depository institutions. Therefore, 

R = RD + VC = (L + S +FE)- (C + GD + OD) (12.26) 

where R represents total reserves held by depository institutions. 
Base money or high-powered money is defined as H = R + C; hence, we can 

rearrange Expression 12.26 to show the relationship between H and the central 
bank's balance sheet: 

H = (L + S + FE) - (GD + OD) (12.27) 

Do central banks control H? Yes. Let's first consider the determinants of H, with the 
exception of S. Central banks influence L through the discount rate and loan stan
dards used to make loans to depository institutions, but depository institutions also 



12.6 Developments since 2007 275 

play a role in the process; hence, central banks only partially determine L. Holdings 
of foreign exchange, FE, are largely determined by decisions of the government, 
since foreign exchange intervention decisions are made by government, not the 
central bank. Likewise, government deposits and other deposits are not under the 
control of the central bank. 

In contrast, the central bank's holdings of securities, S, are under the control of 
the central bank for all practical purposes. This means the central bank can purchase 
or sell securities in the open market to offset or reinforce any other influence on base 
money to establish any desired level of base money. Central banks have significant 
control over base money, but does the central bank have the same degree of control 
over the money supply as suggested by the inverted pyramid? 

Second - control over base money does not translate into control over M2 
money: Does the ability to determine base money translate into significant con
trol over the money supply? Not really, especially over shorter periods of time. 
The money supply is the product of the money multiplier and base money. While 
the central bank controls base money, the money multiplier is jointly determined 
by the public, depository institutions and the central bank. The only variable in the 
multiplier under the control of the Federal Reserve is the reserve requirement, rr. 
The k and m ratios are determined by the public; the e ratio is influenced by the 
Federal Reserve, because the Federal Reserve can set the interest paid on excess 
reserves, but the decisions of depository institutions play at least as important a 
role in determining the e ratio. Theoretically, if the central bank can statistically 
determine the value of the money multiplier over time, the central bank can predict 
the movement of the money multiplier and, combined with its control over base 
money, control the money supply. This has proved to be difficult, however. There 
have been periods when the Federal Reserve and other central banks focused on the 
money supply, but the instability of the money multiplier made it difficult to influ
ence money in a predictable manner, especially over short periods of time. This is 
not to say the money supply is not tied to base money, but only to emphasize that 
the relationship is not sufficiently stable to provide a foundation for central bank 
policy. 

Third- the M2 multiplier and the quantitative easing policy since 2007: Accord
ing to Figure 12.1, the M2 multiplier (the large dashed line) trended upward from 
1959 to the early 1980s, trended downward to the early 1990s, stabilized and then 
sharply trended downward starting about 2007. The period since 2007 is remark
able. The Federal Reserve adopted a quantitative easing policy (QEP) in 2008, 
designed to inject very large amounts of base money into the system to offset the 
decline in GDP. From 1959 to 2007 the monetary base increased on average by 6.7 
percent and the M2 money supply increased 7.0 percent, suggesting a close rela
tionship between changes in base money and money over a long period of time; 
however, from 2008 to 2015 base money increased 23.0 percent but M2 money 
increased only 6.5 percent. 
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Figure 12.1. Monetary Base (MB), M2 Money Supply and M2 Money Multiplier (M2M), 
1959 to 2015. Source: FRED, Federal Reserve Bank of St. Louis. 

Base money since 2007 increased primarily because the Federal Reserve pur
chased large amounts of Treasury securities and mortgage-backed bonds. This is 
remarkable for two reasons: first, as a result of QEP, base money has increased 
more since 2007 than any time in the entire history of the Federal Reserve; and, 
second, QEP has not had the effect on the growth of M2 as predicted by past values 
of the money multiplier. Why? 

The multiplier framework can provide some insight. An increase in the e ratio 
(excess reserves to transaction deposits) will lower the M2 multiplier so that, for 
any given increase in base money, the increase in M2 money is less. Until 2008 
excess reserves earned zero interest, so that depository institutions had an incen
tive to maintain a low ratio of excess reserves to checking deposit liabilities. The 
average e ratio from February 1984 to August 2008 (Figure 12.2, solid line) was 
0.002; that is, depository institutions held excess reserves on average equal to 0.2 
percent of checking deposit liabilities. The sharp spike in the ratio in September 
2001 is associated with the terrorist attack on the United States. The average e 
ratio from September 2008 to April 2016 was 1.3; that is, depository institutions 
since the financial crisis started with the collapse of Lehman Brothers in September 
2008 are now holding excess reserves on average equal to 130 percent of checking 
deposit liabilities. This is one of the reasons for the significant decline in the value 
of the M2 multiplier in recent years, illustrated in Figure 12.1. 
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Figure 12.2. Ratio of Excess Reserves to Checking Deposits, February 1984 to April2016. 
Source: FRED, Federal Reserve Bank of St. Louis. 

There are two factors that account for the significant increase in excess reserves 
held by depository institutions since 2008. First, depository institutions have been 
reluctant to lend as the economy continues to operate below its potential even as of 
20 16; the Dodd-Frank Act of 2010 has imposed a number of restrictions that render 
depository institutions more risk-averse than previously; and the intense criticism 
of financial institutions as the cause of the Great Recession by many politicians has 
increased risk aversion. Second, since October 2008 the Federal Reserve has paid 
interest on both required and excess reserves. At present the rate on both required 
and excess reserves is 0.5 percent, or 50 basis points, and, combined with histori
cally low interest rates and greater risk aversion, depository institutions have had 
an incentive to hold onto excess reserves that earn 0.5 percent. 

The interest on required reserves is designed to offset the implicit tax on deposi
tory institutions for holding required reserves at zero interest. The interest on excess 
reserves is a new monetary policy tool, discussed in the next chapter, designed to 
assist the Federal Reserve in targeting the federal funds rate. 

Fourth - are the inverted pyramid and money multiplier frameworks no longer 
useful for monetary policy? The inverted pyramid framework remains correct as a 
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description of a modem monetary system, and, as predicted by the inverted pyramid 
framework, there is a positive relationship between base money and the money 
supply greater than one; that is, changes in base money generate a greater-than-one 
change in the money supply and, in tum, changes in the money supply influence 
economic activity. 

At the same time, the framework is not sufficiently stable to be the foundation of 
monetary policy over the short run. In fact, the Federal Reserve, and central banks in 
general, have shifted attention away from the money supply to influencing interest 
rates as the channel for monetary policy to influence the economy, as discussed in 
the next chapter. 



Chapter 13 

Step 2: The Tools of Monetary Policy; and Step 3: 
Monetary Policy Instruments 

13.1 Introduction 

As part of the sequence of central bank policy, in Step 2 the central banks are seen 
to possess a set of tools used to influence base money, the money supply, credit and 
interest rates, and thereby influence general economic activity. The basic tools of 
monetary policy are the same for virtually all central banks. The tools of monetary 
policy are like the tool set used by a mechanic in an automobile repair shop. The 
mechanic knows how he/she wants to adjust the engine to improve performance 
(final target), but without a set of wrenches, sockets, electronic and other types 
of tools there is no way the intentions of the mechanic can be realized. Like the 
mechanic, central banks have a basic set of tools they apply to the financial sector, 
which, in turn, influences the overall economy. 

The tools of monetary policy are directed to influence a policy instrument (Step 
3), which in tum influences economic activity (Step 4), which in tum is designed to 
achieve the final policy target or targets (Step 5). There are two categories of policy 
instruments: first, measures of the money supply; and, second, key interest rates. 
Measures of the money supply are a quantity variable and include base money (the 
monetary base or high-powered money) and various measures of the money supply, 
such as Ml, M2, etc. The key interest rate is a price variable, and is the interbank 
interest rate or the federal funds interest rate in the United States. 

This chapter discusses the tools of monetary policy, issues regarding the choice 
of policy instrument, and the policy instruments used by the Federal Reserve. 

13.2 The Tools of Monetary Policy and the Decline of Selective Tools 

The tools of monetary policy are divided into three categories: general tools, 
selective tools and announcement tools, or what the Federal Reserve once 
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referred to as "moral suasion", more recently referred to as "forward gui
dance". 

The general tools are designed to influence the overall supply of loanable funds 
to the economy while the selective tools, in contrast, are designed to influence the 
supply of loanable funds to specific sectors of the economy. That is, the general 
tools are focused on the overall supply of credit, permitting the market to allocate 
the overall supply of credit, while the selective tools are focused on the allocation 
of credit determined by the central bank. Another analogy can help make the dis
tinction. Consider a large forest. The general tools are focused on influencing the 
overall size of the forest and not concerned with how individual trees fall or grow to 
achieve an overall change in the size of the forest. The selective tools are focused 
on influencing specific trees in the forest, even though changes in specific trees 
impact the overall size of the forest. 

In practice, the general tools emphasize the general impacts while selective tools 
highlight the selective impacts. At one time central banks relied on both general and 
selective tools; however, selective tools have become a relatively minor part of the 
tools of monetary policy used by most central banks. Setting margin requirements 
by the Board of Governors is the only remaining selective tool of monetary policy 
available to the Federal Reserve. At one time it was thought that increasing the mar
gin requirement would limit credit going into the stock market while lowering the 
margin requirement would increase credit going into the stock market. This turned 
out to be incorrect, and, while margin requirements are still a selective tool of the 
Federal Reserve, the fact they have not been used since 197 4 indicates their effec
tive demise. In 1974 they were set at 50 percent, and they have not been changed 
since. 

What accounts for the reduced reliance on selective tools of monetary policy? 
There are five reasons. First, they simply don't work very well. Credit is fungible, 
and any effort to influence the amount of credit in any part of the financial system 
is likely to generate innovations to circumvent the selective control. The margin 
requirement, for example, can be circumvented by using general credit to purchase 
equities rather than a security loan that uses the securities as collateral. Second, 
selective controls are administratively expensive and cumbersome to implement; 
they require a large amount of resources. Third, selective controls in the past have 
often had unintended consequences and generated economic and financial distress; 
for example, interest rate controls over consumer credit have hurt the very groups 
they were designed to protect, and Regulation Q interest rate ceilings on saving 
and time deposits were directly responsible for the collapse of the S&L industry 
in the 1980s. Fourth, selective credit controls are inconsistent with the open and 
competitive financial systems that have developed during the past four decades as a 
result of deregulation and financial liberalization. Fifth, the general tools, especially 
open market operations, are far more effective in influencing economic activity than 
any selective tool of monetary policy. 
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13.3 General Tools of Monetary Policy 

The general tools of monetary policy are designed to influence base money, the 
money supply and interest rates. There are three traditional general tools and two 
new general tools that are utilized by the Federal Reserve. The traditional general 
tools are: open market operations; discount policy; and changes in reserve require
ments. The two new general tools of monetary policy are: interest paid on excess 
reserves, introduced in 2008; and the term deposit facility, introduced in 2010. The 
two new tools have not been used to any great extent, there is uncertainty as to how 
they will be used in the future and there is debate as to whether they effectively 
contribute to the Federal Reserve's ability to conduct monetary policy. 

Open market operations: Open market operations are reflected by the Fed
eral Reserve's holdings of security (S in Table 12.1) and were used to illustrate 
the money supply process in the T accounts in Chapter 12. Whenever the Fed
eral Reserve purchases securities, reserves of depository institutions increase and, 
hence, base money increases, dollar for dollar. Whenever the Federal Reserve sells 
securities, reserves of depository institutions decrease and, hence, base money 
decreases, dollar for dollar. 

Open market operations are divided into permanent and temporary operations. 
Permanent open market operations involve the outright purchase and sale of Trea
sury securities, government-sponsored enterprise debt securities and mortgage
related securities without any commitment to the sellers and purchasers, respec
tively. Temporary open market operations include purchases of these securities 
under agreements to resell to the dealer at a set time, amount and price (repurchase 
agreement, repo or RP) and sales of these securities under agreements to repur
chase from the dealer at a set time, amount and price (reverse repurchase agree
ment, reverse repo or reverse RP). The RP temporarily increases base money and 
the reverse RP temporarily reduces base money. Technically, RPs and reverse RPs 
involve buying to resell and selling to repurchase securities, but in essence they are 
short-term collateralized loans that rarely extend beyond 14 business days. In the 
past temporary open market operations were used to offset short-term movements 
in reserves, but, since QEP, RPs have become the primarily tool used to target the 
federal funds rate, as the Federal Reserve has not significantly engaged in perma
nent open market operations for a number of years since the 2008/2009 financial 
crisis. 

Open market operations have historically been the most important tool of mone
tary policy for a number of reasons, discussed below; however, since 2007 the secu
rities used in open market operations have changed significantly. Up through 2007 
open market operations were confined mainly to operations in Treasury securities, 
but as part of the quantitative easing policy, starting in 2008, the Federal Reserve 
has not only greatly expanded its holdings of Treasury securities but also made 
open market purchases of mortgage-backed bonds to support the housing sector. 
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Figure 13.1. Holdings of Treasury Securities by the Federal Reserve, January 2003 to May 
2016. Source: FRED, Federal Reserve Bank of St. Louis. 

Figure 13.1 shows the Federal Reserve's holdings of Treasury securities from 
January 2003 to May 2016, and indicates a dramatic increase after 2007. Figure 
13.2 indicates the Federal Reserve's holdings of mortgage-backed securities from 
January 2003 to May 2016. The Federal Reserve held no mortgage-backed securi
ties prior to February 2009. The holdings of both Treasury securities and mortgage
backed bonds have changed little since late 2014 as the Federal Reserve has rolled 
over these securities to maintain their level. Since then the Federal Reserve has 
relied on temporary open market operations to target the federal funds rate, as well 
as using the two new tools discussed below. 

Open market operations account for the overwhelming source of base money. 
Federal Reserve assets as of May 18, 2016, were $4.47 trillion; of this amount, 
Treasury securities represented 55.0 percent and mortgage-backed securities rep
resented 39.4 percent. 

Discount policy: This is, essentially, the lender of last resort function of the 
central bank, available to assist depository institutions to manage their liquidity 
requirements in times of distress. Discount policy actually consists of two compo
nents, referred to as the cost effect and the administration effect. The cost effect 
occurs when the Federal Reserve changes the discount rate to increase the cost or 
reduce the cost of borrowing from the Federal Reserve. The administration effect 
occurs when the Federal Reserve sets the loan standards for borrowing by deposi
tory institutions. 
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Figure 13.2. Mortgage-Backed Securities Held by the Federal Reserve, January 2003 to 
May 2016. Source: FRED, Federal Reserve Bank of St. Louis. 

Increased lending by the Federal Reserve increases reserves dollar for dollar. 
In the following balance sheets, the Federal Reserve makes a loan to depository 
institution no. 1. 

Federal Reserve balance sheet 

Assets Liabilities 

Loan to depository institution Reserve deposit of depository 

no. 1 institution no. 1 

+$100,000 +$100,000 
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Depository institution no. 1 balance sheet 

Assets Liabilities 

Reserves Loan from Federal Reserve 

+$100,000 +$100,000 

When no. 1 pays off the loan, reserves and base money decline. In the first decade 
of the Federal Reserve the discount policy was regarded as the primary tool of 
monetary policy, designed to serve two purposes: control the money supply and 
provide the channel for lender of last resort services. The discount policy was never 
a very effective general tool of monetary policy, because it is rather inflexible and 
the initiative does not reside completely with the Federal Reserve. The Federal 
Reserve can set the discount rate and loan standards, but the depository institutions 
have to come to the Federal Reserve in order for the discount policy to work. 

The discount policy plays a relatively minor role in determining base money. As 
of May 18, 2016, outstanding loans to depository institutions represented only a 
fraction of a percent of Federal Reserve assets. During periods of economic and 
financial distress, however, such as in 2008 and 2009, loans can become a large 
component of base money. 

Changes in reserve requirements: The Federal Reserve can set the tier 3 reserve 
requirement from 8 to 14 percent, and it has been 10 percent for over two decades. 
However, since the current reserve requirement system became effective in 1986, 
the tool has been used only once, in 1991 and 1992, when the reserve requirement 
on Eurodollar and large CDs was reduced from 3 to 0 percent and when the tier 
3 reserve requirement on checking accounts was reduced from 12 to 10 percent. 
Changes in the reserve requirement, represented by rr in the above expressions, 
do not change reserves or base money but, rather, change the size of the money 
multiplier. Increasing rr reduces the size of the multiplier and reduces the money 
supply for any given level of base money. Decreasing rr increases the size of the 
multiplier and increases the money supply for any given level of base money. 
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Reserve requirements are not an effective tool of monetary policy. They are 
powerful - in fact, too powerful and inflexible. Even small changes in the reserve 
requirement generate large changes in the money supply; for example, using the 
value of the M2 money multiplier of 4.375 determined in the Chapter 12 example, 
if rr increases from 0.10 to 0.11, the money multiplier declines to 4.268 - and the 
money supply declines by 2.5 percent. More important, frequent changes in the 
reserve requirement would be burdensome to depository institutions and adminis
tratively difficult to implement, since depository institutions meet reserve require
ments on a lagged basis. In other words, the current reserve requirement is based 
on an average of deposits over a past period, such as two weeks. 

It is unlikely that reserve requirements will be used as a general tool of mone
tary policy given they have been unchanged for over two decades and the Federal 
Reserve has expressed no indication they will be used in a flexible manner in the 
future. Reserve requirements are important, however, because they are the major 
foundation of the inverted pyramid representation of a modern monetary standard. 

Paying interest on excess reserves: The Federal Reserve pays interest on required 
reserves to mitigate the fact that a reserve requirement without interest is an implicit 
tax, since required reserves cannot be used to generate interest income. The Federal 
Reserve pays interest on excess reserves because, according to the Federal Reserve, 
paying interest provides it with better ability to target interest rates. If the target fed
eral funds rate were 2 percent, depository institutions with excess reserves would 
have an incentive to supply excess reserves to the federal funds market at rates 
well below 2 percent, since excess reserves earned 0 percent. This would make it 
more difficult for the Federal Reserve to achieve a 2 percent federal funds rate; 
however, by paying interest on excess reserves, starting October 2008, the Federal 
Reserve can place a floor on the federal funds rate by providing a disincentive for 
depository institutions to supply funds at rates below the interest rate on excess 
reserves. This has become increasingly important since 2008 to the present. Until 
2008 excess reserves held by depository institutions were small, generally repre
senting less than 10 percent of total reserves, but starting with QEP, in late 2008, 
excess reserves have increased significantly (Figure 13.3) as a percentage of total 
reserves. 

There are at least three rationales for the new general tool of monetary policy. 
First, paying interest on excess reserves allows the Federal Reserve to better target 
the federal funds rate in the presence of large holdings of excess reserves. Sec
ond, paying interest provides another method to influence money and credit by 
influencing the e ratio in the money multiplier, to provide incentives for depository 
institutions to hold excess reserves at a level appropriate for the goals of monetary 
policy. Third, the Federal Reserve has indicated that, at some point, it will reduce 
the historically high levels of assets and base money generated after 2008 so that 
the Federal Reserve will have better control over the level of excess reserves as it 
pursues an "exit strategy". 
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Figure 13.3. Excess Reserves as a Percentage of Total Reserves of Depository Institutions, 
February 1984 to May 2016. Source: FRED, Federal Reserve Bank of St. Louis. 

Tenn deposit facility: The Federal Reserve offers term deposits to depository 
institutions, much like depository institutions offer large COs to the public. By 
varying the interest paid on term deposits the Federal Reserve can influence the 
amount of deposits purchased by depository institutions. An increase in interest 
paid, which in the recent past has been slightly above the rate paid on reserves, 
provides an incentive for depository institutions to purchase term deposits, which, 
in tum, reduces reserves and base money. A decrease in interest paid has the oppo
site effect. To date term deposit transactions have been relatively small, and it is 
not clear what role they will play as a general tool of monetary policy in the future. 

13.4 Moral Suasion and Forward Guidance 

There is a long history of central banks trying to influence behavior in the financial 
system, through announcements ranging from closed-door meetings with represen
tatives of the financial system to speeches by central bank officials and central bank 
announcements. At one time the Federal Reserve referred to this policy approach 
as "moral suasion", and defined the policy as an effort to persuade depository insti
tutions and the financial system to behave in a certain manner without using the 
force of the traditional tools of monetary policy. The "moral" part of the policy is 
to remind depository institutions and the financial system to conduct their oper
ations not only for individual profit but with an economy-wide or public policy 
perspective. The "suasion" part involves efforts to persuade depository institutions 
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and the financial system to conduct their operations in line with the objectives of 
the Federal Reserve without having to make any change in the general or selective 
tools of monetary policy. 

Moral suasion continues to be used by the Federal Reserve and many central 
banks, and, in some instances, has evolved into forward guidance, as used by the 
Federal Reserve and Bank of Japan. The difference between moral suasion and 
forward guidance is determined by differences in the degree of transparency of 
the intention and the degree to which the intention is binding. Moral suasion is a 
communication of a general intention or concern of the central bank, without details 
on the intended action of the central bank if the market does not follow the central 
bank's intension. A well-known and now famous example of this type of moral 
suasion is a speech given by then governor Alan Greenspan in 1996. Stock prices 
were increasing rapidly and there was concern both within and outside the Federal 
Reserve of a stock market bubble. Greenspan reminded his audience that the then 
current stock market appeared to be governed by irrational exuberance instead of 
economic fundamentals. The phrase quickly became a part of the economic and 
financial language. Despite Greenspan's warning, the Federal Reserve did nothing 
of significance to slow the increase in stock prices, which continued for another 
three years. 

Forward guidance is much more specific and presents a public promise to follow 
a specific policy in the context of a specific set of conditions; for example, both 
the previous governor, Ben Bernanke (2006-2014), and the current governor, Janet 
Yellen (2014 to present), have made it clear in speeches and announcements that the 
Federal Reserve will maintain low interest rates for a period of time and indicated 
the conditions that would require an increase in interest rates. Forward guidance is 
thus a specific announcement of what the central bank intends to do under certain 
circumstances and is designed to anchor public expectations of what the central 
bank will do in the future. 

Are moral suasion or forward guidance useful tools of monetary policy? While 
forward guidance is a form of central bank transparency, and thus contributes to 
improved central bank performance in general, both moral suasion and forward 
guidance suffer from two basic problems. First, the central bank is seldom clear 
as to what it will do under what conditions; that is, moral suasion is not always 
as transparent as claimed. Second, and more important, the impact of central bank 
policy is achieved through actual operation of the traditional tools of monetary 
policy. It is action rather than words that are important. 

13.5 The Monetary Policy Instruments 

There are two basic policy instruments used by central banks: the money supply and 
interest rates. The first is a quantity variable that includes base money and various 
measures of the money supply, and the second is a price variable represented by 
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Figure 13.4. Why Policy Instruments Matter. 

an interbank interest rate. Policy instruments are also referred to as intermediate 
targets of monetary policy, as opposed to final policy targets (Step 5). The policy 
instruments can be understood by considering the following four issues. First, why 
does the central bank target a policy instrument? Second, how does the central 
bank use the general tools to target the policy instruments? Third, can the central 
bank target both money and the interest rate at the same time? Fourth, which policy 
instrument is best? 

Why policy instruments? Figure 13.4 illustrates why policy instruments are 
important. There is a great deal of "economic distance" between the central bank 
(Step 1) and the final policy targets (Step 5). 

Think of the final policy target as an archery target at one end of the football 
field with the central bank at the other end. The tools of monetary policy (Step 2) 
are the arrows let loose by the central bank (Step 1 ), but 300 feet is a long distance. 
Many of the arrows miss the target surface entirely while those that hit the target 
surface have a low probability of hitting the bullseye. Also, the misses provide little 
information on how to adjust the pull of the bow and the angle of the arrow, because 
it takes a long time for an arrow to travel 300 feet and the target surface is not easily 
visible from that distance. This is monetary policy without policy instruments. 

Now place an intermediate target at the 50-yard line in the form of a rod with a 
wire circle on top. The length of the rod and the circumference of the circle need to 
have a meaningful relationship with the bullseye at the end of the field on the target 
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surface. Assuming the rod's length and size of the circle are designed properly, 
if the central bank can fire an arrow through the circle the probability is high the 
arrow will hit the target surface, and there is now a reasonable probability of getting 
a bullseye. The probability of hitting the intermediate target is much greater than 
hitting the final target. Also, failure to get the arrow through the intermediate target 
provides feedback information as to how the pull on the bow and angle of the arrow 
need to be adjusted to get the arrow through the intermediate target and achieve the 
final target objective. This is monetary policy with policy instruments. Figure 13.4 
also illustrates why policy instruments are often referred to as intermediate targets 
of central bank policy. 

The general tools and the policy instruments: The general tools influence the 
money supply and interest rates. First, consider how the tools influence the money 
supply. 

The money multiplier framework shows how each of the tools influence the 
money supply. Open market operations and the discount policy change base money. 
Open market purchases increase reserves and base money while open market sales 
decrease reserves and base money. A lower discount rate and/or less restrictive 
loan standards increase reserves and base money while a higher discount rate 
and/or more restrictive loan standards decrease reserves and base money. Changes 
in reserve requirements change the value of the money multiplier rather than 
base money. Increases in reserve requirements decrease the money supply while 
decreases in reserve requirements increase the money supply for any given level of 
base money. 

The two new tools also have predictable effects on the money supply. Higher 
(lower) interest on excess reserves decreases (increases) the money supply by 
decreasing (increasing) the money multiplier. Higher (lower) interest on term 
deposits offered to depository institutions decreases (increases) reserves and base 
money. 

Second, to the extent that the general tools influence base money and the money 
supply, do they influence interest rates as well? Any increase in reserves and base 
money contributes to a rightward shift in the supply of loanable funds and reduces 
interest rates. Any decrease in reserves and base money contributes to a leftward 
shift in the supply of loanable funds and increases interest rates. Even though 
changes in reserve requirements do not change reserves or base money, they will 
still influence interest rates. A decrease in reserve requirements will shift the sup
ply of loanable funds to the right since part of required reserves becomes excess 
reserves and is now available to support more lending by depository institutions. An 
increase in reserve requirements will shift the supply of loanable funds to the left, 
since any excess reserves will become required reserves and depository institutions 
will reduce lending. 

Table 13.1 summarizes how each of the general tools influence the money supply 
and interest rates. 
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Table 13.1. Response of the Money Supply and Interest Rates to the General 
Tools of Monetary Policy 

Open market operations Money Interest rate 

Outright open market operations 
Purchase securities t -J, 
Sell securities -J, t 

Temporary open market operations 
RP (purchase securities with agreement to resale) t -J, 
Reverse RP (sell securities with agreement to repurchase) -J, t 

Discount policy 
Decrease discount rate and/or decrease loan standards t -J, 
Increase discount rate and/or increase loan standards -J, t 

Change reserve requirements 
Decrease reserve requirements t -J, 
Increase reserve requirements -J, t 

Interest on excess reserves 
Decrease interest on excess reserves t -J, 
Increase interest on excess reserves -J, t 

Term deposit facility 
Decrease interest on term deposits t -J, 
Increase interest on term deposits -J, t 

Can the central bank target both the money supply and interest rates at the same 
time? No. If the central bank targets the interest rate, the money supply will have 
to change to ensure that the interest rate target is met, while, if the central bank 
targets the money supply, the interest rate will have to change to ensure that the 
money supply target is met. Figures 13.5 and 13.6 illustrate this point. 

In Figure 13.5, panel A, the central bank targets the interest rate at 10 percent, 
which we assume is the equilibrium interest rate determined by DLF 1 and SLF 1• 

SLF 1 has embedded in the function a $10 billion M2 money supply. As we dis
cussed earlier, however, there are many fundamentals that influence the demand for 
and supply ofloanable funds: changes in income, institutional factors that influence 
demand and supply, uncertainty, risk and expected profits, government deficits, 
inflationary expectations, etc. As a result, the demand and supply functions will 
shift and change the equilibrium interest rate. If the central bank targets the interest 
rate at 10 percent it will be required to change the money supply to offset move
ments in the demand and/or supply function; for example, panel B indicates a shift 
in the demand function to the right from DLF1 to DLF2 as a result of an increased 
government deficit, causing the market interest rate to increase from 10 to 12 per
cent. The central bank is thus required to increase the money supply to, say, $20 
billion, and thus shifts the supply function to the right from SLF1 to SLF2 to offset 
the upward pressure on the interest rate and maintain the interest rate at the target 
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Figure 13.5. Targeting the Interest Rate Requires the Central Bank to Change the Money 
Supply to Achieve the Interest Rate Target. 

level of 10 percent. Thus, targeting the interest rate requires the central bank to use 
the money supply to achieve the target. 

Figure 13.6, panel A, illustrates a money supply target of $10 billion embed
ded in the supply function, SLF 1, but, again, demand and supply change over time 
and change the equilibrium interest rate. If the central bank continues to target the 
money supply at $10 billion, the interest rate needs to change to bring the demand 
for and supply for loanable funds into balance. Thus, targeting the money supply 
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Figure 13.6. Targeting the Money Supply Requires the Central Bank to Permit the Interest 
Rate to Change to Achieve the Money Supply Target. 
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requires the central bank to permit the interest rate to fluctuate to achieve the money 
supply target. In panel B, the demand for loanable funds shifts to the right from 
DLF1 to DLF2 as a result of an increased government deficit. In order to target the 
money supply at the $10 billion embedded in the supply function, the central bank 
will have to allow the interest rate to increase from 10 percent to 12 percent, as 
illustrated in panel B. Thus, targeting the money supply requires the central bank 
to allow the interest rate to change to achieve the target. 

Which policy instrument is best? Monetary policy can influence the real econ
omy through either the money supply or the interest rate channel. One policy instru
ment is not correct and the other incorrect - both are correct; however, there are 
practical issues to determine a preference for one or the other. 

In the past half -century central banks have largely used interest rates as the policy 
instrument, with the exception of a short period in the 1980s when central banks, 
including the Federal Reserve, focused on the money supply. That money-supply
focused policy was considered unsuccessful, and central banks returned to targeting 
interest rates. There are four practical reasons why central banks use interest rates 
as the policy instrument. 

First- definitional issues: The money supply is not an easy variable to define, 
and, even if one can reasonably measure money at a point in time, financial innova
tion will likely change the definition of money over time. Even though M2 money 
stock is widely accepted as a reasonable definition of the nation's money supply, 
it remains an imprecise definition of money. Interest rates in contrast are easy to 
define. 

Second - measurement issues: Even if one accepts M2 as "the" definition of 
money, statistically M2 cannot be accurately measured on a week-to-week or even 
month-to-month basis, seriously limiting its usefulness as a policy instrument. 
Interest rates can be measured accurately day by day and even within the day. 

Third- control issues: Central banks have less control over the money supply 
than they did in the past as a result of variation in the money multiplier, which 
many attribute to the wider range of financial assets available to the public as the 
result of deregulation and financial liberalization. In contrast, central banks do have 
significant influence over short-term interest rates. At the same time, this advantage 
has a caveat. While central banks can influence very short-term interest rates, their 
influence over medium- and long-term interest rates is much less certain. The longer 
the term of the interest rate, the more important inflationary expectations. 

Fourth- relationship to economic activity issues: At various times there has been 
a close and direct relationship between money and economic activity; however, the 
relationship between money and economic activity during the past several decades 
has become unstable for ongoing monetary policy. Central banks have turned to 
the interest rate channel in the belief it provides a better foundation connecting the 
tools of monetary policy with the final policy targets. 
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Despite arguments in favor of interest rates as the policy instrument, the money 
supply remains fundamentally important, because, over the longer run, inflation and 
deflation are inherently related to the growth rate of the money supply. A central 
bank that puts the money supply on the back burner and focuses only on interest 
rates is a central bank that will finds its policy to be one of "trouble in River City". 



Chapter 14 

Step 4: The Central Bank Model of the Economy 

14.1 Introduction 

Step 1 of the sequence of central bank policy focused on the institutional design of 
the central bank in general and the institutional design of the Federal Reserve in par
ticular. The actual formulation and execution of monetary policy are concentrated 
in a central committee in most central banks. In the case of the Federal Reserve, 
the FOMC is the center point of the formulation and execution of monetary 
policy. 

Step 2 of the sequence focused on the monetary policy tools and how the central 
bank, in the context of the money supply process, is able to influence the money 
supply, interest rates and credit. Central banks and the Federal Reserve possess a 
variety of general monetary policy tools, but for all practical purposes open market 
operations are the tool of monetary policy, because they are powerful and flexible 
and the initiative to use the tool resides solely with the central bank, whereas the 
other tools lack at least one of these characteristics. 

In Step 3 of the sequence, the tools are directed toward one of two monetary 
policy instruments -the monetary aggregates or interest rates -in order to increase 
the probability of monetary policy achieving its final policy target or targets. The 
central bank can target only one instrument because the other instrument is required 
to change in order to achieve the target of the chosen instrument. Monetary aggre
gates are, ultimately, an important part of central bank policy, because in the long 
run inflation or deflation are directly related to the monetary aggregates, but in the 
shorter run the interest rate is the preferred policy instrument. 

This chapter moves to Step 4 and provides an overview of the evolution, histor
ical development and current version of macroeconomic models to understand the 
formulation and execution of monetary policy. 

294 
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14.2 Macroeconomic Models of the Economy: Beginnings 

Central bank policy from the time central banks began to function in the eigh
teenth and nineteenth centuries has always been conducted in the context of some 
understanding of the interrelationships between important macroeconomic vari
ables of the economy - GDP, unemployment, prices, money, interest rates, credit, 
etc. - and how central bank policy actions influence specific variables (policy 
instruments) to influence other variables (final policy targets). Macroeconomic 
models of the economy first became part of the discussion of political economy 
as early as the late eighteenth century, when a group of French political economists 
developed the Tableau economique - a simple macroeconomic model of an econ
omy. However, it wasn't until the early post-WWII period that macroeconomic 
models became an important part of economics and central bank policy. Two devel
opments elevated the role of models for central bank policy. 

First, in The General Theory, published in 1936, Keynes provided a set of build
ing blocks or basic tools to develop macroeconomic models of the economy. While 
much of the original Keynesian model has not withstood the test of time, the lasting 
contribution of Keynes was to provide a set of tools or building blocks that permit 
the rigorous development of macroeconomic models used by central banks. Aside 
from the other contributions of Keynes, which continue to be debated, central bank 
policy owes a debt to Keynes for providing the framework to build macroeconomic 
models to guide monetary policy. 

Second, in order to determine whether the macroeconomic model provides a 
reasonable description of the relationships between the variables in the model, the 
model must be subject to empirical verification. The verification involves a tremen
dous amount of complex estimation that was not possible until after WWII, when 
computer technology for the first time permitted economists to subject their vari
ous hypothesis about economic variables and models to empirical testing. By the 
1960s macroeconomic modeling and estimation had become a standard part of cen
tral bank policy and economic research in general. 

14.3 Why Models Are Important and the Historical Evolution of Models 

The model used by the central bank is important for three reasons. 

1 The model provides insight into the long-run equilibrium of the economy; for example, 
is there a tendency for actual real GDP to return to potential real GDP (PGDP) or is it 
possible for actual GDP to persist above or below PGDP for long periods of time? Or, if 
GDP has a tendency to return to PGDP, is the transition to equilibrium stable or unstable 
and is the transition rapid or slow? The answers to these questions are fundamentally 
important regarding the inherent stability or instability of a market economy and the 
need for an activist government to stabilize the market economy. 
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2 Governments attempt to influence the economy by fiscal and monetary policy to achieve 
specific goals, such as a specific GDP growth rate, inflation, etc., or to reduce the fluc
tuations in economy activity (for example, reducing the fluctuations in the GDP gap). 
Fiscal policy consists of changing government spending and taxes to influence aggregate 
demand while monetary policy consists of changing the money supply to change interest 
rates and credit and, thereby, change aggregate demand. The model provides insights into 
whether fiscal or monetary policy can influence the economy as claimed, the channels 
of influence and whether one government policy is preferable to the other. In this regard, 
the model provides insight into which final policy target is reasonable. 

3 With regard to monetary policy, the model provides the "road map" of how to use the 
tools of monetary policy to target a policy instrument, which, in turn, influences the real 
sector with the objective to achieve the final policy target or targets. 

There are three historical stages of the basic macroeconomic model used by 
central banks: the Classical period (1776 to 1936); the Keynesian period (1936 to 
1970s); and the Neoclassical and Neo-Keynesian period (1970s to present). 

Classical period ( 1776 to 1936): Adam Smith's Wealth of Nations, published in 
1776, outlined a simple system of natural liberty. Self-interest and competitive mar
kets in the context of limited government would provide incentives to individuals 
to maximize their own individual wealth and, hence, the nation's economic wealth, 
as if led by an "invisible hand". That is, competition would ensure that the nation's 
potential output was as high as possible given its resource base and technology, 
as well as provide incentives to innovate and expand markets to increase potential 
output over time. Some writers raised an issue that perhaps Smith's engine of pro
duction might produce too much, generate overproduction or underconsumption 
and generate a long-term "glut". In 1803 a French political economist, J. B. Say, 
answered this concern. Say hypothesized a law of supply and demand to answer this 
question that came to be known as Say's law of markets. Say's law states that "sup
ply creates its own demand", because the act of production generates the income 
necessary to purchase the output, and, hence, while short-term gluts are possible, 
long-term gluts are not possible as long as competition and flexible prices and 
wages adjust in response to excess supply or demand in any market. 

Say's law of markets is inherent in the QTM introduced in Chapter 2: 

MV=PY (14.1) 

where M is the nation's money supply; Vis the velocity of money, indicating how 
rapidly money is exchanged for goods and services; Y is real GDP; and P is the 
price level. 

V is considered stable in the long run and Y is at its potential level in the long 
run as a result of flexible prices, wages and interest rates. Output in the long run 
is at its potential level because any difference between actual and potential GDP 
or difference between actual and natural unemployment would generate changes 
in prices, wages and interest rates to eliminate any excess supply or demand in 
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the market. The essence of Say's law of markets is that departures of actual GDP 
from potential GDP are possible, but self-correcting forces will return GDP to its 
potential or natural equilibrium in the long run. 

In the short run, changes in M impact V and Y as well as P, but, after markets 
adjust to the change in the money supply, V will return to its long-run level and 
Y will return to its potential level. P is the only variable in the QTM that will 
adjust to the change in the money supply in long-run equilibrium. That is, money 
is nonneutral in the short run, in that changes in M will impact both output and 
prices, but in the long run money is neutral in that it has no impact on the real 
performance of the economy other than to change prices (and nominal wages and 
nominal interest rates) in a one-to-one relationship. 

Fiscal policy should focus on a balanced budget, and efforts to use govern
ment spending and/or taxes to generate deficits to stimulate the economy were not 
required and, if pursued, would have no net effect on the economy even in the short 
run because government deficits "crowded" out private spending. 

The basic elements of the QTM were understood by the end of the nineteenth 
century, but the complete model with Say's law of markets would not be specified 
until the early post-WWII period. The Classical period lacked the macroeconomic 
model building blocks, which would not be developed until Keynes. Despite the 
lack of a detailed specification of the Classical model at the time of the Classical 
period, the implications of the model were widely understood and widely accepted. 

1 A competitive market economy is inherently stable and does not require an activist gov
ernment to achieve economic stability or economic growth. 

2 Government should play a nonactivist and minimal role by providing for the protection 
of private property; certain public goods, such as roads, bridges and other infrastructure; 
and national defense. 

3 Government budgets should be balanced, and efforts by government to use taxes and/or 
spending to influence the economy are not necessary because the economy is inherently 
stable and will grow at its long-run potential. In addition, any effort to influence the 
economy by increased government spending without changing taxes (deficit spending) 
is subject to "crowding out"; that is, a $1.00 increase in government spending is offset by 
a $1.00 decrease in private spending. The Classical model views government spending as 
neutral even in the short run because of these crowding -out effects. The Classical view of 
government budgets was to spend as little as possible and offset that necessary spending 
with tax revenues; that is, the government budget should be balanced over time. 

4 Monetary policy is nonneutral in the short turn, but neutral in the long run. 
5 Monetary policy, in the sense of controlling the nation's money supply, should be nonac

tivist and focus on providing a money supply that meets the needs of trade and maintains 
price stability over the long run; that is, in the context of the QTM, M should grow to 
satisfy any changes in V and P over time in such a manner that P remains constant. On 
occasion, the central bank should provide lender of last resort services to maintain finan
cial stability. 
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6 The gold standard and fixed exchange rates are viewed as an effective constraint on 
excessive monetary and/or fiscal policy. Excessive monetary growth will generate cur
rent account deficits that, in turn, will lead to an outflow of gold to the surplus country 
and correct the excessive monetary growth. Insufficient monetary growth will generate 
current account surpluses, which, in turn, will lead to an inflow of gold and correct the 
insufficient monetary growth. 

The industrialized world during much of the nineteenth century accepted these 
basic views of how the economy functioned, the limited role of government and 
the nonactivist role of monetary policy. During much of this period monetary pol
icy was nonactivist and constrained by the need to maintain a fixed exchange 
rate. 

The Keynesian period (1936 to 1970s): The Great Depression in the United 
States and much of the Western world was a major turning point in economic mod
els and policy. The Great Depression officially started in the United States, accord
ing to the NBER, in August 1929, preceding the October 1929 collapse of the stock 
market. The deep collapse of the economy contradicted the Classical perspective: 
markets did not appear inherently stable and there was little evidence the economy 
would return to its potential level of output. There was intense pressure on gov
ernment to shift from a nonactivist to an activist mode. The crisis was as much 
political as economic, given that four countries, based on different economic and 
political institutions, appeared to have avoided the Great Depression: Hitler's Ger
many, Stalin's Russia, Mussolini's Italy and Hirohito's Japan. These four countries 
were not based on competitive market economies, limited government and demo
cratic political institutions; hence, the Great Depression was not only an economic 
crisis but a political crisis for market-oriented economies. 

In The General Theory, Keynes rejected the Classical model, based on the QTM 
and Say's law of markets, offered an alternative model of how the macroecon
omy functioned, explained why periods such as the Great Depression occurred and, 
most importantly, offered a set of policies rooted in expanded government that were 
required to stabilize a market economy. The model introduced by Keynes differed 
from the Classical perspective in the following ways. 

1 The market economy was inherently unstable and required an activist government to 
achieve economic stability and economic growth. Say's law of markets was incorrect. 
Aggregate demand or total spending, not aggregate supply, determined economic activity. 

2 The Great Depression was due to insufficient aggregate demand from the private sec
tor, and, as a result, actual GDP would remain below its potential and actual unemploy
ment would remain above its natural level as long as private spending was insufficient. 
There was no market mechanism to stimulate private aggregate demand, and, even if one 
existed, "[i]n the long run we are all dead", to quote Keynes. 

3 Government should play a large and activist role in the economy beyond the basic func
tions accepted in the Classical period. In particular, governments needed to manage 
aggregate demand. 



14.3 Why Models Are Important and the Historical Evolution of Models 299 

4 Government had a responsibility to use fiscal and monetary policy to stabilize the econ
omy by managing aggregate demand. Fiscal policy could increase (decrease) aggregate 
demand by increased (decreased) spending or decreased (increased) taxes. Monetary pol
icy could increase (decrease) aggregate demand by increased (decreased) money to then 
decrease (increase) interest rates. Fiscal policy had a direct effect on aggregate demand 
while monetary policy had an indirect effect on aggregate demand through the financial 
system. 

5 Keynes suggested fiscal policy was a more effective tool than monetary policy because 
fiscal policy had a direct effect on aggregate demand while monetary policy's indirect 
effect was like "pushing on a string", because of certain relationships between money, 
interest rates and investment. 

6 Fiscal and monetary policy had the ability to influence real output in both the short and 
long run; that is, unlike the Classical model, fiscal and monetary policy were nonneutral 
in both the short and long run. 

It is difficult to overstate the impact The General Theory had on macroeconomic 
modeling and public policy in the first part of the post-WWII period. The view 
that government was able to manage aggregate demand and offset the inability 
of a private market economy to achieve economic stability, full employment and 
economic growth was widespread. 

Neoclassical-Neo-Keynesian period ( 1970s to present): The Keynesian perspec
tive dominated economic modeling, fiscal policy and monetary policy for several 
decades until the early 1960s, when a debate known as the monetarist-Keynesian 
debate emerged. The monetarist component of the debate refers to the fact the dis
cussion was initiated by a debate over the role of money in the economy, but soon 
spread to a larger number of issues. The debate lasted about two decades, and by 
the late 1970s the Keynesian model and public policies based on the model were 
found wanting in many respects. 

The original Keynesian perspective was replaced with a more rigorously restated 
version of the Classical model and QTM. The debate covered many economic 
issues and impacted macroeconomic modeling and public policy not only in the 
United States but throughout much of the world. The monetarist-Keynesian debate 
was part of a broader reevaluation of the role of government in the economy far 
beyond just monetary and fiscal policy. The debate focused on the role of gov
ernment regulation and administrative influence over economic forces in general, 
and even over the structure of political institutions. In the last part of the twen
tieth century the outcome of the debate led to major institutional changes in the 
role of government, as most countries permitted a greater role for market forces 
in the allocation of resources, both domestically and internationally, than they had 
previously. 

Four outcomes of the debate are particularly notable with respect to the Keyne
sian model and its policy implications. 

First- no long-run glut: The Keynesian view that actual GDP could be in equi
librium below its potential- a long-run glut - was based on specific assumptions 
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about labor markets. Flexible prices and wages were an important part of the self
correcting mechanism of a market economy in the Classical view. Keynes, how
ever, argued that, while wages were flexible in an upward direction with increased 
demand for labor, they were rigid in a downward direction in the face of decreased 
demand for labor. This was due to "money illusion", or an inability on the part of 
workers to distinguish between nominal and real wages, with workers focused only 
on nominal wages. Workers resisted reductions in nominal wages even if the fall 
in wages was less than the fall in the general price level, which would increase real 
wages. The downward rigidity of nominal wages eliminated an important market 
mechanism for reducing any excess supply of labor. 

Research suggested this assumption was inconsistent with economic theory, in 
that continued inability to distinguish between nominal and real wages was difficult 
to accept over time. The actual behavior of nominal and real wages also contra
dicted the assumption of downward wage rigidity. Once the assumption of down
ward wage rigidity was dropped, the Keynesian model became a more sophisticated 
version of the Classical model, with flexible wages and prices. That is, though 
the framework was Keynesian, the voice of the QTM and Say's law of markets 
emerged. 

Second- monetary policy more powerful than fiscal policy: Keynes and many 
Keynesians regarded monetary policy as a weak tool of stabilization and instead 
emphasized fiscal policy as the stabilization tool. The view that monetary pol
icy was impotent while fiscal policy was potent depended on specific assump
tions about the channels of monetary and fiscal policy to influence total spend
ing. Economic theory and empirical evidence, however, showed these assumptions 
to be incorrect. In fact, the empirical evidence suggested monetary policy even in 
the Keynesian model was far more powerful than fiscal policy. By the 1970s the 
crowding-out effects of fiscal policy were widely accepted, though considerable 
debate remains even to the present regarding the size of the crowding-out effect to 
increased government spending. 

Third- fiscal policy and monetary policy do not determine the long-run growth 
path: Monetary policy and fiscal policy have both been shown to be neutral in the 
long run, and much of the research raised questions as to whether fiscal policy could 
be nonneutral even in the short run. In other words, neither policy could change the 
long-run growth of the economy by managing aggregate demand, and the long-run 
performance of the economy was more the result of aggregate supply, not aggregate 
demand. 

Fourth - Keynesian activist policies contributed to economic and financial dis
tress: The Keynesian perspective promised that activist government management 
of the economy would smooth out the business cycle, maintain full employment, 
encourage economic growth and achieve a reasonable rate of inflation. Keynesian 
activist policies based on both fiscal and monetary policy by the 1970s, however, 
were largely responsible for high and unstable inflation rates throughout much of 



14.3 Why Models Are Important and the Historical Evolution of Models 301 

the world. These policies were based on a version of the Keynesian model known 
as the Phillips curve, to be discussed below. Not only did the activist policies gen
erate high rates of inflation, they also generated high rates of unemployment, or 
"stagflation": the worst of both worlds- high inflation and high unemployment. In 
the United States, policies based on Keynesian activist fiscal and monetary policy 
were directly responsible for the Great Inflation. 

Nor did government management of financial flows fare much better. The man
aged fixed exchange rate system collapsed in 1973 and the extensive set of interest 
rate regulations and portfolio controls in domestic financial systems were respon
sible for intense financial and economic distress in many countries. In the United 
States, the collapse of the S&L industry can be directly traced to the combination of 
inflationary monetary policy and efforts to administer the financial system through 
interest rate ceilings and portfolio constraints. 

In sum, these four outcomes- that the economy eventually returns to its potential 
output in the long run; monetary policy is a more effective tool of stabilization 
than fiscal policy; monetary policy is nonneutral in the short run but neutral in the 
long run; and fiscal and monetary policies based on the Keynesian model were 
largely responsible for the Great Inflation in the United States as well as inflation 
throughout much of the world for over two decades- are generally accepted. In 
addition, while the debate started over the role of money in the economy (hence the 
reference to the monetarist-Keynesian debate), the debate was far more extensive 
than one over money. As a result, it shifted to a debate between Keynesians and 
non-Keynesians. However, while there is general agreement about the above four 
issues, there are other aspects of the debate that remain unresolved. Two aspects of 
the continuing debate are especially important for the formulation and conduct of 
monetary policy. 

First, a major difference between the new or neo-Keynesian and non-Keynesian 
perspectives that continues to the present is the degree to which the private economy 
is inherently unstable or stable and how long it takes the self-correcting mechanism 
of the market to return the economy to long-run equilibrium. Keynesians regard the 
private sector as unstable, and, even if the economy eventually returns to its poten
tial performance, the process is not smooth nor rapid. It is not smooth because pri
vate spending, especially investment spending, is driven by "animal spirits" and, 
hence, is unstable. The phrase "animal spirits" was used by Keynes in the 1936 
General Theory to characterize private investment spending. Keynesians no longer 
emphasize rigid wages but, instead, argue that "sluggish" wage and price adjust
ments due to "frictions" make any return to long-run equilibrium long and painful. 
Embedded in this view is a statement made by Keynes in 1923 regarding how long 
it took for the economy to adjust to a change in the quantity of money: "In the 
long run we are all dead." The Keynesian perspective now accepts the Classical 
view that, in the long run, Say's law of markets is correct; however, Keynesians 
regard this as an interesting theoretical result that has little importance for the role of 
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government to manage aggregate demand to offset demand and supply shocks to 
the economy. 

Non-Keynesians dispute these claims. In the absence of government policy, the 
private economy is far more stable and the return to equilibrium is far quicker than 
claimed by Keynesians. They attribute much of the instability and less than rapid 
return to equilibrium to government policy, not some inherent instability in the 
market. They argue that much of the apparent instability in the economy, especially 
the most intense periods such as the Great Depression, Great Inflation and Great 
Recession, are the outcome more of policy mistakes by the government than of 
any inherent instability in the private sector. That is, while Keynesians emphasize 
market failure and the need for government stabilization to offset market failure, 
non-Keynesians emphasize government failure and the need to shift to a nonactivist 
role for government. 

Second, as a result of the Keynesian view that the private economy is inherently 
unstable and driven by "animal spirits", combined with the view monetary policy 
is a more effective stabilization tool than fiscal policy, Keynesians regard monetary 
policy as the stabilization tool, and believe monetary policy should be flexible, 
have more than one final policy objective and not be restrained by "rules". That 
is, monetary policy should be formulated and executed by "enlightened discretion" 
rather than any rule (Blinder, 1999, p. 49), or what has more recently been labeled 
"constrained discretion" (Bernanke, 2003). 

In contrast, non-Keynesians regard "enlightened discretion" or "constrained dis
cretion" as a source of many policy errors made by central banks. In particular, cen
tral banks under "enlightened discretion" have a tendency to emphasize employ
ment over price stability, have a tendency to maintain easy monetary policy even 
when the evidence suggests a shift to tighter policy is desirable and have a ten
dency to overreact to demand and supply shocks because of lags in the effect of 
policy. The issue of lags is important, and will be discussed in the next chapter. In 
addition, "enlightened discretion" renders central banks more susceptible to politi
cal influence. As a result, non-Keynesians argue that central bank policy should be 
restrained by rules that clearly focus on final policy targets that the central bank is 
capable of achieving and for which it should be held accountable for achieving. 

The two perspectives of central bank policy were most clearly stated over four 
decades ago by two of the major participants in the monetarist-Keynesian debate, 
Franco Modigliani and Milton Friedman. 

Modigliani in his 1976 presidential address to the American Economic Associa
tion stated the Keynesian perspective as follows (Modigliani, 1977, p. 1, emphasis 
in original): 

In reality the distinguishing feature of the Monetarist school and the real issues of dis
agreement with non-Monetarists [Keynesians] is not monetarism but rather the role that 
should probably be assigned to stabilization policies. Non-Monetarists accept what I 
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regard to be the fundamental practical message of the General Theory: that a private 
enterprise economy using an intangible money needs to be stabilized, can be stabilized, 
and therefore should be stabilized by appropriate monetary and fiscal policies. 

Friedman, a decade earlier in his 1967 presidential address to the American Eco
nomic Association, warned that the type of monetary policies advocated by Key
nesians would have adverse outcomes on the economy (Friedman, 1968, p. 6): 

[W]e are in danger of assigning to monetary policy a larger role than it can perform, in 
danger of asking it to accomplish tasks that it cannot achieve, and, as a result, in danger 
of preventing it from making the contribution that it is capable of making. 

The two perspectives persist to the time of this writing, but history and economic 
research suggest the Keynesian perspective has not fared well. History shows that 
monetary policy mistakes, especially during the Great Depression, the Great Infla
tion and, most recently, the Great Recession, have contributed to much economic 
and financial distress, not just in the United States but in other countries. In some 
cases, central banks have learned from their mistakes, but the tendency to manage 
the economy is difficult to resist, especially when governments use central banks 
to postpone making difficult structural reforms in the economy. We will return to 
this issue in the closing chapter of this book. 

14.4 After Keynes: Evolution of the Central Bank Model of the Economy 

It is now time to provide a detailed technical discussion of models in order to under
stand central bank policy as they evolved after the Keynesian assumption of down
ward wage rigidity was replaced with the Classical assumption of flexible prices 
and wages. There are two complementary model perspectives that provide insight 
into the model behind current central bank formulation and execution of monetary 
policy- the Phillips curve and the aggregate demand/supply model. Both illus
trate the same points and provide the same policy implications, as well as provide 
a framework to understand the continuing debate between the Keynesian and non
Keynesian perspectives of central bank policy. 

14.5 The Rise of the Phillips Curve 

Keynesian models in the early post-WWII period began to move away from simply 
assuming downward wage rigidity to explain multiple macroeconomic equilibria, 
in which full employment was only one possible outcome, and the nonneutrality of 
monetary policy in the long run. Economics focused more on "frictions" in wage 
and price adjustments that prevented market forces to work as rapidly as claimed by 
the Classical economists. The most influential contributor to this new perspective 
of the Keynesian model was A. W. Phillips. 
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Figure 14.1. The "Old" Phillips Curve Relationship between Wage Inflation and Unem
ployment, Published by A. W. Phillips in 1958. Source: Phillips (1958), p. 295. 

Phillips in 1958 suggested and estimated a statistical relationship between wage 
inflation and unemployment (Phillips, 1958). Phillips hypothesized the following 
relationship between wage inflation and unemployment: 

w = f(UN) (14.2) 

where w is the annual percentage change in nominal wages; the unemployment 
rate, UN, is a measure of excess supply in the labor market; and the functional rela
tionship is inverse- that is, higher (lower) unemployment generates lower (higher) 
inflation. 

The original estimated relationship was based on percentage changes in nominal 
wages and the unemployment rate for the United Kingdom from 1860 to 1913, and 
is presented in Figure 14.1. The fitted curve is the solid line while the dots are the 
scatter points of data coordinates. It should be noted that Phillips was not the first 
to suggest such a relationship, but the 1958 paper by Phillips is considered the 
foundation paper for a body of literature on the Phillips curve that emerged in the 
first part of the post-WWII period. 

The fitted relationship indicated a statistically significant inverse relationship 
between wage inflation and unemployment. Phillips expressed the hypothesis and 
estimated the curve in terms of wage inflation, but the relationship can just as easily 
be expressed in terms of percentage changes in the price level, making the reason
able assumption that there is a direct relationship between wages and prices. 
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Figure 14.2. The Samuelson-Solow "Old" Phillips Curve Relationship between Inflation 
and Unemployment- an Approximation for 1960. Source: Samuelson and Solow (1960), 
p. 192. 

In 1960 Paul Samuelson and Robert Solow, both eventual Nobel Prize winners, 
reviewed similar data for the United States and, based on 25 years of data on infla
tion and unemployment, offered their perspective on the Phillips curve (Figure 
14.2). The Phillips curve in Figure 14.2 was not an estimated curve but an approx
imated curve based on a review of the data. Samuelson and Solow were among 
the first, however, to claim the Phillips curve could be used to guide demand man
agement policies; for example, the government could manage aggregate demand to 
achieve either point A (lower inflation but higher unemployment) or point B (higher 
inflation but lower unemployment). 

The two papers generated an intensive effort to estimate the Phillips curve for 
different countries, different time periods and different data sets, and within a few 
years the Phillips curve had become an important expression of the Keynesian per
spective and Keynesian policies. Four reasons account for the widespread accep
tance of the Phillips curve at that time. 

First, the Phillips curve relationship appeared statistically robust, in that many 
studies found that a simple regression between price inflation (or wage inflation) 
and unemployment appeared to fit the data and appeared stable over time. 

Second, the Phillips curve incorporated the Keynesian view an economy did 
not always equilibrate at full employment. Equilibrium in terms of inflation and 
unemployment could occur anywhere along the Phillips curve; that is, the economy 
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could equilibrate at the upper left-hand part of the curve, with low unemployment 
and high inflation, or at the lower right-hand part of the curve, with high unem
ployment and low inflation. In other words, Say's law of markets did not apply, 
since equilibrium could occur at any point of unemployment (output), but only one 
point was associated with full employment. In technical terms, there were multiple 
equilibrium outcomes of the economy depending on aggregate demand only one 
of which was full employment. 

Third, the Phillips curve focused on two important variables representing the 
economic welfare of the public - inflation and unemployment - and indicated 
that government aggregate demand management could "purchase" higher real eco
nomic performance (lower unemployment) by stimulating the economy with more 
inflation. Likewise, lower inflation rates could be "purchased" with slower eco
nomic growth by using aggregate demand management to reduce spending. The 
hypothesized relationship suggested a long-run tradeoff between two important 
indicators of economic welfare that governments could exploit with aggregate 
demand management. 

Fourth, the Phillips curve suggested other government policies to better man
age the economy and increase economic growth. Aggregate demand management 
could move the economy along a given Phillips curve, but institutional changes 
could shift the curve to the left so that any inflation rate would be associated with 
a lower unemployment rate. Institutional changes such as job training programs 
to increase skills; labor exchange information networks to better match jobs with 
those looking for work; better education; and wage and price controls were all advo
cated as policies to shift the Phillips curve to the left, thus improving economic 
welfare. 

The Phillips curve became the foundation of monetary policy for over two 
decades in the 1960s and 1970s. It was widely used to illustrate the policy choices 
facing monetary policy and used to rationalize the role of government stabilization 
policy, as emphasized by Modigliani (1977). The Phillips curve was a standard 
and important part of textbooks in monetary economics and macroeconomics. It is 
difficult to overstate the influence the Phillips curve had on monetary policy and 
government demand management policy in general, as well as efforts to restructure 
the economy. 

14.6 The Fall of the Phillips Curve and Rise of the "New" Phillips Curve 

In the 1970s and 1980s the stable Phillips curve disappeared. Panel A of Figure 14.3 
indicates the typical inverse relationship between inflation and unemployment for 
the 1960s, but in the 1970s and 1980s the Phillips curve relationship is no longer 
apparent (panel B of Figure 14.3 ). In fact, during much of the Great Inflation period, 
in the United States and other countries, there was a positive relationship between 
inflation and unemployment - stagflation. In fact, it was during this time that the 
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"misery index" was coined, defined as the sum of the inflation rate and the unem
ployment rate. 

There were two reactions to the disappearance of the Phillips curve. First, those 
who regarded the Phillips curve as an important foundation for monetary policy 
attempted to reestablish the relationship by including various control variables -
changing the demographics of the labor force, as females became a larger part of the 
labor force, or expected inflation - to reflect a shifting Phillips curve that might be 
better able to account for the type of inflation/unemployment coordinates illustrated 
in panel B of Figure 14.3. These efforts were largely unsuccessful, and, even if a 
set of control variables could have been identified to account for a shifting Phillips 
curve, the usefulness of the relationship for aggregate demand management was 
greatly diminished. The attraction of the Phillips curve was that it was a stable 
relationship between two important variables subject to influence by government 
policy. 

Second, as part of the monetarist-Keynesian debate, Edmund Phelps and Mil
ton Friedman, who would both eventually receive Nobel Prizes, demonstrated that 
the Phillips curve relationship was fundamentally flawed, as was the underlying 
Keynesian model, and could not be used as a foundation for monetary or fiscal 
policy. They revised the Phillips curve relationship in the context of the Classical 
macroeconomic model, referred to as the natural unemployment rate hypothesis, 
or, for simplicity, the "new" Phillips curve. In the "new" version, there is a short-run 
Phillips curve that is dependent on the expected inflation and a long-run Phillips 
curve that is independent of inflation. Combined, they show that monetary policy 
is nonneutral in the short run, but neutral in the long run. Hence, there is no way 
government demand management can exploit a claimed tradeoff between inflation 
and unemployment. 

The "old" Phillips Curve was based on an inverse relationship between infla
tion and unemployment, as given in Expression 14.2; however, this expression 
implies an unrealistic view of how wage contracts are established. The demand for 
and supply of labor are dependent on real wages and not nominal wages, though, 
institutionally, the worker and employer can only bargain over the nominal wage. 
Nonetheless, it is the real wage that determines their willingness to supply and 
demand labor, respectively. Expression 14.2 needs to be rewritten as follows: 

w-p = f(UN) (14.3) 

where w is the percentage changes in nominal wages, p is the percentage change 
in the general price level and UN is the actual unemployment rate. 

Expression 14.3 needs to be further rewritten, because it is not the current infla
tion rate that is of concern to workers and employers but the expected inflation rate 
over the period of the wage contract: 

W-Pe =f(UN) (14.4) 

where Pe is the expected inflation rate. 
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Expression 14.4 still needs further rewriting, because UN is not a reliable mea
sure of excess supply or demand in the labor market. Excess demand or supply has 
meaning only with reference to a base, and that base is the natural unemployment 
rate, NUN. That is, if UN > NUN there is excess supply of labor and if UN < NUN 
there is excess demand for labor. Hence, the rewritten expression is 

w- Pe = f(NUN- UN) (14.5) 

or, in terms of price inflation, 

P- Pe = f(NUN- UN) (14.6) 

The "new" Phillips curve in Expression 14.5 or 14.6 is fundamentally different 
from the "old" Phillips curve. The Phillips curve incorporates expected and actual 
inflation, and the relationship between actual and natural unemployment depends 
on their relationship. 

This can be illustrated in two steps. First, we consider the mechanical implica
tions of Expression 14.6; and, second, we then provide a narrative of how the new 
Phillips curve functions to generate the mechanical results. 

Mechanically, the new Phillips curve implies the following relationships 
between actual GDP and potential GDP, PGDP, and between actual unemployment, 
UN, and natural unemployment, NUN: 

If p > Pe• then UN < NUN and GDP > PGDP 

If p < Pe. then UN > NUN and GDP < PGDP 

If p = Pe• then UN= NUN and GDP = PGDP (14.7) 

These mechanical relationships can be understood by considering Figure 14.4. 
The vertical line is the long-run Phillips curve, LRPC, indicating there is no rela
tionship between natural unemployment and the inflation rate. The natural unem
ployment rate is determined by the resource base of the economy, labor participa
tion, productivity, capital accumulation, efficiency of the labor and product markets 
and technology. Changes in these fundamental determinants will shift the LRPC to 
the right or left, but the natural unemployment rate for which the LRPC is defined is 
not influenced by the inflation rate, since it is vertical at the natural unemployment 
rate. 

To see why the LRPC is vertical at the natural unemployment rate, consider how 
equilibrium employment and the natural unemployment rate are determined in the 
labor market, illustrated by Figure 14.5. The demand for labor is an inverse function 
of the real wage rate (W/P); that is, as the real cost of labor declines, the quantity 
of labor demanded increases. The supply of labor is a positive function of the real 
wage rate; that is, as the real return from working increases, the quantity of labor 
supplied increases. The equilibrium employment is N 1 at (W /P) = 1.0. The amount 
of unemployment associated with N 1 determines the natural unemployment rate, 
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NUN. If the actual inflation rate is 5 percent then, in order for the real wage to equal 
1.0, wage inflation must also be 5 percent. That is, workers require 5 percent wage 
growth at a 5 percent inflation rate to supply N 1 workers. Employers are willing 
to employ N 1 workers at a 5 percent wage growth factor because they expect the 
prices of the products they sell and their nominal profit to also increase by 5 percent; 
therefore, a 5 percent wage growth factor maintains the real wage rate of 1.0. What 
happens if the inflation rate increases or decreases? 

Assume the actual inflation rate increases to 7.5 percent. With a 5 percent wage 
growth factor the real wage rate declines to less than 1.0 and the quantity of labor 
demanded will increase from N 1 to N2, but the quantity of labor supplied will 
decline from N1 to N3. There is now an excess demand for workers, which cannot 
be satisfied if wages continue to grow at 5 percent. The wage rate growth factor will 
be bid up to 7.5 percent and eliminate the excess demand. When the higher inflation 
rate of 7.5 percent is incorporated into wage contracts, the equilibrium employment 
remains unchanged at N 1• That is, the real wage rate remains the same whether the 
inflation rate and wage growth are 5 percent or 7.5 percent. Now assume the actual 
inflation rate decreases from 5 percent to 2.5 percent With a 5 percent wage growth 
factor the real wage rate increases above 1.0 and the quantity of labor demanded 
decreases from N1 to N3, but the quantity of labor supplied increases from N1 to 
N3. There is now an excess supply of workers, which drives down the growth of 
wages until the excess supply is eliminated. The wage growth factor declines from 5 
percent to 2.5 percent, the equilibrium real wage is 1.0 and the equilibrium employ
ment is N 1• That is, the real wage rate remains the same whether the inflation rate 
and wage growth are 5 percent or 2.5 percent. 

Figure 14.5 shows that equilibrium employment and the associated natural 
unemployment rate are determined by real variables - the real wage rate and how 
the real wage rate influences the quantity of labor supplied and demanded. What
ever the inflation rate, the market will require the wage inflation factor to equal the 
inflation rate so as to maintain the equilibrium real wage rate. Hence, in the long 
run, after wages adjust to the excess demand for or supply of workers, the equilib
rium employment and natural unemployment rate are independent of the inflation 
rate - the LRPC is vertical at the natural unemployment rate. 

Back to Figure 14.4. PC1 is a short-run Phillips curve with an embedded 
expected inflation rate of 5 percent. PC 1 intersects the LRPC at an actual infla
tion rate of 5 percent (point A); hence, the actual and expected inflation rates are 
the same, indicating UN = NUN and GDP = PGDP. 

Why is the economy in equilibrium when the actual and expected inflation rates 
are identical in Figure 14.4 at point A? All economic decisions and economic con
tracts are determined by real rather than nominal prices; that is, the demand for and 
supply of labor are dependent on the real wage rate and not nominal wages, and 
the supply of and demand for loanable funds are dependent on the real interest rate 
and not the nominal interest rate. Focusing on these two markets in the economy, 
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the labor market is in equilibrium when the real wage is equal to the demand for 
and supply of labor, and the real interest is equal to the supply of and demand 
for loanable funds. How do these two markets incorporate any given inflation 
rate? 

The equilibrium real wage rate is consistent with any inflation rate as long as 
that inflation rate is the expected inflation rate that is incorporated into economic 
contracts. As already illustrated in Figure 14.5, as long as the wage growth rate is 
the same as the inflation rate, the equilibrium real wage rate is unchanged. How does 
this happen? The actual inflation rate eventually becomes the expected inflation rate 
and workers and employers incorporate the expected inflation rate into the labor 
bargain; that is, the long-run equilibrium employment level, N 1, is not impacted 
by the inflation rate as long as it is expected and incorporated into labor contracts. 
Workers and employers alike have an incentive to incorporate expected inflation 
into the wage contract since employment is ultimately determined by the real wage 
rate. Likewise, the equilibrium real interest rate is consistent with any inflation rate 
as long as the actual inflation rate is the expected inflation rate. 

Therefore, point A in Figure 14.4 is the long-run equilibrium, as is any point 
along the LRPC when the actual and expected inflation rates are identical. Starting 
from point A, assume the central bank expands the growth of money, increasing 
aggregate demand. In the short run, inflation will increase, output will increase and 
unemployment will decline as the economy moves along the PC1 from point A 
to point B. Why? Expected inflation remains at 5 percent even though the actual 
inflation rate has increased to 7.5 percent. As a result, both the real wage rate and the 
real interest rate decline below their equilibrium levels. Lower real wages increase 
employment above its natural level and lower real interest rates increase demand 
for loanable funds and investment above their natural levels. That is, at point B, 
UN < NUN and GDP > PGDP. This is only temporary, however. It takes time 
for markets to adjust their expected inflation rate to changes in the actual inflation 
rate, but, as the market begins to revise its expected inflation rate to the now higher 
7.5 percent actual inflation rate, wages and nominal interest rates will be adjusted 
upward until they return to their original equilibrium levels. 

Once the expected inflation rate is adjusted to the higher actual inflation rate of 
7.5percent, the short-run Phillips curve shifts from PC1 to PC2 and the economy 
returns to its natural equilibrium along the LRPC, where UN = NUN and GDP = 
PGDP, but at the higher inflation rate of 7.5 percent at point C. Hence, the short
run Phillips curve is ephemeral. It depends on the expected inflation rate and, as a 
result, cannot be used to obtain a long-run tradeoff between inflation and economic 
growth. 

The process works the same for a tighter monetary policy (Figure 14.6). In this 
case, the economy moves from point A to point B, because economic contracts 
incorporate a 5 percent inflation rate (PC1) but the actual inflation rate has declined 
to 2.5 percent. As a result, real wages and real interest rates increase, output declines 
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Figure 14.6. The "Old" and "New" Phillips Curves in the Context of Restrictive Monetary 
Policy. 

and unemployment increases. Once the lower inflation rate is incorporated into 
economic contracts, however, the short-run Phillips curve will shift to PC2 and 
return the economy to its long-run equilibrium in real terms at point C, but the 
actual and expected inflation rates are now 2.5 percent. 

14.7 Policy Implications and Continued Debate 

The new Phillips curve generates different policy implications for monetary policy 
from the old Phillips curve and the Keynesian model on which it is based. 

First, Say's law of markets emerges as the long-run equilibrium for the econ
omy. As long as one assumes flexible wages and prices, long-run equilibrium is 
characterized by the equality of UN and NUN and GDP and PGDP. The multiple 
equilibrium outcomes of the Keynesian model are simply incorrect in any model 
that assumes wages and prices are flexible and adjusts to eliminate excess supply 
and demand in product and labor markets. In the long run, Say's law of markets 
holds and Keynes ' view of long-run gluts is rejected. 

Second, monetary policy, fiscal policy or any government effort to manage 
aggregate demand can be effective only in the short run at best, in contrast to 
the Keynesian perspective. Monetary policy can move the economy along a given 
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short-run Phillips curve (from point A to B in Figures 14.4 and 14.6), but, once 
inflationary expectations are adjusted to the changed inflation rate, the economy 
returns to its natural long-run equilibrium (from point B to C in Figures 14.4 and 
14.6). That is, monetary, fiscal and other policies to change aggregate demand can 
be nonneutral only in the short run, but they are neutral in the long run. There 
is no Phillips curve tradeoff between inflation and economic activity that can be 
exploited by stabilization policy. 

Third, the new Phillips curve indicates that the only reasonable final policy tar
get for monetary policy (Step 5) is price stability. In the long run, central banks 
should focus their attention on the inflation rate, because there is a long-run rela
tionship between monetary growth and inflation, and the central bank is unable 
to change the natural equilibrium of the economy. NUN and PGDP are depen
dent on real fundamentals and can be influenced only by institutional changes that 
improve the efficiency of the economy, technology, capital accumulation, changes 
in the composition of the labor force and changes in labor productivity. That is, 
asking central banks to achieve additional objectives to influence real economic 
activity is counterproductive and interferes with their ability to achieve their pri
mary responsibility of long-run price stability. Another way to make the same point 
is that better monetary policy outcomes occur when central banks are less activist 
and focus instead on long-run price stability and being a lender of last resort on 
occasion. 

The first two implications of the new Phillips curve are widely accepted; how
ever, debate over the third continues. The neo-Keynesian perspective, which most 
central banks in the world operate under, is that the wage and price adjustments and 
the time it takes for actual inflation to be incorporated into economic contracts are 
neither smooth nor rapid. Many argue the short-run Phillips curve can be exploited 
to offset demand or supply shocks to the economy, smooth out the business cycle 
and still focus on long-run price stability. The Neoclassical view regards this as an 
overly simplistic view of how the economy works and ignores a number of prob
lems faced by central banks in their attempt to balance short-run influence over 
output and employment with their primary responsibility to achieve long-run price 
stability. 

We return to these issues in the next chapter, dealing with the formulation of 
monetary policy in the context of the new Phillips curve, the final policy targets 
and the rules versus discretion debate. 

14.8 The Aggregate Demand and Supply Model 

There is an alternative approach to the central bank model, based on the concepts of 
aggregate demand (AD) and supply (AS). AD is the total spending in the economy 
for output and AS is the total supply of output. The AD/ AS approach complements 
the new Phillips curve discussed above. It provides not only an alternative approach 
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to reaching the same point but a better foundation to see how monetary policy (and 
fiscal policy) influence the economy in the short run and long run. 

Aggregate demand: The AD function concept is illustrated in Figure 14.7. AD1 

indicates the total amount of spending (real GDP) at different inflation rates, hold
ing other things constant. The function is downward-sloping, and, while there is 
some similarity between the AD function in Figure 14.7 to market demand func
tions for a product, AD summarizes a rather complex macroeconomic model. Why 
is AD1 downward-sloping and what causes aggregate demand to shift from AD1 to 
either AD2 or AD3? 

The AD function is downward-sloping because real spending increases with 
lower inflation. This occurs through a number of channels. Two are especially 
important. First, lower inflation at any given nominal interest rate lowers the real 
cost of borrowing and, hence, increases spending on any component of GDP sen
sitive to interest rates. Second, lower inflation increases the real value of any finan
cial asset, such as bonds and stocks, increasing the wealth of financial portfolios, 
and thus it increases spending on a wide range of components of GDP. That is, 
lower inflation generates an increased amount of spending, other things held con
stant. Likewise, for the same reasons in reverse, higher inflation generates less total 
spending. 

The AD function shifts when any factor held constant changes. Any autonomous 
or exogenous change in a variable that influences spending or autonomous or 
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Figure 14.8. The Economy's Short-Run and Long-Run Aggregate Supply Functions. 

exogenous change in spending itself will shift AD. The terms "autonomous" or 
"exogenous" refer to a change in a variable unrelated to the variables in the model. 
We illustrated this concept in Chapter 1 by distinguishing between endogenous and 
exogenous changes in consumption. The same principle applies here. 

An autonomous or exogenous change in any of the following variables will shift 
AD to the right (AD1 to AD2) so that, at any inflation rate, output is higher: increase 
in the money supply; increase in governrnent spending; decrease in taxes; increase 
in exports, increase in consumption or investment; and decrease in the distress in 
the financial system (referred to as financial frictions). An autonomous or exoge
nous change in any of the following variables will shift AD to the left (AD1 to 
AD3) so that, at any inflation rate, output is lower: decrease in the money supply; 
decrease in governrnent spending; increase in taxes; decrease in exports, decrease 
in consumption or investment; and increase in distress in the financial system. 

Shifts in the AD function in either direction are often referred to as "demand 
shocks", because the changes in spending are not dependent on the variables in the 
model or the model itself. 

Aggregate supply: There is no difference between short- and long-run AD; how
ever, in the case of AS, we need to distinguish between short- and long-run AS 
(Figure 14.8), because, even though wages and prices are flexible, it takes time for 
wages and prices to adjust to changes in output. Why is the short-run AS upward
sloping? What causes short -run AS to shift? Why is long-run AS, denoted as LRAS, 
vertical? Why does LRAS shift? 
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Short-run AS is upward-sloping because, as output increases, more workers are 
demanded, wages increase and, because wages are the largest component of cost of 
most products, prices and inflation increase. Short-run AS is dependent on expected 
inflation, the GDP gap and "supply price shocks", according to the following: 

p=pe+aGap+z (14.8) 

where a determines how fast inflation responds to a change in the GDP gap and z 
is a price shock variable. 

The smaller (larger) a, the slower (faster) prices adjust to changes in the GDP 
gap. According to Expression 14.8, AS shifts to the left with an increase in expected 
inflation, an increase in the GDP gap or an increase in the price of some important 
product or service. That is, the inflation rate is higher at any level of output. AS 
shifts to the right with a decrease in expected inflation, a decrease in the gap or a 
decline in the price of some important product, such as oil. That is, the inflation 
rate is lower at any level of output. 

Long-run AS is vertical because, given sufficient time for prices and wages to 
adjust to excess demand or supply in any market, the economy will return to its 
natural equilibrium level. The LRAS is vertical at the potential GDP level for the 
same reason the LRPC is vertical at the natural unemployment rate. The LRAS 
function shifts for the same reasons the LRPC shifts- changes in the economy's 
resource base, changes in technology, etc. 

Short- and long-run equilibrium: Short- and long-run equilibrium in the context 
of the Phillips curve are illustrated in Figure 14.4 and 14.6. The same point can be 
illustrated with AD and AS. Figure 14.9 illustrates long-run equilibrium at point 
A, where the short-run AS 1 intersects AD1 along the vertical LRAS function at 
point A. 

First, let's see what happens when AD shifts because of a demand shock. Assume 
monetary policy stimulates AD, shifting AD1 to AD2, by increasing the money 
supply. The economy moves from point A to point B and GDP > PGDP (UN < 
NUN); however, this is only a temporary equilibrium. Higher expected inflation and 
higher wages shift the short-run AS to the left, and the leftward shift will continue 
as long as GDP > PGDP. Eventually, short-run AS will shift to AS2 and intersect 
AD2 at a higher inflation rate on the vertical LRAS, at point C. This is exactly the 
same outcome as illustrated in the Phillips curve discussion; that is, in Figure 14.4 
the economy moved from point A to B, and then, finally, to C, in response to an 
increase in the money supply. In fact, any demand shock that shifts AD to the right 
will generate the same sequence of events: higher output, lower unemployment and 
higher inflation in the short run, but a return to the original equilibrium output but 
with higher inflation (point C). 

Likewise, any demand shock that shifts AD to the left will first reduce inflation 
and output and increase unemployment, but these outcomes will shift the AS to the 
right and return the economy to its natural equilibrium, but at a lower inflation rate 
than existed before the negative demand shock. 
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Figure 14.10 illustrates what happens when AS shifts, or what is referred to 
as a "supply shock". Assume oil prices increase and shift AS from AS 1 to AS2• 

The leftward shift in AS intersects AD at point B, inflation and unemployment 
increase and output falls below its potential. The negative GOP gap reduces demand 
for workers, lowers wages and shifts the AS back to the right. How far will AS 
shift to the right? It will continue to shift until it returns to AS 1 and the economy 
returns to its potential level of GOP (point A). Keep in mind that the price shock 
assumes a one-time oil price increase. If oil prices decrease, the opposite sequence 
of events will take place: inflation decreases, output increases but eventually the 
positive GOP gap will increase wages and shift the AS back to its original position, 
at point A. 

Implications: The implications drawn from the Phillips curve discussion are 
repeated in the AD/ AS model. In the long run, the economy is in equilibrium at its 
natural level, determined by the resource base, technology, etc. Supply or demand 
shocks generate a GOP that can be greater or smaller than PGDP, but changes in 
prices and wages eventually return the economy to its natural equilibrium. Again, 
Say's law of markets emerges as the economy's long-run equilibrium. Likewise, 
monetary policy is nonneutral in the short run, but not the long run. The only rea
sonable final policy target for monetary policy is price stability. As with the Phillips 
curve case, however, there remains considerable debate about how smoothly and 
how rapidly the economy adjusts to a demand or supply shock. 
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Chapter 15 

Step 5: Final Policy Targets 

15.1 Introduction 

This chapter completes the sequence by discussing the final policy targets (Step 
5) from four perspectives. First, the evolution of the final macroeconomic policy 
targets for central banks are identified in terms of the same three periods of the 
evolution of macroeconomic modeling: Classical ( 1776 to 1936 ); Keynesian ( 1936 
to 1970s); and Neoclassical and Neo-Keynesian ( 1970s to present). Second, the 
primacy of price stability as the final policy target in the last part of the twentieth 
century is emphasized by discussing the adoption of explicit and implicit inflation 
targets by central banks. Third, the final macroeconomic targets are then placed in 
the context of the other responsibilities of the central bank, such as lender of last 
resort services, financial regulation and supervision, and other goals. Fourth, the 
specific final macroeconomic policy targets of the Federal Reserve are discussed 
in the context of the Federal Reserve's "dual" mandate. 

15.2 Evolution of the Final Policy Targets 

The Classical period ( 1776 to 1936): Prior to Keynes, central banks had two basic 
responsibilities: first, to manage the money supply so as to achieve price stability; 
and, second, to provide lender of last resort services in order to maintain financial 
stability in the context of a fractional and fiduciary-based monetary system. If the 
central bank conducted policy to achieve price stability, not only would the econ
omy grow more smoothly over time but it would grow at a stable rate of inflation, 
reducing the need to provide lender of last resort services. Central banks should 
resist the temptation to exploit the nonneutrality of money in the short run. The 
emphasis on a nonactivist central bank was consistent with the view the market 
was inherently stable and departures from potential output would be resolved by 
self-correcting economic forces. This approach to central bank policy did not claim 
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that it would end the business cycle but, instead, that it would reduce fluctuations 
in the GDP gap over time and contribute to a stable financial and monetary regime 
that would support economic growth. 

Likewise, fiscal policy should also be passive and nonactivist. In addition, even 
if there was a need for activist fiscal policy in the short run, it would not be effec
tive because of the crowding-out effects of government spending. That is, gov
ernment spending in the Classical period was regarded as not only neutral in the 
long run but also largely neutral in the short run. Fiscal policy should focus on a 
balanced and small budget limited to those specific roles required for government 
spending- protecting private property, providing certain public goods and national 
defense. 

The Keynesian period ( 1936 to 1970s): The Keynesian period technically starts 
with the publication of The General Theory in 1936, but, for all practical purposes, 
it was not until the post-WWII period that the Keynesian model and perspective 
dominated public policy in the United States and elsewhere. 

The Keynesian perspective emphasized the inherent instability of a market econ
omy driven by business "animal spirits", in contrast to the inherent stability view 
of the Classical period; the Keynesian perspective emphasized multiple long-run 
equilibriums with regard to output and employment, in contrast to the unique long
run full-employment equilibrium output view of the Classical period; and the Key
nesian perspective emphasized the need for activist monetary and fiscal policy to 
manage aggregate demand, as opposed to the Classical perspective of passive and 
nonactivist monetary and fiscal policy. 

In the first few decades of the Keynesian period Keynesians focused more on fis
cal policy than monetary policy as the major tool of economic stabilization, based 
on widely held views about key elements in the channels of how each policy influ
enced real output. Deficit spending had a direct effect on output since government 
spending directly increased output and lowered taxes directly increased consump
tion (and/or investment), which was a major component of output. In contrast, mon
etary policy had an indirect effect on output because changes in the money supply 
first impacted the financial system to change interest rates, which, in turn, would 
change spending, which was sensitive to interest rates. 

The effectiveness of both policies depended on two relationships embedded in 
the model: first, how much the interest rate responded to government deficits and 
the money supply; and, second, how spending responded to changes in the interest 
rate. Let's consider government deficit spending first. An increase in government 
deficit spending shifted aggregate demand (AD) to the right, but without a change 
in the money supply the interest rate had to increase, since the demand for loanable 
funds function (DLF) shifted to the right in the presence of an unchanged supply 
of loanable funds function (SLF). However, because the supply of loanable funds 
was interest-elastic (supply function with a small slope, or flatter rather than steep), 
the rightward shift in the demand for loanable funds would result in only a small 
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increase in the interest rate. It was also believed that investment spending (or other 
components of output) were rather insensitive to the interest rate, so that the small 
increase in the interest rate would have a small adverse impact on spending. Hence, 
government deficit spending had some crowding-out effects, but they were consid
ered small, so that the net effect of government deficit spending was to increase 
total spending. 

The same relationships that rendered fiscal policy potent rendered monetary pol
icy impotent. An increase in the money supply shifted AD to the right, but not nearly 
as far to the right as fiscal policy. This was because the supply of loanable funds 
had a small slope because it was interest-elastic, so that any increase in the money 
supply would shift the supply function to the right only a small amount and gen
erate only a small decrease in the interest rate. The insensitivity of spending to the 
lower interest rate would further weaken the ability of monetary policy to increase 
output. 

The same holds true for restrictive fiscal and monetary policy. Tight fiscal policy 
would lower interest rates only a small amount, which would have a small positive 
impact on spending, so that tight fiscal policy could effectively lower total spending 
on a net basis. Tight monetary policy would be able to increase interest rates only a 
small amount, which would have a small negative impact on spending, so that tight 
monetary policy would not be very effective in reducing spending. 

As part of the monetarist-Keynesian debate, the two relationships of the chan
nels of how fiscal and monetary policy influenced output were subject to empirical 
investigation. It was only in the late 1960s and 1970s that economists had the com
puting power to test the two relationships with actual data. The original Keynesian 
perspective proved to be incorrect. The nature of the supply of loanable funds indi
cated that the interest rate was far more sensitive to changes in aggregate demand 
caused by either fiscal policy or monetary policy and that investment spending was 
far more sensitive to the interest rate than previously believed. Hence, empirical 
research demonstrated that monetary policy was the instrument of economic stabil
ity and that fiscal policy was subject to larger crowding-out effects than previously 
believed. 

The shift in emphasis from fiscal to monetary policy did not, however, change 
the essential perspective of the Keynesian view, but only how Keynesian objectives 
would be achieved. By the 1970s monetary policy became the tool of economic 
stabilization in the Keynesian perspective. Central bank policy shifted from nonac
tivist to activist from both the long- and short-run perspective. There were several 
final targets of central bank policy in both the short and long run. In the long run, 
the central bank was able to select different combinations of inflation and employ
ment in the context of a stable long-run Phillips curve tradeoff between inflation 
and employment. In the short run, the central bank could use monetary policy to 
offsets demand and supply shocks to minimize fluctuations in the GDP gap over 
time. 
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The Neoclassical and Neo-Keynesian period ( 1970s to the present): In the 1970s 
this approach to central bank policy was found wanting, ushering in the Neoclas
sical aspect of this period. In response, a Neo-Keynesian perspective emerged that 
accepted much of the Neoclassical perspective but differed in several important 
respects. 

15.3 Neoclassical Perspective 

Five developments ushered in the Neoclassical perspective and replaced the orig
inal Keynesian perspective, which had dominated public policy in the first part of 
the post-WWII period. 

First- there is no long-run tradeoff between inflation and output: Central bank policy based 
on the Phillips curve did not generate the anticipated results. Easy monetary policy 
in the United States and throughout much of the world generated inflation but not 
much economic growth. In fact, many countries by the late 1970s were experiencing 
stagflation - high inflation and high unemployment at the same time. The inflation in 
the United States was so intense and the economic growth so low that the period from 
1965 to 1985 is referred to as the Great Inflation and ranks as one of the three most 
intense periods of economic and financial distress in U.S. history, the other two being 
the Great Depression and, most recently, the Great Recession. 

Second- only one long-run equilibrium: The Keynesian perspective of multiple equilibri
ums for output and employment was rejected, as the old Phillips curve was replaced 
by the new Phillips curve model and the assumption of downward fixed wages was 
replaced by the view that wages (and prices) were flexible in both directions. Mod
em macroeconomics based on Keynesian building blocks of AD and AS generated 
the same long-run results as the quantity theory of money. In the long run, any dis
turbance in the economy that caused actual output to differ from potential output (and 
actual unemployment to differ from natural unemployment) would generate economic 
forces to return the economy to a unique equilibrium in which actual and potential out
put (actual and natural unemployment) were identical. The long-run equilibrium of the 
economy as defined by potential output and natural unemployment were determined 
by the nation's resource base, technology and economic structure. 

Third - the primacy of price stability: In the new framework, monetary policy was neu
tral in the long run and inflation was the only macroeconomic variable that could be 
influenced in the long run by central bank policy. Hence, the final policy target of the 
central bank should be the inflation rate, and by achieving price stability central banks 
could make their most important contribution not only to a stable financial and mone
tary environment but also to sustained economic growth. This view was supported not 
only by the revised macroeconomic models but by world history. The Great Inflation 
period showed that economies that operated with high and variable rates of inflation 
experienced low and uneven economic growth and intense periods of financial dis
tress, such as the collapse of the S&L industry in the United States in the 1980s, which 
can be directly traced to flawed financial policy, interest rate ceilings on deposits and 
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inflationary monetary policy by the Federal Reserve. The few countries that avoided 
the Great Inflation, such as Japan, experienced much smoother and higher economic 
growth without the financial distress that characterized most countries that attempted 
to purchase economic growth with easy monetary policy. 

Fourth -fiscal policy is ineffective: Fiscal policy was nonneutral for all practical purposes 
in both the short and long run, as it was subject to significant crowding-out effects 
as well as other problems. Government should focus on a balanced budget and resist 
using the budget as an instrument of economic stabilization. 

Fifth - the private market is inherently stable in the absence of activist government pol
icy: The Keynesian perspective that the private economy was inherently unstable was 
challenged by both historical and econometric studies. These studies suggested gov
ernment stabilization and financial policy generated as much economic and financial 
distress as, if not more than, any inherent instability in the private market. The Great 
Depression and Great Inflation were shown to be importantly caused by policy errors 
by the government in regard to fiscal, monetary and financial policy. As mentioned 
in the introductory chapter of this book, even former Governor Bernanke of the Fed
eral Reserve admitted the role of the Federal Reserve in causing the Great Depression. 
Hence, the Classical view that the private economy was inherently stable reemerged 
and was the foundation of much of the deregulation and liberalization of economic 
institutions in the last part of the twentieth century. 

As a result of these five developments, the Neoclassical view emphasized two 
objectives for central bank policy: first, focus on long-run price stability; and, sec
ond, exercise caution in responding to short-run demand and supply shocks. If these 
policies were followed, central banks would make a significant contribution to eco
nomic growth and would be less needed to function as a lender of last resort. Let's 
examine each of the two objectives. 

15.4 A Steady and Low Rate of Inflation 

Central bank policy should focus on long-run price stability, because the inflation 
rate is the only long-run variable the central bank can determine. Inflation and defla
tion in the long run are inherently a monetary phenomenon, and central banks deter
mine the monetary growth rate over the long run; hence, price stability is the only 
final policy target the central bank can accomplish and be held accountable for. At 
times the central bank will need to provide lender of last resort services; however, if 
the central bank achieves price stability, the need for those services will be reduced. 

How is price stability defined? There are two aspects to this question- price sta
bility means low year-to-year variation in the inflation rate around the inflation rate 
target and a low inflation rate target. Hence, price stability is defined by achieving 
a specific inflation rate over time with a low variance. 

An average inflation rate of 2 percent over time is consistent with little or great 
year-to-year variation; that is, an inflation target of 2 percent over two years can be 



15.4 A Steady and Low Rate of Inflation 325 

achieved with either a 2 percent inflation rate in each year or a 0 percent inflation 
rate in the first year and a 4 percent inflation rate in the second year. The latter is not 
consistent with price stability. The central bank should achieve not only a specific 
inflation target but achieve that target with a rate whose year-to-year variation stays 
close to the target. This is because variation in the inflation rate, even if, on average, 
it equaled the inflation target, makes it difficult to formulate inflation expectations 
and incorporate them into economic contracts. High variation in the inflation rate 
on a year-by-year basis generates much uncertainty about the value of the nation's 
money supply and increases economic uncertainty. 

The inflation rate target should be low. Today, most central banks define price 
stability as an inflation rate of 2 percent per year. Why a low inflation rate target? 
According to the new Phillips curve, as well as the AD/ AS model, the economy can 
achieve long-run equilibrium at its potential output and natural unemployment rate 
at any inflation rate as long as the inflation rate is expected and incorporated into 
economic contracts. That is, these models suggest the central bank should be indif
ferent between a low and high inflation rate as long as it is steady and expected by 
the public. However, the higher the inflation rate, even if expected, the less efficient 
the economy in the long run. Another way to make the same point: the long-run 
Phillips curve has a slight positive slope and the long-run AS function has a slight 
negative slope, so that higher inflation, even if expected, generates higher natural 
unemployment and lower potential output than a lower inflation rate. Why? 

Inflation, even if completely expected, imposes at least three costs on society: 
menu cost, shoe leather cost and tax bracket creep. Menu cost refers to the need 
to devote resources to posting new prices. The higher the inflation rate, the greater 
the need to post new prices more frequently. Resources devoted to posting new 
prices have an opportunity cost. Shoe leather cost refers to resources the public 
devotes to managing their currency and checking accounts that pay small or zero 
interest. Currency pays no interest, small checking accounts often pay no interest 
and other checking accounts pay positive but low interest. The higher the infla
tion rate, the more these components of M2 decline in real value and the greater 
the incentives for the public to find ways to reduce their holdings of currency and 
demand deposits. The resources devoted to this endeavor, however, have an oppor
tunity cost. Tax bracket creep refers to the fact the tax system is not completely 
indexed to the inflation rate, so that the higher the inflation rate, the higher the real 
tax burden and the more resources are transferred from the private to the govern
ment sector. Government spends money less efficiently than the private sector in 
many cases, because government is spending other people's money. Tax bracket 
creep was significantly reduced in 1985 when the Reagan administration enacted 
legislation to adjust the tax brackets to the inflation rate, but important elements of 
the current U.S. tax system are still not indexed. 

Menu cost, shoe leather cost and tax bracket creep impose a cost on society; 
however, estimates of these costs are generally low for the range of inflation rates 
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experienced in the United States, especially as a result of the tax reforms in 1985. 
Nonetheless, these are real costs to inflation, even if they are quantitatively small; 
hence, a lower inflation target is better than a higher inflation target. Why not a 0 
percent inflation target? 

The generally accepted inflation rate of 2 percent as constituting price stability is 
based on the fact that price indexes have an upward bias. Depending on the size of 
the upward bias, a low positive inflation rate might actually mean deflation. Defla
tion of X percent has a much larger adverse effect on the economy than inflation 
of X percent because nominal interest rates are not less than zero under normal 
circumstances, though in Japan and some European countries, in 2015 and 2016, 
government bonds earned a small negative interest rate. Negative interest rates are 
the exception and depend on unusual circumstances that are not sustainable. Hence, 
the 2 percent inflation definition of price stability is widely accepted because it has 
only small resource cost effects on the economy and is sufficiently above 0 percent 
to reduce the probability of deflation. 

15.5 Caution in Responding to Demand and Supply Shocks 
in the Short Run 

Central banks should resist responding to short-run demand and supply shocks, 
for two reasons. First, the economy is complex, and economists overestimate their 
ability to build models that can guide monetary policy to offset demand and supply 
shocks. Second, and related to the first, the lag in the effect of monetary policy can 
render an activist monetary policy destabilizing. Economists overestimate not only 
their ability to model the economy but also their ability to take lags into account in 
the pursuit of activist monetary policy. 

There are three components to the lag in the effect of monetary policy: the 
recognition lag; the administrative lag; and the impact lag. The three compo
nents are summarized in Figure 15.1. The recognition lag is the time from when 
a demand/supply shock occurs, at time to, to the time the central bank recog
nizes the demand/supply shock, at time t1• The administrative lag is the time from 
when the need for a monetary policy response is recognized, at timet., to time t2 , 

when the monetary policy response is made by changing the central bank's policy 
instrument. The impact lag is the time from when the policy instrument is changed, 
at time h, until it has its major impact on real output, at time t3. The first two lags 
are referred to as the inside lag, because they are within the central bank's decision
making process, while the third lag is referred to as the outside lag, because it occurs 
outside the central bank once the central bank has changed its policy instrument. 

The lag problem has two aspects - the length of the lag and the variability of 
the lag. Let's focus first on the length of the lag. There is little issue with the inside 
lags (recognition and administration lags) for central bank policy. These lags are 
at most only a few months long, as central banks possess large staffs of highly 
trained economists and statisticians who have access to the world's most extensive 
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Recognition lag 

Administration lag 

Inside lag = Recognition lag + Administration lag or to to t2 

Impact or outside lag 

·----------------------------+ 

Total Lag in Effect of Monetary Policy= Inside lag + Outside lag or to to t3 

Figure 15 .1. The Lag in Effect of Monetary Policy 

databases and econometric models. Once the central bank recognizes the need for 
a policy change, the actual formulation and implementation of policy are accom
plished in a short period of time. The impact lag is the critical issue - the time from 
when the central bank changes the policy instrument to the time when the change 
in the policy instrument has its major impact on the economy. 

At one time central banks believed the impact lag was short, perhaps only a few 
months, but by the 1970s extensive econometric research had shown the impact 
lag was long, with estimates indicating at least a one-year impact lag. The longer 
the lag, the greater the probability the impact of any change in monetary policy 
will occur at the wrong time and destabilize rather than stabilize the economy in 
responding to demand and/or supply shocks. 

Figure 15.2 illustrates the problem of countercyclical policy in the presence of 
lags. Line AA indicates the path of potential GOP while line BB indicates the 
actual path of actual GOP as it fluctuates above and below potential GOP over time. 

B 

A 
Potential GDP 

~} 
Figure 15.2. Central Bank Efforts to Offset a Positive Demand Shock May or May Not 
Stabilize the Economy Depending on the Length of the Lag in the Effect of Monetary Policy 
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The question is, can an activist monetary policy smooth out the business cycle? 
Lags render this difficult the longer and more variable the lag. At point A, actual 
GDP is equal to potential GDP, but the economy is subject to a demand/supply 
shock that increases actual GDP above its potential. Assume the Federal Reserve 
recognizes the economy is growing above its potential at point C and adjusts its 
policy instrument to slow the economy's growth at point C. Assume the lag is very 
short and almost immediately begins to slow GDP, and the path of GDP follows 
the dashed line CD. 

Assume the lag is long. The central bank changes the policy instrument at point 
C, but, because of a long lag, the impact does not take place until point E. At point 
E the economy has already begun to slow and return to its potential path, but the 
tight monetary policy action at point C impacts the economy at the wrong time and 
further slows the economy, so it continues along the dashed line path EF. 

The longer the lag in policy, the greater the probability policy will impact the 
economy at the wrong time and destabilize rather than stabilize the economy. The 
more variable the lag, the greater the probability policy will impact the economy 
at the wrong time and destabilize rather than stabilize the economy. 

There is the additional issue of matching the magnitude of the central bank 
response to the magnitude of the demand/supply shock. Not only will a long lag 
increase the probability the impact of central bank policy will occur at the wrong 
time, but long lags make it more difficult to match the magnitude of the central 
bank action with the demand/supply shock. The problem becomes more com
plex when considering the fact that lags may be not only long but variable over 
time. Combined, these factors suggest that central banks need to be cautious about 
using the nonneutrality of money in the short run to offset demand and supply 
shocks. 

The lags contribute to another problem in the ability of activist central bank 
policy to stabilize the economy aside from impacting the economy at the wrong 
time. The lags contribute to a tendency for monetary policy to overreact to a demand 
or supply shock, so there is a meaningful probability not only that the effect of 
policy will occur at the wrong time but that the magnitude of the policy response 
will be greater than the demand or supply shock. In response to a negative demand 
or supply shock the central bank is required to increase the money supply, but, 
because of the lag, not much happens. The central bank then increases the money 
supply to a greater extent, but not much happens, and so on. Eventually, when the 
economy begins to react to the expansionary monetary policy, the central bank has 
realized it expanded money too much and then starts to back off, but the economy 
continues to expand from the initial easy policy, so the central bank backs off even 
more, and so on. 

To drive home the point with a common-sense example, consider the Federal 
Reserve is the captain of a boat in the sea, with its normal ups and downs, much 
like economic growth around its potential path. The people on the boat become 
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concerned the boat is tipping too far to port. The captain announces that everyone 
should gather and move to starboard. The boat stops tipping to port, levels off and 
everyone congratulates the captain for stabilizing the boat, but now the boat begins 
to tip to starboard. The captain now calls for everyone to move to port, the boat 
levels, but now starts tipping to port more than previously. One can get the drift 
of what will eventually happen. The point is, not taking lags into account may 
destabilize rather than stabilize the economy. 

15.6 Neo-Keynesian Perspective: Despite Agreement on Some Issues, 
Differences Still Exist 

The Neo-Keynesian perspective now incorporates much of the Neoclassical per
spective with respect to the neutrality of money in the long run; the unique long-run 
equilibrium of the economy; the importance of price stability as the final macroe
conomic policy target of central bank policy; and the fact that monetary policy in 
the short run is a more powerful and flexible stabilization tool than fiscal policy. 
Nonetheless, three important differences remain. 

First - activist monetary and fiscal policies are still needed: N eo-Keynesians emphasize 
the importance of demand and supply shocks, which require an activist monetary pol
icy. Even if the economy eventually returns to full employment, neo-Keynesians still 
accept Keynes' observation that "[i]n the long run we are all dead". They continue to 
emphasize the animal spirits of the private market and its inherent instability. While 
they recognize the importance of crowding-out effects of fiscal policy they regard the 
crowding out to not be as large as in the Neoclassical perspective, and thus fiscal policy 
is still considered an important instrument of economic stabilization. 

Second- wage and price adjustments are sluggish: Neo-Keynesians emphasize the impor
tance of sluggish as opposed to fixed money wages and argue that wage and price 
adjustments simply don't occur rapidly enough to prevent the economy from long peri
ods of high unemployment and low output. As a result, central banks need to take an 
activist approach to offset demand and supply shocks to the economy. Neo-Keynesians 
continue to believe monetary policy can exploit the short-run Phillips curve by making 
sure the public understands the central bank's commitment to long-run price stability. 

Third- the lag problem is manageable: While Neo-Keynesians acknowledge the problem 
of lags and the difficulty of taking lags into account, they regard lags as manageable. 
Lags do not pose a serious problem to activist monetary policy. Lags can be modeled 
and can be incorporated into monetary policy decisions. 

These are meaningful differences in how monetary policy is formulated and con
ducted; however, the differences between the Keynesians and non-Keynesians have 
diminished since the monetarist-Keynesian debate of the 1970s. The Keynesian 
perspective on monetary policy is less activist than it once was, and now empha
sizes the need for long-run price stability more than was previously the case. In fact, 
price stability as the primary final policy target of central bank policy has become 
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so widely accepted that many central banks now operate under formal inflation tar
gets, established either by the central bank, the central bank and the government 
or, in some cases, just the government. We now turn to a discussion of inflation 
targeting. 

15.7 The Primacy of Price Stability and Inflation Targeting 

Inflation targets express a specific inflation target or target range of inflation in 
quantitative terms that is straightforward and transparent to the public. The infla
tion target is a public commitment by the central bank to focus on price stability 
and not attempt to exploit the Phillips curve relationship between employment and 
inflation. Inflation targets are not meant to be satisfied month by month, or even 
year by year, but to be achieved over the medium and long term while reducing 
the year-by-year variation in the inflation rate. Inflation targets can be formulated 
in terms of a specific inflation rate or specific price level; however, most inflation 
target discussion focuses on targeting the inflation rate. 

The Reserve Bank of New Zealand in 1989, after a long period of inflation and 
general economic instability, adopted a formal inflation target to guide central bank 
policy, and since then 29 central banks, at the time of this writing, have adopted for
mal and explicit inflation targets as their final policy target (Table 15.1). While the 
Reserve Bank of New Zealand is the first in the post-WWII period to adopt an infla
tion target framework, the Swedish Riksbank, in 1931, was the first central bank of 
an industrial country to adopt a formal inflation target. The Riksbank targeted the 
price level, however, rather than the inflation rate. Targeting the price level is much 
the same as targeting the inflation rate if the price level is targeted to increase by 
certain amounts over time; however, there are technical differences. In any event, 
inflation targeting today is in the context of targeting an inflation rate rather than 
a price level even though some research continues to be devoted to price level tar
geting. While there are technical differences, the difference between inflation rate 
and price level targeting is a distinction without much of a difference. 

Inflation targets do not exclude other final policy targets but do elevate price sta
bility as the primary objective of central bank policy. The inflation target in some 
cases is decided by the central bank and in others is jointly determined by the cen
tral bank and the government. The absence of the Federal Reserve from the list of 
central banks operating with a formal inflation target in Table 15.1 is notable. The 
Federal Reserve has chosen to operate with an implicit rather than an explicit infla
tion target. An implicit inflation target permits the central bank to "have its cake 
and eat it too"; that is, the central bank focuses on price stability but is not for
mally committed only to price stability. There is a qualitative difference between 
an explicit and an implicit inflation target because explicit targets publicly commit 
the central bank to price stability whereas implicit targets provide more flexibility 
in the pursuit of other objectives. 
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Table 15.1. Countries with Formal and Explicit Inflation Targets, 2012 

Target Target Target Multiple Target 
set by measure Target 2012 type targets? horizon 

Armenia GandCB HCPl 4% ± 1.5 pp P+T Medium term 
Australia GandCB HCPl 2%-3% Range Medium term 
Brazil GandCB HCPl 4.5% ±2pp P+T 2012and Yearly target 

2013 
Canada GandCB HCPl 2% (mid- P+T Six to eight 

point of quarters; 
1%-3%) current 

target 
extends to 
December 
2016 

Chile CB HCPl 3% ± 1 pp P+T Around two 
years 

Colombia CB HCPl 2%-4% Range Medium term 
Czech CB HCPl 2% ± 1 pp P+T Medium 

Republic term, 12 to 
18 months 

Ghana GandCB HCPl 8.7% ±2pp P+T End2012 18 to 24 
and2013 months 

Guatemala CB HCPl 4.5% ± 1 pp P+T 2012and End of year 
2013 

Hungary CB HCPl 3% Point Medium term 
Iceland GandCB HCPl 2.5% Point On average 
Indonesia GandCB HCPl 4.5% ± 1 pp P+T Medium term 
Israel GandCB HCPl 1%-3% Range Within two 

years 
Mexico CB HCPl 3% ± 1 pp P+T Medium term 
New Zealand GandCB HCPl 1%-3% Range Medium term 
Norway G HCPl 2.5% Point Medium term 
Peru CB HCPl 2% ± 1 pp P+T At all times 
Philippines GandCB HCPl 4.0% ± 1 pp P+T Medium term 

(from 2012 
to 2014) 

Poland CB HCPl 2.5% ± 1 pp P+T Medium term 
Romania GandCB HCPl 3% ± 1 pp P+T Medium-term 

target from 
2013 

Serbia GandCB HCPl 4.0% ± 1.5 pp P+T Medium term 
South Africa G HCPl 3%-6% Range On a 

continuous 
basis 

South Korea CB (with HCPl 3% ± 1 pp P+T Three years 
G) 

Sweden CB HCPl 2% Point Normally 
two years 

Thailand GandCB HCP1<•> 3.0% ± 1.5 P+T Target set Eight 
pp<•> annually quarters 

Turkey GandCB HCPl 5.0% ±2pp P+T 2012and Multi-year 
2013 (three 

years) 
United G HCPl 2% Point At all times 

Kingdom 

Notes: CB = central bank; G = government; H CPl = headline CPl; P + T = point with tolerance 
band; pp =percentage point(s). 
<•> Target proposed by central bank at start of 2012, pending Cabinet approval. 
Source: Hammond (2012 version). 
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Why have so many countries adopted inflation targeting? There are five reasons. 
First, inflation targeting is a recognition that the rate of inflation is the only variable 
the central bank can influence in the long run and the only final policy target for 
which the central bank can be held accountable. Price stability is the only reason
able long-run final policy target of the central bank, according to both the Neoclas
sical and Neo-Keynesian perspectives. Second, the failure to achieve price stability 
has serious and adverse effects on the nation's economy and financial system. In 
contrast to the predictions of the Phillips curve, the high inflation rates during the 
Great Inflation, for example, generated stagflation and contributed to the collapse 
of the S&L industry in the 1980s. Third, inflation targeting helps the central bank 
achieve price stability by publicly committing the central bank to price stability 
and publicly announcing that government pressure will not interfere with the price 
stability objective. Fourth, the inflation target provides a transparent forward per
spective of monetary policy so the public can understand that short-term decision 
making is anchored to the long-run goal of price stability. Fifth, the inflation target 
framework makes it more difficult for the government to pressure the central bank 
to accommodate government spending or to use easy monetary policy to postpone 
fiscal and/or structural reforms. 

What has been the experience with inflation targeting? We now have almost three 
decades of experience with central bank inflation targets, and during that time the 
inflation rate and year-by-year variability of the inflation rate has declined from 
what it was in the 1980s. However, can this be attributed to inflation targeting? 
This is a difficult question, because inflation has also declined for countries that 
have not adopted an inflation target; countries without an inflation target may oper
ate with an implicit target, as the Federal Reserve does; and, most importantly, the 
adoption of an inflation target may simply reflect a public announcement that the 
central bank has elevated price stability to be the primary final policy target. That is, 
the better inflation performance since the 1980s may simply be due to the fact that 
central banks pay more attention to price stability than in the past and that infla
tion targeting has been the result, and not the cause, of the commitment to price 
stability. More detailed analysis, however, suggests that even during the latter part 
of the twentieth century, when inflation was brought under control in most coun
tries, inflation targeting provided a marginal difference, especially for developing 
economies, whose central banks often come under intense pressure from govern
ment to expand the money supply to finance government spending and substitute 
for structural reform. 

In the first decade of the new century, however, the macroeconomic environ
ment changed and provided new evidence of the benefits of inflation targeting. 
During the 2007-2010 period there were a series of global commodity price shocks 
and a global financial crisis. There is some evidence that inflation-targeting coun
tries did a better job in keeping inflation under control despite sharp increases in 
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commodity prices and were able to absorb the financial shocks better than non
inflation-targeting countries. This is consistent with economic theory, which argues 
that the more inflationary expectations are anchored and stable despite short-run 
demand and supply shocks, the more stable the macroeconomic environment. 

All things considered, inflation targeting is not a panacea for central bank policy, 
but the limited experience to date suggests it is an important foundation for defining 
the only realistic final policy target of central bank policy: achieving price stability. 

15.8 Final Policy Targets in the Context of Other Central Bank Objectives 

The macroeconomic final policy targets occupy much of the attention of central 
banks, but central banks have other objectives that can be included in the final policy 
target step even though they are not directly related to the five-step sequence. To 
illustrate, the Federal Reserve lists the following objectives on its Web site. 

1 Conducting the nation's monetary policy by influencing money and credit conditions in 
the economy in pursuit of full employment and stable prices. 

2 Supervising and regulating banks and other important financial institutions to ensure the 
safety and soundness of the nation's banking and financial system and to protect the credit 
rights of consumers. 

3 Maintaining the stability of the financial system and containing systemic risk that may 
arise in financial markets. 

4 Providing certain financial services to the U.S. government, U.S. financial institutions 
and foreign official institutions, and playing a major role in operating and overseeing the 
nation's payments systems. 

As already mentioned several times, central banks in response to the financial 
crisis of 2008 and 2009 have redefined their role as financial and supervisory regula
tory authorities to include macroprudential regulation. Macroprudential regulation 
is a new concept, and even the term itself was seldom used before the 2008 and 
2009 financial crisis. In the past, those central banks that had large financial reg
ulatory responsibilities, such as the Federal Reserve, focused on microprudential 
regulation. Traditional central bank microprudential regulation focuses on individ
ual depository institutions, with an emphasis on lender of last resort services and 
capital-asset requirements, etc. designed to limit the failure of one or several depos
itory institutions from threatening the entire financial system and, hence, the econ
omy. That is, microprudential regulation and supervision focused on maintaining 
confidence in deposit money in a fractional reserve monetary system. Macropru
dential regulation differs in at least three respects. 

First, macroprudential policy focuses on the entire financial system rather than 
individual elements of the financial system and maintaining confidence in deposit 
money. Second, macroprudential regulation expands regulation to all financial 
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institutions to be deemed systemically important and is not just confined to deposi
tory institutions, the traditional focus of microprudential regulation. Third, macro
prudential regulation is designed to limit asset bubbles, such as the real estate and 
equity bubble in Japan in the late 1980s and the real estate bubble in the United 
States from 2002 to 2006, by imposing regulations and supervision to limit finan
cial behavior that generates such bubbles. In this regard, macroprudential regulation 
is designed to limit the "procyclical" tendency of the financial system to exacerbate 
the business cycle, by "stress tests" and building "financial cushions" in financial 
institutions during good times, so that they can be used as a shock absorber in bad 
times to limit systemic risk. 

It is far too early to evaluate this new perspective, as it has been seriously dis
cussed and applied only in the past few years; however, there already appear to be 
several problems. First, the concept is so vague that it removes almost any limit to 
the extension of central bank regulation, thus representing a major addition to cen
tral bank responsibilities that may conflict with its basic macroeconomic objective 
of price stability. Second, the notion that central banks are capable of preventing 
asset bubbles is dubious based on past history. Both the Bank of Japan and Fed
eral Reserve were unable to prevent the two largest asset bubbles in post-WWII 
history among industrial countries, and, in fact, contributed to them. Third, central 
banks are not independent to any reasonable degree, and involving them further in 
the financial system, which is frequently used by government for industrial policy, 
will further reduce their ability to conduct price stabilization policy. 

15.9 Evolution of Federal Reserve Final Policy Targets and 
the ''Dual" Mandate 

During the first few decades in the post-WWII period central banks were not trans
parent about their final policy targets and provided little information about their 
tactics and strategy to achieve whatever targets they regarded as important. Central 
banks expressed their objectives in general terms, such as price stability, exchange 
rate stability, economic stabilization, economic growth and financial stability, with
out reference to potential conflicts between these objectives; nor were central banks 
transparent as to which objectives were primary and which were secondary. This 
was especially the case with the Federal Reserve System. 

A close reading of Federal Reserve publications and statements reveals the 
importance it has placed on orderly financial markets, economic growth and high 
employment. Price stability was mentioned, but any balanced reading of the Fed
eral Reserve through the 1970s and review of Federal Reserve policies would have 
to conclude that employment and economic growth, as well as orderly financial 
markets, were more important than price stability. This is not surprising, given the 
political environment in which the Federal Reserve functioned. The 1946 Employ
ment Act, which emphasized the importance of maximum employment, provided 
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the operational political document to understand Federal Reserve policy through 
the 1970s. The Keynesian perspective adopted during this period, and especially the 
Phillips curve, provided the economic foundation for the Federal Reserve's belief it 
could manage employment in the long run, especially if it were willing to sacrifice 
price stability. 

The monetarist-Keynesian debate, the emergence of the Neoclassical perspec
tive and even the Neo-Keynesian perspective and especially the Great Inflation 
period from 1965 to 1985 convinced central banks to be more explicit about their 
final policy targets. As the old Phillips curve was replaced by the new Phillips 
curve and the cost of inflation in the United States and other countries during the 
Great Inflation period became apparent, central banks increasingly defined their 
final macroeconomic policy target as price stability. By the end of the twentieth 
century central banks emphasized price stability as the primary final policy target, 
and, while they continued to adopt activist policies to offset short-run demand and 
supply shocks on employment and output, they attempted to conduct these policies 
with long-run price stability as the final policy target. At the same time, focusing 
on offsetting demand and supply shocks on employment and output in the short run 
and focusing on long-run price stability has presented challenges to central bank 
policy that continue to be debated today. 

The Federal Reserve has been somewhat of an outlier in this regard. First, the 
Federal Reserve has resisted an inflation target approach, instead operating with an 
implicit inflation target of 2 percent. 

Second, the 1946 Employment Act was the operational framework of monetary 
policy through the late 1970s. The Act stated the "declared policy" of the U.S. 
government as follows: "The Congress hereby declares that it is the continuing 
policy and responsibility of the federal government to use all practical means ... to 
promote maximum employment, production and purchasing power." Price stability 
is implied in the 1946 Act, but the emphasis was clearly placed on employment and 
output, and subsequent policy by the Federal Reserve and government in general 
in the decades after the Act demonstrated the primacy of employment over price 
stability. In 1977 the Act was revised when Congress amended the Federal Reserve 
Act to require the Federal Reserve to "promote effectively the goals of maximum 
employment, stable prices, and moderate long-term interest rates". 

In contradiction to the three political mandates, the Federal Reserve refers to its 
responsibilities as the "dual" mandate of maximum employment and price stability 
without reference to long-term interest rates in most but not all announcements. On 
January 24, 2012, the Federal Reserve released a "Statement on Longer-Run Goals 
and Monetary Policy Strategy" that outlined the Federal Reserves' long-run final 
policy targets: "The Federal Open Market Committee (FOMC) is firmly commit
ted to fulfilling its statutory mandate from the Congress of promoting maximum 
employment, stable prices, and moderate long-term interest rates." The same ref
erence to interest rates is made in the two monetary policy reports to Congress 
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made in February and July of each calendar year. Yet, in an April29, 2015, pub
lic statement at the end of a two-day FOMC meeting, the Federal Reserve's man
date omitted reference to interest rates: "Consistent with its statutory mandate, the 
Committee seeks to foster maximum employment and price stability." This is the 
language the Federal Reserve uses most frequently in its FOMC reports and news 
outreach activities. 

It is not clear what is meant by "maximum" employment. If the intent is to 
achieve an environment such that, over the long run, the unemployment rate will be 
at the natural unemployment rate, this will occur in any event, and be more likely 
the more successful the Federal Reserve is in achieving price stability. If the intent 
is to minimize fluctuations in the output gap and, hence, employment gap in the 
short run, there are conflicts between this and long-run price stability. More likely, 
Congress intended the Federal Reserve to permanently reduce the natural unem
ployment rate, currently estimated to range from 5 to 6.5 percent, to 3 or 4 percent; 
however, the Federal Reserve lacks the ability to accomplish this task. The lack of 
clarity as to the operational meaning of the dual mandate and the continued use 
of the phrase by the Federal Reserve make it difficult to determine the final policy 
targets of the Federal Reserve. 

In sum, the dual mandate is problematical, for a number of reasons. 
First - it is confusing at best: The dual mandate is confusing at best. It ignores 

the third mandate - moderate interest rates; ignores potential conflicts between the 
three mandates; ignores potential conflicts between employment and price stability; 
and provides no quantitative measure of the meaning of "maximum employment" 
and "price stability". Maximum employment might be interpreted as employment 
at the natural unemployment level, and this seems to be the view of the Federal 
Reserve, but it is likely not the view of politicians, since estimates of the natu
ral unemployment rate range from 5.0 to 6.5 percent and most politicians think 
of full employment occurring only with a considerably lower unemployment rate. 
Price stability is generally defined by central banks at an inflation rate of 2 percent, 
and this seems to be the implicit inflation target of the Federal Reserve. Nonethe
less, the Federal Reserve does not define what it means by maximum employ
ment and price stability in a consistent and transparent manner. The confusion 
should not be surprising, as the dual mandate is a political mandate formulated 
by politicians on both sides of the aisle, based on short-run considerations rooted 
in unrealistic expectations as to what a central bank can accomplish and what 
it cannot accomplish. The Federal Reserve is a "prisoner of government" in this 
regard. 

Second- it implies an exploitable short-run Phillips curve: The dual mandate 
implies that the Federal Reserve can influence both employment and inflation. In 
the short run the Federal Reserve can influence employment and inflation, but, as 
discussed above, even in the short run efforts by the Federal Reserve to respond to 
short -run shocks are complicated by long and variable lags in the effect of monetary 
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policy. It is not at all a demonstrated fact that any central bank policy has predictable 
effects on employment and inflation in the short run that, on balance, can stabilize 
the economy. It is not a well-settled issue, despite the claims by the Federal Reserve 
that lags can be accommodated in the formulation and implementation of monetary 
policy. 

In the long run, the Federal Reserve cannot change the level of employment and 
has the ability to determine only the inflation rate. Inflation (deflation) in the long 
run is a monetary phenomenon, and, hence, central banks can determine the infla
tion rate over time but can do little else despite political mandates the government 
imposes on the central bank. Simply put, requiring the Federal Reserve to achieve 
maximum employment amounts to imposing a final policy target that the Federal 
Reserve is incapable of achieving, and not only will the Federal Reserve fail to 
meet the mandate but it will likely find it more difficult to meet the price stability 
mandate that it does have the ability to achieve. 

Third- what can the Federal Reserve be held accountable for? The dual man
date not only makes it difficult to hold the Federal Reserve accountable for goals it 
is not capable of achieving but subjects the Federal Reserve to political pressures 
that may influence policy away from long-run price stability. This was especially 
apparent in the early 1980s, as the Federal Reserve under Paul Volcker (governor 
from 1979 to 1987) sought to "slay" the inflation dragon with tight monetary pol
icy. The Federal Reserve came under intense congressional and public pressure as, 
ignoring its mandate to achieve maximum employment, the disinflation process 
increased the unemployment rate above 10 percent in the early 1980s. One might 
respond by pointing out that, despite the pressure, the Federal Reserve was able 
to pursue price stability even though the unemployment rate rose in the short run 
and output declined in the short run. By 1985 the inflation rate had declined signifi
cantly, the unemployment rate had declined and the economy had begun an upward 
growth path that was not seriously interrupted until the financial crisis of 2008. This 
outcome, however, was only due to the Reagan administration's willingness to not 
interfere with Federal Reserve policy. It is not at all clear whether inflation would 
have been brought under control so effectively had there been another administra
tion that placed more importance on maximum employment than price stability. In 
general, central banks subject to political pressure tend to have an inflation bias, 
and no institutional design based on de jure independence effectively insulates the 
central bank from political pressure. 

Fourth - the time inconsistency problem: Even in the absence of political pres
sure, the dual mandate generates a time inconsistency problem for the Federal 
Reserve. Time inconsistency will be discussed in the next chapter, but it is a basic 
problem with any type of government policy that attempts to respond to short-run 
changes in the economy. Time inconsistency is doing what is optimal in the short 
run but suboptimal in the long run. Central banks that pursue both employment and 
price stability goals at the same time possess an inflation bias because it is optimal 
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in the short run to emphasize employment targets and thereby sacrifice long-run 
price stability. 

Hence, while the dual mandate sounds reasonable and appears straightforward, 
it is problematical. Its lack of clarity, its obvious omission of the interest rate man
date and the pressure it imposes on the Federal Reserve to exploit the short-run 
Phillips curve divert the Federal Reserve from achieving price stability. The Fed
eral Reserve would better fulfill its fiduciary responsibility to the public to maintain 
a stable value of the nation's money supply (price stability) by having an open and 
frank discussion with Congress and the administration as to what central banks can 
accomplish and what they cannot accomplish. The dual mandate implies responsi
bilities that the central bank is not capable of achieving. Of course, if the Federal 
Reserve attempted to initiate such a discussion, it might lose its "independence". 
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Chapter 16 

Monetary Policy Tactics, Strategy and Rules 
versus Discretion 

16.1 Introduction 

The terms strategy and tactics are frequently used to describe the actual formulation 
and implementation of monetary policy designed to influence economic activity. 
The terms are sometimes used interchangeably; however, the terms are different in 
important ways, but, combined, they help us understand how monetary policy is 
formulated and implemented. 

The strategy of monetary policy refers to the final policy targets - that is, the 
"what the central bank wants to accomplish" part of monetary policy. Strategy 
focuses on the final policy targets (Step 5) in the sequence of the central bank deci
sion process. Central banks since the Great Inflation period have elevated price sta
bility as the primary final policy target. A total of 29 central banks as of 2015 have 
adopted explicit inflation targets and conduct their day-to-day tactical operations 
in the context of that final policy target. The Federal Reserve and a number of other 
central banks instead utilize implicit inflation targets. While price stability has been 
elevated as a primary long-term goal of Federal Reserve policy, the Federal Reserve 
is constrained by its so-called "dual" mandate, which provides the operational and 
political framework that guides the Federal Reserve's final macroeconomic policy 
targets. 

In contrast, the tactics of monetary policy refer to the "how the central bank 
accomplishes its strategic goals" part of monetary policy. Tactics refer to the choice 
of tools of monetary policy, choice of the policy instrument (money or interest rates) 
and how those policy instruments are used in the context of the macroeconomic 
model to achieve the final policy targets. Hence, tactics focus on Steps 2, 3 and 4 
of the sequence of the central bank decision process. 

The previous chapter focused on strategy. This chapter focuses more on the tac
tics of monetary policy, in three steps. First, this chapter reviews how the Fed
eral Reserve formulates, implements and informs the public about its tactical and 
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strategic operations. In this regard, the Federal Open Market Committee is the cen
ter of monetary policy in the United States. Second, the issue of tactics is broadened 
by considering the Taylor rule as a framework to understand tactically how the Fed
eral Reserve, or any central bank, can achieve the objective of price stability as it 
formulates and implements monetary policy on a short-run basis. The Taylor rule is 
a much different tactical approach that is a substitute for the discretionary approach 
emphasized by most central banks. The rule introduces us to a much more general 
debate of the discretion versus rules approach to monetary policy. Third, the discre
tion versus rules debate is then discussed in detail. The debate has become rather 
intense at times, with the Federal Reserve and its supporters on the discretion side 
and critics of Federal Reserve policy on the rules side. 

16.2 The FOMC and Monetary Policy 

The FOMC is the focal point of the strategy and tactics of Federal Reserve policy. 
The structure of the FOMC was discussed in a previous chapter and emphasized 
as the focal point of Federal Reserve policy. The FOMC brings together at one time 
the Board of Governors (voting members) and the 12 Federal Reserve presidents 
(five of whom are voting members) and their research staffs. The FOMC brings 
together all of the tools of monetary policy in this regard. The FOMC formally 
meets eight times per year but can convene emergency meetings at any time. The 
meetings usually last two days and focus on two documents prepared by the Board's 
research staff and the research staffs of each Federal Reserve bank: the Teal Book 
and the Beige Book. The color refers to the color of the front/back cover of each 
book without any meaning attached to the color. 

The Teal Book, prepared by the Board staff, is confidential and not available to 
the public until five years after the meeting at which it is utilized. The Beige Book is 
based on input from each of the 12 Federal Reserve banks and is publicly available 
prior to the FOMC meeting at which it is utilized. 

The Teal Book consists of two parts. The first part is a summary and projec
tion of domestic and international economic activity assuming no change in mon
etary policy, while the second part presents a projection of how the economy will 
perform under different types of monetary policy. The analysis is based on the 
Federal Reserve Board's econometric model, referred to as the FRB/US model. 
The FRB/US model represents the state of the art of econometric modeling, now 
consisting of some 300 equations representing almost a five-decade-long deve
lopment. 

Two weeks prior to each FOMC meeting the Beige Book is released to the public. 
The Beige Book is based on survey information, anecdotal information and statis
tical information compiled by each Federal Reserve bank regarding economic and 
financial activity in their respective districts. The Beige Book consists of 12 chap
ters, each devoted to one region, along with an executive summary. 
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The FOMC meeting is chaired by the chair of the Board of Governors, currently 
Janet Yellen. The chair has considerable influence over the meeting in terms of 
establishing the agenda, influencing the discussion and because the chair serves 
as the official spokesperson. It is hard to assign a specific weight to the influence 
of the chair because the chair's influence depends on his/her personality and the 
personalities of the other FOMC members, but it is always much greater than any 
one or several members. To paraphrase George Orwell'sAnimal Farm, "All FOMC 
voting members are equal, but some are more equal than the others." 

The FOMC brings together all of the tools of monetary policy and the Federal 
Reserve officials responsible for all Federal Reserve operations, even though, from 
a narrow technical perspective, the FOMC is formally responsible only for open 
market operations. The actual open market operations and management of the Fed
eral Reserve's portfolio of purchased securities are under the control of the Federal 
Reserve Bank of New York, which is the reason the president of the Federal Reserve 
Bank of New York is a permanent voting member of the FOMC. 

The FOMC meeting can be summarized in the following five points. 

First- what's the state of the economy? The FOMC forms an opinion about the current 
and future direction of the economy based on a wide range of economic indicators, 
including a complex model of the economy. 

Second- the tactics and strategy of monetary policy are determined: The FOMC compares 
the current and future direction of the economy with its final policy targets, determines 
whether changes in policy are required and formulates a "forward guidance" narrative. 
"Forward guidance" refers to verbal and written statements as to the direction of future 
FOMC decisions with regard to the federal funds and other interest rates. 

Third - setting the targets for the federal funds rate and other policy instruments: Deci
sions are made about whether to change the target value of the federal funds rate, the 
primary policy instrument used by the Federal Reserve. Changes in other monetary 
policy tools, such as the discount rate or interest paid on reserves, are also part of 
the dialogue. This step focuses on the tactics to achieve the strategic decisions in the 
previous step. 

Fourth- the Federal Reserve Bank of New York, open market operations and the distinction 
between dynamic and defensive open market operations: The FOMC issues a directive 
to the manager of the Open Market Account at the Federal Reserve Bank of New York 
to conduct open market operations over the next few months to achieve the federal 
funds target. Traditionally, outright open market operations were used to target the 
funds rate. Since 2014 through 2016, however, the Federal Reserve has maintained a 
high level of securities held outright through roll overs as part of its quantitative easing 
policy and has not utilized changes in outright holdings of securities to target the fed
eral funds rate. Temporary open market operations in the repurchase market have been 
the main tool used to target the federal funds rate, as well as the term deposit facil
ity and setting the interest rate on excess reserves. In the following, however, we use 
the phrase "open market operations" in the broad sense to represent Federal Reserve 
efforts to target the federal funds rate. 
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Figure 16.1. Actual Federal Funds Rate- Targeted Federal Funds Rate, in Basis Points, 
January 2000 to April 2016. Sources: Federal funds rate: - FRED, Federal Reserve Bank 
of St. Louis; targeted federal funds rate - based on Federal Reserve Board of Governors. 

The Federal Reserve has been very successful in meeting the federal funds tar
get over the years (Figure 16.1 ). The figure illustrates the difference between the 
monthly actual federal funds rate and the target federal funds rate for the month 
in basis points. One hundred basis points equal 1 percent; hence, the difference 
between an actual federal funds rate of 5.00 percent and a target rate of 5.10 per
cent is -10 basis points (500- 510 = -10). Open market operations are designed to 
change base money to ensure the actual federal funds rate is close to the target. That 
is, if the actual rate exceeds the target, open market purchases, either through tem
porary or permanent operations, are made to bring the actual rate down to the tar
get, and, if the actual rate is lower than the target, open market sales, either through 
temporary or permanent operations, are made to increase the actual rate. 

The role of the federal funds rate can be summarized in the following: 

Change in Target Federal Funds Rate = ftActual Final Policy Target- Desired 
Final Policy Target) (16.1) 

Change in Actual Federal Funds Rate = ftTarget Federal Funds Rate - Actual 
Federal Funds Rate) (16.2) 

To illustrate Expressions 16.1 and 16.2, let's start from equilibrium, in which the 
actual and targeted output growth rates are equal at 3 percent, and this is achieved 
with a 4 percent federal funds rate, equal to the target rate of 4 percent. The target 
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and actual federal funds rate are equal, and, since actual output is equal to desired 
output growth, there is no need to change the targeted federal funds rate from 4 
percent. 

Now assume actual output growth declines to 2 percent because of a demand 
and/or supply shock. The negative output gap now requires a decrease in the tar
get federal funds rate from 4 percent to 3 percent (Expression 16.1). The lower 
federal funds rate is intended to lower other interest rates, stimulate spending and 
increase output growth back up to the desired target rate of 3 percent. The actual 
federal funds rate is 4 percent and the new target is 3 percent, indicating the Fed
eral Reserve will use open market purchases to reduce the current 4 percent federal 
funds rate to 3 percent (Expression 16.2). Open market purchases increase the sup
ply of reserves, which, in tum, decreases the actual federal funds rate to the new 
target and thus increases output growth from 2 percent back to the desired rate of 
3 percent. 

In contrast, if we start from equilibrium and actual output increases to 4 percent, 
the target federal funds will be increased and the Federal Reserve will use open 
market sales to increase the actual federal funds rate so as to reduce output growth 
from 4 percent to the desired rate of 3 percent. 

Dynamic and defensive open market operations: In this example, easier mon
etary policy is achieved with open market purchases and tighter monetary policy 
with open market sales; however, one needs to be careful in using open market 
operations as an indicator of monetary policy, because of the distinction between 
dynamic and defensive open market operations. 

An example can illustrate the distinction. Assume the manager of the Open Mar
ket Account has determined that the current base money of $100 billion needs to be 
increased by $10 billion each month over the period until the next FOMC meeting 
to keep the federal funds rate equal to the target. Dynamic open market opera
tions, assuming other things are held constant, would be to purchase securities of 
$10 billion each month. But other things are not constant. Base money is not only 
influenced directly by open market operations, which are under the control of the 
Federal Reserve, but also by many factors over which the Federal Reserve has some 
influence (such as borrowing from the Federal Reserve by depository institutions) 
or no influence (gold flows or decisions by the U.S. Treasury to change its account 
balance at the Federal Reserve). Assume these non-Federal-Reserve factors cause 
base money to increase from $110 to $120 billion in the first month; that is, the 
dynamic operations increased base money from $100 to $110 billion in the first 
month, but non-Federal-Reserve factors increased base money by a further $10 
billion. The $120 billion in base money would cause the actual federal funds rate 
to fall below the target; thus, the Federal Reserve conducts defensive open market 
operations to defend the target of $110 billion. The Open Market Account manager 
would then conduct open market sales to bring base money down to $110 billion 
target for that month. Likewise, if base money decreased via non-Federal-Reserve 
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factors from $110 to $105 billion, the manager would conduct open market pur
chases to bring base money up to $110 billion for that month. 

The distinction between dynamic and defensive open market operations is 
important because it indicates why the direction of monetary policy cannot be deter
mined by the direction of open market operations. Easy monetary policy might be 
accomplished as much with open market sales as with open market purchases, and, 
likewise, tight monetary policy might be accomplished with both sales and pur
chases. Instead of open market operations, the "Fed watchers" focus on the dis
count rate, targeted federal funds rate and forward guidance narrative provided by 
theFOMC. 

Fifth- central bank transparency: The FOMC at the end of the meeting releases 
a statement to the public summarizing the decisions made by the FOMC and, after a 
few weeks, releases the minutes of the meeting to the public. The FOMC statement 
and minutes are an important component of central bank transparency and are both 
closely watched. 

16.3 Transparency of the Tactics and Strategy of Monetary Policy 

Central banks are dramatically more transparent about their tactics and strategy 
of monetary policy than a few decades ago. The Federal Reserve is transparent 
about decisions made at the FOMC and its overall approach to monetary policy in 
a number of ways. 

First, a news statement is released immediately at the end of each FOMC meeting 
indicating the Federal Reserve's assessment of the economic condition, including 
a risk assessment of the economy in terms of unemployment, growth and inflation; 
any changes in the discount rate, the federal funds target or open market operations; 
a forward guidance narrative; and the record of the voting members' votes with 
regard to decisions made at the FOMC meeting. The chair also provides a press 
conference after the April, June, November and January FOMC meetings. 

Second, the minutes of the FOMC meeting are released to the public about two 
weeks prior to the next meeting. The minutes are a fairly detailed record that pro
vides the background discussion for the FOMC statement; for example, the minutes 
can provide information as to why certain members voted against the actions of the 
FOMC meeting as well as provide insight into the degree of the strength of any 
"Yes" vote. The minutes provide more detail about the FOMC's risk assessment of 
the economy. 

Third, while the FOMC statement and minutes are the most closely watched by 
the numerous "Fed watchers" as to the direction of monetary policy, two other doc
uments provide a longer-run perspective of Federal Reserve policy. In February of 
each year the Federal Reserve provides a Monetary Policy Report to Congress and 
testimony about past, present and future monetary policy concerns and decisions. 
The February report focuses on concerns and the direction of monetary policy for 
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the coming year. In July of each year the Federal Reserve provides Congress with 
a preliminary report and testimony about past, present and future monetary policy 
concerns and decisions. The July report is a self-made report card as to how well 
monetary policy is accomplishing its goals for that year and what directions mon
etary policy might take in the next year. The February report receives the greater 
attention of the two reports to Congress. 

Fourth, the FOMC statement, FOMC minutes and Monetary Policy Reports to 
Congress are the most important sources for the Federal Reserve's narrative of the 
tactics and strategy of monetary policy. However, the Federal Reserve also has a 
fourth channel of conveying its concerns and decisions to the public, in the form of 
moral suasion. News conferences, speeches and even sometimes research papers 
are used by the Federal Reserve to convey monetary and financial policy informa
tion to the public. The Federal Reserve assigns importance to this channel, but for 
all practical purposes moral suasion is not very informative, and most of the time 
has a "half-life" of only a few days after a specific moral suasion event. 

16.4 Evolution of Federal Reserve Tactics 

What are the tactics of Federal Reserve policy? How does the Federal Reserve 
develop a tactical procedure to achieve a strategic final policy target setting aside 
the ambiguity of the dual mandate? In the first few decades of the post-WWll period 
the Federal Reserve did not conduct monetary policy within the above five-step 
framework. The lack of a framework was not because the analytical framework of 
tools, policy instruments, model and final policy targets had not yet been developed. 
In fact, the analytical framework was well understood by economists in the 1950s. 
In the 1970s the Federal Reserve under the influence of Chairman Arthur Bums 
(1970-1978) devoted considerable resources to building an econometric model of 
the economy to offset criticism it had no formal model of the economy; however, 
the record indicates the Federal Reserve pursued a discretionary policy that was not 
rooted in a formal framework and was significantly influenced by political pressure 
that, combined, became a major cause of the Great Inflation. A number of observers 
at the time argued Bums used the model only as a public relations effort to defer 
the considerable criticism the Federal Reserve was receiving at the time for con
tributing to stagflation. 

The Federal Reserve, like most central banks at the time, did not have a for
mal framework as represented by the five-step sequence. The Federal Reserve con
ducted policy on an FOMC meeting-by-meeting basis, without reference to what 
had been decided in previous meetings, and, rather than formulating any final policy 
targets and longer-term forward target determination, focused on short-run money 
market conditions and orderly financial markets. In fact, according to many critics 
of the Federal Reserve policy in the 1960s and 1970s, the Federal Reserve had no 
serious framework to formulate and implement monetary policy and was overly 
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influenced by the "feel" and "tone" of the money market and the need to maintain 
an "even keel" in the money market during periods of Treasury financing- phrases 
once used by the Federal Reserve at that time to characterize how open market oper
ations were conducted. While the Federal Reserve in the 1960s began development 
of a sophisticated econometric model of the economy that eventually evolved into 
the current FRBIUS model, there is little evidence it played any meaningful role in 
the formulation and implementation of monetary policy through the 1970s. 

The Federal Reserve began to develop a formal tactical and strategic approach 
to the conduct of monetary policy in the 1980s because of the following three fac
tors. First, the Great Inflation that started in the mid-1960s indicated that the cur
rent operating procedures of the Federal Reserve had failed. The Federal Reserve's 
focus on short-run money market conditions in the absence of a clear final pol
icy goal essentially rendered U.S. monetary policy rudderless in a turbulent sea. 
Second, the replacement of the old Phillips curve with the new Phillips curve ele
vated the primacy of price stability as the final policy target, elevated the role of 
expectations in how monetary policy influenced the economy and indicated the 
limitations of monetary policy to pursue employment objectives. Third, as part 
of the monetarist-Keynesian debate, much criticism was directed to the lack of 
any formal framework by the Federal Reserve for conducting monetary policy. In 
fact, in this regard, the Federal Reserve found itself on the losing end of a num
ber of academic and public debates about then current monetary policy tactics and 
strategy. 

In 1979, at the most intense period of the Great Inflation under the new leader
ship of Paul Volcker (1979-1987), the Federal Reserve began to develop and use 
a formal tactical framework to achieve final strategic policy targets that are now 
in practice not only at the Federal Reserve but at virtually every central bank in 
the world. First, monetary policy is conducted in the framework of a tools, policy 
instruments, model and final policy targets sequence; that is, the five-step sequence 
of central bank decision making is now the standard operating framework. Second, 
a set of goals is established that remain in place over time, so that, at each FOMC 
meeting, policy has a benchmark to determine whether it needs to be adjusted as 
conditions change to achieve those goals. Third, policy instrument choice is depen
dent on a well-researched relationship between policy instruments and final policy 
targets. The previous references to the "feel" and "tone" of the money market or 
an "even keel" are no longer mentioned in Federal Reserve policy or publications. 
Fourth, the tactical and strategic decisions of the Federal Reserve are made trans
parent to the public. Fifth, price stability is the primary final policy target. 

The Federal Reserve, under the leadership of Volcker and with the formalization 
of tactics and strategy, was able to bring inflation under control by 1985, and the 
continuation of the price stabilization policy under Governor Greenspan (1987-
2005) is largely regarded as generating almost two decades of price, financial and 
economic stability, which began to fall apart with the housing price bubble starting 
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in 2002/2003. The period from 1985 to the first few years of the new century is 
referred to as the Great Moderation of central bank policy. 

16.5 The Taylor Rule: Introduction to the Discretion versus Rules Debate 

In 1993 Stanford University economist John Taylor developed a tactical framework 
to guide monetary policy to better enable central banks to make short-run decisions 
about the federal funds target in order to achieve the longer-run final policy target of 
price stability (Taylor, 1993). Taylor's objective was to suggest a tactical framework 
that anchored short-run decisions to set the federal funds rate to the long-run final 
policy target of price stability. While the framework is straightforward, it is based 
on a complex and complete macroeconomic model of the economy. The framework 
has become known as the Taylor rule, and it is used in various ways by many central 
banks. While few central banks use the rule as suggested by Taylor, the rule is often 
used as a benchmark to judge whether the current targeted federal funds rate is too 
high or too low. 

The Taylor rule for setting the federal funds rate is expressed as follows: 

nffr* = rffr* + p + 0.5(p- p*) + 0.5(GDP Gap) (16.3) 

where nffr* is the target value of the nominal federal funds interest rate, rffr* is the 
equilibrium real federal funds interest rate, p is the actual inflation rate, p* is the 
target value of the inflation rate and GDP gap is the difference between actual GDP 
and PGDP as a percentage of PGDP. Instead of an output gap, Expression 16.3 
could also be written by substituting an employment gap (natural unemployment 
rate minus actual unemployment rate) for the GDP gap. 

The difference between actual and targeted inflation can be referred to as the 
inflation gap and the GDP gap can be referred to simply as the output gap. The 
equilibrium real federal funds rate is assumed to be 2 percent. The coefficients of 
0.5 for the inflation and output gaps are approximations made by Taylor. 

Here's how the Taylor rule works. Assume the economy is in long-run equilib
rium at an inflation rate of 2 percent and a 0 percent output gap. At a 2 percent 
inflation rate, the expected inflation rate is 2 percent, the nominal federal funds rate 
is 4 percent and the inflation and output gaps are zero. To maintain this equilibrium 
inflation rate, the Federal Reserve needs to target the nominal federal funds rate at 
4 percent, as indicated by the Taylor rule: 

4% = 2% + 2% + 0.5(2% - 2%) + 0.5(0) (16.4) 

since the inflation gap and output gap are zero. The Federal Reserve should tar
get the actual federal funds rate at 4 percent. That is, if the actual federal funds 
rate exceeds the target federal funds rate, the Federal Reserve purchases securi
ties to increase base money and thereby shift the supply of federal funds to the 
right, decreasing the federal funds rate to the target value of 4 percent. Instead, if 
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the actual federal funds rate is lower than the target federal funds rate, the Federal 
Reserve sells securities to reduce base money and thereby shift the supply of fed
eral funds to the left, increasing the actual federal funds rate to the target value of 
4 percent. 

In the absence of any change in the economy that might generate positive or 
negative inflation and output gaps the Federal Reserve maintains the actual federal 
funds rate at 4 percent. Under these conditions, monetary policy in the short run is 
designed to maintain price stability. If the inflation or output gap becomes negative 
or positive, the Federal Reserve should adjust the target federal funds rate. By doing 
so in the context of the Taylor rule, the public is assured that the primary goal is 
to maintain the inflation rate at 2 percent. A federal funds rate of 4 percent with a 
2 percent inflation rate generates a real federal funds rate of 2 percent, consistent 
with the long-run equilibrium of the economy. 

Assume a positive demand shock increases the actual inflation rate to 4 percent, 
generating an inflation gap of 2 percent and an output gap of 2 percent. According to 
the Taylor rule, the federal funds rate needs to be increased to 8 percent, according 
to the following: 

8% = 2% + 4% + 0.5(4.0%- 2%) + 0.5(2.0%) (16.5) 

At 8 percent, the nominal target generates a real federal funds rate equal to 4 per
cent, which is higher than the equilibrium rate of 2 percent and, hence, will close 
the inflation and output gaps. As the gaps close over time, the target federal funds 
rate should be reduced to 4 percent when the inflation and output gaps return to 
zero. 

Notice the increase in the targeted federal funds rate is larger than the increase in 
the inflation rate; that is, the targeted federal funds rate is increased four percentage 
points, from 4 percent to 8 percent, whereas the inflation rate increased two per
centage points, from 2 percent to 4 percent. This must be so because increasing the 
federal funds rate by the inflation rate increase or less will result in no change in 
monetary policy or represent easy monetary policy, respectively. To illustrate, if the 
target federal funds rate is increased two percentage points to 6 percent to match 
the increase in the inflation rate, the real federal funds interest rate equals 2 percent 
(6%- 4%) and results in no change in monetary policy. If the target federal funds 
rate is increased by less than the increase in the inflation rate, the real federal funds 
rate falls below 2 percent and represents easy rather than tighter monetary policy. 
Assume the target is increased by one percentage point from 4 percent to 5 percent. 
In this case the real federal funds rate will be 1 percent (5%- 4% ). At 1 percent, the 
real federal funds rate is below the equilibrium rate and, despite the increase in the 
federal funds target, monetary policy is easy and inconsistent with price stability. 
Only if the federal funds rate is increased more than the increase in the inflation 
rate will monetary policy shift to a tighter policy and reduce the positive inflation 
and output gaps. 
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The need to increase the federal funds rate by an amount greater than the increase 
in the actual inflation rate is an important implication of the Taylor rule and is 
referred to as the Taylor principle - the federal funds rate needs to be adjusted 
upward more than the inflation rate. Anything less is not consistent with price sta
bility and will not reduce the inflation rate back to the target. 

The Taylor principle also applies to shifts to easier monetary policy. In the case 
of a negative inflation gap, when the actual inflation rate is lower than the target 
inflation rate, the federal funds rate needs to be adjusted downward more than the 
decline in the inflation rate to render monetary policy consistent with price stability. 
Assume a negative demand shock decreases actual inflation to 1 percent, generating 
a negative inflation gap of 1 percent and a negative GDP gap of 2 percent. The target 
federal funds rate needs to be lowered from 4 percent to 1.5 percent according to 
the following: 

1.5% = 2% + 1% + 0.5(1%- 2%) + 0.5(-2%) (16.6) 

Notice that the decrease in the targeted federal funds rate is larger than the decrease 
in the inflation rate; that is, the inflation rate declined by one percentage point, from 
2 percent to 1 percent, but the target federal funds rate declined 2.5 percentage 
points, from 4 percent to 1.5 percent. This must be so because of the Taylor prin
ciple. Lowering the federal funds rate by the decrease in the inflation rate would 
leave the real federal funds interest rate unchanged, and any decrease less than the 
decrease in the inflation rate would increase the real federal funds interest rate. To 
illustrate, reducing the target by one percentage point from 4 percent to 3 percent, 
to equal the decrease in the inflation rate, results in no change in monetary policy 
because the real federal funds rate would still be 2 percent (3% - 1% ). Reducing 
the target by less than one percentage point, from, say, 4 percent to 3.5 percent, 
would result in a real federal funds rate higher than 2 percent; that is, the real fed
eral funds rate would be 2.5 percent (3.5% - 1% ). Only if the federal funds rate is 
decreased more than the decrease in the inflation rate will the resulting monetary 
policy be easy enough to eliminate the negative inflation and output gaps. 

The Taylor rule has the advantage of a transparent and straightforward frame
work for the tactical decision on targeting the federal funds rate in the framework 
of strategic policy to achieve price stability. There are many issues with the Taylor 
rule, however. 

The coefficient of 0.5 for the inflation and output gaps may not be accurate and, 
even if it is accurate at one point in time, may change over time; estimates of real 
GDP and, especially, potential GDP contain measurement errors that are not easily 
corrected even over medium periods of time; the data needed to compute the GDP 
gap are available only on a quarterly basis; and there may be other factors, such 
as financial distress, that influence the targeted federal funds rate. The Taylor rule 
is thus not a panacea, but, nonetheless, the Taylor rule and Taylor principle have 
become a standard part of central banks' tactical decision making. 
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In a review of the role of the Taylor rule in central banking provided by 
economists Pier Francesco Asso, George A. Kahn and Robert Leeson (2010), the 
following conclusion regarding the Taylor rule is rendered: 

The Taylor rule has revolutionized the way many policymakers at central banks think 
about monetary policy. It has framed policy actions as a systematic response to incoming 
information about economic conditions, as opposed to a period-by-period optimization 
problem. It has emphasized the importance of adjusting policy rates more than one
for-one in response to an increase in inflation. And, various versions of the Taylor rule 
have been incorporated into macroeconomic models that are used at central banks to 
understand and forecast the economy. 

The Taylor rule provides a foundation for considering a broader issue of the 
tactics and strategy of monetary policy - the discretion versus rules debate. This 
debate is almost a century old, being first introduced by Henry Simons in the 1930s, 
but it continues to influence how central banks conduct monetary policy (Simons, 
1936). 

16.6 The Rules versus Discretion Debate 

Under a rule approach to monetary policy, the tactics of policy are defined by a 
rule designed to achieve price stability. In a commodity-based system such as the 
gold standard, monetary policy was determined by the rule to maintain the fixed 
exchange rate. In fact, any fixed exchange rate system is a rule that guides policy 
with the objective of maintaining price stability. 

Under a flexible exchange rate system with a fiat-based monetary system, the 
best-known examples of such rules are Milton Friedman's k% rule and the Taylor 
rule. The k% rule commits the Federal Reserve to increase the money supply (a 
policy instrument that can be represented by base money or one of the monetary 
aggregates) by a fixed percentage each year without any adjustment to changes in 
the economy to achieve price stability (the final policy target). This a rule without 
feedback from the economy, and, while it was debated at one time, it is not seriously 
considered as an effective rule for a variety of reasons. Nonetheless, it represents 
an important step in the debate over rules versus discretion. 

The Taylor rule commits the Federal Reserve to set the target federal funds rate 
(policy instrument) over time defined by a rule desired to achieve price stability 
(final policy target). Unlike the k% rule, the Taylor rule takes into account changes 
in the current economic environment; that is, the Taylor rule is a rule with feedback 
from the economy. The rule approach is based on price stability being the only rea
sonable final policy target and the only macroeconomic variable for which a central 
bank can be held accountable. In the rules approach, central bank independence is 
a relatively unimportant institutional detail. 
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The discretion approach to monetary policy permits the central bank to use judg
ment and vary the tactics of monetary policy as conditions change to achieve strate
gic final policy targets. The discretion approach is consistent with price stability 
being the primary final policy, but, in reality, the discretion approach is more asso
ciated with multiple objectives of central bank policy. In the discretion approach, 
central bank independence is considered an important institutional design of the 
central bank to provide a full range of central bank discretion. It is needed to pro
vide the central bank with a full range of discretion without outside influence as 
conditions change. 

16.7 Arguments of the Advocates of Rules and Discretion 

Advocates of rules emphasize the following points: First, while a rule will not gen
erate complete economic stability, it will generate better outcomes than discretion, 
especially in achieving price stability. The record of central bank policy under dis
cretion, especially the Federal Reserve, according to rule advocates, is not impres
sive. Central banks are far too confident in their ability to model the economy and 
use judgment to conduct monetary policy. Second, the rule provides a transparent 
framework to hold the central bank accountable for the one final policy target that a 
central bank is capable of achieving: price stability. Third, the rule prevents short
run considerations in the financial system or economy from overly influencing cen
tral bank policy and diverting it from its primary target -price stability. Fourth, the 
rule is the only way to render the central bank "independent" from political influ
ence. De jure independence is an easy wall to breach by government, and, in reality, 
there is no guarantee that, in the absence of the rule, central banks will achieve price 
stability. In fact, the "political business cycle" is an outcome of discretion and the 
myth of independent central banks. Central banks under discretion are more likely 
to stimulate the economy in advance of an election because of pressure from the 
ruling party and, afterward, slow down the economy. A rule would go a long way 
in countering the political business cycle and other types of political influences on 
central bank policy. Fifth, central banks are managed by human beings, who make 
mistakes and possess an overoptimistic ability to understand a complex economy 
and, like any government agency, have an incentive to pursue policies that are per
ceived as important to the central bank but may be adverse to the general welfare 
of the public. 

Advocates of discretion emphasize the following points: First, central bank pol
icy is too complex, and short-run demand and supply shocks too numerous, to con
fine monetary policy to a rule. Conditions change and the rule approach limits the 
ability of the central bank to adjust to changing conditions and changing policy tar
gets. Second, rules are far too simple and cannot incorporate the role of judgment; 
for example, the coefficients in the Taylor rule are not likely to remain constant 
over time, so that, even in the context of the Taylor rule, the central bank needs 
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the discretion to adjust the coefficients. Third, rules are far too simple, because 
they cannot incorporate changes in the structure of the economy or provide the 
central bank with the flexibility to respond to a financial crisis or asset bubble. 
Fourth, central banks have the public good in mind when conducting policy, and 
a rule suggests a fundamental and unwarranted distrust of discretionary policy by 
a government agency. While central bankers are people who can made mistakes, 
discretion permits them to learn from their past mistakes. 

There are three aspects of this debate worth consideration. First, what are the 
types of rules that have been proposed? Second, which view is the more reasonable? 
Third, how has the debate influenced the conduct of central bank policy today? 

Type of rules: Commodity standards, such as the gold standard and the real bills 
doctrine, were rules that governed central bank behavior to ensure they maintained 
a monetary growth that generated price stability. We have previously discussed 
the gold standard, but not the real bills doctrine. This was another type of rule 
that required banks to lend only for purposes of supporting production or goods 
in process so that changes in money would be matched by changes in production. 
These rules, however, are not compatible with the financial and monetary regimes 
that have been in place for well over half a century around the world. The current 
debate focuses on the type of rules suggested by Friedman and Taylor. 

The rules versus discretion debate started in earnest in the late 1950s, when 
Friedman challenged the Keynesians by alleging that Federal Reserve monetary 
policy would be better if Federal Reserve discretion were replaced by a fixed rule, 
to increase the M2 money supply by k% year after year, designed to achieve price 
stability (Friedman, 1959). As part of this view, Friedman claimed there was no rea
son to have an independent central bank if the central bank was governed by a rule 
and that independent central banks operating with discretion were more likely to 
generate instability than stabilize the price level. Essentially, Federal Reserve deci
sion making would be replaced by an exponential function. The particular monetary 
growth rate was not as important as the rule itself. The Friedman k% rule is a no
feedback rule, since it remains fixed in the face of changes in economic activity. 
The Friedman k% rule had several variations, but has few advocates today. This 
is not because the concept of a rules approach is rejected by economists, but only 
because a no-feedback rule is too rigid and, in the case of the k% rule, it is diffi
cult to determine an appropriate measure of money, and velocity is not sufficiently 
stable to ensure that a fixed percentage change in the money supply will generate 
price stability. 

Taylor-type rules, however, have found much support, and, while central banks 
are reluctant to substitute an algebraic function for setting the interbank rate target 
for discretion, Taylor-type rules have influenced central banking practice far more 
than the Friedman k% type rule. Taylor-type rules are feedback rules, because they 
depend on current economic conditions and allow for judgment to play a role; for 
example, by changing the coefficients on the inflation and output gaps; changing 
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the equilibrium federal funds rate based on economic modeling; or changing the 
target inflation rate. At a more basic level, Taylor-type rules are not regarded by 
central bankers as nearly as insulting as the Friedman k% rule. 

Taylor-type rules, like the Friedman k% rule, have important implications for 
central bank independence. Central bank independence is more myth than reality, 
and the real issue is: how does a society hold the central bank accountable for price 
stability? A Taylor-type rule is a transparent tactical framework that has a reason
able probability of generating price stability and, for all practical purposes, is more 
likely to produce the results of an "independent" central bank than a central bank 
that is de jure independent but conducting policy by discretion and subject to polit
ical influence. Hence, in the Taylor rule, central bank independence is a relatively 
unimportant issue, since the rule provides the independence for the central bank to 
accomplish its primary final policy target - price stability. 

Rules versus discretion- who can make the better case? Central banks are reluc
tant to hand over monetary policy to any rule and insist that rules are not a panacea 
and no rule can substitute for knowledgeable discretion. They make reasonable 
arguments against rules, especially the no-feedback rules, such as the Friedman 
k% rule. However, their arguments are overshadowed by three counter-arguments: 
first, the history of discretionary monetary policy is not as impressive as presented 
by the Federal Reserve; second, discretion generates unstable expectations about 
monetary policy and the inflation rate, according to the Lucas critique; and, third, 
discretion is subject to the time inconsistency problem. 

Central banks, and especially the Federal Reserve, respond by admitting mis
takes have been made, but, as long as the mistakes are understood, they are not 
likely to be repeated. The logic of the Lucas critique and time inconsistency is 
widely recognized by central banks, but, despite the logic, central banks argue that 
"enlightened discretion" or "constrained discretion" is still preferable, because any 
type of rule is too simple and too inflexible to guide monetary policy to contribute 
to a stable financial and monetary regime. 

16.8 The Lucas Critique 

Modem macroeconomic theory places heavy emphasis on the role of expectations 
about key economic variables in determining economic activity; for example, in the 
discussion of the term structure of interest rates in a previous chapter, expectations 
of short-term interest rates determine long-term interest rates. In the same vein, the 
public's expectations about monetary policy and other economic factors influence 
how the public will respond to any given monetary policy; hence, the response 
to any given monetary policy is not easily predictable. The new Phillips curve is 
importantly dependent on the public's expectation of inflation. 

Robert Lucas, a Nobel Prize winner, formulated a set of models to illustrate 
the role of expectations and how they influenced the ability of economists to build 
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complex econometric models such as the FRB/US model and the ability of discre
tionary policy to have predictable effects on the economy. The critique of econo
metric models and discretionary policy is now referred to as the Lucas critique. 

The implications of the Lucas critique are important: first, any econometric 
model based on past macroeconomic relationships cannot be used to predict the 
future impact of any given monetary policy - the Teal Book discussed above is not 
informative; and, second, discretionary policy, because it changes in ways that are 
not predictable in the absence of a rule, increases expectation instability and, hence, 
increases economic instability. 

An example of the Lucas critique can be illustrated with the discussion of how 
the interest rate responds to monetary policy at the end of Chapter 5. The response 
of the nominal interest rate is decomposed into a liquidity, income and price expec
tations effect. In response to an increase in the money supply, the decline in the 
nominal and real interest rates due to the liquidity effect is based on the pub
lic's expectation the inflation rate remains unchanged when the Federal Reserve 
increases the money supply. But, once the inflation rate increases as a result of the 
increase in the money supply (rightward shift in AD), expected inflation increases 
and, ultimately, the nominal interest rate increases by the increase in expected infla
tion and the real interest rate returns to its previous equilibrium. Thus, money is 
neutral in the long run with regard to the real interest rate when economic contracts 
are based on an expected inflation rate that is equal to the actual inflation rate. 

Over time the public begins to understand that the nominal interest rate ulti
mately increases in response to easy monetary policy with each attempt of the 
Federal Reserve to lower interest rates, and under certain conditions, as in the 
last part of the Great Inflation in the late 1970s, nominal interest rates increased 
instead of decreased in response to an increase in the money supply as the price 
expectations effect commenced immediately. That is, the public became increas
ingly aware, such that, when the Federal Reserve expanded the money supply in an 
attempt to lower interest rates, they immediately adjusted their expected inflation 
rate up to incorporate the higher inflation rate that would come from the expanded 
money supply. 

This example illustrates two implications of the Lucas critique. First, past statis
tical relationships between money and interest rates are not reliable, because expec
tations of how the economy responds to monetary policy change; and, second, the 
more discretionary the policy, the more unstable the expectations about the impact 
of any monetary policy. The implication of the Lucas critique is that a rules-based 
monetary policy is preferable to a discretionary-based monetary policy. 

16.9 Time Inconsistency 

Time inconsistency is a variation and extension of the Lucas critique rooted in the 
role of expectations. Time inconsistency is a straightforward concept -pursuing a 
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Table 16.1. Matrix of Central Bank Policy Outcomes and the Public's Expected 
Inflation Rate 

Public expect price stability: Pe Public expect inflation: Pe 
=0 =1 

(1,1) (2, 1) 
Central bank provides Pe = p = 0 and y = y* = 5 Pe = 1; p = 0; y* = 5; and 

price stability: p = 0 y = 4 
sw = -02 + 2(5 - 5) = 0 sw = -02 + 2(4- 5) = - 2 

(1,2) (2,2) 
Central bank provides Pe = 0; p = 1; y* = 5; and y = 6 Pe = p = 1 and y = y* = 5 

price inflation: p = 1 
sw = -1 2 + 2( 6 - 5) = 1 SW=-12 +2(5-5) =-1 

policy that is optimal in the short run ends up being suboptimal in the long run. 
Every student has experienced a time inconsistency problem. The long-term goal is 
to achieve a good grade in a class, and that requires intense studying the weekend 
before a test, but something that is more appealing than studying often comes up 
that interrupts studying. A student often gives in, and goes to the party or concert 
with friends instead of studying. That seems optimal at the time, but the decision 
not to study reduces the probability of achieving the strategic objective of a high 
grade in the long run, which is a suboptimal outcome. This is time inconsistency. 

Discretionary central banks are particularly prone to time inconsistency, because 
they are tempted to exploit the short -run Phillips curve tradeoff between inflation 
and unemployment even though, in the long run, the central bank cannot influence 
the level of unemployment and output. That is, central banks that conduct policy 
with discretion have an inflation bias. 

Both the Lucas critique and the time inconsistency problem can be illustrated 
with a framework suggested by Alex Cukierman (1986). Assume the central bank 
and the public have a social welfare function in which social welfare, SW, is neg
atively related to inflation and positively related to an output gap according to the 
following: 

sw = -p2 + 2(y - y *) (16.7) 

where p is actual inflation, y is actual output and y* is potential output. 
Table 16.1 illustrates a matrix of central bank policy outcomes in terms of p 

based on the public's expected inflation rate. Let's assume there are two central 
bank policy outcomes, p = 0 and p = 1, and two inflation expectations held by 
the public, Pe = 0 or Pe = 1. Further, assume y * = 5. The value of y relative to y* 
depends on whether inflation is equal to the public 's expected inflation rate. There 
are four possible short-run outcomes. 
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1 If p = 0 and Pe = 0, the economy is defined by outcome (1,1) and SW = 0. The short
run Phillips curve defined for Pe = 0 intersects the long-run vertical Phillips curve at the 
actual inflation rate of p = 0. 

2 Ifp = 1 and Pe = 0, the economy is defined by outcome (1,2) and SW = 1. The economy 
moves up along the given short-run Phillips curve defined for Pe = 0 and generates real 
output y = 6; that is, actual unemployment is less than natural unemployment and actual 
output is greater than potential output. 

3 If p = 0 and Pe = 1, the economy is defined by outcome (2, 1) and SW = -2. The economy 
moves down the given short-run Phillips curve defined for Pe = 1 and generates real 
output y = 4; that is, actual unemployment is greater than natural unemployment and 
actual output is less than potential output. 

4 Ifp = 1 and Pe = 1, the economy is defined by outcome (2,2) and SW = -1. The short
run Phillips curve defined for Pe = 1 intersects the long-run vertical Phillips curve at the 
actual inflation rate of p = 1. 

All four outcomes are possible in the short run, but only outcomes (1,1) and (2,2) 
are possible in the long run. Which of the two long-run outcomes is likely with 
central bank discretion? 

The central bank has discretion to generate price stability (p = 0) or inflation 
(p = 1) in the absence of a rule; that is, its short-run decisions are not governed by 
a rule that anchors short-run decisions about the policy instrument to an inflation 
target. The simple social welfare function can be used to show that, if the central 
bank is not constrained by a rule, the central bank has a bias to inflate because of 
time inconsistency. 

Assume the central bank has no knowledge of what the public expects and in the 
short run desires to pursue a policy that maximizes social welfare; that is, whether 
Pe = 0 or Pe = 1, the central bank will pursue a short-run policy that maximizes 
SW. If the public expect price stability (Pe = 0), the short-run optimal policy for 
the central bank is to inflate (p = 1), because social welfare is higher; that is, SW 
= 0 if p = 0 and Pe = 0, but SW = 1 if p = 1 and Pe = 0. If the public expect 
price inflation (Pe = 1), the short-run optimal policy for the central bank is to again 
inflate (p = 1), because social welfare is higher; that is, SW = -2 if p = 0 and 
Pe = 1, but SW = -1 if p = 1 and Pe = 1. Hence, in the absence of knowing 
what the public expect, as in the prisoner's dilemma, the central bank adopts a 
policy that it regards as optimal in the absence of a specific view of what the public 
expect. In this case, from the central bank's perspective the optimal policy is to 
inflate; that is, pursue a policy that is optimal in the short run but suboptimal in the 
long run. 

As the Lucas critique emphasizes, the public adjust their expectations to take 
central bank policy into account. If the public expect a price-stabilizing central 
bank the central bank has an incentive to inflate, because the central bank can gen
erate a positive output gap in the short run and maximize social welfare. The public 
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will understand this inflation bias and incorporate expected inflation into their eco
nomic contracts. The economy will end up with policy outcome (2,2) in Table 16.1. 
If the public expect inflation the central bank has an incentive to inflate, because 
price stability will generate a negative output gap. The public will see that their 
expectations have been realized and continue to incorporate expected inflation into 
their economic contracts. The economy will end up with policy outcome (2,2). 

In the longrun, outcomes (1,2) and (2,1) are not possible, because in both cases a 
positive or negative output gap will generate changes in the economy to bring actual 
output into equality with potential output. The only long-run sustainable outcomes 
are ( 1,1) and (2,2), but which of these two is the more likely? The public over time 
will understand the central bank's bias to inflate to exploit the short-run Phillips 
curve and expect inflation; that is, over time Pe = 1 and the economy will end up 
with outcome (2,2) instead of (1,1). However, the long-run outcome generates a 
lower level of social welfare (SW = -1), because of higher actual and expected 
inflation than if the central bank achieved price stability and the public expected 
price stability (SW = 0). 

16.10 Solutions to the Lucas Critique and Time Inconsistency 

Four solutions have been suggested in the literature to solve the problem of the 
Lucas critique and time inconsistency. First, a rule that commits the central bank to 
price stability, ranging from setting inflation targets to adapting policy to a Taylor
type rule. Central banks have moved partly in this direction by incorporating both 
explicit and implicit inflation targets in their policies, but have been reluctant to rely 
extensively on Taylor-type rules. The second solution is the central bank establishes 
a reputation for price stability over time, the public understand the central bank's 
desire to maintain that reputation, and as a result expect a price-stabilizing central 
bank, and the economy ends up with outcome (1,1). The problem here is that rep
utation is fragile, especially in a political environment in which the central bank is 
pressured to pursue inflationary policies. The third solution is to simply structure 
a contract with the management of the central bank to generate price stability, and 
performance that does not meet the conditions of the contract results in either lower 
income or termination. The contract approach would have many practical problems 
even though it represents a theoretical solution to time inconsistency. The fourth 
solution is to appoint a conservative central bank management; that is, to appoint 
individuals who have a reputation for price stability and who would be unlikely to 
exploit a short-run Phillips curve. Again, like the contract approach, this has many 
practical problems. 

Of the four solutions, some type of rule-based policy is the most practical solu
tion. While central banks have adopted inflation targeting in one form or another, 
they resist the more constraining rule-based policies and prefer discretion. 
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16.11 Central Bank Response to the Lucas Critique and 
Time Inconsistency 

The logic of the Lucas critique and time inconsistency is powerful and the policy 
implications important. The policy implications emphasize the benefits of rules 
over discretion, but rules are themselves problematic. In the past several decades 
central bank policy has incorporated a number of these policy implications in the 
following form: 

1 greater transparency in central bank tactics and strategy; 
2 primacy of price stability as the financial macroeconomic policy target; 
3 explicit and implicit inflation targeting; and 
4 utilization of the Taylor rule or variations of the Taylor rule to guide short-term tactics 

Central banks, however, have remained reluctant to fully embrace the rules 
approach, and, even though they cannot deny the logic of the Lucas critique and 
time inconsistency, central banks regard the theoretical framework as too distant 
from the actual practice of central bank policy to be taken seriously. They have 
certainly moved in the direction suggested by the rules approach, but resist being 
constrained by rules and continue to use complex econometric models of the econ
omy to guide policy. 

The Federal Reserve, as well as other central banks, argue that they are more 
aware of the problems of activist monetary policy than in the past; have learned 
from their past policy errors; and have modified their tactics and strategy in 
response to the existence of lags in the effect of monetary policy and issues raised 
by the Lucas critique and time inconsistency. Nonetheless, discretion continues to 
be the preferred approach to central bank policy. In fact, the Federal Reserve has 
modified the traditional concept of discretion to what is now called "constrained 
discretion" (Bemanke, 2003), as a middle ground between the traditional rules and 
discretion approaches. Constrained discretion is a combination of the best elements 
of rules and the best elements of discretion. This sounds like "Do good and avoid 
evil", to which all would agree, but the problem comes when you have to define 
the meaning of "good" and "evil", and, for all practical purposes, constrained dis
cretion (or what another former Federal Reserve official refers to as "enlightened 
discretion": Blinder, 1999, p. 49) is a more sophisticated discretion approach in the 
context of the five-step sequence discussed in this book, but discretion nonetheless. 
In the next and closing chapter we discuss the record of Federal Reserve policy and 
return to the issue of rules versus discretion in the closing comments. 
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Chapter 17 

Five Important Periods in the U.S. Financial and 
Monetary Regime 

17.1 Introduction 

The concluding chapter reviews the performance of the nation's financial and mon
etary regime during five important periods of financial and economic change in the 
U.S. economy: the Great Depression (1929 to 1941); the Great Inflation (1965 to 
1985); financial liberalization (1970s to); the Great Moderation (1985 to 2000); and 
the Great Recession (2006 to). Note the lack of ending dates for financial liberal
ization and the Great Recession. The pace of financial liberalization has slowed in 
the new century, but continues to change financial and monetary regimes through
out the world. The Great Recession officially ended June 2009, according to the 
National Bureau of Economic Research; however, the recovery has been weak, 
and the economy continues to operate below potential at the time of this writing in 
late 2016. 

This chapter and Chapter 10 are historical and can be omitted without an adverse 
impact on understanding the country's financial and monetary regime, but knowl
edge of the historical evolution of the U.S. regime does add value and brings to 
light economic and political debates about the role of government in general and in 
the country's financial and monetary regime in particular. The five periods reveal 
important lessons about Federal Reserve policy. 

The following discussion of the five periods is based on economic and historical 
research, some of which represents research by the author, and, while the basic 
outlines of the Great Depression, the Great Inflation, financial liberalization and 
the Great Moderation are generally accepted, debate continues over many of the 
details. This cannot be said of the Great Recession. Debate continues over whether 
the Great Recession was the result of market failure, government failure or some 
combination of the two. 

Each of the five periods is addressed in tum. 

363 
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Figure 17.1. GDP Gap, 1875 to 2007. Source: Based on date provided by Robert J. Gordon. 

17.2 Prelude to the Great Depression 

It is difficult to overstate the economic shock to the nation and the world caused 
by the Great Depression. Figure 17.1 presents the U.S. GDP gap from 1875 to 
2007 and Figure 17.2 presents the actual and natural unemployment rates from 
1890 to 2007. The output and employment gaps and the economic distress the gaps 
imposed on the economy in the 1930s are remarkable. In Chapter 10, the collapse 
of the banking system was documented. 

To better understand this period, the discussion starts with how the Federal 
Reserve evolved from its establishment in 1913 to the start of the Great Depres
sion in 1929. The discussion then shifts to the Great Depression itself, the role of 
the Federal Reserve and the aftermath on Federal Reserve policy, which lasted until 
March 1951. 

The Federal Reserve was established December 1913 in the environment of a 
financial system that was subject to minimal regulation and supervision by today's 
standard and a monetary system based on the gold standard. The first few years of 
the Federal Reserve's existence were challenging from several perspectives. 

First, the infrastructure of the new central bank, with its unique structure of a 
decentralized central bank (Board of Governors and 12 Federal Reserve District 
banks), was a formable task in of itself. 

Second, there was considerable debate between the Board of Governors, which 
was then referred to as the Federal Reserve Board, the New York Federal Reserve 
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Figure 17.2. Actual Unemployment Rate and Natural Unemployment Rate, 1890 to 2007. 
Source: Based on data provided by Robert J. Gordon. 

Bank and the 11 other Federal Reserve banks over the distribution of power. Until 
the late 1920s the New Federal Reserve Bank dominated decision making; in fact, 
a president of the Federal Reserve Bank of New York at one time stated that the 
system of 12 Federal Reserve banks was a system with 11 too many reserve banks! 

Third, within a year of being established the Federal Reserve was dealing with 
large gold inflows from Europe that increased base money, and within a few more 
years it was being required to keep interest rates low to support U.S. Treasury bor
rowing to finance military spending during WWI. As a result, inflation increased 
rapidly after 1915. The average inflation rate measured by the CPI from 1916 to 
1920 was 14.7 percent. 

Fourth, the Federal Reserve in 1920 withdrew its support of U.S. Treasury secu
rities and commenced a tight monetary policy with large increases in the discount 
rate. This is now considered a successful price stabilization policy, as inflation was 
quickly brought under control, but with a sharp decline in prices and output. The 
average inflation rate from 1921 to 1923 was 8.6 percent, but by 1923 the infla
tion rate was 1.8 percent. Inflation remained low and stable for the remainder of 
the 1920s and contributed to the prosperity of that decade. However, the negative 
political reaction to the Federal Reserve's aggressive discount policy had a lasting 
influence in tempering Federal Reserve interest rate policy that continues to the 
present. The Federal Reserve continues to be more willing to lower interest rates 
than raise interest rates. 
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The remainder of the 1920s was a successful period for Federal Reserve policy. 
The economy grew at a rapid rate in response to the direct and indirect effects of the 
new innovations of the radio and automobile. The business cycle was barely notice
able, employment was high and the average inflation rate was low. The average 
inflation rate from 1923 to 1930 was 0.3 percent. Nonetheless, the Federal Reserve 
on the eve of the Great Depression had a fractured decision-making structure in the 
form of a weak Board of Governors and decision-making process dominated, until 
1928, by the Federal Reserve Bank of New York. In that year Benjamin Strong, 
who headed the Federal Reserve Bank of New York, died and was replaced by a 
much weaker leader. Thus, on the eve of the Great Depression the Federal Reserve 
decision-making process consisted of a weak board and 12 District banks with dif
ferent views and competing for power and influence in the Federal Reserve. 

17.3 The Great Depression 

The Great Depression actually consists of four periods that span a decade: the Great 
Contraction, from 1929 to 1933, which witnessed the collapse of the U.S. financial 
and real sector; "recovery", from 1933 to 1937, in the technical sense that the econ
omy began to expand after 1933; sharp recession in 1937; and continued recovery 
from 1938 to 1941 as the U.S. economy prepared for war. The Great Depression 
ended when the Japanese attacked Pearl Harbor on December 7, 1941. The United 
States declared war on Japan, and Germany and Italy declared war on the United 
States, and, as a result, the United States became an engine of war production unpar
alleled in world history. 

The Great Depression started August 1929, according to the NBER. This is two 
months before the stock market crash on October 29, 1929. The stock market crash 
has been widely viewed as the start and cause of the Great Depression; however, 
the evidence is not consistent with the hypothesis, even though the crash continues 
to be assigned great importance as the cause. There are different opinions about 
what started the decline in August 1929, with most attention directed to a shift 
toward tighter monetary policy by the Federal Reserve. The recession was severe, 
but not out of line with previous downturns. The decline turned into the Great Con
traction in late 1930 with a wave of bank failures as the public lost confidence in 
deposit money and there was a series of unwise policies by the federal government 
to raise taxes and restrict imports. To understand the wave of bank failures, keep 
in mind that federal deposit insurance was not established until1934. The effort to 
convert deposits into currency (base money) had three immediate effects: first, by 
increasing the k ratio in the money multiplier, M2 money supply declined by 25 
percent from 1929 to 1933; second, the contagion effect caused widespread bank 
failures, so that by 1933 the banking system had declined from about 40,000 banks 
to 30,000 banks; and, third, the banks that survived were much more risk-averse 
and less willing to loan funds. 
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The public's desire to hold currency instead of deposits, the resulting collapse 
of the banking system and the reduced supply of loanable funds; increased income 
taxes by the Hoover administration; and restrictions on imports by the Hoover 
administration (Smoot-Hawley tariffs) shifted AD to the left, resulting in a 27 per
cent decline in output and a 26 percent decline in the price level from 1929 to 1933. 

The turning point in the Great Depression, in 1933, came in response to two 
factors. First, shortly after coming to power the Roosevelt administration declared 
a banking holiday, followed by an impressive series of financial reforms includ
ing establishing federal deposit insurance in 1934. The k ratio in the money mul
tiplier declined and the money supply began to increase. Second, capital inflow 
from Europe caused a major increase in gold flowing into the United States. The 
U.S. Treasury monetized the gold inflow by issuing gold certificates to the Federal 
Reserve, which in tum increased base money. 

The financial system stabilized in response to federal deposit insurance, other 
reforms and increased liquidity. The economy began to recover in 1933; however, 
the term "recovery" must be understood in the technical sense, because on the eve 
of the sharp decline starting May 1937 the economy remained depressed. In 1936 
the output gap remained large at -19.8 percent and unemployment remained high 
at 17 percent. Unemployment was much higher, however, considering discouraged 
and marginal worker effects. Even in 1939 the economy remained distressed, with 
the output gap at -20.9 percent and unemployment at 17.2 percent. 

The technical recovery ended May 1937 when the United States experienced a 
short but sharp decline, which bottomed in June 1938. The recession was short, 
and, starting June 1938, the economy continued to expand through December 7, 
1941, and then expanded greatly thereafter (Figures 17.1 and 17 .2). However, even 
in 1941 the economy was operating well below its potential. The output gap in 1941 
was -6.3 percent and the unemployment rate was 9.9 percent. 

17.4 Role of the Federal Reserve 

Until the 1960s the widely held view of the Great Depression and the role of the 
Federal Reserve could be summarized in the following points. 

First, the causes of the Great Depression were rooted in the unequal distribution 
of income; speculation in the stock market; business "animal spirits" in search of 
profit; excessive competition between banks for deposits and loans; and the close 
relationship between investment and commercial banking. That is, the economic 
and financial system were structurally weak, and any shift in AD would bring down 
the whole house of cards. The shift in AD was initially caused by a slowdown in 
private investment; hence, the Great Depression was the result of market failure. 

Second, the New Deal policies of the Roosevelt administration were responsi
ble for the recovery that started in 1933 and demonstrated the ability of activist 
government to mitigate market failure and stabilize the economy. 
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Third, the Federal Reserve conducted easy monetary policy, but the economy 
was in a liquidity trap in that providing money and lowering interest rates was like 
"pushing on a string", as the public lacked confidence and were unwilling to spend. 
The structural problems overwhelmed any easy monetary policy by the Federal 
Reserve. The Federal Reserve had its own structural issues because of the lack of 
central leadership, but, by and large, the Federal Reserve did everything in its power 
to reverse the decline. 

Fourth, the war induced recovery in late 1941, demonstrating the correctness 
of the Keynesian model; that is, higher government spending ended the Great 
Depression. 

This perspective, which emphasizes the ineffectiveness of monetary policy, the 
inherent instability of a market system and the need for an extensive expansion of 
government management of AD, regulation and supervision, was widely accepted 
into the first few decades after the end of WWII. 

Then, in 1963, Milton Friedman and Anna Jacobson Schwartz published AMon
etary History of the United States: 1867 to 1960, which challenged each of these 
widely held views. The challenge became an important part of the monetarist
Keynesian debate in the next two decades. Friedman and Schwartz (1963) offered 
an alternative view of the role of the Federal Reserve in the Great Depression. 

First, policy errors by the Federal Reserve turned what would have been a normal 
recession into the Great Contraction by its failure to be an aggressive lender of 
last resort to individual banks and its failure to increase base money with open 
market operations. The errors were the result of dysfunctional decision making, 
a misunderstanding of how monetary policy impacted the economy and a lack of 
leadership. 

Second, by any standard monetary policy was tight during the Great Contraction. 
Base money declined, the money supply declined and, while nominal interest rates 
were low, real interest rates were high because of deflation. The average real interest 
rate from 1930 to 1933 was 11.7 percent! Arguments by the Federal Reserve that 
regulations and rules governing discount policy prevented it from more aggressive 
action lacked merit and were ex post excuses for an ex ante lack of willingness to 
function as a lender of last resort. Had the Federal Reserve pursued a more active 
policy the Great Depression would not have been as deep nor as long. 

Third, the recovery that started March 1933 had little to do with Federal Reserve 
policy or New Deal spending and more to do with federal deposit insurance reestab
lishing public confidence in deposit money (increasing the k ratio in the M2 money 
multiplier) and the decision by the U.S. Treasury to monetize the huge capital flight 
in the form of gold inflows from Europe as the winds of war became apparent. 

Fourth, the sharp recession that started May 1937 was directly due to the Fed
eral Reserve's decision to eliminate the large amount of excess reserves held by 
banks by doubling reserve requirements over a six-month period (Cargill and 
Mayer, 2006). The Federal Reserve assumed that the excess reserves were due to 
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a lack of demand for loans and, hence, doubling reserve requirements would have 
no effect on bank lending. This was a policy error caused by the Federal Reserve's 
failure to distinguish between actual and desired excess reserves. The situation was 
just the opposite, however. The excess reserves were desired because of risk aver
sion by banks, and, as reserve requirements increased, banks reduced their lending. 

Fifth, the Great Depression was due to government policy failure, especially 
Federal Reserve policy. The Great Depression is thus an argument against activist 
government policy rather than evidence to support an expanded role of government 
in the economy. 

Sixth, the New Deal spending was ineffective, and many of the new policies to 
regulate the economy interfered with recovery. 

Friedman and Schwartz ignited an intense debate, and, while some elements of 
their analysis have been modified and others reinforced, the weight of evidence 
is consistent with the view that policy errors by the Federal Reserve played an 
important role in causing the Great Contraction and the sharp recession in 1937 and 
1938; that is, had the Federal Reserve pursued a more aggressive easy policy the 
Great Recession would have been shorter and not as deep. Robert Whaples (1995) 
illustrates this point in his survey of economists and historians. Whaples found that 
no more than 25 percent of both historians and economists would unconditionally 
reject the argument the Federal Reserve was a contributing factor. More recently 
Ben Bernanke (2002) has highlighted the negative impact the Federal Reserve had 
on the economy: 

The brilliance of Friedman and Schwartz's work on the Great Depression is not simply 
the texture of the discussion or the coherence of the point of view . . . For practical central 
bankers, among which I now count myself, Friedman and Schwartz's analysis leaves 
many lessons. What I take from their work is the idea that monetary forces, particularly 
if unleashed in a destabilizing direction, can be extremely powerful. The best thing that 
central bankers can do for the world is to avoid such crises by providing the economy 
with, in Milton Friedman's words, a "stable monetary background"- for example as 
reflected in low and stable inflation. 

Let me end my talk by abusing slightly my status as an official representative of the 
Federal Reserve. I would like to say to Milton and Anna: Regarding the Great Depres
sion. You're right, we did it. We're very sorry. But thanks to you, we won't do it again. 

The argument that New Deal government spending was ineffective is attested to by 
no other authority than Henry Morgenthau, President Roosevelt's secretary of the 
Treasury. On May 9, 1939, Morgenthau in a meeting with four other officials at the 
U.S. Treasury stated the following in his diary (Henry Morgenthau Diary, 1939): 

Now, gentlemen, we have tried spending money. We are spending more than we have 
ever spent before and it does not work . . . I want to see this country prosperous. I want 
to see people get a job ... We have never made good on our promises ... 
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This passage was made public only a few years ago, and it gives an uncomfortable 
perspective for those who hold the New Deal spending as good government policy 
despite the large body of economic evidence that the impact of the New Deal on 
the recovery is exaggerated. 

17.5 Aftermath: Redesigning the Federal Reserve, Government Financial 
Regulation and the Financial System 

The Federal Reserve was not held responsible for its role in the Great Depression 
for many decades. The Great Depression was viewed as the result of nonmone
tary forces that could not be offset by monetary policy. The inability of the Federal 
Reserve to be more effective at that time was viewed as the result of a decentral
ized decision-making process, a lack of sufficient tools of monetary policy and a 
functionally unsound financial system because it permitted too much competition, 
allowed a close relationship between investment and commercial banking and was 
largely unregulated and unsupervised. Both issues were dealt with by a series of 
legislative and administrative actions from 1933 to 1935 that established the cur
rent structure of the Federal Reserve to the present and the financial system through 
the 1970s. 

The redesign of the Federal Reserve: The Federal Reserve was subject to an 
extensive set of institutional reforms in 1935. Open market operations were cen
tralized in the newly established Federal Open Market Committee; the tactics and 
strategy of monetary policy were concentrated in the Board of Governors, which 
dominated the Open Market Committee; and the monetary policy tools were revised 
and extended. In particular, the Board of Governors was provided with the ability 
to change reserve requirements and the ability to set margin requirements on stocks 
and bonds convertible into stocks. 

As a result of the then perceived impotence of the Federal Reserve and the impo
tence of monetary policy in the early versions of the Keynesian model, Federal 
Reserve policy moved into the background and the Federal Reserve lost all flex
ibility to conduct monetary policy shortly after December 7, 1941, when it was 
required to target government security interest rates at a low level to assist U.S. 
Treasury sales of debt to finance the massive increase in government spending 
that would be required to wage war against Germany, Japan and Italy. This was a 
proper role for a central bank in times of national emergency; however, the Federal 
Reserve was required to continue targeting interest rates on government securities 
until March 1951. By that time there was growing concern Federal Reserve policy 
needed to be more flexible to deal with inflation and needed to be released from the 
requirement to support government security interest rates. In March 1951 a one
page Treasury-Federal Reserve Accord stated that the Federal Reserve would no 
longer support the interest rates on government debt, and these interest rates would 
henceforth be determined by market forces. 
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The Federal Reserve emerged from the 1951 accord diminished in reputation 
and relegated to a minor role as an instrument of stabilization, due to the increas
ing acceptance of the Keynesian model and the then popular nonmonetary the
ories of inflation. In fact, this episode illustrates the relative unimportance of de 
jure independence relative to de facto independence for a central bank. The formal 
independence of the Federal Reserve remained intact from 1942, when the interest 
rate support program was established, until March 1951, yet it was completely de 
facto dependent on the government. Despite the shift from a completely dependent 
central bank under the interest rate support program to some degree of de facto 
independence after the 1951 accord, Federal Reserve independence continued to 
be constrained by the 1946 Employment Act. The Federal Reserve, reflecting the 
political consensus to prevent a repeat of the high unemployment rates in the 1930s, 
placed a higher weight on employment than price stability despite publicly sup
porting price stability; developed a "flexible" concept of independence; and coor
dinated monetary policy with Treasury bond placements, referred to as "even keel" 
policies. 

McChesney Martin became chair of the Board of Governors in 1951 and 
remained in that position until replaced by Arthur Bums in 1971. Martin pub
licly supported price stability, but in practice placed greater weight on coordinating 
monetary policy with the Treasury and viewed Federal Reserve independence as 
independence "within" rather than "from" government. This flexible view of inde
pendence amounts to de facto dependence on government policy. 

The stable macroeconomic performance of the economy and price stability in 
the 1950s are often attributed to the independent Federal Reserve released by the 
1951 accord; however, this view is not convincing, for two reasons. First, there is 
no evidence from a close reading of Federal Reserve documents during this period 
that the Federal Reserve understood the relationship between money and inflation, 
nor possessed anything but a shallow understanding of how monetary policy func
tioned. That is, the record is not consistent with the view of an independent Federal 
Reserve focused on price stability during this period. Second, the Federal Reserve 
found itself in a favorable environment with little pressure to depart from price sta
bility. In fact, the 1950s were like the 1920s, which was also a successful period of 
Federal Reserve policy. Both decades followed wars, both decades experienced sig
nificant increases in potential output, both decades experienced a confident public 
and both decades had low government deficits. 

The political environment changed in the 1960s, especially under the Johnson 
administration, when monetary policy became de facto less independent and set 
the basis for the Great Inflation. 

Financial reform: The financial system was also subjected to significant institu
tional redesign. Federal government regulation and supervision expanded with the 
establishment of the Federal Deposit Insurance Corporation in 1934, the Securities 
and Exchange Commission in 1935 and a number of other new regulatory agencies 
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to oversee different parts of the financial system. The number of financial reforms 
is large, and any detailed discussion would be beyond the scope of this chapter; 
however, three aspects of the redesign effort are important. 

First, the financial system prior to the Great Depression was regarded as unsta
ble, because it lacked federal regulation and supervision to limit imprudent lending 
by banks. Imprudent lending exposed banks to failure in the face of any economic 
decline and thereby reduced public confidence in deposit money. Hence, the ratio
nale for a greatly expanded role for federal regulation and supervision, also matched 
at the state level, was designed to limit imprudent lending and sustain public con
fidence in deposit money. 

Second, the pre-Great-Depression financial system allowed the overlap of 
investment banking (underwriting debt and securities) and commercial banking 
(accepting deposits and making loans). It was widely accepted at the time this led to 
speculation on the stock market, conflicts of interest between banks and their depos
itors and outright fraud. A major focus of the reforms was to separate commercial 
from investment banking to limit risk taking and maintain public confidence in 
deposit money. 

Third, the pre-Great-Depression financial system permitted interest rates in 
both the direct and indirect financial markets to be market-determined. Market
determined interest rates, especially for deposits, were then regarded as provid
ing incentives to assume imprudent levels of risk taking. As banks competed for 
deposits with higher interest rates, they were required to make riskier loans as 
the cost of funds increased. The solution was to place interest rate ceilings on 
deposits. Demand deposits had a zero ceiling while saving and time deposits were 
subject to a positive ceiling set by the Federal Reserve, referred to as Regulation 
Q. Also, to limit usury, many state governments imposed interest rate ceilings on 
bank credit. Interest rates in direct money and capital markets were permitted to be 
market-determined, but these markets now came under government regulation and 
supervision. 

17.6 The Great Inflation: A Clash of Federal Reserve Policy Errors 
and Flawed Financial Regulation 

The Great Inflation period was one of intense financial and economic distress in 
the United States and many countries. The macroeconomic environment of high 
inflation, high unemployment and low and declining output was accompanied by 
disruptions in the flow of funds and the ultimate collapse of the S&L industry. The 
unstable macroeconomic environment and financial disruptions were importantly 
the result of policy errors on the part of government regulation of the financial 
system to limit competition; Regulation Q; subsidization of homeownership by 
protecting the S&L industry as a specialized mortgage lenders; and Federal Reserve 
easy monetary policy. 
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Inflation remained low from 1952 to 1965, averaging only 1.5 percent, but four 
events set the stage for excessively easy monetary policy, the Great Inflation and 
the loss of any de facto independence the Federal Reserve had achieved by the 
1951 accord. The easy monetary policy and resulting inflation clashed with a fun
damentally unsound financial structure designed to limit competition and support 
homeownership. 

First, the Kennedy administration elevated activist Keynesian demand manage
ment policy as part of its "new economic policy", outlined in the 1962 Economic 
Report of the President (Kennedy, 1962); second, the Federal Reserve was required 
to coordinate monetary policy with the administration's fiscal policy; third, the 
Phillips curve tradeoff between employment and inflation in the context of the 
Employment Act of 1946 provided incentives to the Federal Reserve to purchase 
employment with inflation; and, fourth, the Johnson administration after 1963 
embarked on an aggressive government spending program, ran large and persis
tent deficits and was generally unwilling to raise taxes. 

Once inflation had become a serious problem the Phillips curve was then used as 
an argument against anti-inflation policy, because aggressive anti-inflation policy 
would be "too costly" in terms of lost employment. In hindsight, it is remarkable 
how influential the 1958 paper by Phillips was on public policy. 

The Martin administration was susceptible to inflationary policy because of his 
particular concept of Federal Reserve independence as independence "within" gov
ernment and not "from" government. That is, the Martin concept of independence 
emphasized cooperation with the government and de facto dependence irrespec
tive of the de jure independence of the Federal Reserve. The concept implied only 
a one-way relationship. The Federal Reserve accommodated government spending 
but, as inflation increased, the government was reluctant to take actions to reduce 
the deficit or permit the Federal Reserve to increase interest rates sufficient to disin
flate. This was clearly illustrated in 1968, when the Johnson administration imposed 
a temporary 10 percent surtax on corporations and individuals; however, its tem
porary nature ensured a minimal impact on spending, because it was advertised as 
only temporary. In fact, faith in Keynesian demand management was so entrenched 
at the time the Federal Reserve was concerned the temporary surtax might lead to 
"fiscal overkill". As a result, the Federal Reserve continued easy monetary policy. 

Martin's administration ended in January 1970, and in February 1970 Bums 
became chair of the Board of Governors. Bums had established himself as a world
class academic. There was great anticipation that such an academically qualified 
individual would return Federal Reserve policy to price stability. Instead, Bums 
continued and accelerated the inflationary policy, such that inflation eventually 
reached double-digit rates by the late 1970s, accompanied by increasing unem
ployment. Bums continued the Martin approach to independence and was will
ing to trade Federal Reserve independence and price stability to work within the 
government; support administration deficit spending and employment goals; and 
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support the political aspirations of both Richard Nixon and, later, Jimmy Carter. 
Bums believed the costs of disinflation were politically unacceptable, and, as a 
result, he and the Federal Reserve became advocates of wage and price controls, 
which were imposed on the U.S. economy in 1971. They were removed shortly 
afterwards, causing much distress. 

This period saw the collapse of the Bretton Woods fixed exchange rate system in 
August 1971, when Nixon announced the New Economic Policy, directed at deal
ing with both internal and domestic issues: ending the convertibility of dollars into 
gold; imposing a 10 percent surcharge on imports, aimed primarily at Japan and 
Germany unless they revalued their currencies; and imposing a 90-day wage/price 
freeze to deal with inflation. The fixed exchange rate system was unsustainable 
because deficit countries such as the United States were not willing to slow eco
nomic growth and surplus countries such as Japan and Germany were unwilling to 
inflate. The gold standard was never a serious constraint on Federal Reserve policy 
after WWll; nonetheless, the shift to flexible exchange rates permitted the Federal 
Reserve to ignore international currency fluctuations to an even greater extent than 
before. There was a brief period between 1971 and 1973 when efforts were made 
to maintain the fixed exchange rate system with revalued currencies; however, in 
1973 the fixed exchange rate system ended. 

The unwillingness of the Federal Reserve to appreciate the relationship between 
money and inflation is difficult to understand, but the willingness to become advo
cates of wage and price controls as a solution to inflation is even more difficult to 
understand. The decision to support controls further eroded the independence of the 
Federal Reserve and affirmed the public's expectation the Federal Reserve lacked 
either the power or willingness to bring inflation under control. So, not only did 
inflation increase but so did expected inflation. The evidence is overwhelming the 
Federal Reserve under Bums regarded its role as supporting the government. The 
excerpt from a diary kept by Bums cited in Chapter 11 emphasizes this point. The 
efforts by Bums to appease the White House and assist Nixon's 1972 reelection 
are well known. This period is a dark history of the Federal Reserve, and the entire 
episode of the Great Inflation renders any concept of independence based on the de 

jure perspective irrelevant. 
The Federal Reserve not only failed to stabilize the value of the dollar but con

tributed to intensive disruptions in the financial system as inflation increased the 
gap between unregulated money and capital market interest rates and the Regu
lation Q ceilings on deposits at banks and S&Ls. Federal Reserve understanding 
of the connection between macro-policy and financial regulation was limited. This 
was especially apparent with any discussion of Regulation Q. Most discussions of 
Regulation Q were devoid of any awareness of the distorting effects on the financial 
system of the increasing gap between money market interest rates and the Regula
tion Q ceilings. Instead, discussion focused on competitive equity between depos
itory institutions and the legality of imposing interest rate ceilings (Meltzer, 2009, 
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p. 385). This is remarkable considering the adverse impact Regulation Q had on the 
stability of the financial system in the 1970s. This lack of attention to the resource
distorting effects of Regulation Q was also verified by Mayer (1982) in regard to an 
action in 1966 by the Federal Reserve to lower Regulation Q as inflation was begin
ning to increase. This lack of attention to structural flaws in the financial system by 
the Federal Reserve and failure to consider how easy monetary policy would lead 
to financial distress was repeated in the first few years of the new century and led 
to the Great Recession. 

Increasing criticism of Federal Reserve policy by a growing number of outside 
critics was vigorously resisted by the Federal Reserve, which argued that inflation 
was due to other factors, such as oil price shocks, agricultural price shocks and labor 
union shocks, and that monetary policy was tight, as evidenced by high interest 
rates. The critics countered these arguments by pointing out that economic theory 
and history showed inflation was a monetary phenomenon; that oil price shocks or 
other discrete events could not explain consistent inflation over time; and that high 
interest rates indicated easy rather than tight monetary policy because of the Fisher 
effect. 

Congress attempted to rein in the Federal Reserve with the 1978 Full Employ
ment and Balanced Growth Act, which required the Federal Reserve to report to 
Congress twice yearly; required the Federal Reserve to focus on price stability as 
well as maximum employment; and required the Federal Reserve to formulate mon
etary aggregate targeting to better control the inflation rate and economy. The 1978 
Act was well intended but only confused the final policy targets by imposing a dual 
mandate on the Federal Reserve. Nonetheless, the dual mandate was made part of 
the Federal Reserve Act in 1979 and continues to be the operating framework of 
the Federal Reserve. 

Inflation continued, along with high unemployment. By 1979 the Federal 
Reserve had lost all credibility for price stability, the public did not anticipate fiscal 
restraint from the government and, as a result, government spending and deficits 
were expected to be accommodated by the Federal Reserve. Inflationary expec
tations continued to increase, shifting the short-run Phillips curve to the right, 
and thereby increased unemployment at the current inflation rate. Bums wanted 
to remain chair and, as a result, supported the new Carter administration in 1977 
with continued easy policy; however, he was not reappointed. William Miller was 
appointed chair in March 1978, and was shortly replaced by Paul Volcker in August 
1979. Miller's tenure is the shortest and the least successful in Federal Reserve his
tory, because his appointment came at the height of the Great Inflation and Miller 
did not have the skills necessary to head a central bank. 

In 1979 the economy was in economic and political crisis: inflation; high unem
ployment; high interest rates; increasing gold prices; declining value of the dollar; 
disintermediation of funds from depository institutions to money markets; insol
vency of the S&L industry; financial scandal, involving an effort by two Texas 
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bankers - the Hunt Brothers - to manipulate the silver market; and the need for 
a large federal loan guarantee to keep Chrysler from bankruptcy. On the politi
cal front the Iranian hostage crisis further generated a sense the government was 
unable to influence its environment. As the 50th anniversary of the Great Depres
sion passed, a large number of policy makers asked whether "it" could happen 
again. 

17.7 Financial Liberalization and the Great Moderation 

Three policy tracks were adopted in 1979 and 1980 to deal with the crisis, which set 
the stage for a two-decade period of economic growth and price stability charac
terized by financial liberalization with respect to the financial system and the Great 
Moderation with respect to central bank policy. 

The first involved a major regulatory overhaul of the financial system, designed 
to remove a number of constraints imposed on the financial system during the 
1930s; second, the appointment of Volcker as chair of the Board of Governors with 
a political mandate to return the economy to price stability; and, third, a new set of 
tactics and strategy for the Federal Reserve that were more rule-based than previ
ously and focused on price stability. 

Financial liberalization: The Great Inflation clashed with Regulation Q ceilings 
and the policy of maintaining S&Ls as specialized mortgage lenders and was the 
primary cause of the collapse of the S&L industry, over a two-decade period starting 
in the early 1960s. The S&L industry was regulated to be specialized lenders of 
mortgage funds to support the social contract to encourage homeownership. The 
collapse of the S&L industry was officially recognized in 1989 when Congress 
passed legislation to resolve insolvent institutions, representing the largest collapse 
of the U.S. financial system since the Great Depression and imposing a taxpayer 
cost of$124 billion in nominal dollars as of December 31, 1999 (Curry and Shibut, 
2000). Assuming an even distribution of this amount over the period from 1990 to 
1999, the taxpayer cost was $194 billion in 2013 dollars. 

Financial policy designed to support homeownership (Regulation Q interest rate 
ceilings, specialized mortgage lending status provided to the S&L industry, Fannie 
Mae, Freddie Mac, etc.) and inflationary monetary policy exposed the S&L indus
try to interest-rate, liquidity and disintermediation risk in the 1970s that ultimately 
caused the collapse of the industry in the 1980s. This crisis was caused by the com
bination of monetary policy failure, a flawed financial system designed to support 
homeownership and a flawed policy response to the increasing number of troubled 
S&Ls. 

The policy response was anchored in denial and, when denial was no longer cred
ible, in understating the magnitude of the problem, and when a policy response 
could no longer be avoided the policy response was based on forgiveness and 
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forbearance. Forgiveness involved changing the regulatory parameters to transform 
insolvent S&Ls into solvent S&Ls. Forbearance involved holding off closing a trou
bled institution in the hope it would "work its way" out of insolvency. This policy 
response prolonged the distress and increased the ultimate resolution cost, and had 
a large moral hazard component. Finally, when significant taxpayer funding was 
required to bail out the S&L industry, the emphasis shifted to blaming the market 
and "greedy" financial institutions to cover up the combination of Federal Reserve 
failure and flawed financial policy to encourage homeownership. This is not to deny 
there was fraud and gross misrepresentation at the individual S&L level (market 
failure), but the overwhelming cause of the collapse of the S&L industry resided 
in its flawed structure and an easy monetary policy that generated inflation in the 
context of Regulation Q ceilings. 

The collapse of the S&L industry and related distress in the financial system 
forced an attitudinal and policy response that reversed the reforms imposed during 
the Great Depression. The United States embarked on a financial liberalization pro
cess to redesign the financial system by removing interest rate ceilings on deposits 
and loans; expanding the portfolio diversification powers of financial institutions; 
ending the separation between investment and commercial banking; and, in gen
eral, permitting market forces to play a more important role in allocating credit than 
previously. 

The financial reforms involved major legislation and administrative actions that 
significantly liberalized the flow of funds in the United States. 

Paul Volcker and slaying the inflation dragon: Volcker is the most successful 
chair of the Federal Reserve in its history in terms of coming into a crisis situation, 
playing a key role in resolving the crisis and setting the stage for a 15-year period 
of generally good monetary policy outcomes, referred to as the Great Moderation. 
Volcker assumed the chairmanship in a crisis with the required reputation; with a 
correct view of how to bring inflation down via reduced monetary growth; with a 
correct view of how Keynesian policies had led to the inflation; with a correct view 
of the importance of the public's inflationary expectations in the process; and, most 
important, with a realistic view of the costs of reducing the public's inflationary 
expectations. Volcker saw the Federal Reserve as the primary weapon to "slay the 
dragon" (Volcker, 2000). 

Just as important, however, Volcker had the benefit of a political environment 
that permitted the Federal Reserve to achieve price stability even though it imposed 
a rather serious but short recession on the economy. This was needed to reverse 
inflation expectations, which had been based on over two decades of excessively 
easy monetary policy by the Federal Reserve, and the complete loss of the Federal 
Reserve's reputation and credibility for price stability. The Reagan administration 
assisted the Federal Reserve in reversing inflationary expectations with its general 
support for price stability and lack of criticism of Volcker, but, most dramatically, 
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President Reagan's support was demonstrated in the August 1981 showdown with 
the Professional Air Traffic Controllers Organization, the union representing the 
nation's airport controllers. 

The union declared an illegal strike on August 3, 1981, for higher pay, other 
benefits and a 32-hour work week. In remarks with reporters on August 3, 1981, 
Reagan indicated that, if the striking controllers did not return to work within 48 
hours, "they forfeited their jobs and will be terminated" (Reagan, 1981 ). On August 
5, 1981, Reagan fired 11,300 air controllers, or about 87 percent of the air traffic 
controller workforce. The union was decertified a few months later. The impor
tance of this event cannot be understated, and it played a major role in reducing 
inflationary expectations. 

New tactics and strategy for price stability: The formal change in monetary 
policy came at the October 6, 1979, FOMC meeting accompanied by congres
sional testimony by Volcker and other public statements. The key elements of the 
new Federal Reserve policy were: 1 ), inflation had to be brought under control, 
to achieve economic growth and end the disruptions in the financial system and in 
exchange rates: 2), lower inflation would increase employment; 3), control over 
the money supply (officially redefined as M2, to include a number of financial 
innovations that had been ongoing for over a decade) was key to reducing infla
tion; 4), the disinflation process would not be easy and would take time; and, 
5), lowering the public's expected inflation rate was essential to the anti-inflation 
policy. 

The Federal Reserve through fall 1982 adopted a "practical" monetarist 
approach by focusing on monetary control as the policy instrument; however, the 
monetary control focus was considered difficult, and within a few years the Fed
eral Reserve shifted to targeting the federal funds rate. By fall1982 the disinflation 
process was successful and there was growing evidence the public's inflationary 
expectations were being rapidly reduced. The Federal Reserve abandoned its mon
etarist approach and returned to interest rate targeting after 1982. By 1986 inflation 
had been reduced to relatively low and stable rates, the effects of the 1981-1982 
sharp recession were in the past and the financial system had stabilized. The disin
flation policy of the Federal Reserve from 1979 to 1986 is one of the most signifi
cant policy successes in the entire history of the Federal Reserve, in the opinion of 
many researchers. 

17.8 The Great Moderation 

Inflation remained under control after 1985. Volcker elevated price stability as the 
major policy target of the Federal Reserve, which continued for most of the Alan 
Greenspan (1987-2006) administration. The focus on price stability occurred in the 
context of macroeconomic thinking that rejected Keynesian demand management 
policies, especially the Phillips curve tradeoff, and viewed central bank policy as 
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.org/?s= taylor+rule). 

neutral in the long run and, thus, price stability should be the central bank's pri
mary objective. Most important, the focus on price stability had political support. 
Many central banks adopted inflation targets; however, the Federal Reserve did 
not, and continued to emphasize the dual mandate of price stability and maximum 
employment. Nonetheless, during the Great Moderation period the Federal Reserve 
attempted to anchor short-run decisions to the long-run final policy target of price 
stability and restrain inflationary forces. 

In fact, Federal Reserve policy during the Great Moderation, in contrast to the 
Great Inflation, can be fairly well explained by the Taylor rule, illustrated in Figures 
17.3 and 17 .4. The Federal Reserve kept the federal funds rate well below what a 
Taylor rule would indicate from 1965 to 1980. On average, the federal funds rate 
was 2.66 percentage points lower than the Taylor rule rate from the first quarter 
of 1965 to the last quarter of 1979. During the Volcker years, from 1980 to 1985, 
as the Federal Reserve shifted to deflating the economy, the actual federal funds 
rate was 1.76 percentage points higher than the Taylor rule rate. During the Great 
Moderation period, from 1986 to 2001, the federal funds rate from 1980 to 2000 
was 1.12 percentage points higher than the Taylor rule rate. 

The Taylor rule provides a fairly close fit to the actual federal funds rate but, 
more important, illustrates those periods that were periods of easy monetary pol
icy and those that had tight and restraining monetary policy. The Federal Reserve 
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officially states it did not follow a Taylor-type rule, but the consensus is that the 
Federal Reserve did shift from complete discretion, which characterized monetary 
policy from the accord of 1951 to the late 1970s, to at least "enlightened discretion", 
focused on price stability. The Taylor-type rule provides a reasonable representa
tion of monetary policy, despite its limitations. 

17.9 End of the Great Moderation and Concern about 
Financial Liberalization 

The Great Moderation approach to central bank policy emerged from the turbulent 
period of the Great Inflation and the monetarist-Keynesian debate. The turbulent 
period of the Great Inflation also provided the catalyst for financial liberalization in 
the United States, because inflation increased market interest rates above regulated 
interest rates, induced disintermediation of funds from indirect to direct finance, 
and greatly contributed to the collapse of the S&L industry. Hence, the Great Mod
eration and financial liberalization are, jointly, major transformations in the nation's 
financial and monetary framework. 

Along with a less activist central bank policy, market forces were permitted to 
play a much larger role in allocating the transfer of funds from lenders to borrowers 
than previously. Interest rates were permitted to respond to market forces rather 
than be regulated by government; financial institutions were permitted to compete 
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directly with each other, rather than be separated by artificial heterogeneity imposed 
by government; and money and capital markets were expanded and permitted to 
interact more closely with financial institutions, especially banks. Thus, the Great 
Moderation and financial liberalization should be seen as complements. 

The Great Moderation came to an end in the first few years of the new cen
tury, for three reasons. First, the 9111 terrorist attack on the United States resulted 
in a significant negative supply shock that monetary policy attempted to mitigate. 
Second, the United States experienced a stock market bubble from about 1995 to 
March 2000, when the Federal Reserve raised interest rates. The Federal Reserve 
then aggressively shifted to easy policy to ensure the collapse of the bubble did not 
have a serious adverse impact on the economy. Third, more aggressive monetary 
policy by the Federal Reserve was influenced by the then perceived failures of the 
Bank of Japan to respond more rapidly to the burst of the real estate and equity 
bubble in 199011991, which is widely viewed as a major cause of Japan's "lost 
decade" of the 1990s (Cargill and Sakamoto, 2008). The Federal Reserve did not 
want to make the same mistake. In a sense, the Federal Reserve was and continues 
to operate in the shadow of the Bank of Japan's experience in the past three decades 
(Cargill, Hutchison and Ito, 1997, 2000). Fourth, the U.S. economy had had almost 
15 years of price stability, but became concerned, in light of Japan's experience, 
that the low rate of inflation might tum into deflation. Again, the Federal Reserve 
was in the shadow of the Bank of Japan, as Japan was the only industrialized econ
omy in the world to have experienced deflation in the postwar period. Japan's price 
level began a downward trend in 1995 that has continued to 2016 with only a few 
interruptions. Hence, easy monetary policy was rationalized by the fear of repeating 
Japan's mistake by allowing the economy to drift into deflation. 

Financial liberalization had become an ongoing process throughout much of the 
world by the 1990s but concerns were increasingly being raised about the alleged 
benefits in light of the stock market bubble in the United States from 1995 to 2000; 
the bubble and burst of the bubble in real estate and equity prices in Japan from 
1985 to 199011991; the Asian financial crisis in 1997, which brought the finan
cial systems in a number of Asian economies to the edge of collapse; a large 
number of banking problems that seemed to be occurring throughout the world 
on an increasing basis; and fraud and outright criminal behavior, revealed by a 
series of financial scandals in the first few years of the new century in the United 
States. 

17.10 The Great Recession: Two Views 

There are two competing views of the Great Recession. 
The first is that the Great Recession is primarily the result of market failure. 

The market failure view is probably the most widely accepted, because it has 
been advanced by the Federal Reserve, government agencies, many politicians and 



382 Chapter 17. Five Important Periods in the U.S. Financial Regime 

the news media. The market failure view argues that too much financial liberal
ization permitted imprudent real estate lending; credit rating agencies overrated 
low-quality mortgage-backed securities; fraudulent lending practices by financial 
institutions "talked people" into buying houses they couldn't afford with decep
tive mortgage lending contracts; and there was also the role of mortgage brokers, 
who had no incentive to ensure the quality of a mortgage, since they received a 
commission on the mortgage, but took no risk in the mortgage, since the mortgage 
immediately became part of a mortgage-backed security. This view recognizes the 
historically low interest rates maintained by the Federal Reserve starting in 2001, 
but argues that the rightward shift in the supply of loanable funds for mortgages 
came from capital inflows and that low interest rates were not a very important 
determinant of mortgage lending. 

The second view focuses on government failure. The government failure view 
is not as well accepted as market failure, but, in the opinion of this writer, a careful 
review of the events leading up to the Great Recession suggests government fail
ure is at least as important as market failure. Again, keep in mind that government 
agencies, including the Federal Reserve, have a vested interest in maintaining and 
expanding their power and influence and hence are not always objective in assess
ing potential policy failures that reflect poorly on their performance. It is beyond the 
scope of this chapter to review all of the issues of this complex period of economic 
and financial distress in U.S. history. The market failure view is straightforward, has 
been repeated in many places and, therefore, does not need the same degree of elab
oration as the government failure view. The following points help us wade through 
the events leading up to the Great Recession and provide an alternative perspective 
to the widely expressed market failure perspective: asset bubbles a la Minsky; the 
central role of the real estate bubble as the cause of the Great Recession; Federal 
Reserve policy; financial and regulatory policy to subsidize homeownership; and 
the collapse of the housing bubble, which directly led to the Great Recession. 

17.11 Asset Bubbles a Ia Minsky 

Asset bubbles have occurred throughout history. In 1841 Charles Mackey's 
Extraordinary Popular Delusions and the Madness of Crowds was the first to doc
ument bubbles and illustrate the ways in which "irrational exuberance" can domi
nate a market. Asset bubbles possess elements of market failure, because during the 
bubble asset prices increase far above their economic fundamentals and, as Mackey 
(1841) indicates, lead to "popular delusions" and the "madness of crowds", who 
believe, no matter what, that prices tomorrow will be higher than prices today and 
act on that view. Eventually reality catches up and the bubble bursts. Asset bubbles 
represent some defect in the market structure that permits prices to increase above 
their fundamentals, but these defects can be the result of government policy as well 



17.11 Asset Bubbles a la Minsky 383 

as the structure of the private market. In other words, asset bubbles appear to be the 
outcome of market failure, because asset bubbles are widely viewed as the result 
of greed and fraud, but, on closer inspection, bubbles can often be the outcome of 
central bank policy errors in the context of a flawed financial structure established 
by government regulations; that is, asset bubbles cannot be understood unless the 
role of government policy is considered. The bubble itself is market failure, but the 
start of the bubble may be due to government policy and not market failure, or a 
combination of both. 

Hyman Minsky (1982) offers a useful taxonomy of bubbles to understand how 
they start and how they end. There are four phases to an asset bubble in general: 
displacement; irrational exuberance; speculative excess; and liquidation. 

The displacement phase represents a change in the economic performance of 
the economy that deviates from the past and sets up expectations of a "new era". 
The displacement can be in the form of a change in economic fundamentals, such 
as new technology, new markets, new products, foreign direct investment, and so 
on. The displacement can also be monetary in origin, such as a sudden increase in 
money and credit; however, even if the displacement is nonmonetary in origin, at 
some point credit and monetary accommodation needs to occur for asset inflation 
to reach bubble proportions. In essence, the displacement phase represents the start 
of the bubble, when asset prices begin to increase above their fundamentals. The 
displacement phase is a real change in fundamentals and most of the time will not 
evolve into a full bubble. It's the next phase that turns the displaced increase in 
asset prices into a bubble. 

The irrational exuberance phase represents the period when asset prices increas
ingly depart from economic fundamentals. Prices become dependent on the mar
ket's expected price in the future based on the belief that prices will always increase. 
In blunt terms, this phase is referred to as the "bigger fool" phase of asset pricing. 
An individual understands that he/she is a fool to purchase a share of Sony stock on 
the Tokyo stock market or a house in Las Vegas at the current high price, but a big
ger fool in six months will pay more for the stock or house simply because prices 
are expected to continue to increase. This period is probably more understood by 
psychologists than economists, because it involves complex interactions between 
individuals' incentives to improve their economic wellbeing and the tendency of 
individuals to become subject to the "madness" of the crowd and dispense with 
looking at the fundamentals. The key element of the irrational exuberance phase 
is that market participants lose perspective, and price expectations are no longer 
connected to economic fundamentals. Irrational exuberance leads the public to pay 
higher and higher prices for an asset far beyond what economic fundamentals could 
rationalize, but irrational exuberance is likewise embraced by economic institu
tions, politicians and government agencies. Once the bubble psychology comes to 
dominate price determination of the asset, few are immune. Even those who doubt 
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that prices will continue to increase are caught up in the "madness of the crowds" 
and are willing to take the risk, purchase the asset, hold it, then sell the asset to the 
next fool before prices fall. 

A characteristic of this phase is the willingness of those who embrace the bubble 
psychology of price determination to search for explanations as to why this time 
it's different; that is, why prices will always continue to increase. There is always 
the "new era" explanation to explain high stock and real estate prices. 

The speculative excess phase is relatively short and represents a period of intense 
frenzy by market participants to purchase the asset. This is the stage when people 
purchase equities or real estate without any understanding of the underlying funda
mentals other than a belief that they need to get into the market as soon as possible 
or else lose out. 

The liquidation phase is the collapse of the bubble. The collapse may come from 
the revelation of fraud, the bankruptcy of a major company or sales of the asset on 
the realization by some that the bubble is nearing its end; but, most usually, the 
bubble ends when liquidity to continue purchasing the asset dries up. The asset 
bubbles in Japan ended in 199011991 shortly after the Bank of Japan shifted to 
tight monetary policy and the real estate bubble in the United States ended in late 
2005 after the Federal Reserve began to increase the target federal funds rate in 
June 2004. 

17.12 The Central Role of the Real Estate Bubble in the Great Recession 

The "bubble" in residential housing prices began around 2000/2001 and ended 
in late 2005, when house price increases slowed, then in early 2006 began a 
decline that continued to 2012 (Figure 1.7). The bubble in real estate, however, was 
not evenly spread throughout the nation, mainly being concentrated in the major 
metropolitan areas of the country, with California and Nevada being two states that 
manifested more intense bubbles. Once house prices started to decline, in early 
2006, the effects of the falling prices spread throughout the economy. Declining 
house prices weakened the balance sheets throughout the economy and reduced 
spending and lending. Housing plays a major economic and policy role in the 
United States. Housing employment, directly and indirectly, accounts for a large 
part of total employment. Real estate represents the largest asset on the balance 
sheet of individuals and is a major asset of financial institutions and the money 
and capital markets via mortgage lending. The effects of the collapse of the hous
ing market spread through the economy, and by December 2007 the U.S. economy 
was in recession, according to the NBER. 

In late 2008 the decline in the economy turned into a major economic and finan
cial crisis with the collapse of Lehman Brothers and the extraordinary lender of last 
resort policies of the Federal Reserve. The economic and financial distress in the 
United States spread to much of the rest of the world. Much of the world recovered 
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from the financial crisis of 2008/2009 within a few years, but the U.S. economy 
continued to operate below its potential for a much longer period, despite the offi
cial start of recovery in June 2009, according to the NBER. 

The bubble and then the burst of the bubble in residential housing prices are the 
most important and immediate causes of the Great Recession; hence, to understand 
the causes of the Great Recession, one needs to understand the cause of the housing 
bubble. The fact that economic and financial distress resulted from such a major 
collapse of housing prices is not remarkable given the role housing plays in the 
U.S. economy. What needs to be explained is why the bubble started. 

17.13 Unprecedented Easy Monetary Policy 

The Federal Reserve embarked on an unprecedented easy monetary policy in early 
2001 that ended June 2004, and even after the Federal Reserve had shifted to tighter 
policy the shift was timid and too late, as the damage had already been done. Dur
ing this period the federal funds rate was lowered from 5.98 percent in January 
2001 to 1.00 percent in June 2004. Interest rates in general reached historical lows 
by June 2004, especially mortgage interest rates. Monetary policy tightened after 
June 2004; however, the federal funds rate was increased slowly. Inflationary expec
tations in the first half of the new century were relatively low, in the range of 2 to 3 
percent, so that real interest rates were at historical lows and, in some cases, nega
tive. In hindsight, the easy monetary policy from 2001 to 2005 was a policy error. 
Why did the Federal Reserve pursue such an easy monetary policy and underesti
mate its effect on the economy? 

The Federal Reserve thought it could pursue easy monetary policy for other 
objectives because the rate of inflation was low and steady. The easy policy can 
be explained by the Federal Reserve's concern with the effects of the collapse of 
a stock market bubble in 2000 and the shadow of the Bank of Japan. When stock 
and real estate prices collapsed in Japan, the Bank of Japan had been slow to inject 
liquidity into the economy, and it came under much criticism for reacting too slowly 
and not aggressively enough to prevent a financial and economic crisis. The Federal 
Reserve did not want to make the same mistake. The 9111 terrorist attack played a 
role. Federal Reserve policy was designed to mitigate the negative effects of that 
event. Irrespective of the reasons, the Federal Reserve pursued an aggressive easy 
policy after 2001. In terms of Figures 17.3 and 17 .4, the federal funds rate was far 
below the Taylor rule rate. The federal funds rate was 2.46 percentage points below 
the Taylor rule rate from the first quarter of 2002 to the second quarter of 2006. 

There are two important influences on the decision to purchase real estate -
the interest rate and loan qualification terms. Federal Reserve policy significantly 
lowered the cost of purchasing real estate by any standard, and thus contributed 
to the housing bubble. The Federal Reserve claims its policy played no role in the 
run-up of housing prices; however, this is difficult to accept, since Federal Reserve 
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policy focused on the interest rate as its policy instrument and interest rates are a 
major determinant of the ability to purchase a house. 

The other condition - loan standards - was not under the influence of the Fed
eral Reserve, but as part of the social contract to support housing loan standards 
were dramatically lowered and the subprime mortgage became a major financial 
instrument to support the goal of homeownership. 

17.14 Social Contract to Support Homeownership Greatly Expanded 

Expanded homeownership has always been a U.S. policy objective; however, it 
received increased political and financial support starting in the 1990s. There was 
increasing pressure from politicians and community advocacy groups for private 
lenders to expand mortgage lending to low- and moderate-income households. The 
Community Reinvestment Act was revised to put pressure on banks and other 
lending institutions to expand homeownership to lower-income groups; the U.S. 
Department of Housing and Urban Development set up targets for Fannie Mae 
and Freddie Mac (F&F) to support lower-income groups; the subprime mortgage 
became a standard mortgage instrument offered by lenders and was supported by 
F&F; key politicians pressured F&F to support mortgages to lower-income groups; 
and the Taxpayer Relief Act of 1997 exempted from taxation capital gains up to 
$500,000 for a couple and $250,000 for a single person and thereby doubled the 
capital gain exclusion. According to the U.S. Bureau of the Census, U.S. home
ownership remained fairly constant from 1970 to 1990 (64.2 percent in 1970, 
65.6 percent in 1980 and 64.0 percent in 1990); however, homeownership then 
increased significantly, reaching 68.9 percent in 2005. Ownership increased across 
all income classes, but especially in the low- to moderate-income groups, as a result 
of increased subsidization by the government. 

The government permitted a dramatic decrease in loan standards to achieve the 
homeownership goals, ranging from very low to zero down payments to undocu
mented mortgage applications ("liar" loans) in which there was little effort to verify 
income-earning claims and past loan history. F&F were more than willing to accept 
these low-quality mortgages to bundle and sell in the capital markets. F&F had lit
tle difficulty raising funds in the capital markets, because their debt was implicitly 
considered equivalent to government debt because of their role in supporting the 
social contract to expand homeownership. 

Many claim that the problem with low standards was due to the greater role 
played by mortgage brokers, who earned a fee for each mortgage and had lit
tle incentive to impose standards. Mortgage brokers were responsible for a large 
percentage of subprime or non-standard mortgages; however, without the support 
of F&F these mortgages would not have been approved. Research now shows 
that F&F played a far more important role in the subprime mortgage market than 
claimed by government. 
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F &F: F&F play a major role in the U.S. market and were established to stim
ulate mortgage lending by securitizing the mortgage market. In 2005 their liabil
ities of $3.7 trillion represented 30 percent of GDP and they held or assumed the 
credit risk of over 50 percent of residential mortgages in the United States. Even 
though private, they had a "special relationship with the government", in which 
they received implicit guarantees that meant they could borrow at the government 
bond rate, they became a "retirement" home for politicians and administration offi
cials and they lobbied politicians for favors and protection, which they were willing 
to give in exchange for financial support and the support of their clients -low- and 
moderate-income borrowers. Many economists for years warned that F&F posed a 
serious systemic risk to the financial system, as they supported expanded mortgage 
lending under increasingly imprudent terms (low- to zero-down-payment loans and 
"gimmick" financing, such as interest-only loans and non-documented or "liar" 
loans). 

The implicit government guarantees and close relationship with politicians pro
vided the moral hazard for F&F to support risky mortgage lending. F&F are at 
the center of the mortgage market, especially the subprime sector, and they played 
a major role in the run-up of house prices from 2000 to 2006. In 2003 an effort 
was made to place more oversight on F&F and limit their portfolio as a result of 
the revelation of accounting scandals at F&F; however, the effort was resisted by 
Congress. In hearings before the House Financial Services Committee on Septem
ber 25, 2003, Representative Barney Frank remarked: "I do think I do not want the 
same focus on safety and soundness that we have in OCC [Office of the Comptroller 
of the Currency] and OTS [Office of Thrift Supervision]. I want to roll the dice a lit
tle bit more in this situation towards subsidized housing ... " (Wall Street Journal, 
2008). 

In the aftermath of the collapse many defended F&F, claiming that they had 
purchased only a few subprime mortgages and that private sector mortgages were 
more risky than those purchased by F&F and the definition of a subprime mort
gage was flexibility. In this debate, too much attention is devoted to the difference 
between traditional high-quality mortgages and subprime mortgages; however, the 
more appropriate distinction is between traditional mortgages and nontraditional 
mortgages with varying degrees of low quality. Also, there is evidence F&F failed 
to disclose the extent of their nontraditional mortgages. Peter Wallison (2014) has 
recently presented an exhaustive study of the role of nontraditional mortgages and 
government policy in the run-up of real estate prices. The argument that govern
ment policy and government institutions did not encourage nontraditional mort
gages is akin to those who continue to claim the Great Depression was a clear exam
ple of market failure. An intellectually balanced view of the run-up in real estate 
prices must allocate an important role to government policy of at least 50 percent. 
Even if the private sector issued riskier mortgages than those supported by F&F, 
F&F became the largest buyers of the AAA tranches of these subprime pools in 
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2005-2007. Without F&F's support, it is unlikely the pools could have been formed 
and marketed around the world. "Not only did the GSEs [government-sponsored 
enterprises] destroy their own financial condition with their excessive purchases 
of subprime loans in the three-year period 2005 to 2007, but they also played a 
major role in weakening or destroying the solvency of other financial institutions 
and investors in the United States and abroad" (Wallison and Calomiris, 2008). 

Lax regulatory oversight of banks and S&Ls, mortgage brokers and securities 
markets: There was widespread knowledge of "liar" loans, "gimmick" loans and 
other manifestations of imprudent lending, but no one wanted to end the party. 
Regulatory agencies understood what Congress wanted. It was easier to assume 
markets would regulate the risk or, in the event of an adverse outcome, plead lack 
of regulatory authority than publicly point out how U.S. housing policy was expos
ing the financial system to systemic risk. It is difficult to understand how regulatory 
authorities could remain silent as mortgages were being approved with little or no 
equity, as insurance company credit default swaps were being sold with minimal 
reserves or as credit rating agencies conferred high ratings on mortgage-backed 
bonds in which the value of the underlying mortgages was based on the expec
tation that house prices would continue to increase. The lax regulatory oversight 
was pervasive, because any effort to counter the housing bubble would run into 
intense political opposition, as indicated by Representative Frank's remarks cited 
above. 

Improper credit ratings by the Big Three: The Financial Crisis Inquiry Report 
made much of the high ratings assigned to mortgage-backed bonds. The degree 
of inattention to their fiduciary responsibility is difficult to explain, other than the 
Big Three were susceptible to the "bigger fool" theory of house prices, too preoc
cupied with the high profits that were being generated in the housing industry or 
unwilling to disappointment government. The credit rating agencies clearly con
tributed to the run-up of housing prices, but it is an extreme position to claim their 
role was necessary and sufficient for the housing bubble. In terms of the factors 
already discussed, their role is less significant. In addition, the SEC oversees the 
Big Three and had every opportunity to bring to the attention of government what 
was being done, and one cannot dismiss the incentives the Big Three had to pro
vide high ratings given the homeownership agenda of the politicians in order to 
protect their special relationship with the SEC as a nationally certified credit rating 
agency. 

In sum: The above five factors, combined, set the stage for the bubble in hous
ing prices: easy monetary policy; government support ofhomeownership; F&F; lax 
regulatory oversight; and unrealistically high ratings assigned to mortgage-backed 
bonds. These factors explain the displacement and irrational exuberance phases of 
the housing bubble. The shift in demand for housing supported by easy monetary 
policy and government-approved lowered lending standards (nontraditional mort
gages) started and sustained the real estate bubble. Real estate prices increasingly 
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become disconnected from economic fundamentals. The speculative excess phase 
occurred in 2005, in which herd-like behavior based on the "bigger fool" theory of 
asset pricing became widespread. In this situation the purchaser of the asset realizes 
the price is inflated but believes a bigger fool will soon offer an even more inflated 
price because that fool also expects prices to increase. All asset bubbles come to 
an end. The last phase - liquidation - came in late 2005 and early 2006 as tighter 
credit conditions forced a slowdown in house price increases. 

Other factors to deflect attention from government policy: Much blame for the 
bubble is based on self-interest combined with financial liberalization. Both played 
a role, but as sustaining elements rather than initiating causes of the bubble. It is 
a tautology to blame self-interest since self-interest is a driving force in both the 
market and government at all times. It is the structure of the economy that ren
ders self-interest a problem, and the structure was fundamentally flawed because 
of government support for the housing sector. Self-interest by itself did not gener
ate the financial crisis, though it clearly played a role in the process as politicians 
sought to benefit their clients and pursue their value judgments, government offi
cials decided to ignore the housing bubble, financial institutions and markets sought 
to enhance profits from the bubble in housing and households sought to increase 
wealth through housing. 

Likewise, the financial sector sustained the process by making it easier to 
finance housing, limiting the transparency of the financial system by introducing 
increasingly complex derivatives, and increasing the ability to leverage. Some have 
claimed the 1999 Gramm-Leach-Bliley Financial Services Modernization Act, 
which eliminated the wall between investment and commercial banking established 
in the 1930s, is responsible for the financial crisis; however, this view is historically 
incorrect. The changes introduced in 1999 had little or nothing to do with the run-up 
in housing prices, imprudent lending and lax regulatory standards. 

In Chapter 9 the system of rating securities was discussed, and, while the Big 
Three grossly exaggerated the quality of mortgage-backed securities, as explained 
in that chapter, there is a close relationship between the Big Three rating agencies 
and the government that casts doubt on the claim the government was unaware that 
high ratings given to mortgage-backed bonds were hidden from the government. 

17.15 The Federal Reserve after the Collapse of the Housing Bubble, the 
Great Recession and Challenges 

The Great Recession, even though caused in part by monetary policy errors, has 
elevated the role and responsibilities of the Federal Reserve. The Federal Reserve 
received extensive new powers, under the Dodd-Frank Act of 2010, to further its 
pursuit of macroprudential policy objectives. Federal Reserve policy has entered 
historically unprecedented territory with its zero-interest-rate policy and QEP. 
Figure 17.5 illustrates the recent increase in base money in historical context and 
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Figure 17.5. Federal Reserve Bank of St. Louis Estimates of the Monetary Base, January 
1918 to May 2016. Source: FRED, Federal Reserve Bank of St. Louis. 

represents a rather remarkable period in Federal Reserve history. The history of 
the monetary base is divided into two periods: January 1918 to August 2008 and 
September 2008 to May 2016. Events starting September 2008 are remarkable. In 
August 2008 the base was $870 billion; it increased to $936 billion in September 
2008, and by December 2008 had increased to $1 ,669 billion. As of May 2016 the 
base was $3,858 billion. The Federal Reserve has kept the federal funds rate well 
below the Taylor rule rate (Figures 17.3 and 17.4), and yet the economy contin
ues to operate below its potential. This nontraditional monetary policy has been in 
place for close to a decade as of 2016 and raises two questions. 

Has the nontraditional monetary policy been effective? There is little debate 
that the initial injection of base money in late 2008 and 2009 was necessary to 
prevent a liquidity crisis, and, while Monday morning quarterbacking might sug
gest the Federal Reserve could have handled the situation better, overall the initial 
Federal Reserve response was appropriate. The real debate is over the continued 
ZIRP and QEP. The Federal Reserve claims the policies are needed to prevent 
another Great Depression, but this is an intellectually weak argument because 
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the real debate is between the actual policy and an alternative policy. Many have 
suggested the Federal Reserve should have starting shifting to higher interest rates 
and begun to reduce the size of its asset portfolio (base money) in 2012 or 2013. 
Setting these issues aside, has the Federal Reserve policy generated significant pol
icy outcomes? 

In terms of the performance of the economy, the answer is not positive to the 
Federal Reserve's position. While the GOP gap has declined since the Great Reces
sion started (Figure 17 .6), the output gap remained negative as of early 2016. More 
important, the economy has continued to grow since 2008, but well below its past 
long-run trend (Figure 17.7). In Figure 17.7 the solid line is what real GOP would 
have been starting in 2007 at a 2.5 percent annual growth rate, while the dashed line 
is actual real GOP. The average annual pre-Great-Recession growth of real GOP 
since 1990 is 2.8 percent. 

Not only have the results been less than promised, but the Federal Reserve's 
ZIRP has other consequences. The low interest rates have been especially difficult 
for older Americans who rely on interest earnings for retirement. The low inter
est rates have encouraged a shift of funds to the stock market and greater risk, 
especially for pension funds. The low interest rates have exacerbated a serious 
underfunding problem of state and local government defined benefit plans, which 
continue to evaluate their long-term liabilities at 7 and 8 percent rates of return. 
Low interest rates continue to provide incentives to allocate savings and credit to 
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the housing sector. The U.S. economy has paid a high price for supporting the hous
ing sector. The collapse of the S&L industry and the housing bubble and its burst 
are outcomes of the effort by government to encourage homeownership. This cost 
might be acceptable if the objective of homeownership had been realized, but, as 
it turns out, the United States ranks only about 24th among 42 industrial countries 
in terms of homeownership. Many of the countries do not operate with the same 
degree of homeownership subsidization as the United States. 

In regard to the support of the housing sector, the Federal Reserve's QEPs have 
turned the Federal Reserve into an instrument of industrial policy. Almost half of 
the dramatic increase in Federal Reserve assets is represented by mortgage-backed 
securities. In the past the Federal Reserve confined open market operations to gov
ernment securities with few exceptions, but the extension of open market opera
tions to include large purchases of privately issued mortgages is a brave new world, 
which amounts to industrial policy by the central bank. 

Why has the increase in base money not generated inflation? The M2 money 
multiplier framework indicates that an increase in base money will increase the 
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money supply and loanable funds, which in tum will shift AD to the right, increas
ing inflation and output. The increase in output has been disappointing. The lack of 
inflation, which many predicted a few years ago, is due to unprecedented holdings 
of excess reserves by depository institutions (see Figure 13.3, for example); that is, 
the M2 multiplier has declined because of the increase in the e ratio. These reserves 
are held for reasons that are not completely understood, but two explanations stand 
out. The Federal Reserve commenced paying interest on excess reserves October 
2008, providing an incentive to hold reserves rather than lend; and depository insti
tutions continue to be risk-averse in light of the past collapse of the housing sector. 
Most agree that, whatever the reasons, the situation is not sustainable. At some 
point the economy will expand and ignite inflation with so much potential lending 
available. 

How will the Federal Reserve return to normal monetary policy? By "normal 
monetary policy", we mean increasing the target federal funds rate in line with 
what a Taylor-type rule would suggest. The Federal Reserve at the time of this 
writing has indicated it has no plans to use open market sales to increase the federal 
funds rate; that is, the Federal Reserve has no plans to reduce its sizable holdings of 
government securities and mortgages. In fact, the Federal Reserve uses the funds 
received when these securities mature to purchase replacement funds. 

The Federal Reserve has several options, one of which is to increase the interest 
paid on excess reserves to increase the federal funds rate. By increasing the interest 
on excess reserves, depository institutions will reduce the supply of federal funds 
and thus increase the federal funds rate. However, this amounts to fiscal policy, as 
any increase in interest paid on reserves reduces the amount of revenue transferred 
to the Treasury. Hence, increasing payments to depository institutions is akin to 
fiscal policy. 

Increased politicization of Federal Reserve policy: Despite claims to the con
trary by the Federal Reserve, it is de facto dependent on the government, and this 
dependence has dramatically increased since the Great Recession started. The his
torically high levels of government securities held by the Federal Reserve reduce 
its flexibility to restrain prices once they begin to increase. The unprecedented high 
level of mortgage-backed bonds held by the Federal Reserve renders the Federal 
Reserve an agent of the government's housing policies. The reliance on the new 
tool of paying interest on reserves is essentially fiscal policy, further connecting 
the Federal Reserve to the U.S. Treasury more than previously. The expanded role 
of the Federal Reserve as a macroprudential regulatory authority raises issues as 
to whether it is even capable of achieving the objectives of macroprudential pol
icy, especially since it played a contributing role in the house price bubble. It has, 
however, further politicalized Federal Reserve policy. 

The end of the story is that the Federal Reserve and central banks in general 
face many challenges. The basic principles laid out in this book should help the 
reader understand the evolution of the country's financial and monetary regime, the 
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political economy debates over how it functions and the proper role of government 
in the regime. 
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