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 In 2016, almost a decade after the 2007 banking crisis, banking is still far from being reformed 
successfully to serve economic growth. Furthermore the regulators are still unsure about how 
much and what kind of capital can make banks safe. Direct and indirect state subsidies to the 
private banks continue almost everywhere in core capitalist countries. To top it all in February 
2016 Deutsche Bank frightened everyone by bringing back memories of the failed Lehman 
Brothers when its share price, due to investors’ loss of confidence in a post-crisis creative form 
of capital called CoCos (contingent convertible capital instruments), collapsed by some 40 per cent 
in just over a month. Over the same period other European and US bank shares suffered 
similarly at rates unseen since 2008. In the midst of this nervous stock market turmoil Sir John 
Vickers, the architect of the UK structural reform in banking, which ring-fenced retail banking 
from the risky investment banking in banking conglomerates, publicly criticised the regulators 
at the Bank of England for not following his advice in setting higher capital buffers for banks. 
Another regulator across the Atlantic, Neel Kashkari, President of the Federal Reserve Bank of 
Minneapolis, who was one of the architects of the US bailout of banks when he was working at 
the US Treasury at the time, announced that the problem is the size and complexity of banks 
not the levels of capital calling for radical splitting up of banks into utilities which both the 
Dodd–Frank Act in the US and the Vickers Report in the UK had ruled out. 

 This companion is a response to such vital concerns that surfaced in February 2016 – the 
regulatory and reform responses to the 2007 crisis have not adequately addressed the root causes 
of the 2007 banking crisis. The 2007 crisis required a multidisciplinary analysis of what went 
wrong. Although the failure of mainstream economics and finance has been universally 
acknowledged alternative approaches have not been accommodated intellectually in policy cir-
cles and in some academic research. The objective of this companion is to bring together the 
works of researchers from a wide range of disciplines to reflect on bank regulation and reform. 
Numerous books including companions and handbooks have been published on financial crisis 
and regulation and reform since the crisis. However most of these books tend to reflect a specific 
discipline’s reflection on banking crisis and regulation and reform. In this book contributions 
deploying a wide range of disciplinary analytical and theoretical tools from economic sociology, 
heterodox economics, social studies of finance, financialisation studies, legal studies, economic 
geography, cultural economy, anthropology, international political economy, organisation studies, 
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and so on are included. Both established names in their fields with paradigmatic influences and 
young scholars exploring new theoretical approaches to banking and finance with diverse 
national backgrounds are represented. 

 The companion consists of twenty-three contributions that are grouped in six parts. In Part I, 
‘Knowledges of Credit Risk and Bank Regulation’, four different approaches to credit risk 
practices in financial institutions in the context of the failure and regulation of such risk tech-
nologies in the 2007 crisis are presented. MacKenzie’s re-printed socio-historic article draws the 
attention of regulators with mainstream economics backgrounds to the cognitive and organisa-
tional structures that they tend not to problematise in credit risk evaluation practices that were 
behind the disastrously failed credit derivatives known as collateralised debt obligations (CDOs). 
McFall, too, introduces a socio-historic analysis of credit risk but highlights non-cognitive 
aspects of an innovative early consumer credit to low income families by Provident Clothing 
and Supply. Provident’s attempt to become a ‘People’s Bank’ did not succeed due to regulators’ 
preference for size in retail banking although its innovative socially driven credit risk manage-
ment techniques were successful in both making the provider of the subprime credit systemi-
cally safe and low income borrowers having access to socially useful credit. The regulators’ 
attention after the crisis focused on un-regulated financial institutions’ role in expanding credit 
to real estate ownership. Wilhelm analyses this reflexive relation between credit practices and 
regulators by deploying a Bourdieusian perspective and by underlining the democratically sus-
pect homogenising power of regulation. Willmott introduces corporate governance as a regula-
tory problematic in analysing credit derivatives that caused the financial crisis of 2007. AIG, the 
insurance company that sold credit default swaps to banks and hence played a key role in mis-
management of credit risk in housing finance, had serious corporate governance failures in 
managing risk. Willmott analyses shareholder value-driven corporate governance at AIG that 
favours high returns to shareholders at the expense of stakeholders that in this case included the 
taxpayers who ended up bailing out AIG and banks. 

 In Part II, ‘Critical Perspectives on Financial Innovation’, empirically and historically 
informed investigations into financial innovation and financialisation provide insight into the 
systemic fragilities that financial innovation has caused and temporal material and ideological 
conditions that it is grounded on. Engelen  et al. ’s reprinted article questions the scientific 
accounts of financial innovation in other literatures and instead offers an alternative framework, 
using the anthropologist Lévi-Strauss’s concept of bricolage, that explains derivatives as conjec-
tural improvisations by fee income and bonus driven financial intermediaries. The implication 
for policy is then to understand financial innovation as a product of a financialised capitalism 
that progresses through conjecturally formed asset bubbles rather than as eternal scientific solu-
tions to risk management. Gabor and Ban discuss the innovation that allows government bonds 
to be used as collateral in market-based finance. The collateral motive – that is (shadow) banks’ 
demand for government debt to support wholesale funding – is an important driver of finan-
cialisation of government bond markets, with broader political-economy implications. Hardie in 
Part III is a reference that Gabor and Ban cite in developing their concept of market-based 
finance and banking. Economic geographer Hall focuses on knowledge and learning that shape 
working cultures in international financial centres where financial innovation happens and the 
financial system is (re)produced. Hall draws regulators’ attention to the systemic risk importance 
of informal social and cultural norms that education and training create in investment banking. 
In Part VI Thompson engages with this issue from the banking reform perspective in the light 
of fines charged to misbehaving banks and proposes a new set of social and cultural norms that 
should be promoted in investment banking. The last chapter in Part II is by Montagne who takes 
a critical stance towards the autonomy that finance is granted in the financialisation literature 
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and argues instead, by invoking ‘processual’ sociology, that the financial fragility is exported from 
the bordering social sphere of capital–labour nexus in the economy. Montagne’s perspective on 
finance, based on a historical case study of the emergence of the pension fund industry in the 
US in the trust form that is shaped by social and legal processes, points to, for the debates on 
regulating and reforming banking, the problematic of the boundary issues in the economy. 

 Part III, ‘New Approaches to Banking, Risk and Central Bank Role in the Eurozone’, opens 
with Fontan’s examination of new regulatory powers that the ECB has gained since the 2007 
financial crisis. The manner of transformation of the ECB from a light weight Eurozone insti-
tution to what Fontan calls a ‘behemoth’ with huge micro- and macro-prudential powers over 
such a short period of time does not bear well for sound regulation of banking in the Eurozone 
because the political foundations of this transformation are weak. Hardie analyses another trans-
formation in the Eurozone – how banking in the Eurozone no longer resembles what the 
Varieties of Capitalism literature imagined. Market-based versus bank-based dichotomy in 
understanding capitalism does not explain adequately and accurately how banks perform their 
intermediary functions in the Eurozone. Based on empirical evidence gathered from analysis of 
bank balance sheets Hardie argues that the Eurozone banks themselves are under the discipline 
of pricing signals from financial markets. Hardie’s findings have important implications for both 
comparative political economy studies and for policy in the Eurozone in reforming banking and 
finance to create economically useful financial intermediation. The last chapter in Part III exam-
ines the case study of Italian municipalities’ use of interest rate swaps to avoid fiscal austerity 
measures imposed on them by the central government. Lagna challenges the mainstream under-
standing of derivatives as risk management instruments by arguing how they are contingent 
instruments used as weapons for regulatory arbitrage and accounting dissimulation by the Italian 
municipalities and hence have contributed to the financial fragility in the Eurozone. 

 In Part IV, ‘Regulation of Misconduct in Banking’, three prominent cases of misconduct in 
banking, offshore financial centres, hedge funds and the manipulation of benchmark interbank 
interest rates, are critically examined. Lopes employs conceptual tools of anthropology and eth-
nographic methodology to study the post-crisis Libor/Euribor rate manipulation in banking. 
His findings challenge the logic of regulators in reforming the existing failed self-regulated 
system that sets these benchmark interest rates. Lopes argues that a new system that aims to 
enhance facticity of the benchmark rate by linking the rate determination to actual transactions 
that take place under improved internal governance mechanisms is a product of regulatory 
thinking that assumes regulation is about clear-cut solutions and straightforward answers. 
In reality, as the case of Libor manipulation shows, strategic positions taken by a small number 
of oligopolistic big banking players in financial markets and the contagious spread of financial 
practices due to the ease of their reproducibility will always allow conditions of manipulation. 
Lopes invites bank regulators to address the games played in financial markets due to size and 
nature of financial products. Lysandrou reflects on the games and strategies that hedge funds play 
in financial markets and why. Although the regulatory response to the 2007 crisis has removed 
some of the governance and transparency privileges of hedge funds Lysandrou argues that as 
long as the fundamental dysfunctionalities in capitalism create the conditions – such as financial 
markets are unable to meet the institutional investors’, like pension funds, needs for high yield 
and income inequality leads to the concentration of wealth in high net worth individuals – there 
will be demand for morally and socially questionable hedge fund strategies to generate alpha 
return. The last chapter in Part IV by Ötsch and Schmidt charts the broader unregulated part of 
global finance – offshore financial centres. Ötsch and Schmidt provide a detailed historical back-
ground to the development of offshore financial centres by underlining the complicity of financial 
and political elites in keeping such centres unregulated for pursuit of economic and political power. 
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They also argue that offshore is not as portrayed an entity that is disconnected from onshore 
economy. Offshore is interlinked to onshore because of elite economic and political self-interests. 
Offshore, then, becomes a problem of democracy in contemporary capitalism and is not just a 
technical regulatory issue. Like the previous two chapters in this section this last chapter on offshore 
banking activity articulates non-technical dimensions of regulating misconduct that increasingly 
calls for a democratic control of banking and finance. 

 Part V, ‘Limits of Post-crisis Bank Regulation’, has five contributions that investigate post-crisis 
regulatory initiatives from different disciplinary perspectives employing the analytical tools of 
financialisation studies, international political economy, heterodox economics, law and economics 
and economic sociology. Crowther and Ertürk discuss the major structural reform initiatives in 
the UK, the US and the Eurozone that aim to de-risk and re-capitalise national and global bank-
ing to make it safer. By focusing on three post-crisis case studies of new types of risks at Barclays, 
J.P. Morgan Chase and the UK retail banking that the post-crisis reform initiatives failed to iden-
tify Crowther and Ertürk argue that shareholder value-driven business models at banks are 
responsible for new forms of risk taking as well as the pre-crisis ones. Their conclusion is that 
banking reforms can de-risk banks only by radically reforming financialised bank business models. 
The second chapter by Dorn in Part V frames the post-crisis economics-driven debate and policy 
on regulation and reform in a historical context of disappearance of democratic control of finan-
cial markets everywhere including in the post-crisis Eurozone. According to Dorn the socially 
destructive failure of markets in finance produced a policy discourse about more or less regulation 
rather than a discourse and action about politics of financial markets. Gabilondo’s chapter in this 
section discusses the role of internal stress-testing models in post-crisis prudential regulation in 
the US. As adequacy of capital in the face of adverse market movements has become the key 
prudential regulatory concern since the introduction of Basel capital adequacy rules in late 1980s 
regulators have endorsed the use of such models. But these models have failed to predict the kind 
of adverse market conditions that caused the 2007 crisis. This did not stop bank regulators 
expanding the use of stress-testing models to assess individual bank’s ability to survive worsening 
economic and financial conditions. Gabilondo provides an insightful evaluation of the use of such 
models by the regulators since the 2007 crisis. Gray and Metzing complement Gabilondo’s inter-
est in the US prudential regulation of the adequacy of capital in banking with their interest in the 
UK prudential regulation and the post-crisis shift in optimal governance at banking firms. The 
pre-crisis light-touch approach to regulation by the then regulatory body Financial Services 
Authority (FSA) was described as risk-driven and risk-responsive. The post-crisis institutional 
structure in the UK replaced FSA with the three new Bank of England-led institutions – 
Financial Conduct Authority, Prudential Regulation Authority and Financial Policy Committee – 
that respond to judgements formed by supervisors about risks posed by the regulated financial 
institutions and their managers and key staff. This judgement-led supervisory approach, according 
to Gray and Metzing, will inevitably invite the scrutiny of public law when regulatory judgements 
are made on the systemic risk of individual banks. The effectiveness of the new judgement-led 
regulatory regime in the UK is then going to be tested under uncertainties and costs of possible 
litigation. The final chapter in Part V by Hirsch, Pozner and Stimmler deconstructs the myth that 
the Glass–Steagal Act could be resurrected in the aftermath of the 2007 financial crisis in the US 
to break up and regulate the banking conglomerates to serve all their stakeholders rather than just 
their management and shareholders. By adapting the ‘theorisation framework’ as a useful tool to 
understand the processes and dynamics of resistance by agency in the financial services sector and 
applying it to both Glass–Steagal before its formal demolition and the regulatory initiatives after 
the 2007 crisis, the authors explain the political power of financial institutions in the US that have 
uninterrupted revolving door relationship with regulation. 
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 The final section of the book, Part VI, ‘Dysfunctional Global Finance and Banking Reform’, 
consists of four chapters that reflect on banking as part of structural transformations in neo-liberal 
global wholesale and consumer finance, and how reform in banking would entail more than 
technical fixes and should involve values and social and political choices. Dymski and Kalten-
brunner challenge the views on expansion of global finance that prioritise the technological 
revolutions in trading and inventions in information technology used by financial firms. Instead 
they develop a political economy-driven macroeconomic argument where the historic choice 
of gold-based international monetary system by the hegemonic economic powers – the UK and 
the US – and the last 30 years’ chronic current account deficits financed by capital account 
surpluses by both countries and especially the US were the material conditions for the inher-
ently unstable globalised finance. Dymski and Kaltenbrunner give empirical and theoretical 
account of the historical emergence and interconnectedness of megabank/shadow banking-led 
financial complex in the US and the UK and especially in the financial centres New York and 
London. They conclude that to reform banking to serve productive economy requires undoing 
of the interconnected New York–London axis of global financial complex. The second chapter 
of Part VI by Fligstein and Habinek alsos engages with the interconnectedness of global banks 
in an empirically rich argument but offers an alternative explanation and theoretical framework 
than Dymski and Kaltenbrunner for the specific interconnectedness caused by the securitisation 
of mortgages in the US. They aim to explain why the collapse of the housing market in the US 
that triggered the 2007 crisis led to the failure of banks in faraway places like Europe. Their 
findings suggest that it was the converged business models of banks in Europe and the US that 
was the cause of contagion. This conclusion disagrees with the sociological accounts of crisis 
that focus on the shared risks in global financial products that resulted from regulatory conver-
gences and economic co-dependencies caused by macroeconomic imbalances. Fligstein and 
Habinek’s account of the interconnectedness of the European and the US banks through invest-
ments by the former in the securitised mortgages produced by the latter and the former’s fund-
ing strategies of such investments is based on Fligstein’s theorisation of the sociology of markets. 
Fligstein and Habinek’s findings and arguments shift the debate on reforming global banks from 
an emphasis on fragilities built around financial instruments like collateralised debt obligations 
to an emphasis on social structure of financial markets where banks are the key players. The first 
two chapters in Part VI set the issue of reforming banks against a background of inherently 
unstable and dysfunctional global finance and the driving dynamics for such instability. The third 
chapter by Thompson, on the other hand, readjusts the focus of analysis to the post-crisis scan-
dals like Libor fixing, forex manipulation, mis-selling insurance products etc. in global banking 
and the public and policy debate on culture of banking and the behaviour of individuals within 
the banking firm. Thompson draws upon the conceptual tools of cultural economy to propose 
an alternative culture of banking that is built on a new idea of persona of bankers that he 
describes as ‘artisan of finance’. Thompson admits that modern banking cannot de-invent its 
technological advances where most of the misbehaviour in banking has occurred. But, he argues, 
a new persona of bankers shaped around ethics of artisanal mode of production could be socially 
responsive rather than self-interested in managing money in present day financial markets for 
present day needs. In this sense Thompson reinforces the importance of education and training 
like Hall in Chapter 7 to create norms in banking that are socially oriented and artisanal in 
operational terms. In the last chapter of Part VI Williams discusses transnational policy on pro-
tection of consumers of financial products in markets that operate along neo-liberal principles. 
Such reform agenda, Williams argues, tends to target improving consumer literacy but ignores 
initiatives to change the predatory retail bank behaviour and to reform the relationship between 
banks and their retail customers by responsibilising the former. Williams questions the transnational 
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policymakers’ reform objectives that aim for financial stability through better protection of 
financial consumers because reform initiatives do not specifically address the exploitative 
socio-economic relations in consumer-finance markets. 

 All twenty-three chapters in six parts collectively raise insightful questions that should inform 
the policy debates for a socially and economically useful banking that still continue almost a 
decade after the crisis. The range of disciplines represented in this book also lays the foundations 
for future multidisciplinary research on bank regulation and reform that is theoretically innova-
tive, empirically informed and socially and politically relevant.  



  Part I

Knowledges of credit risk and 
bank regulation 
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 This chapter analyzes the role in the credit crisis of the processes by which market participants 
produce knowledge about financial instruments. Employing documentary sources and 87 pre-
dominantly oral history interviews, the chapter presents a historical sociology of the clusters of 
evaluation practices surrounding ABSs (asset-backed securities, most importantly mortgage-backed 
securities) and CDOs (collateralized debt obligations). Despite the close structural similarity 
between ABSs and CDOs, these practices came to differ substantially and became the province 
(e.g. in the rating agencies) of organizationally separate groups. In consequence, when ABS CDOs 
(CDOs in which the underlying assets are ABSs) emerged, they were evaluated in two separate 
stages. This created a fatally attractive arbitrage opportunity, large-scale exploitation of which 
sidelined previously important gatekeepers (risk-sensitive investors in the lower tranches of 
mortgage-backed securities) and eventually magnified and concentrated the banking system’s 
calamitous mortgage-related losses. 

  Introduction 

 At the heart of the credit crisis that erupted in summer 2007 and culminated in the near collapse 
of the global banking system in the fall of 2008 were complex, esoteric financial instruments. At 
the peak of the crisis, in October 2008, the International Monetary Fund (IMF) categorized the 
estimated $1.4 trillion losses that, were it not for massive international government intervention, 
would most likely have caused an economic catastrophe on the scale of the Great Depression. 
More than half the total, $770 billion, was in mortgage-backed securities, asset-backed securities 
(ABSs) of other kinds, and collateralized debt obligations (CDOs).  2   The largest single category 
of loss, $290 billion, was in a class of instruments of which many outside the financial sector had 
simply been unaware prior to the crisis: ABS CDOs, in other words collateralized debt obligations 
whose underlying assets are tranches of asset-backed securities, most commonly mortgage-backed 
securities (IMF, 2008, table 1.1, p. 9). Not only were the sums lost on ABS CDOs very large, but 
(as discussed in this chapter’s fifth section) the losses were concentrated at the very core of the 
global financial system. ABS CDOs also had wider effects. The “assembly lines” via which they 
were constructed reshaped the underlying market for mortgage-backed securities in ways that 
facilitated ever looser mortgage underwriting. Those losses and these processes were by no 
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means the only causes of the credit crisis, but to understand it fully we need to understand ABS 
CDOs, to grasp how they emerged from the world of mortgage-backed securities and the (cog-
nitively quite different and organizationally largely separate) world of CDOs, and above all to 
develop a sociological analysis of how these complex financial instruments were evaluated by 
market participants. For example, differences between how market participants evaluated ABSs 
and evaluated CDOs, and the location of those evaluations in different groups or departments 
of credit rating agencies and banks, had a double effect. In a situation in which investment 
behavior was largely governed by credit ratings, they made the construction of ABS CDOs 
highly profitable. Simultaneously, however, they left the ABS CDO a kind of epistemic orphan, 
cognitively peripheral to both its parent worlds, ABSs and corporate CDOs. 

 In its emphasis on evaluation,  3   this chapter contributes to a growing body of work in eco-
nomic sociology that shows the importance and richness of what Beckert (2009, pp. 253–4) calls 
“the value problem,” in other words “the processes of classification and commensuration with 
which actors assign value to goods.” As Carruthers and Stinchcombe (1999, p. 353) point out, 
“buyers and sellers” need “to know the commodities they transact in,” and the ease with which 
those commodities are bought and sold is, therefore, “among other things, an issue in the sociol-
ogy of knowledge.” 

 Carruthers and Stinchcombe focus on a particular set of knowledge-generating arrange-
ments, to be found, for example, in the trading of the shares of large corporations, that one might 
call the “canonical mechanism.” This involves the standardization of the financial claims or other 
commodities being traded, continuous auctions coordinated either by an exchange or by dealers 
who act as “market makers,”  4   and wide dissemination of the resultant prices. These arrangements 
are, as Carruthers and Stinchcombe show, powerful generators of public knowledge, but they are 
also limited in their scope, even in their primary domain, the financial markets. The ABS and 
CDO tranches discussed here were not, in general, traded in canonical-mechanism markets. 
They were usually bought directly from those who had constructed them, who frequently were 
dealers based at major international banks, and in many cases then simply retained by the pur-
chasers. Secondary trading of them was on a limited scale and was always “over-the-counter” 
(conducted by direct institution-to-institution negotiation) rather than on an organized 
exchange. Even in the limited cases in which some of these instruments were made sufficiently 
standard that canonical-mechanism trading was possible, there was an undercurrent of dissent, 
touched on in the penultimate section below, about whether the publicly quoted prices of them 
were fully reliable and legitimate. 

 In consequence, this is a case in which the analysis of the “social processes behind the con-
stitution of value” (Beckert, 2009, p. 254) needs to look beyond the canonical mechanism. There 
is a substantial body of work by economic sociologists on these processes, mainly concerning 
contexts outside the financial markets and often – though not always – goods and services that 
are “singular” (Karpik, 2010): not straightforwardly commensurable. The situations on which this 
literature has focused include those in which the legitimacy of a product or of monetary valua-
tion is contested (see, e.g. Zelizer, 1979 on life insurance and Zelizer, 1994 on children); incom-
mensurable forms of evaluation or “orders of worth” contend (Boltanski and Thévenot, 2006; 
Stark, 2009): perceptions of value interact with aesthetic judgments (e.g. Velthuis 2005; Aspers 
2005); the quality of a product is inferred from the status of its producer (e.g. Podolny 1993, 
2005; see Aspers 2009); or the value of a commodity to one buyer depends directly on anticipa-
tion of its value to other buyers (as in the case of dot.com stocks or houses bought in the antici-
pation of selling them to others at a higher price).  5   

 ABSs and CDOs are not valued for their aesthetic properties, and the moral legitimacy of 
monetary valuation of them has never been challenged. With those exceptions, however, all the 
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phenomena listed in the previous paragraph can be found in respect to ABSs and CDOs, and 
I return to two of them in the conclusion. However, the main way in which the evaluation of 
ABSs, CDOs, and ABS CDOs contributed to the crisis concerns the apparently “technical” core 
of evaluation. ABSs, CDOs, and ABS CDOs are debt instruments. They normally entitle inves-
tors (a) to defined “coupons” (interest payments), set either as a fixed percentage or as a fixed 
margin or “spread” over a benchmark interest rate such as Libor (London Interbank Offered 
Rate) and (b) to eventual repayment of principal (their initial capital investment). The monetary 
worth of an investment in an ABS or CDO is thus the aggregate present value of those future 
payments. If the payments were entirely certain, the valuation of an ABS or CDO would be a 
matter simply of arithmetic, but they are not. There are two main risks: default (in other words 
that the payments are not made or not made in full) and prepayment (i.e. principal is repaid 
earlier than anticipated, in a situation in which it can be reinvested only at a lower rate of inter-
est). This chapter’s focus is on whether and how those risks were taken into account in the 
evaluation of ABSs, CDOs, and ABS CDOs. 

 How might “technical” processes of evaluation of this kind be analyzed sociologically? This 
chapter draws its inspiration from studies of scientific practice. Historians and sociologists have 
found that practice to be far less uniform than traditional notions of a unitary “scientific method” 
might suggest (see, e.g. Galison and Stump 1996) and have sought to capture distinctive clusters 
of practice in notions such as the “local scientific cultures” of Barnes, Bloor, and Henry (1996), 
the “subcultures” and “competing traditions” of Galison (1997), the “experimental cultures” of 
Rheinberger (1997), “epistemic cultures” of Knorr Cetina (1999), “epistemological cultures” of 
Fox Keller (2002), and “evidential cultures” of Collins (2004). 

 Can similar patterned differences in evaluation practices be found in financial markets?  6   This 
chapter suggests that they can,  7   using as its main evidence differences between the evaluation of 
ABSs and of CDOs, which are structurally very similar instruments (indeed sometimes simply 
lumped together, as, e.g. by McDonald and Robinson, 2009). In evaluation, as in scientific prac-
tices, one can find “aggregate patterns and dynamics that are on display in expert practice and 
that vary in different settings of expertise . . . patterns on which various actions converge and 
which they instantiate and dynamically extend” (Knorr Cetina 1999, pp. 8–9). Let me call these 
patterns “clusters of evaluation practices.” (Following the literature on science and calling them 
“evaluation cultures” might be taken to imply greater homogeneity and “bounded-offness” of 
their practitioners than is the case.  8   It could also be taken wrongly as implying a theory of action 
as based solely on “belief ” and “habit” – for which see Camic, 1986 – rather than self-interested, 
reflexive rational choice. As discussed in the conclusion, belief and habit were present, but by no 
means exclusively so.)  9   

 The research on which this chapter is based, which is outlined at the end of this introduction, 
supports six postulates about these clusters.  10   First, clusters of evaluation practices are the 
path-dependent outcomes of historical contingencies.  11   For example, while the evaluation prac-
tices surrounding CDOs always had default risk as their primary object, those surrounding 
mortgage-backed securities were concerned primarily with prepayment. As the following sec-
tion will show, that latter focus originally arose because of features of the political economy of 
mortgage lending in the United States that can be traced back to the 1930s. The focus on pre-
payment remained in place even in the very different circumstances of the past decade: it formed 
a criterion on which that decade’s subprime mortgage-backed securities were judged superior 
to their prime counterparts. In emphasizing long-lasting effects such as this, I do not want to 
suggest that evaluation practices never change. They do – change in them is a major focus of this 
chapter – but the way in which they change is path-dependent: it is easier, for example, to mod-
ify an existing practice than to develop an entirely new one. 
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 Second, the more elaborate of evaluation practices give rise to, and are informed by, distinc-
tive ontologies: distinctive presuppositions about the nature and properties of the features and 
processes of the economic world. Thus the third section of the chapter will show that the eval-
uation practices surrounding CDOs came to be oriented heavily to one such feature, “credit 
correlation” (a term that will be explained in that section), which was a notion entirely absent, 
at least in any explicit form, in the evaluation of ABSs. Like many scientific objects, correlation 
was neither simply “real” nor simply “fictional” (Knorr Cetina, 1999, pp. 248–52). It was not 
observable in any straightforward sense: to invoke it was to invoke the unseen. Yet, like the sci-
entific objects analyzed by Daston (2000), it had the potential to become “more real,” as specific 
markets (the tradable credit indices described below) were created in which its effects were more 
easily traced. Indeed, some of those involved with CDOs came to hold that in those markets 
correlation was not just real but tradable. For others, though, the frustrating difficulties of mea-
suring correlation indicated that it was a misconception, an artifact of inadequate models. 

 Third, evaluation practices become organizational routines, and when different practices are 
pursued in the same organization, they frequently are the province of separate parts of it.  12   For 
instance, the evaluation of ABSs on the one hand and CDOs on the other typically became the 
responsibility of different sections of banks, of the specialist “monoline” insurers, and of credit 
rating agencies. In the case of the rating agencies, for example, both ABSs and CDOs fell within 
the remit of their structured finance departments, but the latter had separate groups dealing with 
each. When ABS CDOs (which are CDOs with ABSs nested within them, so to speak) came 
into being, the decision as to how to evaluate them was thus also a decision about how their 
evaluation should be mapped onto the organizational structure of rating agencies. All the three 
main agencies – Moody’s, Standard & Poor’s (S&P), and Fitch – found the same solution: they 
relied on the existing ratings, by ABS groups, of the component ABSs, and assigned the analysis 
of the higher-level structure to CDO groups. Those groups analyzed that structure largely as if 
it was simply another variant of a CDO, for which existing practices were therefore appropriate, 
rather than treating an ABS CDO as a radically different instrument that demanded new evalu-
ation techniques. 

 Fourth, in modern debt markets (in which I include the markets for bonds, tradable loans, 
and structured instruments such as ABSs and CDOs) evaluation practices regulate actions and 
become means of governance via the process of credit rating.  13   Ratings (see  Figure 1.1 ) encode 
rating agencies’ conclusions about either the likelihood of default on debt instruments (in the 
case of S&P and Fitch) or, in the case of Moody’s, the expected loss on them (the likelihood of 
loss multiplied by its severity). For institutional investors such as banks, insurance companies, and 
pension funds (private individuals were never major participants in the ABS and CDO markets 
discussed here), ratings frequently become rules. Cantor, ap Gwilym, and Thomas (2007, p. 14) 
note that in the United States “there are currently over 100 federal laws and 50 regulations 
incorporating credit ratings,” and they report that the purchases of 74 percent of their sample of 
US investment fund managers (and 78 percent of European managers) were subject to a mini-
mum-rating requirement: if an instrument’s rating was below the minimum, they were not 
allowed to buy it. Especially toward the end of the period discussed here, banking regulation in 
particular relied heavily on ratings, with banks able to hold much smaller capital reserves in 
respect to instruments with high ratings, a factor that greatly enhanced the attractiveness of the 
most senior tranches of the instruments discussed here.  

 Fifth, evaluation practices crystallized in ratings reduce a difficult problem of evaluation 
(assessing complex, novel financial instruments that involve potentially uncertain payments 
stretching years into the future) to a simple one, by establishing a rough equivalence among debt 
instruments of different kinds and with different particularities. Though some buyers of ABSs 
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and CDOs had a good understanding of the detail of evaluation practices (such as the Gaussian 
copula models discussed below), many did not, and the market for these instruments would have 
been quite limited if participation in the market required that understanding. Ratings “black 
boxed” these complexities. They permitted the economic value of different ABSs and CDOs to 
be compared, both with each other and with more familiar, less complex instruments such as 
corporate bonds, by comparing the “spread” (increment over Libor or other benchmark interest 
rate) offered by a given instrument to that offered by others with the same rating. In conse-
quence, as one dealer put it, “You knew that if you hit a certain spread for a given rating, that 
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the deal was sold” (quoted in Securities Industry and Financial Markets Association 2008, p. 22). 
This spreads-ratings nexus was thus a convention in the sense of the French “economics of 
convention”: a way of turning what might otherwise be radical uncertainty into a form of order 
that – while never unchanging – is stable and predictable enough to permit coordination and 
rational action, thus solving the wider problem of social order in markets on which Beckert 
(2009) and others (e.g. White 1981, 2002) focus. A bank producing a novel instrument could 
anticipate the most important metric (spread for a given rating) by which it would be judged, 
and – by discovering the spreads offered by the instruments with the same rating that others had 
recently sold  14   – could know the combinations of ratings and spreads that were needed for the 
instrument to be “competitive.” The detailed design of both ABSs and CDOs was always informed 
by how they would be evaluated by the rating agencies, in a clear manifestation of what  Espeland 
and Sauder (2007) call “reactivity”: the effects of evaluation or ranking on what is being evalu-
ated and ranked. 

 Sixth, when they bear upon the same instrument, or same risk, evaluation practices that differ 
permit a specific form of profit-making: arbitrage.  15   At least some of the time, different practices 
will lead to the same instrument or same risk being valued differently. In consequence, it may be 
possible to sell the instrument or risk to one market participant while buying it more cheaply 
from another, with the difference in prices being riskless profit – in other words, arbitrage profit. 
Many CDOs and nearly all ABS CDOs were constructed in order to perform arbitrage, and this 
also became increasingly the motivation for constructing ABSs. The evaluation practices 
employed by the rating agencies had the consequence that assets that had high spreads and that 
were only modestly creditworthy could be packaged into instruments with high ratings, which 
could therefore be sold to investors at lower spreads, with the constructor of the instrument 
capturing most of the difference as arbitrage profit. As an interviewee put it in June 2006:

  The whole [CDO] market is rating-agency-driven at some level.. . . The game is basically 
to create . . . tranches of portfolios which are A, AA, or AAA-rated and yield significantly 
more than a correspondingly-rated tranche of a corporate or an asset-backed derivative, 
commercial mortgage-backed security would yield.. . . It’s just that there are investors who 
are constrained by ratings . . . and that creates value for everyone else and we’re in the busi-
ness of exploiting that.   

 Arbitrage of this kind is the central connection between the evaluation practices surrounding 
ABSs and CDOs and the credit crisis. Ratings-governed investors, the ratings-spreads nexus, 
differences in evaluation practices, and the way those practices mapped on to the organizational 
structures of rating agencies created arbitrage opportunities that persisted. One such opportu-
nity was created by the separate evaluation of ABSs and CDOs, following different practices and 
(in the rating agencies) by different groups. ABS CDOs were created primarily to exploit that 
arbitrage, and the huge scale on which this was done was among the causes of the crisis. 
By changing the composition of the underlying market for ABSs, ABS CDOs removed previ-
ously influential gatekeepers (the traditional buyers of the lower tranches of ABSs: see Adelson 
and Jacob, 2008b) and, in so doing, very likely helped clear the way for increasingly reckless 
mortgage lending. ABS CDOs also magnified the resultant mortgage-related losses in the way 
discussed in the chapter’s fifth section, and a specific aspect of them – their large, apparently 
ultra-safe, but low-spread “super-senior” tranches – fatally concentrated those losses at the heart 
of the global banking system. 

 In showing, in this way, the role of the clusters of evaluation practices surrounding ABSs and 
CDOs in the genesis of the credit crisis, this chapter is intended to complement, not contradict, 



A problem in the sociology of knowledge

15

existing explanations, both those that focus on macroeconomic factors  16   and those offered by 
the emerging sociological literature on the crisis (to which the single most important contribu-
tion is the collection edited by Lounsbury and Hirsch, 2010). Closest in this latter literature to 
this chapter are the analyses of mortgage securitization and the role of credit rating agencies in 
Carruthers (2010), Fligstein and Goldstein (2010), Pozner et al. (2010), and Rona-Tas and Hiss 
(2010), along with the discussion of credit default swaps in Morgan (2010).  17   I share, for exam-
ple, Fligstein and Goldstein’s emphasis on the role played by government in modern US mort-
gage securitization and their sense – also to be found in other sociological contributions such 
as Guillén and Suárez and Schneiberg and Bartley (2010) – that an entirely rational-choice, 
agency-theoretic explanation of the crisis is unsatisfactory. What this chapter adds to this existing 
work is (a) extensive primary-source analysis of the practices of credit rating and other forms 
of evaluation; (b) an interpretation of the consequences of those evaluation practices that 
focuses not on fees-driven rating-agency wrongdoing and other forms of “amoral calculation” 
(Vaughan 1996) but on the content of those practices, on their mapping onto the organizational 
structures of the agencies, and on the arbitrage opportunity to which it gave rise;  18   and (c) a 
focus, almost entirely missing in the existing sociological literature, on ABS CDOs, on the 
change they brought about in the structure of the ABS market, on the way in which they mag-
nified and concentrated losses on ABSs, and on the crucial interaction between them and credit 
default swaps. 

 There are few reliable secondary sources on the history of ABSs and CDOs to draw on: the 
best are the insightful, archivally based analysis of the modern origins of US mortgage-backed 
securities in Quinn (2009); Tett’s (2009b) lively, interview-based account of the J.P. Morgan 
credit-derivatives group; and two other interview-based books (Zuckerman, 2009; Lewis 2010) 
focused mainly on those who successfully bet against mortgage-backed securities. The research 
reported here has thus involved the construction of a historical narrative largely afresh, drawing 
on two main sets of primary sources. The first is 87 interviews, mainly in London and New York, 
with 77 market participants,  19   including 36 who are or were constructors, managers, brokers, or 
traders of the financial instruments discussed in this chapter; 14 who are “quants” (specialists in 
quantitative modeling); 16 who are or have been rating-agency employees; and four who are or 
were market regulators.  20   The interviews took place in two phases, before and after the onset of 
the credit crisis in the early summer of 2007. The earlier phase, which consisted of 29 interviews, 
was a pilot study focusing on what I describe below as “corporate CDOs.” The 58 more recent 
interviews cover the full range of instruments discussed here. 

 The interviews took a loosely oral history form, in which interviewees were led through 
those parts of their careers in which they had been involved with the financial instruments 
examined here. Questioning was semi-structured and was designed to elucidate the evolution of 
the relevant market and the main innovations and forms of evaluation in it (sometimes specific 
issues were dealt with by follow-up email questions or repeat interviews). No claim of statistical 
representativeness can be made: there is no list of individuals involved in the ABS or CDO mar-
kets that can be sampled, so the sample was constructed by “snowballing” from an initial set of 
interviewees identified via documentary sources. 

 Oral history interviewing has notorious pitfalls: interviewees may have fallible memories and 
may wish to promulgate particular views of episodes in which they were involved, especially in 
the aftermath of a disaster such as the credit crisis. The sensitivity of the topic adds other difficul-
ties. Several banks, for example, now insist that all contacts with the press (a category that cur-
rently includes research of this kind) must be through their communications department, often 
rendering direct interview access impossible. (Many banks face multiple lawsuits, and their fear 
may be that interviewing might produce information helpful to hostile litigants.) Occasionally, 
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interviews had to be conducted in the presence of public relations staff. At other times, perhaps 
to avoid this kind of problem, interviewees would ask me to ring them from my mobile tele-
phone from outside their building or in its lobby. They would then leave the building and I 
would interview them in a cafe or restaurant. The need for anonymity is therefore even greater 
than normal. In order to ensure it, I sometimes use phrases such as “a rating agency” or “a bank” 
rather than naming the organization in question. 

 These drawbacks and difficulties of interviewing rendered a second source of primary data, 
contemporaneous documents, equally valuable, both in its own right and as a means of triangu-
lation. These documents included the specialist trade press, such as Credit and Creditflux (and, 
for more recent years in which the ABS and CDO markets have become much more promi-
nent, also the  Financial Times  and  Wall Street Journal ), and the technical literature on the evalua-
tion of ABSs and CDOs, including textbooks, manuals, and the technical reports in which the 
credit rating agencies described the procedures and models used to rate these instruments. Of 
course, such documents also have their limitations as historical evidence (textbooks, e.g. portray 
idealized versions of evaluation practices), but they are useful nonetheless. For example, Fabozzi, 
Bhattacharya, and Berliner’s 2007 textbook or Adelson’s informal “trip reports” after ABS confer-
ences (e.g. Adelson 2006d) are now windows into a lost world, mortgage-backed securities 
before the disaster that became apparent only a few months after they were written. 

 Because of the need to reconstruct an often-intricate historical process in which apparently 
small choices had large, lasting consequences, this chapter is inevitably lengthy. It has six sections. 
After this introduction comes a section on the historical shaping of the evaluation practices 
surrounding securitizations of pools of residential mortgages. The third section deals with the 
original “corporate” CDOs, in which the underlying assets were bonds issued by corporations or 
loans made to them. The section shows that although they too emerged from the world of secu-
ritization, the evaluation practices of the world of “credit derivatives” that they came to inhabit 
differed radically. The fourth section deals with the somewhat later ABS CDOs (CDOs in which 
the underlying assets were ABSs, mainly mortgage-backed securities, not corporate debt) and 
shows how an alluring arbitrage opportunity was created by the way in which they were evalu-
ated, particularly by how this evaluation was mapped onto the organizational structures of the 
rating agencies. The fifth section examines the contribution of ABS CDOs to the crisis. It dis-
cusses how ABS CDOs changed the ABS market and (via their super-senior tranches) concen-
trated the resultant losses, and how default swaps both magnified the crisis and – via a new 
canonical-mechanism market, the ABX – rendered it visible. The sixth section is the chapter’s 
conclusion.  

  Mortgage-backed securities and the emphasis on prepayment risk 

 Mortgage lending in the United States was shaped for decades by government responses to the 
effects of the Great Depression on the housing market. The form of mortgage prevalent prior to 
the 1930s – a 5–10-year variable-interest loan, which did not fully amortize, leaving borrowers 
needing to make large repayments of principal at its maturity – greatly exacerbated the 
 Depression’s effects, and at its peak “nearly 10 percent of homes were in foreclosure” (Green and 
Wachter, 2005, pp. 94–5). In response, the Roosevelt administration created three organizations 
that radically changed mortgage lending. The Home Owner’s Loan Corporation used funds 
raised from bond sales to buy mortgages that borrowers could not repay and replaced them with 
new long-term (20-year maturity) fixed rate loans that amortized in full. The Federal Housing 
Administration (FHA) insured mortgages of this new form against default (in return for insur-
ance premiums paid by the borrower), thus helping to restart large-scale private mortgage 



A problem in the sociology of knowledge

17

lending. The Federal National Mortgage Association (Fannie Mae), set up in 1938, tried to foster 
a secondary market in mortgages insured by the FHA, though in practice it itself and the Federal 
Home Loan Banks were the main purchasers (Snowden, 1995, p. 262). 

 Deliberate government action thus brought about the dominance of what Green and 
Wachter (2005) call simply “the American mortgage”: its interest rate was fixed, typically at 
around 5 percent to 6 percent, even over the long term (in 1948, the FHA started to insure 
30-year mortgages), thus protecting borrowers from interest-rate rises; and borrowers had the 
right to prepay (redeem) mortgages at any point, with no penalty. “The American mortgage” 
helped change the United States “from a nation of urban renters to suburban homeowners” 
(Green and Wachter, 2005, p. 97). However, it always had drawbacks – it was, for example, often 
not available to ethnic minorities (see Stuart, 2003) – and providing it became ever more  difficult 
in the 1960s, as the low-interest savings accounts that traditionally had funded it were drained 
by the growing availability of higher rates elsewhere. 

 With renewed direct government borrowing to fund mortgage lending rendered unattractive 
by the Johnson administration’s growing budgetary problems (Quinn, 2009), a solution was 
found in selling to private investors government-backed securities based on pools of mortgages. 
Fannie Mae was partly privatized. Its remaining federal sections, renamed the Government 
National Mortgage Association (Ginnie Mae), gave a government guarantee to securities backed 
by pools of mortgages, starting with Ginnie Mae Pool No. 1, issued in February 1970. In 1971, 
the newly created Federal Home Loan Mortgage Corporation (Freddie Mac) started to sell 
securities based on pools of mortgages it had itself purchased; Fannie Mae began to do so in 
1981. By 1991, Ginnie Mae had guaranteed, and Freddie Mac and Fannie Mae had issued, a total 
of just over a trillion dollars of mortgage-backed securities (Carron, 1990; Fabozzi and Modigliani, 
1992, pp. 18–24; Carruthers and Stinchcombe, 1999; Tower, 1999). 

 That securitization (the packaging of income-generating assets into pools and the sale of secu-
rities that are claims on that income) began its modern history in the United States as a govern-
ment program,  21   and that what were securitized were “American mortgages” – fixed-interest loans 
with no prepayment penalties – had lasting effects on how mortgage-backed securities were 
evaluated. The three government-sponsored enterprises – Ginnie Mae, Fannie Mae, and Freddie 
Mac – set quality criteria for the mortgages they would guarantee or buy, thus defining “con-
forming” or “prime” mortgages. They guaranteed investors in mortgage-backed securities against 
defaults on the underlying mortgages, and the full credit of the US government was seen as back-
ing the three enterprises, so investors could treat those securities as involving no risk of default. 
(Only Ginnie Mae guarantees were legal obligations of the federal government, but investors 
generally took the government implicitly to stand behind Fannie Mae and Freddie Mac as well.) 

 Prepayment, though, was a quite different matter. Originally, the absence in “the American 
mortgage” of a prepayment penalty was of no great consequence, since the costs of refinancing 
were considerable: fees and loan points (up-front interest payments) could amount to 2 percent 
of the new loan (Ranieri, 1996, p. 43), creating a de facto penalty. However, as competition 
reduced those costs, the option enjoyed by borrowers to re-finance without penalty when inter-
est rates fell became more valuable and much more frequently exercised. As one interviewee put 
it to me, if you held a mortgage-backed security yielding 5.5 percent, and you noticed that new 
securities were offering only 4.5 percent because interest rates had fallen, you could be certain 
that the mortgages underpinning the security you owned were “all going to prepay,” and you 
would therefore quickly stop enjoying the higher yield. While most bonds rise in price when 
interest rates fall (because the fixed “coupons” they offer become relatively more valuable), this 
effect is therefore much attenuated for mortgage-backed securities: as this interviewee told me, 
their price seldom rises above 110 (i.e. 10 percent more than their “par” or face value). 
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 As Lewis Ranieri, Salomon Brothers’ famous trader of mortgage-backed securities, com-
plained, the absence of a prepayment penalty meant that “the mortgage instrument becomes 
so perfect for the borrower that a large economic benefit is taken away from the other partic-
ipants, including the long-term investor” (Ranieri, 1996, p. 43). What came into being, there-
fore, were evaluation practices among investors in mortgage-backed securities that focused not 
on default but on prepayment risk. (Indeed, the government-sponsored enterprises trans-
formed defaults into prepayments: if a borrower defaulted, the enterprises paid investors in the 
corresponding pool of mortgages the sum they would have received if the mortgage had been 
prepaid at that point.) 

 Assessing the exact extent to which the prepayment option reduces the value of mortgage-
backed securities is a notoriously difficult matter (neither interest-rate changes themselves nor 
their precise effects on prepayment rates are fully predictable), and assessing it was traditionally 
seen as the crucial skill in evaluating mortgage-backed securities. Prepayment was, for example, 
the primary risk of these securities that Ranieri and the other Salomon Brothers’ traders (described 
in Lewis’s  Liar’s Poker , 1990) were slicing, dicing, buying, and selling, and it was for their excellent 
grasp of prepayment risk that the Salomon Brothers’ modelers who helped form the famous 
hedge fund Long-Term Capital Management were known. Prepayment “was a dominant issue,” 
an interviewee told me: “It drove everything in what people would think about.” 

 Government-sponsored mortgage securitization had, however, been successful despite the 
prepayment problem, which made it an attractive model for banks and finance companies seeking 
new ways of funding their lending. In 1977, the first modern “private label” (not government-
sponsored) US mortgage-backed securities were issued by the Bank of America, in collaboration 
with Salomon – an event that prompted Ranieri to coin the term “securitization” (see Ranieri, 
1996, p. 31) – and from 1985 onward banks also began securitizing auto loans, truck loans, equip-
ment leases, and credit-card receivables (Rosenthal and Ocampo, 1988, table B.1). The generic 
term “ABS” (asset-backed security) came into use to describe the products of these and other 
securitizations.  22   

 These new private-label securitizations typically involved the parent bank or finance company 
setting up a special-purpose vehicle (such as a trust) that was legally separate from its parent, so 
that the creditors of the one had no claim on the assets of the other. The vehicle then bought 
pools of loans from the bank, raising the money to do so by selling securities that were claims on 
the interest payments and principal repayments on those loans. Since those securities had no 
government backing, the risk of default on those loans could no longer be ignored entirely. The 
early government-backed securities (known as “pass-through certificates”) offered identical, equal 
shares of the cash flow from the underlying mortgages, but increasingly what was created in pri-
vate securitizations was not a single class of pass-through certificates, but two, three, or more 
classes or “tranches” of claims differentiated by credit risk, as in  Figure 1.2 . The lowest tranche – the 
“first-loss piece” – bore the first losses caused by default on the pool of mortgages or other assets 
underpinning the securitization. In early deals, this tranche was typically retained by the bank or 
finance company that arranged the securitization; later, first-loss securities were sometimes sold 
by private arrangement to outside investors – often hedge funds – who received a large spread 
(increment over Libor or other benchmark interest rate) for taking on the risk of loss.  

 Only if defaults rose to such a level that losses entirely exhausted the lowest tranche were the 
investors in the next tranche, which came to be called “mezzanine,” at risk. In early securitizations 
this tranche was also often retained by the parent bank or finance company. It would typically be 
bigger than the lowest tranche – perhaps as much as eight times as big (Rosenthal and Ocampo, 
1988, p. 10) – which meant that losses on it could in aggregate be large. However, because 
the cushion provided by the lowest tranche made the probability of mezzanine losses modest, 
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the bank arranging the securitization could buy insurance against them from the specialist insur-
ers known as “monolines,” whose original business had been insuring US municipal bonds. At 
the top of the hierarchy of tranches was the “senior” tranche, by far the largest, which was always 
sold to outside investors. With both lower tranches as buffers, the risk of loss on it was seen as 
very low. Accordingly, only relatively modest “spreads” were thought necessary to compensate 
for this small risk. 

 The most prominent of the actors who had to concern themselves with default risk were the 
rating agencies, whose services had not been needed when securitization was a government 
program. S&P began to rate securitizations in 1978 and Moody’s in 1983.  23   The evaluation prac-
tices they employed had three characteristics. First, they were heavily influenced by past episodes 
of large-scale mortgage defaults. S&P, for example, used the default rates in the United States 
during the Great Depression as the “stress scenario” for a AAA rating: if a tranche was to be rated 
AAA, the structure of the security had to protect the tranche from loss even if defaults again rose 
to Great Depression levels (interview data; Khadem and Parisi, 2007, pp. 546–7). Second, analysis 
was originally of pools of mortgages, not individual loans. The rating agencies defined the char-
acteristics (such as loan-to-value ratios) of a “benchmark” pool or set of pools and then compared 
the characteristics of the actual pool of mortgages underlying a mortgage-backed security to the 

Special purpose vehicle:
uses money from investors
to buy pool of debt (e.g.
mortgages, corporate
loans, bonds, or other
assets) and uses cash-flow
from it to make payments
to investors.

asset 1

asset 2

asset n

Senior tranche or
tranches (in CDOs
often divided in two
with super-senior
tranche above senior)

mezzanine tranche or
tranches

“first-loss piece” (ABS) or
equity tranche (CDO)

capital investments by investors

payments to investors

 Figure 1.2 An ABS or CDO 

   Note  :   Investors in lower tranches receive payments only if funds remain after payments due to investors in 
more senior tranches are made. In an ABS the assets in the pool are typically mortgages or other 
consumer debt. In a corporate CDO they are loans made to corporations or bonds issued by them. What 
is shown is a ‘cash CDO’: in a ‘synthetic CDO’ the special purpose vehicle ‘sells protection’ on the assets 
via credit default swaps (see the third section of the chapter) rather than buying them.   
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benchmark. Deviations between the two were then translated into set “penalties” (or set “rewards”) 
in the rating processes.  24   

 Third, both the rating process and the construction of mortgage-backed securities and other 
ABSs hinged around the same parameter: the “credit enhancement” or “credit support” level 
needed for each tranche to achieve the rating that the constructors of the ABS desired. (This 
level is the total size of the lower tranches, guarantees, reserve funds, and so on that protect a 
tranche from losses. From the constructor’s viewpoint, all these mechanisms are expensive: e.g. 
if lower tranches are sold to outside investors, the higher spreads required to attract them limit 
the spread that can be offered on the senior tranche.) For instance, the “penalties” or “rewards” 
referred to in the previous paragraph took the form of the rating agencies demanding set 
increases or allowing set decreases in a security’s credit support levels to the extent that the pool 
of mortgages underpinning it was judged riskier or less risky than the benchmark pool. The 
securities themselves and knowledge of the securities were thus coproduced: credit support 
levels, the crucial parameters in the design of a tranched security, were determined by the ratings 
agencies’ procedures for evaluating those securities. 

 From the mid-1990s onward, evaluation techniques based on the analysis of pools were com-
plemented by techniques that did involve estimating the default probabilities of individual 
mortgages, as least relative to the benchmark of prime lending. The rating agencies developed 
logistic regression or hazard rate models (S&P’s Levels, Moody’s Mortgage Metrics, and Fitch’s 
Resilogic), which incorporated characteristics both of the mortgage, such as loan-to-value ratio, 
and of the borrower, notably his or her FICO score, a measure of creditworthiness developed by 
Fair, Isaac and Company, originally for forms of consumer credit other than mortgages (see 
Poon, 2007). The parameters of these models were estimated using large data sets containing 
both this information and the payment histories of the resultant mortgages, such as those built 
up since 1991 by the San Francisco-based firm, Loan Performance. The growing use of FICO 
scores and of models incorporating them both facilitated and was encouraged by increasing 
volumes of “subprime” lending to people whose impaired credit histories made them ineligible 
for prime mortgages (Poon, 2009). 

 From the viewpoint of the quite different evaluation practices that eventually developed 
around CDOs (discussed in the next section), there remained a striking silence in the evaluation 
of mortgage-backed securities. There was almost no explicit modeling of statistical dependence 
among mortgage defaults, in other words no modeling of what CDO specialists came to call 
“correlation.”  25   Defaults were treated mathematically as statistically independent events, with 
“correlation” handled implicitly. For instance, in the rating of mortgage-backed securities at 
 Standard & Poor’s, correlation among defaults induced by macroeconomic variables such as the 
unemployment rate was handled by continuing to use stress scenarios, even after the regression 
or hazard-rate models were developed. The latter were used not to estimate absolute default 
probabilities but to determine the amounts by which the stress-scenario default rates of the 
benchmark prime pool should be modified for the particular pool being evaluated. (If, for 
example, the Great Depression-based AAA-stress default rate of the benchmark pool was 
10 percent, then the equivalent rate for a pool of subprime, high loan-to-value, low-documen-
tation loans might be 40 percent. In other words, to achieve an AAA rating a tranche based on 
this pool would have to be able to survive the default of 40 percent of the mortgages in the 
pool.) So the apparently assumed independence of mortgage defaults was, to quote an inter-
viewee, only “conditional independence”: independence conditional on the macroeconomic 
variables condensed in the historical experiences that had given rise to the stress scenarios.  26   

 Another potential source of correlation among mortgage defaults – the vulnerability of a 
pool of mortgages to local economic conditions – was also handled primarily by organizational 
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procedures rather than mathematical modeling. Geographically concentrated pools were dis-
couraged by applying ratings penalties (again expressed as increases to required credit support 
levels) to them. With the main mortgage lenders – especially subprime lenders – increasingly 
operating across the United States, there was no need for them to incur these penalties, and the 
mortgage pools they presented for rating were typically as diversified as possible geographically. 
(This unsurprising outcome had significant consequences, as we shall see later, in the evaluation 
of ABS CDOs.) 

 With the rating agencies analysing the risk of default, prepayment remained the dominant 
concern of most investors in mortgage-backed securities. For example, the 2007 textbook on 
those securities mentioned above in the introduction devoted its section on “valuation and anal-
ysis” almost exclusively to prepayment and other matters concerning changes in interest rates, 
with default scarcely mentioned in that section. As the textbook put it, investors in “senior private 
label MBS” (in other words, in the upper tranches of private mortgage-backed securities) “typi-
cally assume that principal will be returned with 100% certainty.. . . The driver of performance 
of these securities is thus not  if , but  when  principal is paid to the bondholder” (Fabozzi  et al. , 2007, 
p. 241; emphases in original). 

 The “100% certainty” was understandable. The move into subprime was accompanied by 
considerably increased credit support levels, achieved not just by tranching but by two other 
safety mechanisms, “excess spread” and “overcollateralization.”  27   The resultant typical structure 
of a subprime ABS is shown in  Figure 1.3 . As is shown there, around four-fifths of a typical 
subprime ABS was rated AAA, the same rating as enjoyed by the sovereign bonds of the United 
States and other leading nations. Although it was universally understood that the default rate on 
the underlying subprime mortgages would be much higher than on prime, it would have taken 
what seemed an unimaginably high default rate to eat through all the excess spread, all the over-
collateralization, and all the lower tranches to reach the AAA tranches.  

 Indeed, in practice excess spread and overcollateralization were in general sufficient to pro-
tect even the lowest of the investment-grade tranches (the “mezzanine” tranches, usually rated 
BBB), even when a mild recession caused the delinquency rate on subprime mortgages to dou-
ble in six months in 2000 and remain high for the next two years (Sanders, 2008, p. 256, chart 2). 
Although there were some defaults (Ertürk and Gillis, 2005), they were concentrated mainly in 
a limited number of troubled deals and left the majority of investors unscathed. In retrospect, it 
is clear that historical contingency played a part in muting the losses in this episode, the first 
experience of recession since subprime mortgage lending had reached a large scale. House 
prices continued to rise during it, giving some homeowners the option of selling rather than 
being foreclosed on and, in particular, limiting lenders’ losses if foreclosure did take place 
(Calomiris, 2009). Indeed, ABS defaults of all kinds (not just of mortgage-backed securities) had 
been rare until that recession hit. A February 2001 Moody’s report noted that “we often hear 
that no ABS security has ever defaulted” (Harris, 2001, p. 13). While not entirely consistent with 
the detailed default data in Ertürk and Gillis (2005), the belief is indicative of widespread con-
viction in the safety of ABSs. 

 With default still not a major concern of most investors in subprime mortgage-backed secu-
rities, the latter offered an advantage compared to prime securities in terms of the traditional 
evaluation focus, prepayment. Although prepayment rates on subprime were usually higher than 
on prime mortgages, they were less sensitive to interest-rate changes, thus reducing what was 
from the investor’s viewpoint the traditional main drawback of mortgage-backed securities. As 
lenders moved into subprime they were able to weaken the entrenched features of “the American 
mortgage.” Floating-rate loans became much more common, as did prepayment penalties, 
 especially penalties for prepaying during the increasingly common period of relatively low – but 
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still, in absolute terms, quite high – “teaser” rates (Bhardwaj and Sengupta 2008). In conse-
quence, as a chapter in another textbook put it, “the average lives of the residential [subprime] 
ABS are likely to be more stable for a given change in interest rates than the average lives of 
securities created from conforming [i.e. prime] loans” (McElravey, 2006, p. 371). “No income 
verification” loans were particularly prized from the viewpoint of prepayment: “The capital 
markets pay a premium” for them, reported Adelson (2006c, p. 14), “because such loans display 
slower prepayments (and despite the fact that the loans have greater credit risk).” 

 It would, however, be misleading to suggest that no investors in subprime mortgage-backed 
securities were concerned with default. While those who bought the higher tranches did largely 
set it aside, those who bought the lowest externally sold tranches (usually the “mezzanine” 
tranches, typically with a rating of around BBB, close to the bottom of investment grade) fre-
quently performed their own evaluations of default risk, and they were in quite a powerful 
position. Those tranches were “historically harder to sell,” an interviewee told me, but they 
usually had to be sold. While the constructor of an ABS might be prepared if necessary to keep 
the very lowest tranche, retaining the larger mezzanine tranches as well was unattractive. Many 
deals would simply not have been viable from their constructors’ viewpoint if no buyers for 
those tranches could be found, because those constructors would have needed too much capital 
of their own (many subprime lenders were quite thinly capitalized). 

if securities issued,
either rated BB

or not rated
1%, not in all deals

Other credit enhancement:
excess spread, over-

collateralization

AAA 81%

11%

4%

3%

AA

A

BBB

 Figure 1.3 Schematic structure of a typical subprime mortgage-backed security 

     Note: The overall size of the tranches is not shown to scale. The lowest tranche was often replaced by 
overcollateralization (see note 27 for the meaning of this and of “excess spread”), but if first-loss securities 
were issued they were generally either unrated or rated BB.   

 Source:   Based on Lucas (2007). 
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 When constructing a subprime ABS, therefore, those arranging it would often “try to place 
the BBBs first,” secure in the knowledge that the AAA tranches could easily be sold “to people 
who don’t want to think,” as another interviewee put it. Mezzanine buyers were often sophisti-
cated: they were “willing to spend the time to understand the collateral and the structure.” Some, 
for example, had developed their own models of mortgage default rather than relying by proxy 
on the rating agencies’ models. These buyers could, and not infrequently did, demand to see the 
“loan tapes” (the electronic records of the underlying mortgages), which the buyers of higher 
tranches almost never did, and they had to be allowed a reasonable time (even as late as 2001–03, 
as much as a week, one such buyer told me) to analyse the contents of the tapes. If they didn’t 
approve of what they found – for instance, over-large pockets of particularly risky mortgages 
hidden beneath the aggregate data in the offering documents – they might say “I don’t like the 
collateral” and demand that the mortgage pool be changed before they would buy securities 
based on it. 

 All that was soon to change utterly. However, before we can understand fully why it did so 
we need to follow an apparent historical detour. At the end of the 1980s, the securitization of 
mortgages and other forms of consumer debt was joined by the securitization of corporate debt. 
On the face of it, it was a small change: the structures of the new instruments, CDOs, were 
initially almost identical to those of ABSs. Around them, however, a quite different cluster of 
evaluation practices was to develop.  

  Corporate CDOs and the emphasis on “correlation” 

 CDOs were originally a simple extension of the techniques employed in the “private label” secu-
ritization of mortgages and other forms of consumer debt. Firms constructing CDOs again set up 
special-purpose legal vehicles and used the capital raised by the sale of securities to investors to buy 
pools of corporate debt: at first, bonds issued by corporations but soon also loans made to them. 
The securities sold by CDOs were tranched in a way similar to a private-label mortgage-backed 
security (see  Figure 1.2 ). 

 CDOs began in the exciting but risky fringes of the late-1980s bond market, which traded 
“junk” (speculative-grade) bonds, typically those issued by corporate raiders as a means of fund-
ing their takeover bids. Although they differed in structure from most later deals,  28   what appear 
to be the first CDOs were issued in 1987 by the San Diego-based Imperial Savings Association, 
in conjunction with the investment bank Drexel, Burnham, Lambert, whose heavy involvement 
in the junk-bond market was famously led by Michael Milken. Sharply increased junk-bond 
default rates, the February 1990 bankruptcy of Drexel, and the imprisonment of Milken for 
securities violations temporarily returned junk bonds to the margins of finance. However, from 
1996 on, CDOs started being used on a large scale by banks to shed credit risk from their port-
folios of loans to corporations and to reduce the capital reserves that regulators insisted they 
hold in respect to that lending. In November 1996, the United Kingdom’s National Westminster 
Bank completed a $5 billion securitization of its loan book known as Rose Funding (previous 
CDOs had typically been a tenth of that size or smaller). In 1997, further large CDOs were 
created by, among others, Swiss Bank, NationsBank, Bank of Tokyo/Mitsubishi, Credit Suisse, 
ABN Amro, Rabobank, J.P. Morgan, and Sumitomo (First Union Securities, Inc. 2000). 

 Success in selling these huge “balance-sheet CDOs” revealed that they were profitable in their 
own right, quite apart from their effects on the loan books and capital reserves of their parent 
banks: investors would buy their tranches at spreads that were sufficiently low that the aggregate 
flow of cash to those investors was less than the income generated by the loans in the CDO’s 
pool, so generating an arbitrage: a risk-free profit. Balance-sheet CDOs were therefore quickly 
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joined by what insiders explicitly called “arbitrage CDOs,” which would buy corporate bonds 
or loans on the open market and capture this arbitrage. 

 As described above, the political economy of US mortgage lending led to evaluation prac-
tices focused primarily on prepayment. The latter was a peripheral concern in the evaluation of 
CDOs (with no equivalent of government action on behalf of mortgagors, prepayment of cor-
porate loans was generally either prohibited or subject to stringent penalties), and default was 
always the focus, with the rating agencies playing an essential role right from the start. In the 
early balance-sheet CDOs, banks often did not let investors know the names of the corporations 
whose loans had been packaged and sold, fearing loss of those corporations’ business if they 
discovered that their bankers had publicly divested themselves of exposure to them. In that sit-
uation, investors had little but ratings to go on. 

 Rating agencies were told the composition of a CDO’s pool, and – at least in the United 
States – the corporate debts that formed the pool would typically already have been rated. 
By the early 1990s the rating agencies had accumulated data sets of corporate defaults from 
which what they called the “idealized” default rates corresponding to a particular rating could be 
inferred. (For example, Moody’s early 1990s estimate of the 10-year default rate of companies 
rated AAA was 1.0 percent; for BAA companies, it was 4.4 percent. See Lucas  et al. , 1991, p. 6.) 
These databases could also be used to estimate recovery rates: the typical extent to which the 
loss following default was less than total. For example, Hourican (1990, p. 338) noted that 
 “studies indicate that defaulted bonds trade at an average price of 40 percent of par [face value] 
one month after default.” 

 Default probabilities and recovery rates thus seemed knowable. But how could they be com-
bined to estimate the probability of different levels of loss in a CDO’s pool? If corporate defaults 
were statistically independent events, then those probabilities could be calculated using only 
elementary probability theory.  29   However, it was also clear that the assumption of statistical 
independence was untenable:

  For example, among companies rated Ba at the beginning of 1974, 6.1% defaulted over the 
next 10 years, compared with 21.2% over the 10-year period beginning in 1981. The mag-
nitude of variations in these default rates suggest the presence of correlation, meaning that 
if one company defaults, there is a greater likelihood that others will default. 

 (Lucas  et al. , 1991, p. 2)   

 As with mortgages, some of this correlation would be common exposure to the same macro-
economic conditions. With no publicly available model of correlated corporate defaults to draw 
on in the late 1980s and early 1990s, the rating agencies initially handled that issue using a “con-
ditional independence” approach closely analogous to that used in rating mortgage-backed 
securities. In evaluating CDOs, both S&P and Moody’s again “stressed” historically average cor-
porate default probabilities by greater amounts for higher targeted ratings and then used those 
stressed probabilities in a calculation that assumed defaults to be independent events. The addi-
tional correlation that would come from poorly diversified pools of assets (e.g. loans heavily 
concentrated in a particular industry) was again handled procedurally, just as it had been for 
mortgages. Thus S&P “notched” (reduced by one or more ratings grades) the ratings of all the 
debt instruments in any industrial sector that formed more than 8 percent of a CDO’s pool 
(interview data; Standard & Poor’s, n.d., p. 36).  30   

 These relatively simple ways of evaluating CDOs, in which correlation was not modeled 
explicitly but handled procedurally, changed more quickly than their counterparts for mort-
gage-backed securities and in quite a different direction. The impetus for change was external 
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to the rating agencies: the growing influence within banking of derivatives, notably options and 
interest-rate swaps.  31   By the 1980s, professional traders of these derivatives did not simply eval-
uate them by following set procedures akin to those then used by the rating agencies but 
employed explicit, sophisticated mathematical or economic models, many based on the eventu-
ally Nobel Prize-winning Black–Scholes–Merton option model (Black and Scholes, 1973; Mer-
ton, 1973). These models had an impact on the evaluation practices surrounding mortgage-backed 
securities – since prepayment is an option, one can apply option theory to calculate by how 
much it reduces a security’s value, and the Salomon team were known for their skill in this – but 
they brought about a far more radical change in the evaluation of CDOs. 

 Black, Scholes, and Merton had also applied their options work to modeling the value of a 
corporation’s debt.  32   Oldrich Vasicek (a Czech-born probability theorist who had worked at 
Wells Fargo, where Black and Scholes were consultants) then showed how this approach could 
be extended to value a large, homogeneous, highly granular portfolio of corporate loans (Vasicek, 
1991). Vasicek’s model was commercially confidential, but a more general computerized simula-
tion version of it was incorporated into CreditMetrics, a system for measuring credit risk devel-
oped by J.P. Morgan. The bank, which was a particularly active proponent of the credit default 
swaps discussed below, made both CreditMetrics itself and a detailed description of it (Gupton, 
Finger, and Bhatia, 1997) available to other market participants, because (as an interviewee 
involved told me) it wanted to promote the market for these swaps by giving other banks a way 
of measuring how they could use them to reduce credit risk. In these “Gaussian copula” models, 
correlation – previously handled procedurally and almost entirely implicitly – was modeled 
explicitly.  33   

 The creators of the big “balance-sheet” deals that made CDOs mainstream were typically not 
in banks’ securitization or junk bond departments but in their derivatives teams, especially those 
specializing in interest-rate swaps. In consequence, despite the similarity in structure of ABSs and 
CDOs, the creators of the new wave of the latter thought of them not as securitizations but as 
“credit derivatives,” a term that first came into use in the early 1990s at Bankers Trust (see Sanford, 
1993, p. 239), a bank that was prominent in developing new derivatives to disaggregate and make 
tradable the different aspects of what an interviewee then employed there called the “bucket of 
risks” involved in lending. Sometimes the derivatives teams discovered only accidentally that oth-
ers in a different department of the same bank had long experience of similar structures:

  One of the salespeople in Bank of America was in our Chicago office [in 1997], getting a 
cup of coffee, showing it [a planned CDO-like instrument] to a colleague. The guy behind 
[an ABS specialist] leans over and says, “that’s a really neat idea.” He’s been doing that for 
years . . . securitizing . . . putting diversified pools of assets into a vehicle and tranching off 
the risk.   

 By the mid-1990s, the derivatives teams already inhabited a world in which sophisticated math-
ematical models were central, and they were quick to adopt Gaussian copula models of CDOs 
(interview data; Tett, 2009b). That then made purely procedural ratings techniques such as 
notching begin to seem outdated: as one interviewee employed at a rating agency in this period 
told me, notching was “not a proper correlation method.” All three main agencies largely 
switched to evaluating CDOs using Gaussian-copula software systems: S&P with its November 
2001 CDO Evaluator, Fitch with its July 2003 Vector, and Moody’s with its May 2004 
CDOROM.  34   

 By making credit correlation explicit for the first time, these and other copula models raised 
the issue of how to measure it. It was a crucial issue: the assumption of low levels of correlation 
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was at the very core of the rationale for CDOs, especially arbitrage CDOs. They depended on 
being able to take a diversified pool of corporate bonds or loans with relatively modest ratings 
(and the high spreads that went with those ratings) and package them into a structure that would 
have large tranches with higher ratings. Those tranches could then be sold at lower spreads, and 
the difference could be pocketed as arbitrage profits. Low correlation was what made the high 
ratings justifiable and the arbitrage feasible, in effect making relevant the analogy with coins 
tossed independently. (One coin can easily turn up tails; twenty independently tossed coins are 
most unlikely to.) If the correlations among them were low, a large portfolio of corporate bonds 
or loans was most unlikely to suffer the large number of defaults that would endanger a CDO’s 
AAA tranche, even if each of those individual bonds or loans was rated BBB or even BB. 

 In the way Gaussian copula models were formulated in the late 1990s at banks such as 
J.P. Morgan, which had overtaken Bankers Trust as the leading player in the credit derivatives 
market (Tett, 2009b), the correlation between two corporations was the correlation between the 
changing market values of their assets. However, this market value is not directly observable (it 
can diverge radically from the “book” value of those assets on a corporation’s balance sheet). So, 
as a former J.P. Morgan trader told me, they – and also others in banks using Gaussian copula 
models – simply took the readily measurable correlation of two corporations’ stock prices as a 
proxy for their unobservable asset-value correlations, even if doing so had, as one textbook put 
it, “no theoretical justification” (Chaplin, 2005, p. 260). 

 With the exception of Fitch, which adopted a modified version of this way of estimating 
correlation, the rating agencies took other approaches more deeply rooted in their organiza-
tional practices. When Moody’s started using Gaussian copula models, its modelers used either 
estimates based on the judgments of experienced ratings staff or values implied by patterns in 
the records of their actions in downgrading or upgrading corporations (Fu  et al. , 2004).  35   When 
Standard & Poor’s was designing its new Gaussian copula system, CDO Evaluator, released in 
November 2001, it did seek econometrically to estimate the correlation values that would yield 
the degree of clustering of corporate defaults that had historically been encountered (Parisi, 
2004, p. 2). However, the limited number of cases in its default database as it stood then made 
that estimation hard (only with version 3.0 of Evaluator released in December 2005, when the 
default database was much larger, did S&P fully embrace these estimates), so consistency with 
previous organizational practice was also a criterion that shaped the original choice of correla-
tion parameters. In line with the “conditional independence” approach used prior to the  Gaussian 
copula, the correlation between firms in different industries in the original version of Evaluator 
was set at zero (Bergman, 2001), with dependence on common macroeconomic conditions 
captured by continuing to “stress” default probabilities, raising them most if a AAA rating was 
sought. The choice in that original version of 0.3 for the correlation between corporations in 
the same industry similarly reflected previous practice, an interviewee told me. The value 0.3 was 
chosen “partly to maintain consistency with the previous notching scheme”: when applied to 
similar asset pools it tended to generate similar results, that is, similar ratings and credit support 
levels. 

 Although no one at the time could have foreseen it, this apparently small, technical decision 
in late 2001 (the choice of an intra-industry correlation of 0.3) was pivotal to the chain of events 
that I will turn to in the next section. First, though, other ways in which the arrival of derivatives 
specialists transformed securitization need to be considered. They brought with them a new 
instrument originally developed in the early 1990s at Bankers Trust (Tett, 2009b, p. 24): the 
credit default swap. It is a bilateral contract in which one party, the “protection buyer,” pays reg-
ular premiums to the other party for “protection” against default by a third party (Ford Motor 
Company, for instance) on bonds issued by it and/or loans made to it. Should Ford default, the 
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protection buyer has the right to deliver Ford’s bonds or loans to the protection seller and 
receive their full face value. The protection buyer does not need to hold Ford’s bonds or loans: 
it can simply purchase them at the point at which they have to be delivered (following default 
they will be trading at a fraction of their face value). 

 As the former Bank of America credit derivatives specialist put it to me, credit default swaps 
gave him and his colleagues a capacity the ABS world of the sarcastic coffee-queue interlocutor 
quoted above did not have, for all its much longer experience of securitization: “what he couldn’t 
do . . . was synthetically transfer” credit risk. Swaps made “synthetic” CDOs possible. Instead of 
the special-purpose legal vehicle having to buy loans or bonds for its asset pool, it could simply 
sell protection on them via credit default swaps, using the premiums it received from the swaps 
to pay the investors in the CDO. Those investors faced a broadly similar pattern of risks and 
returns (again, e.g. investors in the lowest tranche were first to lose their capital, in this case if 
one or more of the swaps was triggered by default on the bonds and/or loan it covered), but a 
synthetic CDO was quicker and easier to construct than a cash CDO, as the CDOs involving 
the actual purchase of assets were called. Credit default swaps also made single-tranche CDOs 
possible. Such a CDO does not involve a separate legal vehicle: it is simply a bilateral contract 
between an external investor and a dealer (typically a credit-derivatives trading desk at a major 
bank), in which the investor earns regular fees by selling the dealer protection on a particular 
tranche of losses on a mutually agreed pool of corporate bonds and/or loans. Introduced around 
2001, by 2003 single-tranche deals dominated the corporate CDO market (Reoch, 2003, p. 8). 
Because they too were synthetic (the corporate loans or bonds in question served simply as a 
reference pool, a way of defining the deal; they didn’t have to be bought), single-tranche CDOs 
could be set up almost immediately: “single-tranche technology is all over in a week,” said the 
above interviewee. “You dream up the portfolio on a Monday, structure on the Wednesday, 
Thursday, and Friday.” 

 Single-tranche CDOs greatly increased the salience of “correlation.” Even once it has been 
completed, a single-tranche CDO leaves a dealer with a position that needs to be hedged. (The 
dealer has bought protection, and thus the hedges will consist predominantly of sales of protec-
tion. Since these are income generating, they earn the dealer the money to pay the investor and 
earn a profit from the deal.) This hedging was not a simple task, because the fluctuating value of 
a tranche reflects not just changes in the perceived individual creditworthiness of the corpora-
tions in the CDO’s reference pool but also changing beliefs about the likely clustering of 
defaults – in other words, about “correlation.” To help them hedge the latter, in 2003–04 the 
main credit-derivatives dealers set up markets in tranched, tradable credit “indices,” which they 
could use to trade correlation. (That realist phrasing is deliberate: “correlation” was increasingly 
talked about, for example, in the trade press, not as a parameter of a model but as a real phenom-
enon with real implications.) Such an index resembles a standardized synthetic CDO – in most 
cases with a fixed list of 125 corporations each making up 0.8 percent of its reference pool – and 
protection can be bought or sold on either the index as a whole or on standard tranches of it. 
The indices (which quickly became liquid, high-volume markets) provided a new way of esti-
mating correlation. A Gaussian copula or similar model could be applied “backwards” to infer the 
correlation levels consistent with the prices of protection on index tranches. (For example, if the 
cost of protection on higher tranches has increased, but the cost of buying protection via credit 
default swaps on the individual corporations making up the index is unchanged, it can be 
inferred that participants’ estimates of correlation have increased, or indeed, if one wants to be 
fully realist, “correlation itself ” has increased.) 

 Along with broadly canonical-mechanism markets in credit default swaps that had also 
emerged (see, e.g. Rule, 2001), the tranched index markets were the foundation of a wider 
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epistemic change that seemed well under way at the time of the first interviews for this research, 
in 2006–07. The models used by the rating agencies to evaluate CDOs and ABSs such as mort-
gage-backed securities were explicitly backward-looking: their parameters were mainly either 
crystallizations of previous organizational practices or estimated using data from recent or (in the 
case of the Great Depression) distant historical experience. The new canonical-mechanism mar-
kets freed CDO modeling from these organizational and statistical traces of the past: for example, 
both correlation and default probability could be inferred from today’s market prices, not past 
experience.  36   

 The change sharpened already-existing differences between the evaluation practices sur-
rounding ABSs and CDOs, but it was never complete: among the rating agencies, only Moody’s 
made much use of this approach, and even there it was only as a complement to more traditional 
techniques. It did, however, seem a harbinger of the eventual complete integration of CDOs 
into the full cognitive world of modern derivatives modeling. The “quants” who populated that 
world – who often had PhDs in mathematics, physics, or engineering – could seem very alien 
to ABS specialists who prided themselves on understanding the everyday material and legal 
realities of lending. As one of the latter complained to me, those quants had “never gone out to 
collect any money,” whether “with lawsuit or baseball bat.” In consequence, they “didn’t have to 
be very intimate with the underlying,” in other words with the debts that ultimately under-
pinned the instruments whose prices they modeled: they “could treat it as an abstraction.” For a 
brief moment, nonetheless, it seemed as if the future might be theirs.  

  The evaluation of ABS CDOs and the arbitrage opportunity it created 

 However, alongside the world of corporate CDOs, with its increasingly sophisticated products 
and models, another world of CDOs had developed: CDOs in which the underlying assets were 
tranches of ABSs, residential mortgage-backed securities in particular. Viewed from the corpo-
rate CDO world I have just described, ABS CDOs could seem laggards: a “very boring part” of 
the market, as one interviewee put it, in which profit came only from “originating transactions; 
it didn’t come from risk-taking, it didn’t come from like good credit assessment. It was purely, 
you know, in structuring fees.” The main industry body, the International Swaps and Deriva-
tives Association, standardized the terms of credit default swaps on ABSs only in June and 
December 2005 (Damouni 2005), six years later than it had done so for their corporate equiv-
alents. The single-tranche CDOs that reshaped the corporate CDO world were relatively rare in 
the world of ABSs. A set of tradable ABS indices (the ABX) was launched only in January 2006, 
and a tranched ABS index (TABX) only in February 2007. As innovations of this kind, originat-
ing in corporate CDOs, were replicated for ABS CDOs, the latter nevertheless would catch up, 
an interviewee told me in January 2007: “The asset-backed arena . . . is going to ape, I think, the 
corporate.. . . [The] ABS market will get there in half the time it took the corporate market.” 
Before that could happen, however, ABS CDOs, that “boring part” of the market, were to be at 
the core of the greatest financial crisis for the best part of a century. 

 ABS CDOs emerged in the second half of the 1990s, though they formed only a small mar-
ket (of the 283 CDOs issued in 1997–9, only eight were ABS CDOs; Newman  et al. , 2008, 
p. 34, exhibit 1), and originally had structures quite different from those of the decade to come.  37   
What is to my knowledge the first with that structure was issued in 1999 by a team at Pruden-
tial Securities involving Chris Ricciardi, who was later to help make Merrill Lynch into a giant-
scale constructor of ABS CDOs. The team found themselves at a disadvantage in corporate 
CDOs, because Prudential had little involvement in the forms of corporate lending then popu-
lar as asset pools. However, as Ricciardi told the trade magazine  Credit , “Once you have CDOs, 
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people ask, ‘what else can I do with CDOs?’” (Fahmy, 2005). Prudential had a large ABS busi-
ness, and Ricciardi noticed that some classes of ABS – such as the subordinate tranches of ABSs 
whose pools were second-lien mortgages – offered higher spreads than equivalently rated cor-
porate debt. So the arbitrage that could be achieved by packaging corporate debt into a CDO 
could be done even more profitably with ABSs. 

 The attractiveness of ABS CDOs similar to the Prudential deal was greatly enhanced by the 
2000–02 downturn, which led to defaults and bankruptcies (e.g. of overambitious telecoms 
providers) that caused substantial losses to investors in the lower tranches of many corporate 
CDOs. In that context, the excellent performance record of mortgage-backed securities made 
them seem an attractive substitute for corporate debt. In a single year, ABS CDO issuance more 
than doubled (to in excess of $20 billion in 2001) and the ABS share of the CDO market 
roughly tripled (Hu, 2007), and issuance continued to grow sharply thereafter: in 2006 alone, 
ABS CDOs totaling $307.7 billion were issued.  38   While the pools of the early ABS CDOs often 
contained ABSs from a wide variety of sectors – such as securitizations of aircraft and equipment 
leases, auto loans, and credit-card receivables (Roy and McDermott, 2007) – several of those 
sectors also suffered badly in the downturn (Adelson, 2003; Perraudin and van Landschoot, 
2004). Accordingly, ABS CDOs increasingly replicated Prudential’s design. By 2004, it was com-
mon for three-quarters or more of the pool to consist of subprime mortgage-backed securities 
(Whetten and Adelson, 2005, p. 2). 

 By the end of the 1990s, CDOs had largely split off organizationally from the world of secu-
ritization and ABSs from which they had sprung: they were the province of different teams or 
even different departments of banks. There were therefore often fierce battles over which team 
or department should have responsibility for the new and highly profitable ABS CDOs. An 
interviewee at one leading investment bank, for example, described how there had previously 
been a clear division of labor between its Structured Transactions team, which handled corpo-
rate CDOs, and its Securitized Products Group, which had responsibility for ABSs. The influen-
tial head of the latter told the former that they “can’t do that [ABS CDOs] without us,” and 
eventually a compromise was reached to conduct the activity jointly with a “50:50 split on 
revenue.” 

 The arbitrage that was the basis of the profitability of ABS CDOs depended entirely on the 
ratings of their tranches, and by the late 1990s the rating agencies also had evolved a division of 
labor, at least in their large head offices in New York (analysts were sometimes less specialized in 
smaller offices such as those in London). Unlike in the banks, though, there seems to have been 
little conflict over who should have responsibility for rating ABS CDOs: in all three agencies, 
CDO teams took on the new ABS CDOs, using the ratings of the underlying mortgage-backed 
securities or other ABSs that their ABS colleagues had already produced. That organizational 
division of labor mirrored the existing division for corporate CDOs, in which the CDO teams 
reused ratings of the underlying corporate debt produced by their colleagues in the department 
that rated corporate bonds. (Such conflict as did take place seems mainly to have concerned ABS 
CDOs in which the underlying ABSs had not been rated by the agency in question, but only by 
others. At least one Moody’s analyst took the view that it was improper to rate an ABS CDO 
under these circumstances.  39   In general, though, it was regarded as acceptable when rating an 
ABS CDO to use another agency’s ratings of the ABSs, at least so long as one “notched” them – 
i.e. slightly reduced these ratings – if the other agency could be viewed as less rigorous.) 

 Mapping the evaluation of ABS CDOs onto the organizational structure of rating agencies 
in this way had the additional advantage of minimizing the additional work that needed to be 
done. By in effect treating ABSs as if they were corporate bonds or loans, existing CDO models 
could be used with little or no modification. Of the three necessary sets of parameters, the first 
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two – the default probabilities of the ABSs in a CDO’s pool and their recovery rates in the event 
of default – could again be estimated relatively easily: the former from ABSs’ ratings, with cor-
rections increasingly made for the growing evidence that ABSs were less likely to default than 
corporate bonds with the same rating (see, e.g. Roy and McDermott, 2007); and the latter from 
data on the limited number of ABS defaults that had taken place (Ertürk and Gillis, 2005; Tung, 
Hu, and Cantor, 2006). Again, though, correlation posed the rating agencies the most challeng-
ing problems. (Recall that if correlation is high it is impossible to form large highly rated 
tranches from a pool of assets with only modest ratings.) All three of the routes, discussed in the 
previous section, by which knowledge of corporate credit correlation was generated were 
largely blocked when it came to ABS correlation. First, there was no full equivalent of corpora-
tions’ stock prices to use, because ABSs did not trade in a canonical-mechanism market. Second, 
the very advantage of ABSs – the rarity of ABS defaults – made extracting a reliable correlation 
estimate by analysis of the clustering of defaults even harder than in the corporate case. Third, 
until February 2007 (at which point the TABX index touched on in the next section was intro-
duced) there was no tranched ABS index market from which beliefs about correlation could be 
inferred. 

 That left essentially two choices: either estimating correlations from the performance record 
of ABSs as crystallized in an agency’s own previous actions in upgrading or downgrading ABS 
tranches (these ratings transitions are more plentiful than defaults, thus easing the estimation 
problem) or directly employing human judgment. Moody’s used baseline estimates based on 
ratings transitions, with judgmental additions (Toutain  et al. , 2005). Fitch’s correlation estimates 
were based on “expert assumptions” (Zelter, 2003, slide 5; see also Gill  et al. , 2004, p. 10). Standard 
& Poor’s attempted to estimate ABS correlation econometrically, and my sources conflict on the 
success of the effort. Parisi (2004, p. 2) suggests that correlations were estimated in this way, while 
an interviewee reports: “We did try to estimate ABS correlations, but the data was too limited 
to derive reliable/stable estimates, given the relative stability of ratings, paucity of defaults and 
the number of different asset classes with different dynamics resulting from different transaction 
structures and underlying assets.” According to this interviewee, consistency with previous prac-
tice again played a role, in particular in the choice of the same correlation, 0.3, between ABSs in 
the same sector (i.e. same type of lending) as was used for corporations in the same industry. 

 Moody’s estimates of the correlation between ABSs in the same sector (such as subprime 
mortgages) were also around 0.3.  40   Fitch’s explicitly judgment-based ABS correlations were 
higher than S&P’s and Moody’s: Whetten and Adelson (2005, p. 2) report the use at Fitch of 
intrasectoral ABS correlations in the range 0.3 to 0.55, and 0.55 seems to have been the figure 
used for subprime residential mortgage-backed securities. However, for reasons to do with how 
Fitch implemented its Gaussian copula model, its 0.55 may not in practice have been more 
onerous in its effects on ratings than S&P’s 0.3.  41   In addition, Fitch was in relative terms an 
increasingly marginal player. S&P and Moody’s each rated between 85 percent and 95 percent 
of all CDOs (ABS and CDO investors typically expect instruments to have ratings from at least 
two agencies), while Fitch’s share of CDO ratings slipped from around 65 percent before 2004 
to around 15 percent in 2006–07 (Barnett-Hart, 2009, p. 18, figure 8). In consequence, the rating 
of ABS CDOs was in practice done by assuming a correlation of 0.3 (in the case of S&P) or 
close to 0.3 (in the case of Moody’s) between ABSs from the same sector, such as subprime 
residential mortgages. 

 It was a consequential assumption. A correlation of 0.3 or thereabouts made it possible not 
just to package the higher tranches of subprime or similar mortgage ABSs into “high-grade ABS 
CDOs” but also to package their mezzanine tranches into “mezzanine ABS CDOs.” As shown in 
 Figure 1.4 , the AAA tranches of the latter would be smaller in aggregate than in high-grade ABS 
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CDOs, and some use of excess spread (see note 27) would normally be needed to achieve the 
requisite level of credit support. Nevertheless, to be able to take BBB raw materials and fashion 
a product that was mainly AAA was an enticing arbitrage opportunity, and it was one that was 
pursued with great vigor in the years immediately prior to the crisis.  

 The arbitrage was a result that was possible only because of the assumption of relatively mod-
est correlation: one interviewee told me that assuming 0.5, rather than 0.3, would have under-
mined the arbitrage, leaving mezzanine ABS CDOs economically unviable. Given that – and 
given the dependence of rating agencies on fees earned from the issuers of securities, and the 
possibility of those issuers “ratings shopping” (choosing the agencies that offer the more favorable 
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ratings) – should we interpret the choice of a correlation of 0.3 or thereabouts as strategic 
behavior guided by anticipated fee income? 

 Consider, for example, S&P’s choice of 0.3 as the intrasectoral ABS correlation parameter for 
CDO Evaluator (the first of the rating-agency Gaussian copula systems, released, as noted, in 
November 2001). The ABS CDOs of that period were far more diversified across sectors than later 
deals, and subprime residential mortgage-backed securities typically made up only 30 percent to 
40 percent of their asset pools (Whetten and Adelson 2005, p. 20). In that context, the choice of 
correlation between sectors is at least as important to rating outcomes as correlations within them, 
because the correlation matrix will contain more intersectoral than intrasectoral correlations. 
S&P’s choice of 0.1 for the former (Bergman, 2001) was more stringent than the figure of zero it 
employed for interindustry correlations and higher than the values of 0.04 to 0.06 Moody’s was 
later to derive from analysis of ABS ratings transitions (Toutain  et al. , 2005, p. 13). 

 Among that backdrop, S&P’s choice of 0.3 as the intrasectoral ABS asset correlation could 
actually be interpreted as cautious, more cautious, at least in the case of mortgages, than a purely 
econometric estimate: Parisi (2004) reports an average correlation of 0.06 of the losses on pairs 
of pools of US residential mortgages in the period 1995–2002. If the interviewee quoted above 
is correct in reporting that a major influence on the choice was the use of 0.3 as the intraindus-
try correlation assumption, then it was the transfer to the rating of ABS CDOs of an assumption 
that was at least sometimes seen in its original context as “overly conservative” (Chen  et al. , 
2005, p. 3n). There was sharp controversy about one of the correlation assumptions in S&P’s 
Evaluator, but it concerned the zero interindustry correlation (the remaining trace of the older 
evaluation practices incorporating stressed scenarios and conditional independence),  42   not the 
0.3 intrasectoral ABS correlation. As far as I can tell, no one at the time foresaw, at least at all 
clearly,  43   that the effects of the choice of 0.3 would in fact be far from conservative. 

 If the choice of 0.3 or thereabouts as the intrasectoral ABS asset correlation was the chief 
proximate precondition of the arbitrage that fueled mezzanine ABS CDOs,  44   the background 
precondition was the separate evaluation first of the ABSs in the CDO’s asset pool and then of 
the CDO itself. As suggested above, that was the “natural” way to map the evaluation task onto 
the organizational structure of the rating agencies, but it is also clear, with hindsight, that this 
two-step organizational division of labor fed the arbitrage. The justification of awarding high 
ratings to securities based on a pool of assets of only moderate credit quality is ultimately the 
diversification of that pool. In that sense, diversification can be a “free lunch”: at little additional 
cost, it dilutes away almost all the idiosyncratic risk posed by an equivalently sized holding of a 
particular asset, leaving only the systematic risk posed by the exposure of all the assets to the 
same underlying economic factor or factors.  45   

 In the two-step process, however, the lunch was frequently being eaten twice, so to speak. The 
rating of each ABS reflected the way in which the diversification of its pool of mortgages (includ-
ing its geographical diversification) minimized idiosyncratic risk, and then diversification (in the 
form of the modest correlation assumption) was also taken to justify higher ratings of most of the 
CDO than of the component ABSs. Here is where the organizational analogy between the eval-
uation of a CDO made up of corporate bonds and a CDO made up of ABSs was treacherous. 
A corporate bond or loan will typically be high in idiosyncratic risk, hence the justification of 
giving higher ratings to tranches formed from a diversified pool of such bonds or loans than to 
its components. ABSs, however, often no longer contained much idiosyncratic risk that could be 
diversified away, but only systematic risk (exposure to common factors such as the risk of nation-
wide house price decline) that was not greatly reduced by packaging ABSs into a pool. There is 
some evidence that relations between the ABS specialists and the CDO specialists in the rating 
agencies were not always good (an interviewee reports that in his agency “communication 
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between the ABS and CDO groups was very poor”),  46   but even if they had been harmonious 
this effect – the benefits of diversification being consumed twice – would have been created if 
each group had continued to follow its habitual practices. 

 This issue – that in the two-step evaluation process the free lunch of diversification was often 
being eaten twice – also bears upon an argument frequently invoked by market participants 
prior to the crisis as implying the safety of ABS CDOs: that the United States had never expe-
rienced a substantial nationwide house-price decline since the Great Depression, with sharp falls 
restricted to specific regions. If that could be extrapolated into the future (and of course we now 
know it could not be), it did mean that the safety of ABSs was increased by geographical diver-
sification. However, it also was taken as indicating the even greater safety of ABS CDOs, which 
often added little further geographical diversification because the constructors of the underlying 
ABSs had already diversified them as much as possible to avoid ratings penalties. 

 From this viewpoint, it is worth considering what would have happened if, instead of split-
ting the evaluation of ABS CDOs into two steps, conducted by two separate groups (the ABS 
group and the CDO group), the rating agencies had allocated the entire task to just one of the 
groups and instructed it to use just its own techniques, developing those techniques as necessary, 
despite the very large amount of extra work that would have been created. To ask what would 
have happened if an ABS CDO had been evaluated using solely the logistic regression or hazard-
rate models and historically based stress scenarios sketched in the second section of this chapter 
is an exercise in the counterfactual. It would have required merging the loan-level data from 
multiple ABSs, applying those models to the entire merged pool, then modeling the cash flow 
consequences for each ABS of the predicted defaults and recoveries, and finally modeling the 
knock-on consequences for the CDO. I have not found an instance of this being done, and 
interviewees seem to regard it as still not fully practicable, primarily for computational reasons.  47   

 What does seem clear, though, is that had it been technically feasible to rate a mezzanine ABS 
CDO using only ABS practices, doing so would have been unlikely to permit the CDO to have 
large AAA tranches. When the mortgage default rates that characterized a AAA stress were applied 
to the giant merged pool, the cash flow to most of the BBB ABS tranches would most likely cease. 
Cash flow into the ABS CDO would then be greatly reduced, and in consequence even its higher 
tranches would default and would thus have had to be deemed not eligible for a AAA rating. 
(Indeed, that is in essence what has actually happened. The US mortgage market has suffered 
default rates that approach those of a AAA stress. The AAA tranches of subprime ABSs have so far 
generally survived that stress – while many have suffered ratings downgrades, only a few have 
defaulted, as shown in  Table 1.1  – but their BBB tranches often haven’t survived, and mezzanine 
ABS CDOs, which are composed mainly of those tranches, have therefore failed en masse.)  

 There are, however, not counterfactual but actual instances of the obverse: evaluating an ABS 
CDO using only CDO practices.  48   In around 2006, some CDO specialists at one of the rating 
agencies tried as “a case of intellectual curiosity,” as one of them put it to me, to do just that. 
They applied the oldest and simplest of all the Gaussian copulas – Vasicek’s model – to pools of 
mortgages, calibrating its correlation parameter to the typical ratings of ABS tranches (they 
found a value of between 0.3 to 0.4 to fit). They then “allocate[d] losses randomly to each ABS 
deal . . . so that the frequency (and severity) with which each BBB ABS tranche defaulted could 
be recorded. This allowed the correlation between each pair of ABS tranches to be calculated.” 
The result was far from the modest level of 0.3 that generated the ABS CDO arbitrage: “This 
correlation turned out to be very high indeed, in the region of 0.8.” Unfortunately, however, 
these specialists did not at that point have organizational responsibility for ABS CDO evaluation 
(“it wasn’t ‘under our watch’ at the time”), and they knew their “method was simplistic,” so they 
“never wrote it up” and took the issue no further. 
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 The analysis they had performed is what participants call a “drilldown,” an evaluation of a 
structured financial instrument that does not simply reuse previous evaluations of its components 
but “drills down” to the assets underlying those components (in this case mortgages). Additional 
evidence that the organizational division of labor, and not simply the pursuit of fees, mattered 
to the ratings evaluation of ABS CDOs comes from the contrast in this respect between the 
evaluations of them and of the instruments whose structure most closely resembled theirs: 
CDO 2 s (“CDO-squareds”). These are CDOs whose asset pools consist of tranches of corporate 
CDOs. CDO s did not cross organizational divides in the way ABS CDO 2 s did: they were firmly 
within the remit of the agencies’ CDO groups, which had responsibility for the evaluation both 
of the structure itself and of its components. In this case, drilldown analyses were performed. The 
CDO groups rated CDO 2 s by merging the asset pools of the underlying CDOs and applying 
their Gaussian copula systems to the merged pool. This evaluation practice meant that the “free 
lunch” of diversification was eaten only once in the evaluation of CDO 2 s, not twice as in the case 
of ABS CDOs. It also took into account another potential source of correlation: the frequent 
presence of the debts of the same corporation in several of the CDOs whose tranches made up 
the asset pool of a CDO 2 . Drilldown evaluation muted the attractiveness of CDO 2 s as arbitrage 
opportunities, and the sector never grew to approach anything like the scale of ABS CDOs.  

  ABS CDOs and the causes of the credit crisis 

 The overall performance of ABS CDOs is most easily tracked via the incidence of “events of 
default,” which are triggered by very poor performance of the underlying assets.  49   While the ABS 
CDOs issued from 2001 to 2003 have not performed catastrophically by that metric, from 2004 
on each successive vintage was worse than its predecessor. Events of default have been declared 
in around 30 percent of ABS CDOs issued in 2005; in over 40 percent of those issued in the first 
half of 2006; in over 70 percent of deals from the second half of 2006; and in over 80 percent of 
deals from 2007 (Sakoui, 2009). By March 2010, events of default had been declared in 418 
CDOs totaling $371.6 billion, the vast majority of them ABS CDOs.  50   The exact losses are still 
unknown (only 27 percent of those deals had actually been liquidated at that point) but the 
IMF’s October 2008 estimate, quoted in the introduction, of $290 billion still looks reasonable. 

 Table 1.1  CDO evaluator’s three-year default probability assumptions versus realized default rate of US 
subprime mortgage-backed securities issued from 2005 to 2007 

 CDO evaluator three-year default probability 
assumptions, as of June 2006 (%) 

 Realized incidence of default, as of July 
2009 (%) 

 AAA    . . . . .  .008  .10 
 AA+    . . . . .  .014  1.68 
 AA . . . . . . .  .042  8.16 
 AA–     . . . . .  .053  12.03 
 A+ . . . . . . .  .061  20.96 
 A . . . . . . . .  .088  29.21 
 A–  . . . . . . .  .118  36.65 
 BBB+      . . .  .340  48.73 
 BBB    . . . . .  .488  56.10 
 BBB–     . . .  .881  66.67 

    Sources: Adelson (2006a); Ertürk and Gillis (2009).    
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 While losses on ABS CDOs have not been central to all the failures or near failures of major 
institutions (they played, e.g. only a small part in the bankruptcy of Lehman Brothers; see 
Valukas, 2010), their overall role has been large. They triggered the bankruptcy in the early 
summer of 2007 of two hedge funds run by Bear Stearns, which was the single most clearly 
identifiable trigger of the crisis. When the funds’ main creditor, Merrill Lynch, seized $850 million 
of their ABS CDOs on June 15, it found it could sell them only at around 20 percent of their 
face value, “triggering the repricing of CDOs around the world” (Onaran, 2008). The world’s 
largest insurer, AIG, was pushed to the brink of bankruptcy by write-downs of $33.2 billion 
(49.6 percent of its total losses) on credit default swaps via which it had sold protection on ABS 
CDOs. The world’s largest bank, Citigroup, nearly suffered the same fate following $34.1 billion 
ABS CDO write-downs (61.6 percent of its total losses). Merrill Lynch incurred calamitous 
$26.1 billion ABS CDO write-downs, UBS a near-calamitous $21.9 billion, Ambac (a leading 
monoline insurer) $11.1 billion, Bank of America $9.1 billion, and Morgan Stanley $7.8 billion. 
Among the major institutions whose losses are analyzed by Benmelech and Dlugosz (2009), 
ABS CDO write-downs totaled around two and a half times the write-downs on residential 
mortgage-backed securities themselves. 

 Of course, ABS CDO losses came from ABS losses, and those in turn stemmed from mort-
gage defaults. By the end of 2009, 4.58 percent of all the residential mortgages in the United 
States were in foreclosure (a rate without precedent since the Great Depression) and a further 
10.44 percent were delinquent (one or more payments overdue), with rates for subprime or 
Alt-A (mortgages assessed as being of higher quality than subprime but lower than prime) even 
higher: for example, 15.58 percent of subprime mortgages were in foreclosure, and a further 
25.26 percent delinquent.  51   The result has been losses on ABSs hugely in excess of those assumed 
in the rating of ABS CDOs (see  Table 1.1 ), and those losses are the ultimate cause of events of 
default in the majority of recent ABS CDOs. 

 These mortgage default rates have multiple, interacting causes, including the substantial 
falls in US house prices since 2006, the sharp rise in unemployment since 2007, and the well-
documented decline in the standards of US mortgage underwriting in the years prior to the 
crisis. The burgeoning literature on the credit crisis has yet to reach a definitive judgment on 
the relative importance of these causes, and that is a task well beyond the scope of this chapter. 
Most directly pertinent here are mortgage underwriting standards. It is well established – three 
existing papers, using different methodologies, have all found evidence of it  52   – that the 
securitization of mortgages weakened the screening of applicants by the originators of these 
mortgages. The likely reason is similarly well understood and not unique to the current crisis: 
securitized lending creates an agency problem by transferring many of the costs of default 
from loan originators to investors, a problem that is exacerbated if – as was often the case – the 
originators of loans are remunerated, directly or indirectly, according to the volume of loans 
they originate. Problems of this kind undermined all the various pre-1930 waves of mortgage 
securitization in the United States (Snowden, 1995). For example, in the 1880s and early 
1890s large numbers of mortgage companies issued bonds backed by Western farm mortgages. 
The 1890s depression saw most such companies fail, in part because “their local agents . . . 
generally working on a commission basis . . . were overgenerous in approving loans” (Bogue, 
1955, p. 267). 

 For a quarter of a century from the 1977 rebirth of private-label mortgage securitization in 
the United States, this ever-present agency problem was largely held at bay. Clearly, one import-
ant set of gatekeepers in this respect was the rating agencies, and much attention has focused on 
the question of whether they loosened their standards of evaluation of mortgage-backed securi-
ties in the years prior to the crisis (see, e.g. Smith, 2008a, 2008b; Fligstein and Goldstein, 2010). 
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Unfortunately, the snowballing process led me predominantly to rating-agency interviewees 
who were CDO specialists, not ABS specialists, so my interview data do not answer this ques-
tion. However, Ashcraft, Goldsmith-Pinkham, and Vickery (2009) examine trends through time 
in the fraction of subprime and Alt-A mortgage-backed securities that were rated lower than 
AAA, taking into account both the extent of other forms of credit support (insurance and excess 
spread) and the characteristics of the underlying mortgage pools (the FICO score of the bor-
rower, loan-to-value ratio, local-area house price changes, etc.). They find that, controlling for all 
the other variables, the fraction rated below AAA went down by around 20 percent between 
mid-2005 and mid-2007 (see also Fligstein and Goldstein, 2010). This is consistent with a 
decline in rating standards, and while Ashcraft  et al.  (2009, p. 22) “remain agnostic” whether the 
cause is “innocent errors” or “agency problems due to the ‘issuer pays’ credit rating model,” an 
extensive body of rating-agency email messages released in April 2010 by the Senate Permanent 
Subcommittee on Investigations does suggest both market-share pressures and a degree of inter-
nal doubt about the appropriateness of some ratings.  53   

 It is worth noting, however, that this 20 percent decline in the fraction rated below AAA 
represents only a modest change in the structure of a typical subprime ABS: from lower tranches 
totaling around 24 percent of the structure to the 19 percent shown in  Figure 1.3 . The change 
is small relative to the huge differences – of between 12-fold and over 300-fold – between the 
previous historical experience of ABS defaults (which I have shown in  Table 1.1  as it was cap-
tured in the default probability assumptions of CDO Evaluator)  54   and the actual incidence of 
those defaults during the crisis. Certainly, small causes can have big effects, but any analysis of 
the crisis that attributes it primarily to declining standards at the rating agencies would have to 
show a plausible mechanism by which that might have happened here. 

 It is, therefore, worth also considering the other gatekeepers, discussed in the second section: 
the traditional buyers of mezzanine ABS tranches, normally rated BBB (Adelson and Jacob, 
2008b). By 2005–06, those investors, and the specialists who earlier had insured the mezzanine 
tranches, had been almost entirely displaced: “About 90% of the recently issued triple-B-rated 
tranches [of subprime ABSs] have been purchased by CDOs” (Adelson, 2006d, p. 5). The mez-
zanine ABS CDO managers who replaced them did sometimes try to be discriminating in their 
ABS purchases. One, for example, told me how he and his colleagues tried to avoid ABSs con-
structed by the subprime lender Ameriquest, because they felt its lending standards were lower 
than those of its peers. Another told me how, despite the fact that by 2005–06 the week that 
traditional mezzanine-tranche buyers had been given to analyse ABSs had often shrunk to less 
than a day, his firm had nonetheless set up the expensive tools needed for that analysis in such a 
way that much of it could be performed “in an hour or two.” 

 However, what the constructor of a mezzanine ABS CDO could not do was avoid those 
tranches altogether. As another interviewee put it: “So, you know, you talk to people [CDO 
constructors], and they’re complaining about the quality [of ABSs]. . . . But they got a mandate 
to do the CDO, they got to get it done. They got to buy something. So, ’cause they want their 
fees.” In particular, the constructors of ABS CDOs would still buy ABSs even when their 
spreads no longer seemed, to ABS specialists, to justify their risks: ABS CDOs “will not hesitate 
to bid spreads tighter than can be fundamentally justified so long as their “arb” [arbitrage] can 
still be made to ‘work’” (Adelson, 2006d, p. 1). Indeed, the aggregate demand from ABS CDOs 
for mezzanine tranches of ABSs exceeded total supply (as an interviewee put it, CDOs “were 
so into it, that the amount of paper being created wasn’t enough for them”), so even poorly 
regarded ABS constructors were still able to sell their mezzanine tranches, traditionally the 
hardest to place. The gatekeeper role of the traditional buyers of those tranches thus vanished 
entirely. 
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 To the extent that the removal of this second set of gatekeepers facilitated the loosening of 
standards of mortgage lending, ABS CDOs contributed to their own downfall. They were also 
at the pinnacle of a broader change. From 1970 to around 2000, mortgage securitization in the 
United States could be described as predominantly being “securitization in order to lend” (a way 
of funding lending), and those who saw it like that had an incentive, over and above the presence 
of rating-agency and mezzanine-buyer gatekeepers, to avoid poor-quality lending: even if 
defaults on securitized loans no longer directly affected them to any great degree, they would 
indirectly damage their organization’s reputation and thus endanger future funding. In the fol-
lowing decade, however, these priorities were often reversed. “Lending in order to securitize” 
became a dominant motivation, in other words, making loans in order to capture the arbitrage 
profits to be reaped by packaging them into ABSs, and then packaging those ABSs into CDOs. 
The “assembly lines” – as market participants often called them – that did this packaging needed 
an ample supply of raw material, in other words, of mortgages. Demand for the latter was so 
strong that mortgage brokers found themselves the objects of eager attention from “wholesalers,” 
representatives of banks or other finance companies who would pay commissions to brokers for 
their clients’ mortgage applications. Some wholesalers reportedly even offered sexual favors in 
addition to fees (der Hovanesian, 2008). 

 As already suggested, however, the resultant decline in mortgage-underwriting standards 
needs to be weighed up against other causes of high default rates such as falling house prices, 
and while the ample, relatively low-cost funding provided by securitization contributed to the 
house-price bubble that ended in these sharp house-price falls (see, especially, Mian and Sufi, 
2008), it was not the only cause of the bubble. Furthermore, while mezzanine ABS CDOs were 
the crucial purchasers of the lower tranches of ABSs, high-grade ABS CDOs were only one 
source among others of the demand for higher tranches.  55   So the argument that ABS CDOs 
contributed importantly to the US mortgage crisis by removing a crucial set of gatekeepers and 
encouraging the “lend to securitize” imperative remains a hypothesis, albeit a plausible one. 

 More definitively identifiable are the roles played by two further imports from credit deriv-
atives to the world of ABSs: credit default swaps and tradable credit indices. Credit default swaps 
on ABSs made it possible, effectively for the first time, for traders in hedge funds and banks 
directly to bet against subprime mortgages. Via a default swap, such traders could buy protection 
on an ABS tranche (normally a mezzanine tranche, with its high exposure to default) without 
needing to own the securities involved. If the tranche defaulted, they would receive from the 
protection seller any shortfall in the money due to an owner of the securities, which would be 
a handsome return for modest protection premiums. 

 Such purchases of protection grew rapidly, especially after the terms of credit default swaps 
were standardized in 2005. Even though they were underpinned by skepticism about the pros-
pects for ABSs, they paradoxically had the temporary effect of further fueling the growth of ABS 
CDOs, because – in a situation in which, as noted, the demand from the constructors of ABS 
CDOs for mezzanine ABSs had outstripped supply – they made possible synthetic ABS CDOs. 
Instead of buying ABSs, the latter sold protection on them, via credit default swaps, to traders 
betting against subprime mortgages, and used the swap premiums to pay investors. The ABS 
CDO “system,” if one can call it that, thus quite literally absorbed the dissent that underlay the 
purchases of protection. Indeed, as was highlighted by the April 2010 civil fraud action launched 
by the SEC against Goldman Sachs, in some cases the selection of ABSs for an ABS CDO 
reflected input from those (such as hedge fund manager John Paulson) who wished to use the 
CDO as a way of hedging their exposure to subprime or betting against it. 

 ABS credit default swaps and synthetic subprime ABS CDOs magnified the risks of mort-
gage lending. If losses on the underlying mortgages reached a level that caused an ABS tranche 



Donald MacKenzie

38

to default, then more was at stake than the consequent losses to direct investors in that tranche, 
such as cash CDOs. All the credit default swaps on the tranche would also be triggered, causing 
additional losses, for example, to synthetic CDOs that had sold protection on the tranche. As 
ABS defaults mounted, the eventual result was massive transfers of wealth from ABS CDOs and 
other sellers of protection to the buyers of protection: hedge funds such as Paulson’s, and those 
banks – notably Goldman Sachs and Deutsche – that had also started to buy protection on a 
large scale, either as a way of hedging their positions or as a way of profiting from the coming 
disaster. The total amount of such transfers is not known, but something of their scale is indi-
cated by the fact that John Paulson made $15 billion for his fund in 2007, mainly in this way 
(Zuckerman, 2009). To some extent, of course, these transfers were simply from one bank to 
another, but they were of sufficient size dangerously to erode the capital base of those banks that 
had been large net sellers of protection. 

 The second set of imports from the world of credit derivatives, tradable credit indices, rendered 
visible the extent to which banks’ assets had lost value. Two new broadly canonical-mechanism 
tradable indices – the ABX, launched in January 2006, and its tranched version, TABX, launched in 
February 2007 – allowed traders to buy and sell protection on standard packages of subprime 
ABSs.  56   As the cost of buying protection on an ABX index rises, the level of that index falls, and 
because that level (unlike the price of individual ABS credit default swaps) was public, it rendered 
visible a decline in perceived creditworthiness. The result of a greatly increased demand from hedge 
funds and banks such as Deutsche and Goldman to buy protection was that the ABX indices fell 
sharply early in 2007, and then again from the late spring onward. By early 2008, ABX levels 
implied the expectation of almost total capital losses on the BBB and BBB tranches of the subprime 
ABSs they covered, and very large losses even on higher tranches (Fender and Scheicher, 2008). 

 The banks that owned ABS CDOs and ABSs (many of the latter in “warehouses” awaiting 
packaging into ABS CDOs) generally held them in what are called their “trading books,” which 
meant – under current “fair value” accountancy regimes – that they had to be marked-to-market: 
that is, revalued as market prices changed. The ABX provided a market that could be used to do 
just that. There was fierce dispute as to its adequacy – “ABX and TABX don’t really count as 
grown-up markets. The market participants needed to create proper two-way flows in ABX 
remain elusive” (Hagger, 2007) – and there were accusations that even though tradable credit 
indices apparently were proper canonical-mechanism markets, they could actually be manipu-
lated (interview data; Hughes, 2008). However, there was strong pressure from auditors (some 
fearful after the scandals and criminal convictions earlier in the decade, notably concerning 
Enron and WorldCom, of “any impression that they are going soft on clients”) to use the levels 
of the ABX to value banks’ holdings. “It’s cover-your-ass stuff,” said one critic of the practice, but 
it meant that “banks that mark assets far from where the indices trade incur the ire of their audi-
tors” ( Economist , 2008, pp. 95–6). 

 Using the ABX, and such other market prices as were available, to value ABS and ABS CDO 
portfolios meant that such valuations were forward looking: those prices incorporated predic-
tions of defaults to come, not simply those defaults that had already happened. In the eyes of the 
proponents of “fair value” accounting of this kind, these valuation practices appropriately ren-
dered mortgage-related losses quickly visible. In the eyes of its opponents, they worsened the 
crisis by making these predictions self-fulfilling, because they produced accounting write-downs 
of such a magnitude that they spilled over into “the real economy,” causing first an effective shut-
down of subprime mortgage lending (leaving borrowers without opportunities to refinance, for 
example, when “teaser” rates ended) and then a general collapse of other credit that led, inter alia, 
to a sharp rise in unemployment. In so doing, those evaluation practices may have helped bring 
about the huge default rates on which they were predicated. 
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 The final process that needs to be examined is how ABS CDO losses came to be highly 
concentrated in banking and insurance, given that instruments of that kind were expected to 
minimize the effects of losses of this sort by allowing the shedding of dangerous accumulations 
of credit risk. (Of the IMF’s estimate of $290 billion ABS CDO losses, at least half was incurred 
by banks and a further 20 percent to 25 percent by insurers; see IMF, 2008, p. 9, table 1.1.) The 
chief cause of the concentration of losses was that the safest tranches of ABS CDOs – the AAA 
super-senior tranches that typically made up more than half of even mezzanine ABS CDOs (see 
 Figure 1.4 ) – were hard to sell to outside investors, because the finite cash flow into an ABS 
CDO meant its super-senior tranche could offer only very modest spreads, usually around only 
25 basis points (a quarter of a percentage point) over Libor, without overly reducing the spreads 
on the lower tranches. 

 Banks such as Merrill Lynch and Citigroup, with giant ABS CDO “assembly lines,” thus had 
little option but to retain most of their super-senior tranches, leaving them with huge expo-
sures when defaults threatened even those tranches. The credit default swaps via which banks 
bought protection on super-senior tranches from AIG and the monolines were the largest 
single causes of insurers’ losses. Analytically most interesting, however (because they are most 
directly indicative of beliefs about super-senior ABS CDO tranches), are those cases in which 
traders at banks without large-scale involvement of their own in ABS CDOs nevertheless 
chose to buy super-senior tranches originated by other banks or to sell those banks protection 
on them via credit default swaps. 

 Most fascinating of all these cases is a trade put on by a proprietary trading group at Morgan 
Stanley from September 2006 to January 2007.  57   I first learned about this trade in a February 
2010 interview, and a fuller, but almost entirely consistent, account was then given by Lewis 
(2010, pp. 200–19), on which I also draw here. The total loss on it was $9 billion, just over half 
of the total credit-crisis losses that temporarily threatened the survival of the world’s second 
most prominent investment bank (Benmelech and Dlugosz, 2009, p. 163, table 1; Lewis, 2010, 
p. 215).  58   What makes the trade interesting is that the Morgan Stanley group responsible for it 
was among those skeptical of the prospects for the US mortgage market, and like others they 
had accumulated a large ($2 billion) “short” position in credit default swaps on BBB mezzanine 
tranches of ABSs, in other words, a position that would pay out, via the swaps, if those tranches 
defaulted. They were – rightly – convinced that the position would thus be extremely profitable, 
but until that happened it was what traders call a “negative carry” position: keeping it in place 
required expenditure (the premiums that had to be paid to the protection sellers). A common 
way of eliminating the negative carry of a “short” BBB position (and of hedging against the pos-
sibility that one’s pessimistic view of creditworthiness is wrong) is to match it with a “long” AAA 
position in the sector in question, the rationale being that a decline in creditworthiness will have 
a far greater impact on BBB than on AAA assets, while the income from being long the latter 
(i.e. from holding them or selling protection on them) will eliminate the negative carry. So the 
Morgan Stanley group did just that in late 2006 and early 2007. Unfortunately, though, they did 
this not by going long AAA ABS tranches but going long AAA ABS CDO tranches. They 
matched their $2 billion of purchases of protection on BBB ABS tranches with $16 billion or 
more of sales of protection on AAA super-senior ABS CDO tranches. (The difference in size – 
again perfectly understandable – reflected the fact that BBB tranches are far more sensitive to 
declines in credit quality and have much higher credit default swap premiums than AAA.)  59   

 The difference between an AAA position in ABSs and in ABS CDOs may seem minor, but 
it changed the nature of the trade utterly. The asset pools of the ABS CDOs in which the 
 Morgan Stanley traders had a long position consisted largely of mezzanine ABS tranches of the 
kind they were short. In the terminology of the world of corporate CDOs, that made it a 
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correlation trade, and had the position been shown to a correlation trader he or she would 
immediately have seen that the trade utterly depended on the correlation of those BBB tranches 
remaining at the modest levels reflected in the AAA rating. If correlation was high, and if some 
BBB tranches defaulted (as the Morgan Stanley traders expected them to), then it was probable 
that many other such tranches would also default. If that happened, even the AAA super-senior 
tranche of an ABS CDO composed of these tranches would be likely to default in its turn. 
Indeed, a corporate correlation trader, in a different section of the bank, would simply not have 
been allowed to take on such a gigantic exposure to correlation, as this position would have 
been understood, in that section, to involve. 

 The fact that the position was taken on indicates either belief that correlation was indeed low 
or simply belief that a tranche rated AAA must be much more creditworthy than a BBB tranche. 
(It is more likely that it was the latter, but my data do not allow me to be certain.) Crucially, the 
detailed history of the trade reveals that such convictions were not restricted to the Morgan 
Stanley group. Merrill Lynch turned down the latter’s offer to buy $2 billion of its super-senior 
ABS CDO tranches because the 28 basis point spread Morgan Stanley demanded was greater 
than the 24 basis points Merrill was prepared to pay (Lewis, 2010, p. 208). The difference, as 
Lewis points out, was a mere $800,000 a year, a sum Merrill’s traders would surely gladly have 
paid had they thought that there was any real risk of the tranches in question defaulting. Simi-
larly, even as the crisis began to unfold in July 2007, two other banks, UBS and Mizuho Financial 
Group, purchased large chunks of Morgan Stanley’s super-senior ABS CDO positions from it at 
what appears to be reasonably close to face value. 

 Within a matter of days, such sales could no longer be made. When Morgan Stanley finally 
extricated itself from some of the remainder of its super-senior position by selling it back to Deutsche, 
it received only 7 percent of its face value (Lewis, 2010, p. 214). In a single year, a $16 billion ABS 
CDO position that had been evaluated as AAA had apparently lost up to 93 percent of its value.  60   
Repeated across the portfolios of many of the world’s leading banks, falls of this kind helped push 
many of them close to, or beyond, the boundary of insolvency.  

  Conclusion 

 This chapter has shown how the clusters of evaluation practices surrounding ABS and CDOs 
differed and how (via the “convention” formed by the ratings-spreads nexus and the organiza-
tional division of labor in ratings agencies) those practices fueled an arbitrage that had the disas-
trous consequences outlined in the previous section. A number of questions nevertheless remain. 

 One question is substantive: since corporate CDOs themselves embodied an arbitrage similar 
in its nature to the ABS CDO arbitrage, why did they not have similar disastrous effects? The 
answer appears to be contingent. The capacity to sell on “leveraged loans” (loans that were used 
mainly for “leveraged buyouts,” in other words debt-fueled takeovers) by packaging them into 
CDOs helped increase levels of leverage, and it did loosen lending standards in that sector, too. 
In particular, CDO funding was associated with less tight loan covenants (these covenants give 
rights to creditors and impose restrictions on borrowers). However, the other correlates of the 
packaging of leveraged loans into CDOs – cheaper and more readily available credit – had the 
countervailing effect of making it possible to finance leveraged buyouts of much larger firms. 
The fact that other things being equal such firms are safer – they “generated more free cash 
flows . . . and were less risky” (Shivdasani and Wang, 2009, p. 5) – seems to have counterbalanced 
the effects of the tendency to looser covenants.  61   As in other aspects of the account given here, 
specific contingencies (in this case, the presence in corporate lending of a countervailing effect 
absent in mortgage lending) matter greatly. 
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 A more general issue, an analytical one, raised by my focus on evaluation practices concerns 
belief. Should we understand the conduct of those practices and the use of their results as having 
been driven by belief in them, or should it be seen as cynical, as driven simply by the pursuit of 
gain (e.g. by earning fees from ratings)? More broadly, were those involved self-interested ratio-
nal actors freely choosing their actions, or did those actions, at least sometimes, “incorporate 
institutional rules by taking them for granted without much decision or reflection” (Meyer, 
2009, p. 41)? Did “habit” (Camic, 1986) or even “habitus” (e.g. Bourdieu, 1984) play a role? 

 Of course, habits and social interests are interwoven: what is in our interest often becomes 
habitual (as, indeed, Bourdieu’s work reminds us). Nevertheless, because of the understandable 
desire to assign blame it is easy in the aftermath of a calamity such as the credit crisis to adopt 
too simplistically what Vaughan (1996, p. 36) calls the “amoral calculator hypothesis.” Certainly, 
reflexive, calculative action has played a major role in my narrative: what is arbitrage, after all, if 
it is not action of this kind, action that exploits discrepancies in others’ evaluations (see Beunza 
and Stark, 2004)?  62   Yet the episodes discussed here include at least one set of cases (the super-senior 
ABS CDO trades outlined at the end of the previous section) that are hard to interpret without 
invoking belief either in evaluation practices or in the ratings that were their products. Nor, 
I think, would amoral calculation be a correct interpretation of the way the rating agencies 
evaluated ABS CDOs: I have found no clear evidence that they saw the danger of ABS CDOs 
and ignored it for the sake of fees. On the contrary, the evaluation of ABS CDOs using existing 
corporate CDO models and similar correlation values is plausibly interpretable as organizational 
routine: the extension to a new domain of evaluation practices that were familiar and conve-
nient, and that did not involve the considerable development effort that analysing ABS CDOs 
in the alternative ways I sketched in that section would have needed. 

 The analogy with Vaughan’s work also raises a second analytical issue: organizational structure. 
There is a sense in which the situation examined here contrasts quite sharply with that analysed 
in Beunza and Stark’s (2004) discussion of arbitrage. In the trading room they studied, “the fric-
tion among competing principles of arbitrage” was productive: it “generates new ways of recog-
nizing opportunities” (Stark, 2009, p. 16). While that is the case here too, it is so only temporarily: 
opportunities that are recognized are soon eclipsed by dangers that are not identified. Instead of 
Stark’s “heterarchy” (flexible governance that makes friction productive by facilitating organiza-
tionally distributed “reflexive cognition,” with, for example, elements of “self-management” and 
“lateral accountability” rather than simply “vertical authority”),  63   what I have found is more often 
reminiscent of the rigidities and barriers to information flow in the background of the Chal-
lenger disaster (Vaughan, 1996). As noted in the introduction, the ABS CDO seems less the 
productively polysemic “boundary object” of the social studies of science (Star and Griesemer, 
1989) than a kind of epistemic orphan, cognitively peripheral to its parent worlds, and not the 
object of a new creole or even much of a pidgin (for which see Galison, 1997).  64   

 What is in retrospect striking is how little sense there was before the crisis of the dangers that 
were accumulating in ABS CDOs. As noted in the introduction, the first interviews for the 
research reported here were conducted in 2006 and early 2007, before the crisis, and they con-
cerned the evaluation practices surrounding corporate CDOs. The practitioners of these had 
their concerns – one rating-agency employee reported: “Some investors have said . . . to us . . . 
‘does a AAA mean the same thing as it meant five years ago?’” – but to the extent that those 
concerns had a specific focus it was a sophisticated form of CDO called a CPDO (constant 
proportion debt obligation), not the vastly bigger volume of the “boring” ABS CDOs. Similarly, 
the pre-crisis conference “trip reports” by Mark Adelson of Nomura (see, e.g. Adelson, 2006c, 
2006d, 2007) reveal widespread awareness among ABS specialists of growing problems and high 
levels of fraud within the US mortgage market, but not the perception that the apparently safe 
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ABS CDOs were exquisitely exposed to those problems. To recognize the dangers of ABS 
CDOs, one had to have an awareness both of the risks accumulating in ABSs and of the pivotal 
role of the assumption of only modest correlation among those ABSs in the evaluation of ABS 
CDOs, and it seems as if few did. Certainly, those who were prepared on the very eve of the 
crisis to buy the super-senior tranches of those CDOs seem not to have had. 

 Again, the amoral calculator hypothesis is conceivable: that some of the almost complete 
pre-crisis silence on the dangers of ABS CDOs was a version of Bourdieu’s “complicitous silence,” 
the silence of those who could have spoken but did not do so.  65   Stark’s work, however, suggests 
an alternative conjecture: that it would have taken heterarchical organization to fuse together 
the two institutionally separate insights needed fully to grasp those dangers. The conjecture is 
plausible: in particular, Goldman Sachs, reported by several of my interviewees to be more 
 heterarchical in its organization than most other major banks (it was a partnership, not a public 
company, until 1999), escaped financially almost unscathed. Unlike almost all other banks, 
 Goldman hedged or liquidated its ABS and ABS CDO positions several months before the  crisis. 
However, the systematic, comparative organizational research needed to test the conjecture is, 
for reasons of access, currently impossible. 

 This is only one of the ways in which the account given here does not claim to be compre-
hensive. I have emphasized that my aim is to complement other explanations of the crisis, not to 
replace them, and the account I have given clearly needs to be integrated with broader analyses, 
for example of the causes of the generalized increase in risk taking in banking in the run-up to 
the crisis. (Although I’ve emphasized the crucial role of ABS CDOs in the crisis, some banks – 
such as Lehman and the United Kingdom’s HBOS – rendered themselves insolvent or close to 
it mainly by old-fashioned reckless lending, particularly in commercial property.) Nor has my 
account exhausted the sociological interest of credit derivatives, which are, for example, a rich 
topic for Muniesa’s (2007) “pragmatics of prices.”  66   There are also at least two further ways in 
which other forms of the economic sociology of evaluation could be applied in this area. First, it 
has been crucial to the development of the credit default swap market that these swaps are not 
classed as insurance, because if they were the buyer of protection would have to own the asset in 
question or have some other “insurable interest” in it, and the seller would be governed by the 
regulatory framework surrounding insurance. The contested legitimacy of contracts that resem-
ble insurance but do not have these features largely remains to be studied (though it is touched 
on by Huault and Rainelli-Le Montagner, 2009, pp. 559–60). 

 Second, in my interviews there is an intriguing hint of the presence of an “order of worth” 
(Boltanski and Thévenot, 2006; Stark, 2009) quite different from monetary calculation. One 
interviewee told me how, as mortgage defaults mounted, traders in his bank started to exclaim, 
“No respect for the obligation!” I confess that I was so unused to hearing moralism of this sort 
from City of London or Wall Street traders that I asked him whether they were being ironic and 
was told they were not: they were genuinely affronted by what they took to be violations of 
moral obligation. In other contexts it would be regarded as positively irrational if the owner of 
an asset who enjoys limited liability (as, de facto, American residential-mortgage borrowers gen-
erally do) does not default when the asset’s market value falls far below the sum of debt that 
funds it.  67   This may be an indication that – even among Wall Street traders – personal debts, 
especially home mortgages, with all their entanglement in the world of domesticity,  68   implicitly 
enjoyed a special status, perhaps even that this special status in some way underpinned the per-
vasive sense that mortgage-backed securities were uniquely safe. That, though, is speculation, and 
certainly cannot be tested with the data I have. 

 I hope that in its focus on evaluation practices at the heart of the credit crisis, this chapter has 
thrown some light on that crisis and has also shown that attention to these practices is of interest 
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to economic sociology more generally. If nothing else, the crisis has shown how dangerous it can 
be (e.g. to public policy) to assess market processes in abstraction from the cognitive and orga-
nizational reality of evaluation practices. In April 2006, the IMF noted: “There is growing rec-
ognition that the dispersion of credit risk by banks to a broader and more diverse group of 
investors, rather than warehousing such risks on their balance sheets, has helped to make the 
banking and overall financial system more resilient” (IMF, 2006, p. 51).  69   As we now know, quite 
the opposite was in fact happening. Driven in part by the evaluation practices and organizational 
processes discussed here, risk was being accumulated, not dispersed, and the financial system was 
growing more fragile, not more resilient. There can surely be no more vivid demonstration of 
the need for a broadening of the disciplinary basis of research on financial markets, and in that 
broadening economic sociology has a vital role to play.  
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sibility for errors remains mine alone. The research reported here was supported primarily by a grant 
(RES-062-23-1958) from the UK Economic and Social Research Council (ESRC) though funding 
for earlier relevant fieldwork also came from another ESRC grant (RES-051-27-0062), from the UK 
Engineering and Physical Sciences Research Council (EP/E001297/1), and from the Strategic 
Research Support Fund of the University of Edinburgh’s School of Social and Political Science. Direct 
correspondence to Donald MacKenzie, School of Social and Political Science, University of Edinburgh, 
George d.mackenzie@ed.ac.uk.  

   2 ABSs and CDOs will be explained in more detail in the second and third sections of this chapter. For 
now, it is adequate to think of them as sets of claims on the cash flow from a pool of underlying assets 
such as mortgages (in the case of ABSs) or corporate debt (in “corporate” CDOs).  

   3 I write “evaluation,” not “valuation,” because I want to encompass practices such as credit rating that 
contribute to knowledge of economic value but do not themselves generate a monetary valuation.  

   4 On market making, see Abolafia (1996); on the way auctions can produce legitimacy and shared knowl-
edge of value, see Smith (1989); on the varying “quality” of prices, see Muniesa (2007). The “efficient 
market hypothesis” of financial economics (Fama, 1970) is, in effect, the hypothesis that the price of a 
financial instrument in a canonical-mechanism market is the best guide to its value.  

   5 This last situation, famously formulated by Keynes (1936, p. 156), is among those emphasized by the 
“economics of convention”: see Eymard-Duvernay  et al.  (2005) and, more generally, Eymard-Duvernay 
(1989) and Favereau and Lazega (2002). Clearly the process is an important contributor to bubbles in 
both the stock market and housing market. It is, however, not at the center of my analysis because the 
instruments discussed were usually held for the “spread” they offered (see below) rather than purchased 
primarily because it was anticipated that they could be resold at a higher price.  

   6 For an analysis of differences among evaluation practices in a different sphere, see Fourcade (2009).  
   7 Although the chapter focuses on evaluation practices relevant to the credit crisis, other sociological 

work on financial markets also suggests the existence of distinct clusters of practice. See, especially, the 
characterization of different approaches to assessing the value of stocks in Smith (1999).  

   8 The literature on science also employs a broader understanding of the “symbolic” than is sometimes 
found when “culture” is invoked in the wider social sciences. As Knorr Cetina (1999, p. 11) puts it, 
“symbolic structurings . . . come into view through the definition of entities, through systems of clas-
sification, through the ways in which epistemic strategy, empirical procedure, and social collaboration 
are understood in the . . . fields investigated.” It should be noted, however, that symbolism in the ordi-
nary sense is not entirely absent from the evaluation practices discussed here. In particular, AAA was a 
rating that had a real symbolic cachet, frequently being understood to mean effectively free of any risk 
of default.  

   9 Conceiving of clusters of evaluation practices as “communities of practice” (Lave and Wenger, 1991) 
would involve a similar risk: the term might be taken to imply higher levels of interaction among 
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practitioners than often was the case, especially in what appear to have been the rather fragmented 
practices surrounding ABSs.  

  10 While these postulates are presented here simply as summarizing the findings of this research, some 
(notably 1 and 6) are also hypotheses that could be explored elsewhere. For reasons of space, I concen-
trate in this chapter on the evidence for the first, second, third, and sixth postulates.  

  11 On path dependency more generally, see, e.g. Arthur (1984), David (1992), and Nunn (2009).  
  12 See also Beunza and Stark (2004), who demonstrate the spatial distribution of different evaluation 

practices across the different “desks” (subgroups) of the trading room they study.  
  13 For all their importance, the credit rating agencies have been the object of surprisingly little social 

science attention. The single best study of them is Sinclair (2005).  
  14 These spreads were never fully public knowledge, but knowledge of them circulated reasonably widely 

among both constructors of ABSs and CDOs and regular buyers of them.  
  15 For sociological discussion of arbitrage, see, e.g. Beunza and Stark (2004).  
  16 These factors include global economic imbalances – notably the “savings glut” in countries such as 

China with big trade surpluses – and an extended period of low interest rates, which prompted a “search 
for yield”: widespread hunger for even fractionally higher interest rates (see, e.g. Turner, 2009).  

  17 Also relevant, though they do not discuss the crisis, are the sociological discussion of the development 
of credit derivatives in Huault and Rainelli-Le Montagner (2009) and the excellent ethnography of 
ABS purchases and ABS CDO construction at a French fund management company in Ortiz (2008).  

  18 Empirically determining the relative weight of amoral calculation versus other cognitive/organizational 
factors is very difficult. I return to this issue in the conclusion.  

  19 Six interviews were with two market participants and two involved three interviewees. Three partici-
pants were interviewed three times, and 14 were interviewed twice.  

  20 The remaining interviewees were two who provide hardware on which computationally intensive 
models are run, four who work for firms specializing in provision of price data, and an accountant with 
specialist knowledge of accounting for financial instruments.  

  21 For earlier developments, in the United States and elsewhere, see Bogue (1955), Snowden (1995), and 
Goetzmann and Newman (2010).  

  22 Usage of the term “ABS” is not consistent through time. Only once subprime mortgage securitizations 
became popular did it start to include mortgage-backed securities, and even then securitizations of 
prime mortgages were not generally referred to as ABSs. In this chapter, however, the term “ABS” always 
includes mortgage securitizations.  

  23 I draw these dates from the data tables in Roy and McDermott (2007), though see also Cantor and 
Packer (1994, p. 20).  

  24 See, especially, Bhattacharya and Cannon (1989), in particular their worked example (pp. 482–3).  
  25 The rating agencies were not unique in this. Thus Fabozzi  et al. ’s (2007) textbook of mortgage-backed-

securities makes effectively no mention of correlation.  
  26 S&P’s stress scenarios also differed in the assumptions made about the severity of losses following 

default, with higher severities assumed in the stress scenarios for higher ratings, the rationale being that 
the house price declines in high-stress scenarios would imply lower proceeds following foreclosure. See 
Securities and Exchange Commission (2008, pp. 32–4) for the practices at Moody’s and Fitch.  

  27  “Excess spread” is the difference between the aggregate interest payments received from borrowers (net 
of fees and other expenses) and the interest payments to investors; it creates what is in essence a reserve. 
Overcollateralization means that the total principal sum of the loans in the pool is greater than that of 
the securities held by investors, either because the deal was structured that way initially or because of 
“turboing,” the use of excess spread to repay some investors and thus reduce the amount of securities still 
outstanding (Fabozzi  et al. , 2007, pp. 102, 188).  

  28 They were what would later be called “market-value CDOs”: the pool of junk bonds was revalued 
fortnightly, and if its value fell below a set threshold for more than two weeks investors could require 
that the pool be sold and their capital returned to them (Hourican, 1990, p. 333).  

  29 Thus, e.g. if both company A and company B have a default probability of 0.1, and their defaults are 
independent events, then the probability of their both defaulting is simply 0.1 # 0.1 p 0.01.  

  30 Moody’s explicitly calculated a “diversity score” for each CDO’s pool. Fitch appears not to have had an 
explicit concentration penalty in this period.  

  31 Options are contracts or securities that grant a right but not an obligation. For example a “call” option 
gives the right to buy a block of shares at a set price – the “exercise price” – on, or up to, a given future 
date. An interest-rate swap involves one party paying the other a fixed rate of interest on an agreed 
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notional principal sum, while the second party pays a floating rate (usually Libor) on the same sum. 
Introduced in 1981 (Beckstrom, 1988, p. 43), interest-rate swaps quickly became widely used by banks 
and other market participants to manage the risks of interest-rate fluctuations.  

  32 Because of their limited liability, the owners of a corporation’s shares possess what is in effect a call 
option on its assets. If the market value of those assets is below the total amount of the corporation’s 
debt when the latter falls due, shareholders rationally should simply allow the corporation to default 
(leaving their shares worth nothing). If the corporation’s assets are at that point worth more than its 
debt, their shares are in aggregate worth the difference. Those outcomes are precisely the pay-off of a 
call option with an exercise price equal to the total amount of the corporation’s debt, and this allows 
option theory to be used in what has become known as the “Merton model” of default (see Merton, 
1974).  

  33 A copula function (a formulation introduced to mathematical statistics by Sklar, 1959) “joins together” 
the distribution functions of uniformly distributed variables in such a way as to yield a specific multi-
variate joint distribution function. (A “Gaussian copula” yields a multivariate normal distribution func-
tion.) Copula functions were brought to the study of credit risk by Li (1999, 2000), who used them to 
specify the dependence among the survival or hazard-rate functions that model the time at which a 
corporation defaults. When referring to “Gaussian copulas,” I also include models such as CreditMetrics 
and the original 2001 version of CDO Evaluator (discussed below), which are single-period (all that is 
modeled is whether a corporation defaults during the period in question, not when), but in which 
what is in Li’s terms the copula function is Gaussian.  

  34 See, e.g. Chen  et al.  (2005, p. 7, exhibit 3). Moody’s had developed a distinctive approach in which a 
CDO’s “diversity score” (see note 30) was used to map its asset pool onto a hypothetical pool of homo-
geneous assets whose defaults were independent events and to which, therefore, the binomial formula 
from elementary probability theory could be applied (Cifuentes and O’Connor, 1996). Its commitment 
to this “bi-nomial expansion technique,” which is much simpler than Gaussian copula formulations, 
meant it embraced Gaussian copula models more slowly and more partially than S&P and Fitch.  

  35 Moody’s also used correlations produced from analysis of market prices by KMV, a firm cofounded by 
Vasicek, which it bought in 2002. KMV employed an elaborated version of the option-theoretic model 
outlined in n. 32 to estimate corporations’ asset values and default probabilities. In their choice of cor-
relation assumptions, however, the CDO specialists at Moody’s “tilt towards the ratings-based results” 
(Fu  et al. , 2004, p. 10).  

  36 To be more precise, what can be inferred is the “risk-neutral” probability of default (see Baxter and 
Rennie, 1996).  

  37 As far as I can tell, deals prior to 1999, such as what seems to be the first ABS CDO, the Alliance 
 Capital/Paine Webber “Pegasus One Ltd,” issued in June 1995, were mostly market-value CDOs (see 
note 28 above).  

  38 Data from the Securities Industry and Financial Markets Association,  www.sifma.org .  
  39 See Smith (2008a, 2008b).  
  40 For example, the baseline correlation between US subprime residential mortgage securities assumed by 

Moody’s was 0.22. That would be increased to take into account factors such as the closeness of the 
vintage (year of issuance) of the ABSs: e.g. by 0.1 for the commonly encountered case of pairs of mort-
gage ABSs of the same vintage (Toutain  et al. , 2005).  

  41 S&P’s Evaluator was, at least originally, a single-period model that (in the case, say, of a pool of assets all 
with a five-year maturity) would encompass the entire five years in a single simulation run. Fitch’s 
Vector was a multiperiod model that was run in annual steps: “At every annual step [in a simulation] an 
asset portfolio is updated by removing defaulted assets and recording amounts and recoveries upon 
default” (Gill  et al. , 2004, p. 9). As far as I am aware, the annual steps were serially independent, so as an 
interviewee put it, an asset “that survives the first period will start the second period with a ‘clean slate’.” 
Since the probability of default of any asset in a single year will normally be assumed to be much lower 
than default of the same asset over five years, this tends to have the effect of generating fewer cases with 
large numbers of defaults in a multistep model than in a single-step model with the same correlation 
parameters. In consequence, “we need to increase correlation [in a multistep model] to “match” the 
cumulative distribution of the single-step model” in this respect.  

  42 In an interviewee’s words, “Everyone said, ‘how can you have no correlation between industries?’” For 
examples of the criticism, see Chen  et al.  (2005) and Adelson (2006b).  

  43 Perhaps the closest was Adelson (2003), who argued that evaluation practices surrounding both ABSs 
and CDOs understated correlation and ignored the way in which it can rise in a downturn. Even 
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here, though, there was no specific focus on the intrasectoral ABS correlation, and though Adelson’s 
hypothetical examples include a pool with a correlation of 0.6, the range of values (0.25 to 0.4) 
mentioned in his text (p. 59) as examples of when “correlation is higher” includes the value of 0.3 
chosen by S&P.  

  44 The use for mortgage-backed securities of lower default probabilities and higher recovery rates than for 
equivalently rated corporate bonds was also a facilitator. Again, I can find no criticism of this at the time, 
and indeed default data seemed unequivocally to point in that direction.  

  45 There is a deeper issue here that cannot be explored fully for reasons of space. This logic applies only if 
instruments are being evaluated according to their default probabilities or expected losses (as they were 
by the rating agencies and implicitly by those investors whose decisions were shaped by ratings), but 
modern asset-pricing theory suggests that they should not be evaluated in this way: their price should 
reflect not this “total risk,” but only its systematic component, precisely because its idiosyncratic compo-
nent can be diversified away. Coval, Jurek, and Stafford (2009) argue that because of this the prices of 
corporate CDO tranches were too high by the standards of asset-pricing theory, and the ratings-spreads 
convention discussed in the introduction seems to be the cause: it led market participants unwittingly 
to compare instruments with high systematic risk (senior CDO tranches) to instruments with similar 
default probabilities but lower systematic risk (corporate bonds). Their article is thus a beautiful demon-
stration of a convention shaping patterns of prices and creating what is (if modern asset-pricing theory 
is correct) a very large and very persistent inefficiency.  

  46 See also Adelson and Jacob (2008a, p. 8): “A key problem at many firms has been reluctance on the part 
of professionals in the areas of CDOs and structured credit to seek and accept input from ABS/MBS 
experts [MBS are mortgage-backed securities] . . . Significantly, the problem was not confined to just 
one type of firm. It was endemic among CDO and structured credit professionals at all kinds of firms: 
banks, securities dealers, rating agencies, bond insurers, money managers, and others.”  

  47 For example, the cash-flow modeling would involve use of the huge commercially available “deal 
library” maintained by Intex Solutions (a firm based in Needham, Massachusetts), and those who have 
experimented with an approach of this kind tell me that practical complications (notably the fact that 
many ABS CDOs included tranches of other ABS CDOs in their pools) can cause the layered Intex 
models to run very slowly. Considerations such as this remind us that (though I have not focused on 
this issue) evaluation practices are material practices, and their materiality is consequential. It is also 
worth noting that a different reason why it would not have been attractive to rate ABS CDOs in the 
way described in the text is that the managers of a CDO generally enjoy the right to sell assets from its 
pool and replace them with others with the same or higher ratings. While it is quick and easy to use 
the conventional two-step approach to reevaluate an ABS CDO whose pool has been changed in this 
way, the approach described here would have to be restarted from scratch, by forming and then reana-
lyzing a new merged pool.  

  48 Although analytically less relevant here because it concerned a bank, not a rating agency, it is worth 
noting that in around 2006 Goldman Sachs started modeling ABS CDOs in a way broadly similar to 
that described in the text (although the Goldman model of the underlying ABSs was calibrated to the 
spreads they offered, not their ratings). The results also seem to have been significantly more pessimistic 
than those of the conventional two-step approach. Unfortunately, my interview data do not throw light 
on whether these results played a role in Goldman’s crucial late-2006 decision to liquidate or hedge its 
mortgage-related positions.  

  49 Though there are a number of event-of-default tests laid down in the documentation of most CDOs, 
the critical issue is whether ratings downgrades or other reductions of the value of the CDO’s asset pool 
have been big enough to cause the pool’s total value to fall below the aggregate face value of the secu-
rities making up the CDO’s topmost tranches (those initially rated AAA). That typically constitutes an 
event of default, following which control of the CDO passes from its managers to the “controlling class” 
of investors (normally the holders of the super-senior tranche), who have the right to declare an “accel-
eration” (which usually means diverting all cash flow to themselves) or to wind up the CDO by selling 
the assets in the pool (Goodman  et al. , 2007). Either course of action will leave the holders of lower 
tranches facing losses that may be close to total, and even the holders of the super-senior tranche will 
in current circumstances incur substantial losses.  

  50 See  www.totalsecuritization.com .  
  51 See  www.mbaa.org .  
  52 Keys  et al.  (2008); Mian and Sufi (2008); Rajan, Seru, and Vig (2008).  
  53 See  http://levin.senate.gov/newsroom/2010 .  
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  54 The ABS default probabilities in Evaluator were obtained by “scaling” corporate default probabilities 
(which because of the larger numbers of corporate defaults were easier to estimate statistically) by fac-
tors that reflected overall differences between ABSs and corporate debt. An interviewee told me that 
the “scaling factors were chosen to provide the best overall agreement with the (limited) historical data, 
such as the average transition behavior of ABS and corporate ratings.”  

  55 These other purchasers of the higher tranches of ABSs included “conduits” and “structured investment 
vehicles” (SIVs), which also sought a form of arbitrage profit. They were created by banks to invest in 
long-term, relatively high-yielding assets such as ABS tranches, while funding themselves more cheaply 
by the issuance of “commercial paper” (short-term debt). It was, however, a genuine arbitrage only if 
commercial-paper funding remained available to the conduits and SIVs, which ceased to be the case 
once the crisis broke. The rating agencies had insisted that the parent banks provide their conduits with 
pre-agreed credit facilities should this happen, and banks often, for fear of damage to their reputations, 
felt obliged to support their SIVs as well. Those conduits and SIVs are thus another route, in addition 
to ABS CDOs, by which ABS losses were concentrated within the banking system.  

  56 The ABX consists of five indices, each made up of one tranche from each of 20 large recently issued 
subprime ABSs. (The 20 tranches making up the AAA ABX index all had initial ratings of AAA, and 
there are similarly constructed AA, A, BBB, and BBB indices.) Buying and selling protection on the 
ABX index means entering into a credit default swap on the aggregate of the tranches making up the 
index in question. Originally, a new set of benchmark ABSs was selected each six months, so creating a 
new “series” of the ABX. This ABX “index roll” was suspended in December 2007 because too few new 
ABSs were being issued (Creditflux, 2007), and it has not subsequently resumed.  

  57 Other cases of banks buying super-senior ABS CDO tranches seem mainly to be so-called negative 
basis trades, in which a trader would buy a super-senior tranche (yielding annually around 25 basis 
points over Libor), buy protection on it from AIG or a monoline (for a premium around 15 basis points 
per annum), pay a charge around 5 basis points per annum to his or her bank’s treasury for tying up the 
bank’s capital, and thus be left with a profit of 5 basis points per annum. (I draw these “round number” 
figures from an interviewee familiar with the trade. In the credit derivatives market, the “basis” is the 
difference between the cost of buying protection on an asset such as a CDO tranche and the spread that 
the asset offers; here the basis is negative, hence the trade’s name.) Because the swap seemed to eliminate 
whatever modest credit risk was involved in the super-senior tranche of an ABS CDO, it enabled that 
tranche to be classed in banks’ risk management and accounting systems as fully hedged, which in turn 
allowed the full present value of the 5 basis point per annum profit to be “booked” immediately as “Day 1 
P&L” (immediate profit: “P&L” is profit and loss). UBS’s traders, for example, bought super-senior 
tranches totaling $20.8 billion, $15 billion of them for negative basis positions, and the latter were all 
judged “Day 1 P&L eligible” by the bank’s relevant division, Business Unit Control (UBS AG, 2008, 
pp. 14–15, 23). Some traders may privately have doubted whether, in the cataclysmic scenario in which 
widespread losses were incurred even on super-senior tranches, the monolines or even AIG would have 
the financial strength to pay out, but in order to secure Day 1 P&L, “people bought protection they 
knew was worthless but that they know they will never need,” as a risk manager at another bank told 
me in an email message on April 8, 2008 (at which time the full extent to which they actually did need 
that protection was only gradually becoming clear). That quotation suggests belief that the position was 
safe (and so suggests that these cases are like the Morgan Stanley trade discussed in the text), and the 
interviewee who explained the economics of the trade also indicated to me that it involved genuine 
belief in the AAA ratings of super-senior ABS CDO tranches. It is worth emphasizing, in this context, 
that though the trade was conducted on such a giant scale that it could threaten the survival of UBS, 
its profitability was modest. At 5 basis points per year on $15 billion, the trade’s profit was $7.5 million 
per annum, which for a major bank is almost immaterial.  

  58 Morgan Stanley’s purchases of protection on other ABS CDO tranches generated a profit, hence the 
lower ($7.8 billion) total ABS CDO loss quoted earlier.  

  59 There is a discrepancy between my interview data and Lewis’s account concerning the exact ratio of 
the two positions and the rationale for it, but fortunately that is not crucial to the analytical import of 
the episode.  

  60 I write “apparently” because, as indicated in the discussion of the ABX above, it remained the case that 
there was no fully definitive way of valuing positions of this kind.  

  61 See also Hu, Solomon, and May (2008), who show that loans packaged into CLOs (as CDOs whose 
pools are leveraged loans are called) suffered fewer downgrades on average than a control group of 
nonpackaged loans.  
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  62 It would also, e.g. be quite mistaken to imagine that all ratings were believed in. Thus one of my rating-
agencies interviewees reported a discussion with investors, prior to the crisis, about a type of market-
value CDO (see note 28) called a CPDO (constant proportion debt obligation), which a different 
agency had rated AAA. He told them that in his view a more appropriate rating would be BBB. They 
agreed, but they still welcomed the AAA rating because of the lower regulatory capital-reserve require-
ment the higher rating brought with it.  

  63 Stark (2009, pp. 5, 113). The notion of “heterarchy” is of course the inheritor of a long-standing strand 
of work in organizational sociology, stretching back at least to the “organic management” identified by 
Burns and Stalker (1961) as suitable for fast-changing environments.  

  64 For example, while there were around a dozen textbooks of corporate CDO correlation modeling, and 
hundreds of publicly available technical reports and research papers stretching back at least to 1996, 
there was no textbook of the equivalent practices in regard to ABS CDOs, and I have been able to find 
only three publicly available research papers, all from the end of the period discussed here (2007–08) 
and by the same two researchers from the Franco-Belgian Bank, Dexia (e.g. Garcia and Goosens, 2008).  

  65 “The most successful ideological effects are the ones that have no need of words, but only of laissez-
faire and complicitous silence” (Bourdieu, 1990, p. 133; see Tett, 2009a).  

  66 Restrictions on the dissemination of the prices of credit derivatives – even those traded in what are in other 
respects canonical-mechanism markets – mean that there is often no unique set of market prices. Dealers 
can, and do, quote different prices – narrower or broader spreads between the prices at which they will buy 
and sell protection – to different categories of market participant. Again, materiality matters, in this case via 
the technical possibility of capturing the email messages containing dealers’ price quotations and extracting 
and then circulating the prices they contain, a possibility that some dealers have attempted to block by 
making their emails non-forwardable. CMA, a firm specializing in extracting prices in this way, has circum-
vented this by developing a system that in effect electronically “scans” these non-forwardable emails.  

  67 The postulate that a firm’s shareholders will allow it to default when this happens is the foundation of 
the “Merton model” (see note 32) that informed the development of the Gaussian copula. Only in cer-
tain states, such as California, are home mortgages legally no-recourse loans, but in practice US mort-
gage lenders seem not to pursue defaulters’ other assets, even when legally they can, because the costs 
of doing so tend to be larger than the sums recovered.  

  68 See Boltanski and Thévenot (2006, pp. 164–78) though what they mean is broader than the ordinary 
meaning of the domestic.  

  69 In fairness to the IMF, I should acknowledge that it did point out that while “pricing data are relatively 
easy to obtain . . . measuring the degree and effectiveness of risk transfer continues to present statistical 
and methodological challenges” (IMF, 2006, p. 78).    
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 The front cover of the 15 October 1965 issue of  The Investors Chronicle  featured an illustration 
of a family standing on a document rendered, with the help of fringed edges and some graphic 
licence, as a magic carpet. The family – husband, wife, two children, one girl, one boy – look 
comfortable in that conspicuously modern 1960s style adopted by so much commercial imagery 
of the period. The magic carpet they are standing on is a Provident Check, a form of docu-
mentary credit that the issuing company, Provident Clothing and Supply, had then been trading 
in for just under 90 years. The cover referred to a featured article, ‘Provident’s New Image’, that 
was prompted by the investment potential offered by the company since it listed on the stock 
exchange in 1962. In its short history as a public company Provident had performed well and, 
as the article counselled, had made certain adjustments that were poised to help it perform 
even better. 

 These adjustments had a sudden incongruity measured against the precedent of the compa-
ny’s history. For its first 80 years the Provident Clothing and Supply Company had been a prof-
itable family business operating a remarkably stable business model. This model revolved around 
the doorstep distribution of documentary credit in the form of checks that could be redeemed 
at specific retailers. As the ‘clothing and supply’ descriptor implies, this was credit designed to 
supply everyday needs and it was targeted directly at poorer households. The company negoti-
ated discounts with retailers and charged fees to customers in a system that worked to both 
spread and control the costs of credit. During that time the Provident cultivated a quiet, conser-
vative image using trademarks, logos and standard information on internally printed corporate 
paperwork that seldom varied over decades. The 1960s, in contrast, saw a sudden burst into 
colour and the first representations of Provident customers enjoying the modern standards of 
living that credit could furnish began to appear. 

 For a company that had built its business in supplying the means to buy ‘clothes, boots and 
coal’ to those with very limited resources, this was quite a shake-up. It signalled the start of an 
era in which the business model, the products offered, the means of delivery and the corporate 
image would change frequently and substantially alongside the identity the company was striv-
ing to name. If Stuart Hall’s lesson that identity is always ‘a process of becoming rather than 
being’ (Hall, 1996, p. 4) is attended to and extended from questions of cultural to those of cor-
porate identity, Provident, by the early 1960s, had started trying to become something both like, 
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and unlike, what it had been. Identity however is neither a fixed essence nor a free for all and 
the resources of history, language and regulation bear down upon it. It was ultimately the latter 
that thwarted the company’s attempt to name itself what it meant to become: the People’s Bank. 
In the firm’s long history, regulation had rarely acted so decisively but it was nevertheless always 
at work, in negotiation with practice and language to shape, motivate, enable and constrain. 
Regulation, as Bill Maurer (2012) has argued, offers a selective ethnography of past practice in 
the way that it highlights the problems it’s attempting to solve. Some of these problems arise 
when companies attempt to have, that is to acquire, things, properties, shares, names and identi-
ties that mark out contested forms, descriptions or rights of practice. At the same time as address-
ing these problems, regulation creates spaces and opportunities for forms of practice that fall 
outside its retrospective gaze to emerge and to thrive. Provident’s identity as a company and 
market leader and the fate of its later attempts to establish a new ‘brand’ identity as the People’s 
Bank were, in some substantial part, outcomes of regulation. 

  Provident and the identification of the clothing 
and supply sector, 1880–1950 

  Actually identities are about questions of using the resources of history, language and cul-
ture in the process of becoming rather than being: not ‘who we are’ or ‘where we came 
from’, so much as what we might become, how we have been represented and how that 
bears on how we might represent ourselves. 

 (Hall, 1996, p. 4)  

 Joshua Waddilove founded the Provident Clothing Club in 1880. Waddilove was an active Meth-
odist who had witnessed the financial difficulties experienced by the poor first hand while 
working as an industrial assurance  1   agent and collecting premiums from door to door. In choos-
ing the name Provident he followed the lead of insurance companies which had an established 
practice of adopting names, like the Prudential, the Rock, the Refuge and even in several cases 
the Provident, that were meant to signal thrift, judgement, foresight and security. Names like 
these were an overt attempt to identify companies with positive moral values and sentiments that 
was all the more important given the turbulent history of the financial sector in the nineteenth 
century.  2   The Provident was named in brazen, calculated – although not necessarily cynical – 
defiance of the dubious moral associations of credit. Waddilove set out to develop a form of credit 
with the capacity to correct the poor’s moral shortcomings and instil self-discipline, thrift and 
sobriety that would hence be worthy of its frugal and farsighted name. 

 These moral undertones are marked within the form of credit, documentary check trading, 
the Provident offered. Check trading was based on the issue of checks that were redeemable by 
arrangement at local shops supplying necessary things like clothes, boots and coal. According to 
company lore (PFG, 1980b; PCS, 1930, 1970b) Provident checks originated as a philanthropic 
service Waddilove performed for the poorest housewives he encountered in his work as an 
insurance agent. This involved giving them promissory notes that could be redeemed at local 
shops with Waddilove later settling the bill. After being approached by prospective customers 
willing to pay for the notes Waddilove made a business out of issuing the checks for a fee. Within 
a decade, the Provident was trading in ten towns in Yorkshire and Lancashire, and in 1899 it was 
incorporated as Provident Clothing and Supply Company Limited. By then there were many 
locally or regionally based check trading companies offering what had become a significant 
form of credit provision for the poor. 
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 Provident was the biggest player by far in check trading throughout the sector’s history and 
it was the place where the core business model, methods and equipment were developed. As the 
system was originally set up, checks were bought and paid for in instalments over 20 weeks and 
initially goods were to be had only after six payments had been made or after one payment if a 
charge for ‘poundage’ was paid. By 1908, 95 per cent of customers preferred to pay the pound-
age fee rather than wait for their goods and the advance payment option was later dropped. 
Retailers were persuaded to accept the checks and grant the company a discount averaging 
around 12.5 up to 15 per cent (BPP, 1981; Leslie, 1971). In return turnover would increase while 
the risks of bad debt would diminish. As Waddilove put it ‘where bad debts are incurred we 
ourselves pay them. We increase the purchasing power of the people. A tradesman has to look on 
the all-round effects of our system on his business’ (PFG, 1980b). 

 The claim to encourage thrift was based partly on restrictions on the use of checks to nec-
essary forms of consumption (they couldn’t for example be spent on gambling or alcohol) but 
more importantly on the way the instalment system was operated through doorstep collection. 
Agents were recruited to sell checks and then collect payment in weekly home visits. The sys-
tem relied upon careful selection followed by close and frequent personal contact. At first very 
small amounts of credit would be offered to new customers, with gradual increases allowed as 
payment histories began to be built up, in a system that was designed to ‘train’ borrowers and 
limit exposure to bad debt (PCS, 1963). Provident agents in the 1920s were instructed to keep 
credit low for those with young children, to raise it when older children started working but 
to be ready to lower it again when they left home (O’Connell, 2009). This was a method 
of credit control that combined past payment history with agents’ ‘screening’ (Poon, 2009) of 
would-be borrowers’ character judged through proxies like the condition of their houses, 
 gardens and clothing, together with word-of-mouth recommendations from relatives, friends 
and neighbours. 

 Agents kept collection books, listing the details of all customers, their orders and payment 
histories. They also issued and filled in payment receipt cards that were held by customers. In 
addition to recording details of orders and payments received, the receipt cards briefed custom-
ers on the rules of the system. All orders must be paid up by weekly instalments in 20 weeks, all 
customers were ‘urgently requested’ not to take more orders than they could ‘pay regular weekly 
payments upon’ and customers ‘must only obtain orders for their own use and the use of their 
families’. Agents also issued customers with another key artifact, the Shopping Guide. Shopping 
guides contained long lists, and sometimes illustrated advertisements for shops, explanations of 
the system and advertisements for agents. They pointed out to customers how and where their 
checks could be spent and were therefore critical in defining the utility and appeal of checks. 

 Within a decade of establishment, the Provident employed 325 agents, by 1910 there were 
3000, rising to 4000 in 1920 and 11,000 in 1960. In 1900 these agents were spread across just 
under 30 branch offices mainly in Yorkshire and Lancashire. A decade later there were 84 branch 
offices and a push into southern counties resulted in 110 offices opening by 1920, rising to 160 
in operation in 1930 and 288 by 1951.  3   This rapid growth was accompanied by an equally rapid 
extension in ‘necessary’ goods and the shopping guides record the possibility of using checks in 
the 1930s to pay for drapery, furnishing, hardware, stationery, tobacco, paints, wallpaper, wire-
lesses, baby goods, barometers and all sorts of ‘fancy goods’ at hundreds of different shops in each 
branch district (PCS, 1934). There were agreements in force with 14,000 different retailers by 
the 1930s rising to over 20,000 in 1961 (PCS, 1962). 

 This extending range of possibilities was the nub of Provident’s system. Credit options for the 
poor have historically been linked to specific traders: credit drapers, local shops offering ‘tick’, 
clothing clubs and catalogues all provided borrowing facilities but only – as the Provident always 
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reminded customers in its shopping guides – against their own products. The Co-operative, 
which had initially opposed credit mechanisms in its stores, also developed a credit club system 
in the interwar years in response to dwindling sales and a context in which hire purchase mul-
tiplied twentyfold between 1918 and 1938 (Tebbutt, 1983). But although the Co-operative 
offered far better terms than most forms of credit it still could not, as the Provident’s Shopping 
Guides pointed out, compete with the portability of checks. This was ‘the glory of them . . . you 
could take them to 20, 30, 40 or even more shops’ using them ‘just like as if you had money in 
your purse’ (in Taylor, 2002, p. 128). Shopping guides listed every shop accepting Provident checks 
in the area and emphatically reminded customers of this vital affordance – ‘Provident checks (or 
Orders) are TAKEN AS CASH by all the tradesmen on this list and ‘have EXACTLY THE 
SAME PURCHASING POWER AS READY MONEY’ (PCS, 1961b, 1957, 1954, 1934). 

 Beyond steady expansion, the details of the Provident system – the role of agents, the nature 
of arrangements with retailers, the 20 week collected instalments, even the nature and style of 
key artefacts like shopping guides and payment receipt cards – varied little over the years. The 
only real innovation that happened in the first 80 years of trading was the introduction of the 
‘travelling check’, which enabled a single check to be spent gradually at several different suppli-
ers (BPP, 1981). In  Figure 2.1  the guide on the left was issued in 1954 and the other in 1934. 
The similarities in design continue inside in nearly identical text outlining the five features of 
‘The Provident System’ and the seven ‘Provident Points’ that were designed to drive home the 
benefits. The wording used to convey the ‘system’ and ‘points’ was very similar in 1934 to that 
featured in  Figure 2.2 ’s extract from a 1957 guide. The only significant change was that the 1934 

 Figure 2.1 Provident shopping guides, 1954; 1934 

     Source: Photograph of author’s own copies.   
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guide named its competitors as ‘the Travelling Draper, Scotch Packman, Credit Draper, Tickman, 
Boot Clubman’ while by the 1950s reference was made only to the disadvantages of ‘shopkeepers 
clubs’ and ‘general warehouses’. The wording remained otherwise intact, and was placed some-
where in the inside covers until after 1962.   

 By the 1920s, Provident was still the only company trading nationally and until the 1960s 
almost all of its many competitors were small, local concerns. The ‘clothing and supply’ system 
it had established had spread across an estimated 600 firms by the 1960s.  4   Competitors included 
Bradford Clothing and Supply, People’s Provident Supply, District Clothing and Supply, Practi-
cal Clothing and Supply, Crescent Premier Supply, National Clothing and Supply and Equitable 
Clothing and General Supply. Almost all of these companies were later bought out in the con-
solidation period that began after 1962 by Provident or by one of its two largest competitors, 
John Paget and Son established in Sheffield in 1900 and Hull Clothing and Supply founded in 

 Figure 2.2 The Provident system, 1957 shopping guide 

     Source: photograph of author’s own copy.   
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1927 and trading as Cattle’s (Holdings) Ltd in the early 1960s (BPP, 1981). As the near ubiquity 
of ‘clothing and supply’ in the company names of check traders implies, Provident had identified 
a system that was widely copied. There were:

  hundreds of feeble imitators and mere copyists of the Provident system throughout the 
country. They have copied our system, tried to copy our methods and have even copied 
word for word our printed matter. But we ask you for the sake of your own welfare, to be 
very careful . . . hundreds of thousands of thoroughly respectable people throughout the 
largest towns in England, Ireland, Scotland and Wales, can testify that there is no club or 
weekly payment system like the ‘Good Old Provident’, the original company. 

 (PCS, 1934)   

 This complaint was still being parroted in the 1961 edition of the guide and it bears some merit. 
Competitors clearly did identify the key features of check trading from the Provident’s system 
and adopted very similar practices, regulations and artifacts. National Clothing and Supply 
(NCS, 1968), for instance, listed rules including 20 week instalments, customer responsibility for 
orders, renewal restrictions as well as advice to avoid shopping on busy Saturdays, all of which 
were features of the Provident. The stability of a system that barely changed in 80 years and its 
identification with just one company is remarkable. This however is not just down to Provident’s 
perfection of the check trading system; it is also a function of how it developed outside the gaze 
of regulators. 

 Credit was largely unregulated until 1900, when the first Moneylenders Act required money-
lenders to register with a magistrate and granted courts the power to dissolve agreements judged 
unfair. This attempt at credit regulation only tackled moneylending as the most controversial, and 
therefore most visible, form of credit. As O’Connell’s authoritative history notes it was not a 
success and exposed ‘the lack of knowledge about slum lending’ and the difficulties of creating a 
workable model that could address ‘the very different types of lending taking place in such 
diverse environments as the West End of London and the back streets of Liverpool’ (O’Connell, 
2009, p. 131). The revised law enacted in 1927 increased the costs of registration and introduced 
a nominal annual interest rate ceiling of 48 per cent that O’Connell documents led many mon-
eylenders to return to illegal lending. By changing the moneylending environment it also inad-
vertently helped produce the conditions in which ‘hire-purchase’ systems could thrive. These 
were then left largely unregulated in England even after the toothless Hire Purchase Act 1938, 
until terms control orders were introduced in 1952 followed by the tougher Hire Purchase Act 
1954 (Thornely and Ziegel, 1965). Check trading benefited from falling largely outside the 
scope of any regulatory efforts until the 1940s when conditions started to change. The major 
reshaping of the sector that began in the 1960s was a response to the constraints and opportuni-
ties that the regulatory framework presented in the context of post-war affluence.  

  Becoming Provident C&S 

 After decades of steady expansion the Provident and other check traders had a difficult war. 
Retailers had responded to the purchase tax and price controls that government had imposed 
on utility goods by reducing the discounts they allowed check traders and the latter had 
attempted to pass the cost back to customers with an increased poundage charge. This attempt 
coincided with the damning account of check trading published in ‘Our Towns’ by the Women’s 
Group on Public Welfare, which informed the Board of Trade’s decision in 1941 to prohibit 
the poundage charge entirely (O’Connell, 2009). Despite being queried in parliament  5   the 
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prohibition remained in place until 1949 and by then the Provident had seen its customer base 
fall from 1,100,000 in 1939 to 535,000 in 1944. Customer numbers recovered somewhat when 
the prohibition was removed but by that time another problem was starting to emerge.

  Although Provident’s customer numbers returned to their pre-war levels of just over one 
million in 1951, growth was more sluggish thereafter and it stalled in the late 1950s. Data 
from the company’s archives also reveals that demand for checks became more seasonal in 
the late 1950s, with customer numbers rising by between 80,000 and 100,000 from the 
third to fourth quarter. The average value of checks taken out grew at a substantially slower 
rate than average earnings during the 1950s, rising barely at all between 1955 and 1959. 
This suggests that for increasing numbers of customers, checks were becoming less a part of 
their weekly routine and more of an additional option, at Christmas. 

 (O’Connell, 2009, p. 71)   

 The challenge was to figure out how to counter the current of increasing affluence that would 
leave their product reserved for emergency use. The solution, of course, was to re-position their 
offering not against the current but within it. There were though, a few obstacles in the way. The 
things that Provident checks might supply had steadily increased in variety since the 1880s but 
the emphasis remained mainly on smaller, softer things like clothing and drapery while the hard, 
sought after durables of post-war Britain, the washing machines, vacuum cleaners and refriger-
ators were outside the scope of checks. These goods were primarily supplied to poorer custom-
ers through hire-purchase schemes that became subject to terms control orders after 1952. The 
1952 Hire-Purchase and Credit Sale Agreements (Control) Order introduced a requirement 
that goods could only be purchased on hire purchase over an 18 month term and after a mini-
mum 33 per cent cash deposit was paid. The sudden stringency of these terms led the Order to 
be described in parliament as ‘a vicious piece of class legislation . . . unnecessary and unfair dis-
crimination against the poorer sections of the community’.  6   Terms control also opened up a 
potential space for check traders, whose low value products fell outside the scope of the various 
orders that were brought into effect at intervals until they were finally dispensed with in 1982 
(cf. O’Connell, 2009). 

 To get into the market for the things hire-purchase schemes supplied, the ‘dish washers, dry-
ing cabinets, ironing machines and irons, wringers and mangles, floor polishers, vacuum cleaners, 
water softeners and so forth, apart from all kinds of office furniture, bicycles, tricycles and prac-
tically every kind of mechanically-propelled vehicle’,  7   required a new kind of product that 
could be used to borrow larger amounts over longer periods. The introduction of vouchers 
sounds like a relatively trivial matter but it was probably the biggest change in the company’s 
operations since it was founded. Vouchers were the centrepiece of a strategy designed to respond 
to both the increasing seasonality of demand for checks and the ‘interesting and even exciting 
possibilities’ (PCS, 1962, p. 10) the new affluence afforded. One of the first changes the firm 
made was to quietly dispense with the limitations implied in the name ‘Provident Clothing and 
Supply’ by subtly altering it to Provident (C&S) Ltd in March 1961. The name change was part 
of a restructuring which saw a ‘new’ company acquire the whole of the share capital of the ‘old’ 
company and its subsidiary, the printing works Waddilove and Co. Ltd that had produced all 
their stationery since the 1890s, both of which were placed in voluntary liquidation at the end 
of the year (PCS, 1961). This technical restructuring was a precursor to the company’s listing on 
the stock exchange in March 1962 and a change to the Articles of Association to permit the 
directors to borrow, without the prior consent of shareholders, up to five times the amounts paid 
up in share capital (PCS, 1962). 
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 These changes were designed to give the company the liquidity to defer revenue and finance the 
increased supply of credit they anticipated providing after the introduction of vouchers in July 1961.

  In the past our check business was mainly restricted to clothing, shoes, drapery, linen and 
other soft household and family goods which could come within the 20 week payment 
period. Our customers had to look elsewhere for their other requirements. Now, however, 
vouchers provide our customers with a much more comprehensive service and can be used 
to acquire the whole wide range of domestic durable goods such as washing machines, 
cookers, refrigerators and the like with payment periods of up to 100 weeks. We have found 
this additional facility to be most welcome to customers and to shopkeepers. 

 (PCS, 1963, p. 10)   

 Vouchers were heralded as a means of closing the gap between the company’s traditional busi-
ness, and emerging customer requirements. If this were to work it would take more than recog-
nition of the opportunities afforded by the new, and already exhaustively debated, affluent desires 
of their customers. It also required technical planning and organisation to ensure that a fit could 
be engineered between new patterns of living and corporate experience. ‘We’, the annual report 
in the year of their introduction noted:

  have taken a searching new look at our organisation and methods – forging new links, 
examining incentives, setting up new sales promotion and generally initiating a policy of 
planned expansion. This policy must be soundly based and prudently executed if it is to 
produce lasting and reliable results. 

 (PCS, 1962, p. 10)   

 All the firm’s costing and debt experience was based on lending small sums up to a maximum 
of £20 over twenty week loan periods; offering sums of up to £100, for between 40 and a 
maximum of 100 weeks, was a different proposition and it was embarked on cautiously. One 
symptom of that caution was the decision initially to cap vouchers at £100 and to restrict 
them only to existing Provident customers. An increase in deferred revenue in 1962 was 
attributed to the introduction of vouchers and the longer periods of credit involved, and a 
further increase in 1963 combined with record turnover marked their secure establishment 
(PCS, 1962, 1963). Press headlines confirmed Provident’s strong financial performance in 1963 
and plans were announced later the same year for further expansion of the voucher business 
alongside the removal of their restriction to existing customers.  8   Another symptom of the 
organisational care taken was a delicate rebalancing of the role of agents in screening risk while 
promoting consumption. 

 By the late 1950s, the check trading labour market had shifted from being male dominated 
and part-time to almost three quarters female with many working full-time (O’Connell, 2009). 
This shift was part of a broader feminisation in sectors like mail order, which had cottoned on 
to the advantages of a labour supply with the ‘natural’ characteristics, interests and activities of 
women. Women agents were:

  after all, particularly sympathetic and alive to the nicely balanced details of the family 
budget. They sense in some cases better than men what their customers can or cannot 
afford . . . operating as they do in their own communities they have a native ability to 
appraise the creditworthiness of the men and women around them. 

 (PCS, 1963b)   
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 All agents were ‘inculcated’ from the start ‘with the basic idea that Provident checks are not 
meant to be frittered away on frivolous things’ (PCS, 1963b). Agents’ income was based on 
commission on both the total value of the collection  and  new business. The balance between 
these two sources of income had to be carefully managed given the regulatory sensitivities sur-
rounding credit. Provident’s assertion in the 1963 Annual Report that ‘by far the greater part of 
the agent’s remuneration is based on their total weekly collections and not from the value of 
new business introduced’ was in part a sincere reflection of the firm’s still relatively conservative 
lending policy. It was also designed to reassure brand new shareholders that, in a period in which 
there was a push for consumer credit controls with more teeth, Provident’s lending was safe and 
unlikely to face tighter regulation. 

 This was not exactly the case. There was broad awareness that check traders escaped terms 
control and while this might have been tolerable when they were dealing only in short-term 
lending for smallish amounts, the introduction of vouchers brought them into effectively the 
same market as hire-purchase providers. As the market for vouchers grew, there were calls for 
the loophole to be closed. ‘If we are leaving one wing of credit-sale distribution uncontrolled 
then there are dangers that malpractices in the uncontrolled wing will start to dominate the 
other’, the Labour MP, Richard Winterbottom, argued before pointing to the difficulties of 
regulating the varieties of short-term credit ( HC Deb , 24 June 1964, 697, c468). If the diversity 
of the sector and the scale, terms, relative affordability and ‘necessaryness’ of check credit had 
escaped much regulatory surveillance, a sense that credit providers in the affluent 1960s were 
‘running amok’, led to increasing attention and ongoing deliberations about how best to 
respond. In the interim Provident did very well out of the regulatory gap as reported in 
 The Economist :

  So far the Bank of England has not sent Provident Clothing a letter telling it to restrain its 
lending; but Provident is unlikely to be affronted by this lack of official recognition while 
its business continues to grow rapidly. The credit extended to its customers at December 
31st was £26 million, £5 million (or 24%) higher than a year earlier. Provident has escaped 
the official net, it seems, because it cannot be treated as either a hire purchase company or 
a bank. 

 (  The Economist , 1966, p. 1047)   

 Provident, the article went on, had never had a ‘traumatic bad debt period’, which it attributed 
to the regular weekly visits by collecting agents who learn their customers’ credit ratings quickly.  9   
This was the same argument that Provident itself made – agents were incentivised to work for 
‘sound, dependable turnover’ not to persuade families to enter into commitments they could 
not meet (PCS, 1963b). 

 This was true but it was also not quite that simple, particularly as the sector grew into the 
1960s. The Provident’s credit ‘rating’ system was qualitative and approximate. This didn’t make it 
inefficient as the low bad debt ratio testified, but the introduction of vouchers also changed the 
qualitative calculations – what Franck Cochoy (2008) has characterised as ‘qualculations’ – that 
agents had to perform to control credit. The shift to a predominantly female, full-time agency 
workforce was part of this. Women were not only expected to be more sensitive to the family 
budget they were considered better attuned to building customers’ appetites for the sort of 
things that would help shift the image of the company away from ‘clothing and supply’. Women 
had a keen eye for all the necessities that would help ‘keep the image of our service modern 
and bright without losing its traditional simplicity and integrity and to ensure that it reaches and 
is understood by the vast market of present and potential Provident users’ (PCS, 1964, p. 10). 
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Maintaining a balance between ‘bright modern-ness’ and traditional simplicity was left to rest 
partly on the proclaimed superiority of women agents’ social sensibilities. The majority of Prov-
ident customers were women and it was presumably a little easier for women agents to enter the 
homes of acquaintances and strangers and develop the kind of relationships that would allow 
them to ‘see’ the spaces in the home that credit could be summoned to fill. Women, as sovereign 
domestic consumers, were expected to have a better eye for any missing or worn-out domestic 
appliances that were essential for the modern home. 

 By 1964 Provident was representing itself to its shareholders as improving ‘the wellbeing of 
people everywhere’. Its Annual Report that year boasted of helping ‘equip better brighter labour 
saving homes’; enabling ‘the family to be better clothed and equipped for all occasions’; provid-
ing the ‘tools, books and equipment for acquiring skills’ and ‘encouraging sports and hobbies 
and holidays and leisure activities generally’ (PCS, 1964, p. 10). The report continued the trend, 
established when the company first went public, of taking shareholders ‘backstage’ this time with 
a ‘pictorial demonstration of the scope and social impact of the company’s activities’. This 
demonstration eschewed the monochrome photographs of the previous two years in favour of 
comic book style colour drawings of a modern working class home. These sunny illustrations 
were designed to showcase the Provident’s role in supplying the means for the expensive equip-
ment, tools and appliances that every modern home now required. The company was upbeat 
that the strategy was working since it was also reporting its third successive year of record trading 
profit and a 55 per cent increase over the three year period at a time when overall economic 
conditions were difficult, with disappointing overseas trade figures and retail trade statistics that 
‘lacked sparkle’. 

 The imagery and mood of the 1964 Annual Report is a world away even from that published 
three years earlier just before the company went public. The change went across the board. 
Marketing materials began to appear that shed the subsistence credit image entirely. Even the 
resolutely functional and unchanging shopping guides were finally redesigned, and the guides to 
the Provident system rewritten in a way that emphasised customer focused values (see  Figure 2.3 ). 
This was an atmosphere in which the  Investors Chronicle’s  depiction of the voucher as a magical 
route to ‘wellbeing’ and ‘clean modern living’ was in accord with the Company’s rebranding and 
the illustration was reproduced in the 1965 Annual Report. In reality, the average Provident 
customers lived in homes that were nothing like those beginning to be featured in company 
reports and marketing. Their customers remained throughout the decade resolutely ‘in the CDE 
sectors, that is working class households where husband and wife are weekly paid’ (Leslie, 1971, 
p. 24). The distance between the reality of customers’ lives and their aspirations, as Provident’s newly 
appointed marketing and consumer credit executives recognised, however was an opportunity, 
not a problem. By 1962, the firm’s ‘more youthful outlook, new ideas, new men and a new 
approach’ (PCS, 1963, p. 10) led to the shopping guide system being supplemented with  Arcade , 
a catalogue style magazine for customers, the launch of  Colonnade  an internal newspaper 
designed to improve communication with agents and an increased use of advertising, including 
for the first time, television advertising.  

 Mail order companies excelled at showcasing the goods on offer, rather than the credit 
means of their provision but as with store credit, customers could only buy what was in the 
catalogue or store – they couldn’t shop around. What the changing regulatory environment 
helped Provident work out in the 1960s, was that they had to re-identify their product from 
subsistence clothing and supply credit to the means to a whole range of different ends from 
domestic hardware to foreign holidays, insurance services or even an ‘Ashley Russell fur’ (PCS, 
1966b). Revamped marketing (see  Figure 2.4 ) that hammered home the connections between 
all the different things that Provident credit would allow customers to have  right now  was part 
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of that. Another part was the concentrated effort that led to agreements with retailers 
more than doubling from 20,000 in 1962 to 50,000 in 1965, including numerous multiples. 
Particular effort went into getting multiple retailers signed up. This included stores like Foster 
Brothers, Hepworths and Singer Sewing Machines and department stores like Frasers, Little-
woods and British Home Stores, which were enticed into the system through much lower 
discounts than were available to small independent stores.  10   This expanding range of destinations 
and ends helped Provident achieve a striking growth trajectory in the 1960s and sowed the 
seeds for it to pursue a strategy that would free it entirely from its associations with catalogues 
of things.   

  A bank for the people? 

 Provident described itself in its 1963 Annual Report as a ‘fireside bank’ and as ‘the smaller man’s 
friendly bank manager’. The idea of the Provident as ‘the people’s banker’ had been around for 
years and reflected the fact that the services it provided stood in lieu of banking for customers 
who were primarily unbanked. Yet check traders, including the Provident, were not organised 
anything like banks at the start of the decade: most of the others were fairly small, local concerns, 
all were specialised in the provision of a limited, standard service and subject to strong con-
straints in how much they could lend and in how much they could borrow. As the 1960s pro-
gressed the technical organisation and structure of the Provident changed dramatically and in 
ways that would make the idea of it becoming a fully fledged bank much less unlikely. These 
changes reshaped Provident’s identity from ‘check trader’ towards a much broader ranging 

 Figure 2.3  Provident points in the 1961 shopping guide reworked as customer values in 
1966 shopping guide 

     Source: Photographs of author’s own copies.   
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provider of financial services. The changes in the customer-facing side of the business described 
above were part of that but they were entirely contingent upon a complete restructuring of the 
capital market side of the business. What the company became was a matter of what it acquired 
and ultimately what it failed to acquire. 

 In the years immediately following its 1962 restructuring and public listing the Provident 
began to get a fair amount of attention in the financial press. A series of articles like the  Financial 
Times ’ ‘Provident Clothing pays 2% More than Forecast’ (21 February 1963) appeared referring 
to the company’s ‘good start’, ‘growth’, ‘interim up’, ‘good progress’, ‘payment raised’ and ‘moving 
ahead’ over the next three years.  11   During this period the company was bullish and constantly 
on the lookout ‘for acquisitions or amalgamations which might be capable of being arranged 
with other check companies’ (PCS, 1963, p. 11). It embarked on a joint venture with United 
Dominions Trust, an industrial banker with large hire-purchase interests, to establish Paybonds 
Ltd, a company formed to launch a new form of consumer credit in 1964.  12   ‘Paybonds’ could be 
used to borrow up to £250 and were meant to bridge the gap between bank overdrafts and the 
Provident’s other products. Unlike vouchers, paybonds were designed to be portable and could 
be spent at more than one retailer. They were intended to retain the business of retailers, partic-
ularly of electrical goods, who operated on narrow margins, and they involved a different spread 
of the costs of credit with a greater percentage borne by the consumer to cover the lower dis-
count offered by the retailer. Their introduction was another indication of the diversification in 
the financial services the firm sought to offer. By 1965 the company was in talks with a US 

 Figure 2.4 1965 Marketing sample 

     Source: Photograph of author’s own copy.   
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insurance company that would involve its agents selling policies and by 1967 talks with Barclays 
around their newly launched credit card were being reported.  13   In 1968 Provident acquired 
Practical Credit Service Limited and Bristol Clothing and Supply Company Limited (PCS, 
1968). Profits almost doubled between 1961 and 1966, the record £8.53 million profit posted in 
1973 was nearly five times that of a decade earlier, generating almost unvaryingly buoyant press 
coverage right through till 1973.  14   

 In this atmosphere the idea that Provident could become a more mainstream provider of a 
full range of financial services was quite credible when the company took the most decisive, 
symbolic step in that direction.

  In December 1970, we made what could be our most important acquisition – The People’s 
Bank Limited. At present this is a very small operation but the significance of the name to 
Provident and its relevance to the extension of a wider range of facilities to Provident cus-
tomers and others are beyond doubt. This year we shall be preparing the Bank and making 
the necessary arrangements to enable it to take an increasingly important part in Group 
activities. 

 (PCS, 1970b, p. 7)   

 Purchasing the People’s Bank, according to Richard Davenport, who had succeeded Gordon 
Waddilove that year as the first chairman from outside the family, would reinforce a major 
branded consolidation and expansion of their activities to offer a ‘totally comprehensive range 
of family and domestic financial services for the whole field of present and potential Provident 
customers’ (PCS, 1971, 1972, p. 4). This change was enabled by the regulatory loophole that gave 
Provident relatively free reign in what was effectively the hire-purchase market. This circum-
stance had not gone unnoticed. The parliamentary debates on hire purchase and the regulatory 
environment surrounding consumer credit of the early 1960s culminated in the formation of 
the Crowther Committee in 1965. As evident in its reports to shareholders throughout the 
1960s, the company was keenly aware that the committee’s recommendation could entirely 
reshape the scope of their activities. Its diversification strategy was clearly expansionist but it was 
also anticipatory and defensive. The  Financial Times  reported that having come across the Peo-
ple’s Bank by chance, Davenport was ‘enchanted by the name (and vaguely uneasy that a com-
petitor might get hold of it’ ( Financial Times  1965, p. 20). The article went on;

  Davenport says the purchase has nothing to do with the publication, probably next month 
of the Crowther Report on Consumer Credit. Even so, a banking status and exemption 
from the Moneylenders’ Act is a pleasant hedge against any future changes in the credit law. 
More important, Provident’s customers are getting more affluent over the years and the 
People’s Bank will be able to provide the more sophisticated financial services they need.   

 The extent to which fear of Crowther was influencing Provident’s strategy is moot, but the 
connections between it and the regulatory environment were widely reported.  15   If the Crowther 
recommendations were enacted, together with the Bank of England’s credit control proposals, 
the effect, Morison (1971) concluded, would likely be to further blur the long established lines 
of demarcation in financial services as the clearing banks began to challenge finance houses for 
business and Provident’s new banking subsidiary would ‘square the circle’. Provident’s customers 
were not clearing bank customers but they were widely expected to soon need banking services 
from somewhere and Provident would be well positioned to offer such services to the newly 
banked. There was considerable early confidence that this strategy was working. The People’s 



Liz McFall

68

Bank received Section 123 banking status in April 1972 and a rights issue enabled the company 
to increase its borrowing ratio from 5 to 7 times capital and reserves in anticipation of the 
‘expected large volume of additional business’ as the bank became fully operational (PCS, 1973, 
p. 4). The strength of the results in 1972 from Provident, and another firm Cedar Holdings, led 
the financial editor of  The Times  to remark.

  Both firms have already done much to refute earlier suggestions that their profitability 
depended on a restrictive credit environment in which the larger and more closely con-
trolled lending institutions were at a competitive disadvantage. . . . This new potential is 
particularly important now that the People’s Bank is fully operational. Its exemption from 
the workings of the Moneylenders Act came through only in April and it took another 
two months to start lending so it’s early days yet for forecasting its impact on the lower 
end of the credit market. However the goodwill of Provident’s existing customers, on 
whom the initial promotional effort has been concentrated should work in the company’s 
favour. 

 (  Financial Times , 7 September 1972, p. 18)   

 The city’s view through till 1974, was that the entry into broader financial services could not 
have been much better timed with the best profit outcomes having become an ‘almost perpetual 
feature’ at Provident.  16   Provident took a 26.7 per cent stake in its main, though still considerably 
smaller competitor, Cattles (Holdings) Ltd in 1973. In the same year it announced that it had 
become necessary to change its name to something that while ‘retaining the word Provident of 
course’ would more suitably indicate the range of the group’s activities (PCS, 1973, p. 5). The 
1973 report makes reference to the unstable interest rates and increases in money costs that were 
starting to unfold as the secondary banking crisis of 1973–74 took hold.  17   This was the biggest 
banking crisis of the twentieth century in the UK. It emerged after heavy lending to the property 
sector led to the failure of a number of secondary banks and threatened the liquidity of the entire 
banking system (Scott, 1996). By the middle of 1974 it was clear that Provident had not been 
entirely unscathed. The group reported that although it had not drawn upon the Support Group 
set up by the Bank of England it had been affected. Added to this it declared a £2.7 million loss 
caused by unauthorised trading in June of that year. In the following two years ebullient 
announcements were replaced with quieter claims that the group was weathering the downturn 
and awaiting improving conditions in which it could return to the ‘bolder, more expansionist 
attitude which is more natural to us’ (PCS, 1974;  Financial Times  28 February 1975, p. 30). By the 
end of 1975 taxable profits rose again as the group returned to its core business of lending small 
amounts over short periods ( Financial Times , 14 March 1977, p. 20). 

 This concentration on core markets was also at play in the bid to takeover Cattles in 1977. 
Had it been successful, this would have given the Group a better geographical spread since 
Cattles mainly had branches where the Provident had not, but the initial bid was rejected, 
subsequently increased and then lapsed following its referral to the Monopolies Commission.  18   
Market research commissioned in 1975, after the worst of the crisis, confirmed a high degree of 
customer loyalty with two-thirds of customers using the firm for more than five years and a core 
market still concentrated amongst council house dwelling weekly wage earners aged between 
25–44 (PCS, 1975). The Annual Report’s coverage of the research emphasised the positive, but 
the survey also revealed a sharp falling off in custom from younger, better-off fractions of the 
working class. By 1979 customer numbers fell back again to 721,000 (BPP, 1981) and the Group 
reported that its newer acquisitions and activities ‘supplement rather than challenge the pre-
eminence of the traditional home service credit business’ (PFG, 1979). 
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 These were not quite the outcomes that were hoped for after the purchase of the People’s 
Bank. In the wake of the secondary banking crisis the group did eventually introduce a greater 
range of financial services but it never succeeded in attracting a new, wider customer base. The 
1974 Annual Report was entitled  Provident: the Peoples Bank  but changed to the more general 
 Provident Financial  in 1975. The proposal, reported in the  Daily Mail  in 1970, that all of Provi-
dent’s larger branches would be rebranded as the People’s Bank, was never realised. By 1980, the 
People’s Bank operated only eight branches although there were plans for a further six. It was 
by then operating a full banking service that the  Financial Times  noted was ‘open six days a week 
on a nine to five o’clock basis. There are no bank charges, current accounts earn 2 per cent 
interest and deposit accounts repay 15 per cent which is a point or so above that offered by the 
clearing banks’ ( Financial Times  16 January 1980, p. 6). These features might well have proved 
attractive enough for the more general expansion that had been planned but there was a further 
obstacle in the way. 

 One of the side effects of the secondary banking crisis was the enactment of a new Banking 
Act in 1979 that extended the supervisory responsibilities of the Bank of England over lenders. 
One of the Act’s key provisions was that no new deposit taking business could be established 
without the Bank’s permission and those already in operation had to be granted permission to 
continue ( Financial Times , 21 September 1981, p. III). The Act distinguished been two types of 
business, banks and Licensed Deposit Takers (LDTs). In 1980 Provident applied for a licence to 
operate as a bank and thereby continue using the ‘People’s Bank’ name as an integral element in 
restarting their long-held expansion plans. The Bank of England was not persuaded and classi-
fied the Provident an LDT. Provident did not, the Bank ruled, satisfy all the criteria of a rec-
ognised bank they had set out. A bank, according to the 1979 Act, should provide a wide range 
of banking services and enjoy ‘high reputation and standing in the financial community’ 
( Financial Times , 17 January 1981). Gordon Richardson, then Governor of the Bank of England 
asserted that ‘classification as a licensed deposit taker is not to be seen of itself as impugning the 
status of an institution – and certainly not the integrity and competence of its management or 
the good name of the institution’ ( Financial Times , 21 September 1981, p. III). 

 This was scant compensation. Names in financial services, as Provident well understood, do 
a lot more signalling work than marking a ‘good’ or safe institution. They say something about 
the history, type and character of the business. There was no avoiding that LDT was a lower 
‘goat-like’ status than bank ( Financial Times , 16 January 1981, p. 6). Opening Provident’s appeal 
against the decision in 1981, Anthony Graham-Dixon, QC, remarked that the name ‘bank’, 
meant people could expect ‘probity, prudence, honesty, security and sufficient services in width 
and depth’ to justify its use. LDT status not only did not convey such confidence but would 
prevent the company from continuing to trade under the People’s Bank name. The 1979 Bank-
ing Act, Graham-Dixon argued, was essentially a piece of consumer protection legislation that 
was being loftily interpreted ‘from the Ivory Tower of Threadneedle Street’ and not from the 
user’s point of view ( Financial Times , 16 January 1981, p. 6). Provident’s aim to bring full banking 
services to 17 million unbanked British adults primarily from the C2/D social categories, would 
be permanently halted if it was not allowed to call itself a bank. These arguments did not change 
the ruling, Provident published a bullish Annual Report in 1981 confirming their plans to roll 
out more People’s Bank branches but in July their appeal was refused.

  The tribunal accepted that People’s Bank provided four of the required services: current or 
deposit account facilities for members of the public or companies; overdraft or loan facili-
ties; foreign exchange services; and financial advice. But it decided that the size of the 
business in relation to the last two services was not of sufficient nature or scope to provide 
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the wide range of banking services of a positive nature so as to entitle the appellants to 
recognition as a bank. 

 (  Financial Times , 22 July 1981)    

  Epilogue 

 Posterity offers no certain clues as to what might have happened if the decision had gone in 
Provident’s favour. Perhaps a People’s Bank offering a broad banking service on relatively favour-
able terms would have contributed to the development of a more inclusive financial services 
sector? The loss of the name to a new regulatory environment however confirmed Provident in 
an alternate strategy that was as much part of the kind of organisation they had been ‘becoming’ 
over their long history, and particularly over the previous two decades, as the ‘poor man’s banker’. 
The company had always been a provider of credit to customers with scarce means but by the 
end of the 1970s it was steadily moving away from its longstanding techniques of risk manage-
ment by screening and stringent controls on the amount borrowed. 

 The introduction of vouchers offered a way of increasing the amount and the purposes 
Provident’s credit facilities could be used for, but vouchers were still tied to particular retailers. 
Towards the end of the 1960s, following the introduction of the more portable ‘paybonds’, Prov-
ident had begun to explore other means of diversifying beyond documentary credit. A number 
of smaller check traders started offering cash loans in the 1960s, and although Provident did not 
join them until 1972, its loan service grew very quickly. By the end of the decade, all three of 
the largest documentary credit companies offered loans through their agents (BPP, 1981). Prov-
ident’s loan book provided the group with £8.2 million of its £9.2 million pre-tax profit in 
1979. Loans were a significantly more expensive form of credit than checks or vouchers where 
customers shared the lending costs with retailers, but this did not deter customers. Provident, 
and its main competitors, saw customer numbers increase steadily through the 1980s, even as the 
importance of voucher and check trading diminished, towards an estimated 3 million by the 
early 1990s (Rowlingson, 1994). Rather than expanding by moving into more mainstream 
banking services, Provident consolidated its position by specialising in an ever more tightly 
defined ‘down’ market of ‘excluded’, ‘non-standard’ or ‘subprime’ borrowers. This continued 
into the 1990s as mainstream credit providers responded to the negative equity housing crisis 
with a ‘flight to quality’ (O’Connell, 2009; cf. Burton  et al . 2004; Langley, 2008). By the early 
2000s, documentary credit trading had almost disappeared and Provident informed the Office 
of Fair Trading in 2011 that it no longer issued trading checks or bonds of any kind. 

 In 2016, the  Financial Times  described Provident Financial as a rarity among UK lenders in 
having ‘had a good financial crisis’ (20 January 2016). The company now has four main arms; a 
credit card business called Vanquis Bank, Satsuma an online instalment loan product, a motor 
finance unit and its home credit, or doorstep lending, arm that still employs 5,000 agents. 
Vanquis, a credit card with an APR around 40 per cent, now accounts for almost two-thirds of 
the group’s products and the group is trying to scale back its doorstep loan business, which 
operates with APRs around 1000 per cent. Satsuma, which was launched in 2014 as a direct 
competitor to high profile payday loan companies like Wonga, has had little impact. The com-
pany’s recent history shows how much it continues to be shaped by the regulatory environment. 
Satsuma was intended to take advantage of the expected clampdown on payday lenders, while 
Vanquis has done well out of the tighter prime lending environment after the crisis. As a name, 
Provident Financial is accommodating enough for the group to navigate its specialism through 
the non-standard and near prime credit markets moving up, down and around the stream as 
conditions permit. The name lacks the specificity of both ‘clothing and supply’ and ‘People’s 
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Bank’ but this has ultimately allowed the group to operate fairly flexibly within the constraints 
set by its own history, language and regulation. With the benefit of hindsight, as an increasingly 
opportunistic lender that is not shy about pricing its specialist risks ‘correctly’, it may eventually 
have preferred the regulatory outcome it got. It is not so clear that its customers would agree.  

  Notes 

    1 Industrial assurance was a form of life assurance targeted at the poor and based on weekly doorstep 
collection that thrived in the UK, US, Australia, many parts of Asia and elsewhere until the late twen-
tieth century. See McFall (2014).  

   2 Just how roguish Victorian financial capitalism was is a matter of debate cf. Klaus (2015) and Kynaston 
(1995) but the volatility of nineteenth-century insurance, credit and savings organisations is well recorded.  

   3 All data from PCS (1930); PCS (1951); PCS (1961–75); O’Connell (2009).  
   4  HC Deb , 20 May 1963 678 107.  
   5  HC Deb , 4 August 1942 382 825–6;  HC Deb  11 September 1942 383 c506.  
   6 See 1952  HC Deb  13 March 1952 vol. 497 cc1695–719.  
   7 According to Eric Fletcher, MP Islington East HCD 13 March 1952 497 c1696; see also  The Economist  

(1963).  
   8  Financial Times, The Times  covered higher payments to shareholders than forecast on 21 February 1963.  
   9 A point  The Economist  also made in a 1963 article.  
  10 It probably also helped that Hugh Fraser was a shareholder;  TheTimes , 9 November 1962.  
  11 See ‘Provident Clothing expansion’,  The Times , Wednesday 4 March 1964, p. 17;  ‘ Provident Clothing’s 

good start’,  Financial Times , 26 March 1964, p. 18; ‘Provident Clothing good progress’,  Financial Times , 
18 February 1965, p. 16; ‘Provident Clothing moving ahead’,  The Times , 31 March 1966, p. 19.  

  12 ‘U.D.T. and Provident launch new personal credit scheme’,  Financial Times , 27 August 1964, p. 9; ‘Pay-
bonds’,  The Economist , 29 August 1964, p. 849; PCS (1964–66); BPP (1981).  

  13 ‘Provident plan US insurance deal’,  Sunday Times , 14 February 1965, p. 30; ‘Close link with Provident 
not likely, says Barclays’,  Financial Times , 5 June 1967, p. 5.  

  14 See PCS (1966, 1973) and ‘Provident Clothing record £8.53m’,  Financial Times , 22 February 1974, p. 
22. The  Financial Times  and  The Times  between them used words like ‘confident’, ‘happy’, ‘peak’ ‘boom’, 
‘boost’, ‘acceleration’, ‘strength’ in article headlines at least 13 times between 1968 and 1974 not to 
mention numerous references to increases, more, up, lifts etc. The FT used ‘Provident Clothing confi-
dent’ alone four times between 1970 and 1974 (5 March 1970; 9 September 1970; 7 September 1972; 
3 April 1974).  

  15 See especially Van Musschenbroek, K. (1970) featured article in the  Financial Times; Daily Mail , 19 December 
1970;  Financial Times , 19 February 1969; 1 June 1970,  The Times , 15 September 1971, 17 December 1973.  

  16  The Times , 22 February 1973, p. 24.  
  17 See Scott (1996) It was the biggest banking crisis of the twentieth century in the UK and occurred 

when heavy lending to the property sector led to the failure of a number of secondary banks and 
threatened the liquidity of the entire banking system.  

  18  Financial Times , 18 January 1977,  The Times , 10 January 1977, p. 17, 22 February 1977, p. 24.    
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  Introduction 

 Reflexive relations of finance and regulation point to the importance of shadow banking and its 
role for global financial hierarchies. Pierre Bourdieu discussing the production of the economic 
field accentuated the power struggle involved when it comes to processes of (economic) inte-
gration. This chapter, thus, highlights the role of shadow banking and its regulation for integrat-
ing the global financial field. Following Bourdieu, it argues that the homogenisation of the 
standard setting discourse, i.e. international financial regulation, after the recent financial crisis 
further concentrates the resources for domination on a global scale via the reflexive process of 
finance and its regulation along the problem of shadow banking. 

 Shadow banking is understood as a focal point for the performance of finance and its regu-
lation. The chapter shows how these two fields interact and, indeed, how they constitute each 
other. The co-constitutive forces shape and make (shadow) banking, its bubbles, crises and they 
perpetuate dominance in the present, increasingly integrated ‘global economic field’ (Bourdieu, 
2005). Globally shared standards and therefore an integrated financial and economic system 
provide for a synchronic experience of financial practices and crises (Nesvetailova, 2014; 
Kalemli-Ozcan, Papaioannou and Peydro, 2013; Frankel and Rose, 1998). Standards for such 
integration, however, put further emphasis on regulators as co-drivers for the perpetuation of 
dominance throughout the financial field. 

 The so-called run on the shadow banking system in 2008 had been followed by a reform 
agenda which is now at the point to integrate shadow banking practices into international reg-
ulatory frameworks, in particular via ‘simple, transparent and standardised (STS) securitisation’ 
(EC, 2015; BCBS and IOSCO, 2015). Whereas the Financial Stability Board (FSB) and others 
support ‘non-bank credit intermediation’ as it ‘provides a valuable alternative to bank funding 
which supports real economic activity’ (FSB, 2014b), it is still open for discussion what this 
actually means for the financial field and for relations of political dominance therein and beyond. 

 The chapter proceeds in two steps. First, it positions reflexivity on a field level and points to 
the central position of shadow banking for further homogenisation in finance. Second, the chap-
ter provides a more granular reconstruction of the present regulatory discussion regarding the 
reflexivity of shadow banking which marks a central node for the further integration of the 
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global financial field. The chapter concludes then with the central political and social implica-
tions of recent financial governance, i.e. an increasing dominance of an ‘economistic’ against a 
political-democratic rationale.  

  Politics of reflexivity 

 The use of reflexivity in social science broadly understood relates to the subject/object distinction 
and to their co-constitutive performance often applied to the researcher and her reflexive relation 
with the (social) world she studies (Hamati-Ataya, 2013; Leander, 2002; Lynch, 2000; Woolgar, 
1988). Here, Pierre Bourdieu fosters the self awareness of the sociologist in analysing the sociality 
around her. Reflexivity in this way seems to be bound to individual (human) capacities to see the 
world and their part in the making of the (social) world. In economic sociology such an anthro-
pological style of research contributed to a better understanding of practices and conditions of 
social exchange within the financial field (e.g. Zaloom, 2006; Riles, 2011; Abolafia, 1996). 

 Complementary, this section highlights a further style of reasoning when it comes to reflex-
ive relations, i.e. to observe how homogenisation of the financial field has spread after the 
post-crisis reform agenda through the relation between financial practices and financial regula-
tion. Not just in times of crisis, researchers may question their own stand to describe a reality 
not yet in place. However, an experience of crisis usually interferes with a taken for granted logic 
of how ‘things’ happen and such an experience therefore calls for more foundational adjust-
ments. These may happen through a basic reconfiguration of categories within a theory in order 
to adapt to a new series of events and hence to change the normal behaviour of doing research. 

  Reflexivity and its subject 

 A reflexive understanding problematises standard positivist assumptions like objectification, gen-
eralisation or causation. Events of crises indeed may question the very definition of what such 
categories may refer to. Such events might question theoretical and methodological underpin-
nings (as well as delineation) of disciplines. Reflexivity in this sense is not only bound to the 
relation of a researcher and her object but also related to the performance of a social context 
which makes her a researcher, for instance a sociologist, and her object an object of study, for 
instance, perceived as being a (or in) crisis. Object and subject gain their specific role thereby not 
from an outer (empirical or scientific) world but through a specific compatibility of (or conflict 
within) social fields (Bourdieu, 1985). Events are thus not already present but are continuously 
constituted via compatible references regarding their presence. 

 The event of a financial crisis is thereby made obvious through how different observations 
relate to each other. For the present crisis two forms of observation seem indicative to under-
stand its roots, consequences and how it is to be overcome: innovations in financial practices and 
their regulation. Both aspects share a considerable focus on the ‘problem’ of shadow banking. 
Indeed the notion of shadow banking itself is a by-product of a crisis experience represented in 
a recent and widely shared regulatory discourse. Such reflexive perspectives on the discursive 
conditions of crisis and finance had rather not been centre stage (for an indicative exception see 
Dorn, 2011). 

 Understandably, a probably larger social fraction demanded ways to compensate their losses 
or increase their profits within and after the financial turmoil. An investor’s opinion on reflexivity 
might have been more useful than the one of a passed away sociologist. What Bourdieu, and 
indeed already quite a while ago, argued however was that an increasing homogenisation of 
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economic fields in the context of fast information technology goes along with the perpetuation 
and strengthening of relations of dominance already present: ‘We know that, as a general rule, 
formal equality in a situation of real inequality favours the dominant’ (Bourdieu, 2005, p. 225). 

 Frequently, the notion of reflexivity seems to be reserved for the interaction of the researcher 
with her field. In contrast to this perception, more systemic approaches à la Parson or Luhmann 
account for the interactions of different fields (to stay with the Bourdieusian parlance) that con-
tain and produce research subjectivities and their objects. The observation of such a reflexive 
interplay brings to light how second order observations (now to stick with a Luhmannian gram-
mar) constitute and indeed are able to perform each other. 

 The regulatory discussion concerning shadow banking serves as an exemplar to show how 
the reflexive relation of the regulatory discourse interacts with the practice of banking and how 
this interaction performs systemic (in)stability. Whereas broader (economic) discussions under-
stand this as a kind of feedback loop of regulation and innovation (sometimes referred to as 
‘reflexive governance’, Voß, Bauknecht and Kemp, 2006), the point being made here is that the 
present state of the international financial architecture hardly allows for the distinction between 
the ‘fields’ of practice and prescription and thus for the assumption of pre-set entities (be it 
institutions or events) triggering each other. 

 Positivist approaches try to overcome this problematique of resemblance through an exten-
sion of ‘surveillance’ capacities, thereby gaining a higher degree of granularity regarding the field 
and thus being able to frame hypotheses accordingly (Fligstein and McAdam, 2012, p. 188). 
Consequently, a problem of explanation points to a problem of data availability and thereby 
forgetting about methodologically and theoretically rooted limitations of perspective. The con-
stitutive practice of information computing, however, already and reflexively pre-sets the range 
of possible understandings in accordance with methodological/theoretical needs for explanation 
and surveillance techniques set in place. Thus, data generation is closely related to the structure 
of dominant modes of research that, in turn, points to the reflexive politics of an object/subject 
distinction. 

 In the case of financial regulation and financial practices respectively, the empirical fixation 
of the problem of shadow banking associated with data generation, the need for transparency, 
standardisation and complexity reduction, as useful as such enterprises may be, rather points to 
the already present structure of dominance which may hardly be separated from the form of 
knowledge production. The reflexivity of the financial field can thereby be traced along the 
making of the financial architecture concerning the ‘problem’ of shadow banking briefly out-
lined below.  

  Reflexive financial architecture 

 The new financial architecture after the crisis – and thus the practice of shadow banking – 
points to the plea for an economic sociology of law in recent years (Ashiagbor, Kotiswaran and 
Perry-Kessaris, 2013; Swedberg, 2003), as the transnational legal structure of finance highlights 
the convergence of different disciplinary perspectives. Indeed, what has already and often been 
shown is how the distinction of an economic, political, legal or social sphere rather resembles a 
modernist/positivist ideology of clear-cut categories to be found ‘out there’. This is further 
accentuated via the performativity literature, which provides one entrance point to counter such 
macro causation short cuts via a focus on how (financial) things unfold (Callon, 2010; Aspers, 
2007; MacKenzie, 2003). In this way, the ‘problem’ of shadow banking indicates the construction 
of certain perspectival categories and hence how such categories and their relations very much 
depend on reflexive relations. 
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 International exchanges are not immediately visible on the banks’ balance sheets though they 
are backed by shared legal understandings be it for appropriate collateral, haircuts or price-
formations more generally. In this way, shadow banking provides a contemporary representation 
of how the global economic field is sustained and enlarged through rapid financial flows seem-
ingly disconnected from national jurisdictions or other social formations. In contrast to a sover-
eign prerogative to contain markets, financial engineering not only synchronises financial 
categories like capital, profitability or the scope for transactions but this practice also functions 
as a constitutive driver for transnational harmonisation of financial standards. 

 Even though practices of shadow banking enable the circumvention of balance sheet restric-
tions, these practices are adaptive to international capital flows increasingly defined via interna-
tional financial rules. Capital requirements in this respect are a central node to understand this 
evolution as they define the profitability of the bright as well as the gravity of the shady side of 
finance. This shared horizon for (shadow) banking activities defines and differentiates the notion 
of capital on a global scale and increasingly harmonises the strategies also for shadow banking 
activities. Indeed, the present regulatory agenda along the Basel III reforms put further empha-
sis on responsive capital standards based on respective financial or economic conditions. Legal, 
financial or economic rationales are thereby intertwined and create the space for shadow bank-
ing practices. 

 The problem of shadow banking for financial stability triggers a more responsive regulatory 
framework, especially regarding the structure of banks’ balance sheets. This concerns, on the one 
hand, more transparent ‘look through’ capacities for regulators in order to see how banks relate 
to the shadow banking system via special purpose vehicles or the like (as a micro perspective); 
and, on the other hand, the new regulatory environment points to an automatic adaptation to 
more general economic conditions, for instance related to investment regions (bringing in a 
macro-prudential regulatory perspective). Both aspects further increase the reciprocity of differ-
ent legal, financial and economic fields and provide for a deeper integration of global financial 
exchange. 

 Leading indicators such as GDP growth, main calculatory practices regarding risk or an inbuilt 
feedback loop to increase the sensitivity of regulatory practices point to the mechanistic under-
standing of closely interconnected financial machinery. Thereby, the political role of regulatory 
institutions or, more broadly, the reflexivity of social relations and financial exchanges are hidden 
behind a functional logic that excludes a more contested perspective besides efficiency, transpar-
ency or data mining. In the following section, two aspects (risk calculation and intermediation 
chains) of present financial practice are exemplary to show how harmonisation is enhanced via 
the reference to the shadow banking system and by leaving peripheral alternatives aside.   

  Reflexivity of shadow banking 

 Confronted with the global implications of shadow banking contraction, the G20 put up a reg-
ulatory agenda focusing on stabilising the financial system and thereby also the shadow banking 
sector. Even though the notion of shadow banking created a new epistemic basin for the present 
financial system as it brought together legal, economic and also political discussions regarding 
modern finance – its indicated fallacies had already been discussed some time before. The impli-
cations of complex securitisation (Plantin, 2011), the use of special purpose vehicles (Gorton 
and Souleles, 2005), problems of off-balance-sheet activities (BCBS, 1986) or the problem of 
systemic risk (Hellwig, 1995) and the need of macro-prudential regulation (Borio, 2005) had 
been on the table already before the notion of shadow banking came up though it further 
aligned these debates (FSB, 2013). 
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 Considering that the shadow banking system generates ‘benefits for the financial system and 
real economy, for example by providing alternative financing to the economy and by creating 
competition in financial markets that may lead to innovation, efficient credit allocation and cost 
reduction’ (FSB, 2014b),  ex post  regulatory proposals can also be read as a blue print to normalise 
such intermediation chains and risk mitigation strategies. The different Basel frameworks for 
banking regulation connected the international banking system more closely by providing com-
mon standards especially for capital and capital transactions. Thereby, securitisation could be 
pursued within an internationalised market and via a common understanding of risk leading to 
financial exchanges decreasingly hindered through jurisdictional diversity. 

 Most recently, the problem of shadow banking provided for a focus on responsive instruments 
of international financial regulation. Regulatory standards for capital should be related to contex-
tual conditions and they should account for new information about present and future develop-
ments of markets. These changes in turn affect the solidity of the capital basis of banking institutions. 
Such a new paradigm for regulatory standards sets the stage for a marketisation of regulatory 
adjustments. Shadow banking thus provides a central link for financial and ‘regulatory markets’. 
Two discursive nodes are discussed below as they exemplarily show how, first, off-balance-sheet 
activities produce and sustain (shadow) banking and, second, how balance sheets are managed via 
calculatory practices of risk. 

  Off-balance credit intermediation 

 The sensitivity of financial regulation increased compared to the Basel I framework. Financial 
innovations structure asset portfolios in order to benefit from the more complex risk hierarchies 
implemented via Basel II. However, what appears in the first place as a success of the regulatory 
process turns out to trigger demand in tailored investment products off the banks’ balance sheets. 
Shadow banking could produce such products and gained importance for (global) financial 
intermediation (Plantin, 2014). Or as the Joint Forum states: ‘[b]ecause the Basel II framework 
is more risk sensitive, it is likely to have a material effect on bank investors in terms of their 
interest in various types of securities’ ( Joint Forum, 2009, p. 18). 

 Such reflexive dynamisms display how the problem of shadow banking sustains the regula-
tory discourse with regard to the notion of risk. First, it positions the term as a central node 
for regulatory organisation and second it inscribes its implication into daily regulatory and 
bank governance. A further perspective points to how the transmission of credit through 
chains for intermediation further shifts the power from regulatory to bank governance, 
whereby the problem of shadow banking provides a catalyser for the enlarged authority of 
financial rationales in contrast to societal functions such as credit provision, financial stability 
or social security. 

 Most comprehensively, shadow banking is defined as non-bank intermediation (FSB, 2011). 
This points to the critical moment after the Lehman failure in 2008 triggering a run on the 
shadow banking system. What seemingly made traditional bank runs old fashioned did not apply 
to modern shadow banking as for this sector there was no deposit insurance scheme in place 
or an intervention routine by central banks. Hence, the collapse of the shadow banking sector 
and its opaque interconnectedness to the traditional banking sector is still a main target of the 
regulatory agenda (IMF, 2014; FSB, 2014a). 

 What was and sill is needed to manufacture money-like securities is a high degree of stan-
dardisation, i.e. a high degree of information insensitivity paired with broadly accepted standards 
for transparency. Both had been delivered through the standardisation of asset classes (like secu-
rities backed by prime mortgages) and external ratings provided by credit rating agencies. 
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Together these aspects define the regulatory capital needed in order to back up investments into 
such products. This combination created an ‘opaque’ and at the same time clear investment 
incentive in favour of asset-backed securities and securities thereof (Gorton, 2015). 

 The expansion of the shadow banking system reflected a shared feeling of having enough 
information about abstract categories, like a senior tranche of a mortgage portfolio. Further, risk 
calculations regarding the construction of the structured investment products made them appear 
to be immune to detailed disclosures of the performance of individual mortgages. Thereby the 
roll-over risk produced via the transformation of single mortgages with long-term maturity into 
short-term securities could be put aside not only to spaces off the balance sheets but also to a 
gullibility towards financial engineering. The construction of risk neutral special investment 
vehicles or entities had been central to facilitate the packaging and repackaging of such debt in 
the shadow banking system. 

 The calculation of risk relates to how banks interact (interconnectedness), their lending along 
economic circles (procyclicality), their indebtedness (leverage ratio) and the size of banking 
institutions (too-big-too-fail problematique). Each source of risk has now been counterbalanced 
via increased capital buffers or lending and borrowing limits to be fully implemented by 2019. 
Even though shadow banking has often been presented as the other side of banking, the largest 
(investment) banks made broad usage of the arbitrage opportunities via the cash flow structure 
of the shadow banking system ( Joint Forum, 2015, 2009). 

 Within the new regulatory environment and via dynamic capital requirements for banks, 
shadow banking practices are increasingly connected to the traditional banking sector. Via more 
comprehensive transparency standards for banking, their trading books and an overall leverage 
limit, banks’ balance sheets are now more reactive to developments in financial markets. This 
heightened reflexivity between regulation and the day-to-day practice of banking had been 
brought forward via the centrality of shadow banking for modern finance. The purpose of 
the new regulatory environment was hence rather directed to integrate the environment of 
complex securitisation into common international standards than to abandon these practices 
all together. 

 The shadow banking system enables banks to manage their balance sheet in a more attractive 
way for their shareholders when profitability increases (FSF, 2008). It creates financial products 
to still high and low risk appetite through its ability to differentiate risk exposures. It combines 
risk mitigation strategies through liquidity facilities, credit default swaps and cash flow waterfalls 
to produce what turned out as ‘pseudo-risk-less’ (Stein, 2010) securities being safe in good times 
and highly risky in bad ones. 

 Indeed, securities (i.e. collateral-backed financial instruments) can function as a form of 
money within and beyond the shadow banking system through which interconnections of the 
traditional and shadow banking sector are sustained. Similar to government bonds, highly rated 
collateral-backed securities serve as collateral for repurchase transactions - a highly liquid means 
for exchange of value. Thus, shadow banking opens up a way to create debt in a seemingly 
very profitable and at the same time low risk way as long as most parts of the financial system 
remain intact. 

 Despite the recent crisis, the failure of the shadow banking system showed the contemporary 
transformation of the credit system that is sustained via the post crisis approaches to make the 
financial architecture more resilient. The reflexivity of the shadow banking sector, in this sense, 
inscribes the exception of off-balance-sheet activities into the normality represented by the 
regulatory body. The implication of the present transformation of the financial system is thereby 
hardly one of reform with regard to social and political challenges but rather one of the mech-
anistic necessity to keep finance functional in and of itself.  
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  Calculating risk 

 A further force for the increasing integration of the financial field goes along with the evolution 
of the concept of risk. Via the modern understanding of risk as an almost reified parameter, its 
calculability merged different aspects of the financial field and enabled connectivities to other 
social realms (Beckert and Berghoff, 2013; Kessler, 2007; de Goede, 2004). The following analy-
sis turns to the role of risk within the context of shadow banking and its regulation. The dis-
course on the problem of the shadow banking sector highlights the limits of risk calculations 
during times of systemic changes. 

 Such events seemingly could not be translated into appropriate risk categories by rating agen-
cies and associated losses could not be adequately dispersed via financial innovation. The ‘black 
swan’ became a sudden symbol for the limits of inductive reasoning in finance and thus of the 
modelling toolbox on which the shadow banking system relied. Contrary to the traditional 
banking sector, where central bank liquidity and regulatory capital provide certain resilience in 
times of unforeseen stress, shadow banking could operate in a (non)legal space of the balance 
sheets and hence outside of regulatory constraints on leverage (Ferrante, 2015; Plantin, 2014; 
Ordonez, 2013). 

 A central driver for this evolution was the inclusion of a portfolio invariant risk conception 
into regulatory standards. This established a singular understanding of risk, meaning that risk 
can be calculated and compared independently of its locality, temporality or associated agency 
(Kessler and Wilhelm, 2013). Thus, ‘diversification effects would depend on how well a new 
loan fits into an existing portfolio’ (BCBS, 2005, p. 4). The respective portfolio is made up of 
risk-weighted assets that undergo a mark-to-market valuation. In this way, banks are asked to 
manage their balance sheets according to market variations in a shared governance system to 
keep up with the regulatory demands concerning their respective capital requirements (and 
profitability). 

 The inscription of credit ratings for financial institutions and products produced a wide-
spread standard along which the risk structure of a bank’s balance sheet could be calculated. 
When market developments stay within the projected range of risk analyses, credit ratings pro-
vided the ‘facts’, which ‘suffice to determine the capital charges of credit instruments’ (BCBS, 
2005, p. 4). However, the underlying formulas to calculate the needed capital contain intuitions 
about how markets should function. Though, looking at them after an event of crisis, these intu-
itions seem to apply only if they had not widely been built into the financial instruments align-
ing the banks’ balance sheets to each other via regulatory ‘incentives’. 

 One intuition in-built into capital requirements calculation is that capital charges for long-
term obligations should be higher than for short-term exposure. Lower capital charges for short-
term investments and similar investment strategies used, for instance, by money market funds 
created demand and thereby an investment incentive for an ‘efficient’ maturity transformation, 
i.e. to roll-over long-term investment via the issuance of short-term debt by off-balance-sheet 
entities. To do so, the shadow banking system made use of collateralised debt securities, which 
were increasingly assumed to be money-like liabilities that could be produced more efficiently 
than by the traditional and regulated banking sector (Plantin, 2014). 

 The notion of risk, also brought forward by joint regulatory standards, could thereby, on the 
one hand, align the demand for financial products and, on the other, sustain the institutional 
structure able to provide tailored investment products fitting the requirements of investors and 
thus of internationally shared understandings of financial regulation. Shadow banking in this 
sense is closely related to the specific understanding of risk sustained via regulatory demands. 
The notion of ‘enhanced risk sensitivity’ provides a further perspective into the dynamism of 
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how a shared understanding of risk enables and limits possible practices in the shadow banking 
sector via increasing sensitivity to the calculatory standards of risk. 

 The European Banking Authority points ‘to “qualifying” securitisations across the hierarchy 
of approaches, aimed at further increasing the risk-sensitivity of the bank capital treatment of 
securitisations’ (EBA, 2015, p. 8). Thus, the practices of securitisation shall be further included 
into the regulatory body assuming that thereby banks follow the product structure to be set by 
the regulatory authorities. This indeed affects the business model of banking and therefore also 
the capital flows accordingly. The statement gives further insight into the understanding of risk. 
It is being seen as distinct from financial products. Risk could affect them but they are them-
selves not understood as part of risk creation. In this sense, the sensitivity approach becomes 
circular if risk is itself a very product of financial markets and not an external effect. 

 The Bank for International Settlements complements the view on the perception of risk as 
an external effect by arguing that some financial products are insufficiently sensitive to risk, 
especially sovereign exposures. Their preferential treatment indeed ‘weakens the risk sensitivity 
of regulatory requirements’ (BIS, 2015, p. 113). The implication of this statement seems to be 
rather close to the Bourdieusian argument that an increasing homogeneity of the financial field 
strengthens the structure of dominance already in place. The consequence of the argument 
above could be read as a differentiation of sovereign risk according to the compliance to the 
rationale of the financial architecture and hence financial dominance already in place. 

 The European Systemic Risk Board provides a further example of how the structure of 
dominance is not only sustained but how it could also be more effectively inscribed into reg-
ulatory demands. In a context of differentiated sovereign risk, banks are incentivised to widen 
their capital basis in order to provide a more resilient balance sheet (ESRB, 2015, p. 20). 
Thereby the hierarchy of sovereign risk indicated before gets institutionalised via the capital 
structure of banks. It increases demand for ‘jurisdictional safe havens’ again supporting the 
mechanisms of dominance in place and weakening or rather excluding alternatives for financial 
governance.   

  Conclusion 

 This snapshot of the regulatory context regarding the practice of shadow banking provides an 
indicative example of the reflexive drivers in favour of increasing homogenisation. Following 
Bourdieu, the standard setting discourse of international financial regulation after the recent 
financial crisis further concentrates the resources for domination on a global scale, especially as 
indicated via the perpetuation of shadow banking into international capital flows. It thereby 
fixates the prerogative of financial rationales and excludes political contestation, which might 
possibly be able to question the structure of dominance in place. Indeed, the post-crisis dis-
course on shadow banking vividly shows how financial practice and regulation further install the 
pre-crisis disciplinary and political hierarchy. 

 The notion of risk and the institutional structure in place provide for compatibility for finan-
cial exchanges, their profitability and their regulation. The focus on new rules for securitisation 
sets the stage for the shadow banking system to be come impregnated by the present distribution 
of dominance in financial markets. Policy prescriptions promoting heterogeneity to standards for 
financial activities are rather exceptional, whereas the intentional insertion of inefficiencies as 
provisions for higher resilience of financial entities (i.e. higher capital ratios) seems to be exactly 
what is omitted by the further evolution of market-based credit intermediation. 

 A new contextual phenomenon in contrast to prior histories of financial turmoil is that 
innovation now concentrates on time rather than on space. For instance, space related offshore 
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settings to avoid taxes seem rather echoes from the past international order even though the 
recent ‘discovery’ of the so called Panama papers provides an excellent view into past and present 
possibilities for ‘efficiency gains’. 

 Regarding time, we can observe at least two new forces, which expand (high frequency trad-
ing, Lenglet, 2011) and compress (risk calculation, de Goede, 2004) temporal horizons. The 
former tendency triggered a fragmentation of markets to the advantage of market operators and 
high frequency trading firms, whereas supervisory entities are hardly able to actually understand 
let alone prevent failure. The latter tendency uses accelerated computing capacity in order to run 
more complex risk modelling and thereby compressing more data about possible futures and 
opening up ever more possibilities for financial innovation. 

 These two dynamics complement each other in a way, which makes it more and more diffi-
cult to grasp not only the economic but also the political consequences of present financial 
markets. Subsequently the new shadow banking relies on a fragile and hidden framework for 
financial exchange generating profits in the present and deferring possible systemic failure, and 
hence widespread losses into a precarious future. The further evolution of shadow banking thus 
provides a wide opening for research into the reflexive interaction of financial innovation and 
regulation, not as separate forces but as an intersection which indicates how financial markets 
express contemporary hierarchies of domination seemingly very much apart from democratic 
decision-making about the societal location for international (shadow) banking.  
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  Introduction 

  There is growing recognition that the dispersion of credit risk by banks to a broader and 
more diverse group of investors, rather than warehousing such risks on their balance sheets, 
has helped to make the banking and overall financial system more resilient. 

 (IMF, 2006, p. 51 cited in MacKenzie, 2009a, p. 73)  

 What precipitated the global financial crisis of 2008 and why were structures of corporate gov-
ernance unable to avoid or prevent it? The intention of this chapter is to offer some partial 
illumination of these questions by making corporate governance its focus. Its premise is that the 
way financial organizations, such as banks and insurance companies, do business, including their 
use of financial instruments, is contingent upon the conception and associated structures of 
corporate governance that are ostensibly designed to regulate – enable but also constrain – their 
activities. 

 When reflecting on the role and significance of governance in ‘the corporate failures of 
the first decade of the 2000s’, Deakin (2011) observes that a distinctive form of corporate 
governance – what he calls ‘ shareholder-value oriented corporate governance ’ – ‘provid(ed) an import-
ant part of the external context of financial instability, and exacerbate[ed] the misalignment of 
incentives within firms’ (ibid, pp. 34–5). Shareholder-value-oriented corporate governance 
currently defines the parameters of ‘best practice’ by giving emphasis to a number of elements: 
the separation of chair and CEO roles, external monitoring, the presence of non-executive 
directors, and so on (see Veldman and Willmott, 2016). These elements, it will be argued, affirm 
rather than restrain, and effectively obscure rather than challenge, a conception of the corpora-
tion as a nexus of contracts in which, as Deakin (2011, p. 40) puts it, the corporate form ‘is seen 
as an object of financial arbitrage’, rather than, say, a legal fiction that is potentially amenable to 
serving a plurality of stakeholders (Stout, 2012). 

 The chapter seeks to shed light on why the calculations relating to financial products – notably, 
the rapid growth in securities taking the form of collateralized debt obligations (CDOs) that 
preceded the financial crisis – proved to be so recklessly optimistic, abjectly cynical or stunningly 
naïve. To this end, its focus is upon the normalization of the sale of subprime mortgages and 
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their securitization during the years running up to the crisis. On the ‘demand’ side, the chapter 
attends to deregulation and, more specifically, to the relaxation of restrictions – specifically, those 
associated in the US with the reform of the Community Re-investment Act (CRA) – that 
fuelled the sale of huge volumes of subprime mortgages. Without the participation of previously 
`redlined’ communities in this market, far fewer subprime mortgages would have been packaged 
into CDOs. Turning to the ‘supply’ side of the normalization of the subprime mortgage market, 
I emphasize the limitations of the corporate governance of the financial institutions engaged in 
the securitization business. Other studies have highlighted failures of corporate governance in 
general terms (e.g. Loughrey, 2013; Vasudev and Watson, 2012; Sun, Stewart and Pollard, 2011). 
Here I take the example of American International Group (AIG), a company that had, in many 
respects, model governance structures, yet was found to be wholly incapable of monitoring and 
restraining its engagement in the writing of credit default swaps (CDSs) as hedges against the 
risks of defaulting CDOs, with catastrophic consequences. 

 The present analysis shares MacKenzie’s (2009) assessment of the central role of CDSs and 
CDOs, including synthetic CDOs (see Roberts and Jones, 2009), in precipitating a financial 
crisis of such depth and duration. But it also qualifies and situates the explosive ‘success’ of these 
financial instruments in relation to other elements that comprised the ‘perfect storm’. I focus 
upon securitization and corporate governance not least because, within organization studies, 
the paucity of analysis of financial institutions, products and markets is disproportionate to their 
influence. Moreover, scholarly consideration of corporate governance has been marginalized by 
regarding it as a specialist domain reserved for, or monopolized by, other academics (e.g. 
accountants, lawyers and behaviourists) rather than as a field of study integral to the analysis of 
organization(s). 

 The chapter begins with an overview of the context of the global financial crisis (GFC). 
Its anatomy is then examined, focusing upon the centrality of securitization in the meltdown 
before addressing directly the conditions which permitted the huge expansion of the subprime 
mortgage market. Having sketched some distinguishing features and backdrop of the GFC, 
attention is directed to the corporate governance of AIG, the firm that received the largest 
bailout. It concludes by reflecting upon the centrality of the shareholder value model in the 
run-up to the financial crisis as banks sought out new sources of such value in the subprime 
mortgage market and suggests that avoidance of a future crisis will require a radical change in 
the principles of corporate governance.  

  The context 

 During the decades running up to the financial crisis, a belief in the efficiency of markets 
combined with a shareholder-value oriented conception of corporate governance facilitated 
financially driven growth fuelled by access to sources of cheap credit. The ‘new growth model’, 
which Crouch (2008) has characterized as ‘privatized Keynesianism’, provided income streams 
by generating credit from available assets. In the UK context, the model promoted a permissive, 
re-regulation of financial markets which was announced in the UK by Big Bang (1986). At the 
heart of the ‘new growth model’ is a faith in markets as efficient allocators of resources and an 
antipathy to interventions by the state, including a philosophy of regulation of markets that must 
be light-touch and supportive. Concerns about ‘society’ and ‘social justice’ are marginalized as they 
are considered to be misconceived, given that the removal of restrictions and the operation of less 
fettered markets will ‘lift all boats’ as wealth ‘trickles down’ to benefit everyone. From the 1980s, 
successive administrations in the UK and the US seemed to assume that there was problem – 
such as meeting the challenge of making home ownership more widely available – for which 
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the forces of the market, however convoluted and re-regulated, was not the solution. This phi-
losophy is also evident in a conception of corporate governance that treats firms as bundles of 
assets to be analysed, restructured and traded using financial techniques; likewise, executives are 
incentivized with stock options and performance-related bonuses to pursue shareholder value 
maximization (Davis, 2009). 

 The chief threat to the ‘new growth model’ was identified as inflation: economists, regulators 
and politicians deemed the rate of inflation to be the primary benchmark of economic stability.  1   
Preoccupied with its control, much less attention was paid to other risks, such as those associated 
with the neo-liberalization of financial markets and the possibility, however apparently remote, 
of their meltdown. The seemingly limitless expansion of the financial sector was celebrated as 
key to the miraculous rejuvenation of an economy that only twenty years earlier had been 
dubbed the ‘sick man of Europe’. 

 Inflation, rather than any thought of a meltdown, exercised the minds of macroeconomic 
policy experts in the months preceding the GFC. The preoccupation with inflation is apparent 
in a speech given by the Governor of the Bank of England in January 2007, just a few months 
before the collapse of Northern Rock which precipitated the first run on a UK bank in 150 
years. Flattering his audience of Birmingham businessmen, the Governor proclaimed that ‘It is 
indeed much harder to run a business than to run a central bank’ – an ostensibly self-effacing 
claim that was soon to be severely tested. The Governor then stressed that:

  it is our duty is to ensure that you do not experience the macroeconomic instabilities of the 
past  and that we keep inflation on track to meet our 2% target . Stability is in your interest just as 
much as mine. 

 (King, 2007, emphasis added)   

 The policy of maintaining a low rate of inflation, combined with a comparatively low cost of 
credit, resonated with an expectation of continuing growth undisturbed by ‘macroeconomic 
instabilities’. There could be few clearer indications of how, amongst the guardians of financial 
institutions and markets, embodied in the figurehead of the Governor, the possibility of sys-
temic risk and meltdown had seemingly been erased from their collective memory. It was, 
apparently, taken for granted that neo-liberal, market-centric policies and their associated, 
self-regulating practices would smoothly deliver a combination of low inflation and steady 
growth that, in the words of UK Chancellor Gordon Brown, would ensure ‘no return to boom 
and bust’. 

 Confidence that stability and growth was assured so long as inflation was controlled encour-
aged ever-higher levels of gearing (debt-to-equity ratio) – not only by corporations, especially 
the investment banks, but also by consumers of financial products (e.g. households that take on 
mortgages and other forms of credit, such as loans for car purchase). Ballooning debt fuelled a 
rapidly expanding financial sector in which institutions competed to survive and grow by making 
highly leveraged acquisitions, the most spectacular of which was that of  ABN Ambro  by  RBS  and 
its minor partners  Fortis  and  Banco Santander . The example of RBS, but also AIG which is 
considered in some detail in a later section, is illustrative of how, in the UK and the US, an 
unshakeable belief in continuing growth and financial stability followed from a subscription to 
the logic of neo-liberal economic policy. 

 Prior to 2008, there was, as the opening quotation from the International Monetary Fund 
(IMF) indicates a massive expansion in the development and use of financial instruments (nota-
bly, derivatives) facilitated by what the IMF terms ‘the dispersion of credit risk’. Notably, there 
was an explosion of mortgage-backed securities (a form of CDO) as home loans were made 
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more accessible to ‘subprime’ applicants, and applications were accepted which previously had 
been declined or redlined. Penetrating the home loans market more deeply, by making mort-
gages easier to obtain and cheaper to service through the alchemy of securitization, massively 
swelled the revenues of the financial institutions as well as the bonuses of traders dealing in those 
securities. Securitization was at the epicentre of a ‘loads of money’  2    Zeitgeist  in which ‘maxing 
out’ credit/accumulating debt became an imperative for consumers and corporations alike. For 
corporations, the substitution of debt for equity capital, tacitly underwritten by an apparently 
remorseless rise in asset values (e.g. property), offered an irresistible means of increasing divi-
dends and capital growth. For consumers, equity release and/or juggling credit cards presented 
an effortless way of compensating for a squeeze on wages and related benefits. As an article 
published in  Harpers Magazine  in May 2006, two years before the financial meltdown, pre-
sciently observed in relation to the aspirational as well as the avaricious appeal of mortgage 
borrowing:

  the biggest incentive to home ownership has not been owning a home  per se  but rather the 
eternal hope of getting ahead. If the price of a $200,000 house shoots up 15 percent in a 
given year, the owner will realize a $30,000 capital gain. 

 (Hudson, 2006, p. 41)   

 As the article goes on to note, referring directly to the guru of modern macroeconomic pol-
icy, Alan Greenspan, the home equity loan bubble made a substantial contribution to the US 
economy:

  In a study last year [2005], Alan Greenspan and James Kennedy found that new home-
equity loans added $200 billion to the U.S. economy in 2004 alone . . . 

 (ibid., p. 41)   

 During the years preceding the global financial crisis (GFC), private indebtedness supplemented, 
and progressively replaced, public borrowing as a significant generator of economic activity. 
Consumers but also executives who failed, or declined, to avail themselves of cheap credit by 
leveraging their equity in order to invest in property (or go on acquisition sprees) were evidently 
financial dunces: they were ‘missing a trick’ and risked ‘being left behind’. Those in possession of 
a modicum of  nous  eagerly plunged their snouts deeper into the credit trough as, obviously 
enough, asset prices were ever-rising. For homeowners, equity could be released or debts 
increased on the basis of paper capital gains. With regard to US-based investment banks, their 
leverage had, until 2003, been limited by the Securities and Exchange Commission (SEC) to 
12 times capital. In 2004, it was raised to 40 times capital and compliance was made voluntary. 
In effect, the determination of the appropriate (prudent) ratio became a matter of internal cor-
porate governance. Bonuses would be correspondingly boosted by raising these ratios to their 
upper limits. Unsurprisingly, in the absence of external regulation, asset-to-equity ratios in 
investment banks reached the upper 30s prior to the crisis. It was these ratios that resulted in the 
force and acceleration of the deleveraging dynamic that, in 2008, was precipitated by the crash 
in asset prices. 

 It transpired that the apparently relentless rise in asset prices depended upon a strong faith in 
the governance of the lenders about how the loans were financed, and how the pricing of risks 
attached to them were calculated (and hedged) using seemingly sophisticated models and opaque 
financial instruments, such as CDOs and CDSs. This faith turned out to be ill-founded – and 
possibly wilfully so – at least in the case of traders employed by the biggest of the financial 
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institutions. They had not failed to notice that the rewards (e.g. performance related bonuses) 
were immediate and tangible, while sanctions were non-existent or distant and hypothetical. For 
others, as the  Harpers Magazine  article cited above anticipated, the ‘real estate boom that began 
with the promise of “economic freedom” will, almost certainly, end with a large and growing 
number of workers locked in to a lifetime of debt service that absorbs every spare penny’ (Hudson, 
2006, p. 41). 

 When it appeared, two years before the meltdown, this assessment directly challenged the 
views of experts who advised that by raising interest rates to slow down activity in the housing 
market, the very worst that could happen would be a familiar and temporary bear market fol-
lowed by a shallow and short recession. Seven years after the meltdown, the horrific scenario of 
workers locked into a lifetime of debt service sketched in the  Harpers  article seems almost 
benign. Today (June 2015), there is a scarier scenario of extended ‘debt serfdom’ in many econ-
omies. In this scenario, it is not anticipated that there will be a slow recovery involving a com-
paratively familiar experience of living standards rising less rapidly for a brief period following 
a normal, temporary slump. Instead, its dystopian vision foresees endless indebtedness with a 
substantial share of income being consumed by repayments of loans that are not eroded by infla-
tion. In the UK context, the debt burden placed upon young people seeking a university edu-
cation is illustrative of how such ‘serfdom’ is experienced. But the bigger picture is of wealth 
redistribution and the corrosion of savings through depressed interest rates and the use of quan-
titative easing. Sluggish growth, stagnant wages, deterioration in the terms and conditions of 
employment and deep cuts in public services are forecast as the price to be paid by the next 
generation. The foreseeable future is one of striving to deal simultaneously with huge, post-
GFC social dislocations while seeking to reduce the massive debts piled up as a consequence of 
the taxpayer bailout of a financial sector modelled upon a shareholder-value conception of 
corporate governance. Because the US and especially the UK economies are so dependent upon 
the financial sector, it remains largely unreconstructed (e.g. with regard to scale, ownership and 
ethos). Moreover, the financial sector has become entombed in an increasingly baroque regula-
tory structure. While some areas of the financial sector are vibrant, others are unstable and prob-
ably unviable. Not only are they vulnerable to future meltdown but insofar as they reproduce 
and increase inequalities of wealth, power and opportunity, they further undermine an already 
precarious social cohesion.  

  Anatomy of the Global Financial Crisis 

  Securitization 

 It is instructive to situate the global financial crisis in the context of the preceding, exceptionally 
long, debt-fuelled economic boom marked by rising asset values, especially in property, that 
lasted, with a few minor interruptions and corrections, from the early 1990s.  3   The boom in 
house purchase and the refinancing of mortgages provided a steady flow of payments that could 
be securitized in the financial markets of New York and London as CDOs (see  Box 4.1 ). The 
attraction of securitization was that it:

   enabled much higher volumes of lending than would have been possible  if banks had been able to 
lend only the sums their customers had deposited: by the time of the credit crisis,  securitiza-
tion funded more than half of all home mortgage lending in the US and a quarter of other consumer 
credit  (Securities Industry and Financial Markets Association 2008, exhibit 17, p. 37). 

 (MacKenzie, 2009a, p. 25, emphasis added)   
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  Box 4.1  Securitization: CDOs and CDSs in the run-up to the Global 
Financial Crisis 

 In principle, securitization, which includes the creation of CDOs, creates a secondary market for 

loans, such as home mortgages: it attracts capital in order to provide additional loans for conver-

sion into securities and, by improving market efficiency, decreases their cost. CDOs graded by the 

rating agencies as investment grade (lowest risk), offered significantly better returns than gilts 

or corporate and government bonds. This competitive advantage resulted in their rapid and 

sustained growth and escalating complexity. Securitization has enabled financial institutions 

around the world to invest in, and thereby ‘democratize credit’. It is these features and functions 

that the advocates of securitization, notably Alan Greenspan (Chairman of the US Federal Reserve, 

1987–2006), prior to his epiphany, stridently celebrate. 

 For lenders, securitization provides the means of instantly realizing the value of any cash-

producing asset. The payment stream is, in effect, received as a lump sum which can then be 

used to provide further loans, ad infinitum. The chief attraction of mortgage-based CDOs to 

insurance companies as well as pension funds and banks is their ability to offer a substantially 

better (up to 2–3 per cent) return than corporate bonds with an equivalent credit rating. Even 

when the rate of return was comparatively low, as in the case of the least risky, senior and 

super-senior tranches, banks bought the CDOs in volume as they could make a slender spread by 

borrowing at the marginally cheaper Libor rate (the rate at which banks borrow unsecured funds 

from other banks). The originators of CDOs often retain the very safest tranches because, 

although they offer the least attractive returns, they can be insured comparatively cheaply. 

 There is, however, another, often conveniently overlooked or downplayed, feature of securi-

tization. The securitization and re-securitization of the loans is undertaken by investment banks in 

conjunction, or in cahoots,  4   with the credit rating agencies. Like the auditors of the financial 

institutions, the rating agencies have every reason not to ask challenging questions, even if they 

are supposed to possess the expertise required to ask them. Using historical data, the agencies 

did not contemplate or incorporate into their modelling the risk of a more systemic crisis, as 

contrasted with a temporary correction (Feirstein, 2009). The chance that defaults would cluster – 

referred to as the ‘correlation rate’ – was calculated by the rating agencies as 0.3.  5   All parties had 

every incentive to trust in the expertise of the agencies or suspend any doubts that they may have 

had in the credibility of their ratings. In any event, the traders who earned very tidy bonuses from 

selling the CDOs had no responsibility for the risks passed on to their purchasers. 

 Credit Default Swaps (CDSs) are privately negotiated contracts which offer an insurance 

against defaulting CDOs. They provide a low-cost hedge but they may also be bought specula-

tively in anticipation that a CDO will default. In 2003, they had a global value of around US$3 

trillion which grew to US$45 trillion by 2007. Insurance companies, such as the giant AIG, provided 

the CDSs for clients wishing to hedge against defaults, or exceptionally to those who anticipated 

that certain CDOs would default.  

 Responsibility for assessing the risks of CDOs is the bread-and-butter business of the rating 
agencies. Paid by packagers of CDOs – the investment banks – the rating agencies compete for 
this lucrative business for which they are richly rewarded. During the years preceding the finan-
cial crisis, the models used by the agencies did not factor in the chance that the mezzanine and 
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even senior tranches of the CDOs (see  Appendix A ) to which they assigned an investment grade 
rating might sink to speculative (or ‘junk’) status. The logic of the exclusion of this risk from 
their calculations was that it had never happened before. That undeniable fact was not, however, 
counterbalanced by the inconvenient fact that packaging subprime mortgages on an industrial 
scale was also wholly unprecedented. Nor was any consideration given to how sight could be 
quickly lost of where the risk was held. Supporters of extensive securitization emphasize the 
virtue of its de-concentration of risk, which contributes to reducing and thereby democratizes 
credit (see  Appendix B ). Its often wise-after-the-event critics, in contrast, have pointed to its 
obfuscation of risk and vulnerability to systemic contamination.  6    

  Home loans, CDOs and CDSs 

 The massive expansion of credit associated with low interest rates was eventually curtailed by a 
series of US rate increases (2004) (see  Appendix C ) that progressively flattened property values 
and resulted in a rising number of loan defaults. Initially, these were interpreted as an indicator 
of a normal and expected cooling down of a slightly overheated market. However, by the sum-
mer of 2006, domestic property prices in the US started to  fall ; and by the end of November, the 
index of subprime mortgage bonds (ABX) indicated that borrowers were failing to make 
payments sufficient to pay off the very riskiest tranches of mortgage-backed securities. Despite 
this, where securities had received an AAA (investment grade) rating, the prices of the CDOs 
remained stable. It was six months later, in early 2007, that some misgivings were aired about the 
possible implications of falling US housing values for mortgage-backed CDOs. Yet, demand for 
the CDOs remained strong as a consequence of their delivery of comparatively high returns, and 
their ostensibly investment grade quality. Even as housing prices fell and foreclosures increased, 
few market players and commentators had sufficient cause to ask searching questions about the 
correspondence between the rating of CDOs and their contents. The profitability and associated 
bonuses delivered by the CDOs appeared to inhibit doubts about the solidity of AAA-rated 
CDOs and the prospect of them melting into air. Even when commentators presented explicit 
and detailed challenges to this assessment (e.g. Tomlinson and Evans, 2007), their siren voices 
were unheeded, or were dismissed as alarmist. 

 Wherever securities became widely traded, there was a demand for hedges – that is, protec-
tion against the risks attaching to possible, even if highly unlikely, falls in their value. Some 
holders of CDOs, and also for a few traders and institutions (e.g. hedge funds) spotted and seized 
an opportunity to make speculative bets against CDOs, in anticipation of their possible default. 
Those bets took the form of the purchase of CDSs (see Box 4.1). On the other side of these 
trades, the sellers of CDSs – notably, American International Group (AIG) – were eager to do 
business as their models predicted negligible risk of default. 

 Regardless of whether staff in investment banks (e.g. Lehman Brothers) and insurance 
companies (such as AIG) were engaged in packaging together and selling CDOs, or offering 
protection against CDO default, they had little reason to concern themselves with the reli-
ability of the grading, or the dispersal and traceability, of the CDOs. For them, the more 
compelling, bonus-rewarded challenge was to obtain sufficient volumes of loans (e.g. mort-
gages) to package into CDOs. In turn, this mass production of CDOs fuelled demand for 
CDSs from which their providers derived seemingly riskless revenues and guaranteed 
bonuses. Maintaining the supply of CDOs was addressed by devising and stimulating innova-
tive ways, legal and illegal, of expanding an untapped segment of the housing market: sub-
prime. In the US, this segment had been opened up by an earlier change in US legislation, 
to be considered below, that was intended to correct a rather different problem of structural 
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social disadvantage: the indiscriminate redlining of mortgage applications originating from 
certain disadvantaged neighbourhoods.  

  Risk, meltdown and bailout 

 The unexpected fall in property values in the US, following the rise in interest rates, triggered a 
higher level of defaults than had been predicted by the risk models. Supposedly impregnable 
tranches of CDOs were under water. Those who had not purchased CDSs to hedge their posi-
tions struggled to sell their holdings. Falls in the value of CDOs were further accelerated by the 
use of mark-to-market accounting, which tracked the highs and lows of market prices, irrespec-
tive of any reference to their book value or (presumed) underlying worth. Those who had 
hedged their positions called upon the issuers of CDSs, including AIG, to restore their collateral. 
Those calls induced panic selling. The markets froze as the solvency of all financial institutions 
was placed in doubt by the limited traceability of the toxic CDOs. 

 In the months preceding the GFC, analysts and traders had been content to trust the ratings 
provided by the agencies. Only in exceptional cases did they undertake the painstaking detailed 
forensic task of establishing how subprime mortgages had been packaged and graded. The few 
traders who closely investigated the provenance of many CDOs were able to purchase CDSs 
cheaply because the ratings agencies had assigned the CDOs an investment grade status. Their nerd-
ish diligence paid off handsomely when the markets went into free fall (Zuckerman, 2009). Aside 
from the taxpayers who were assigned by political elites to pick up the very sizeable tab, the biggest 
losers were the employees, clients and shareholders of the counterparties, such as AIG, especially in 
cases where no hedge had been made against default, despite the low cost of doing so (ibid., p. 156). 

 As the markets crashed, it was no longer home owners who found themselves, or were sus-
pected to be, in negative equity territory, and could obtain credit only at unattractively high 
rates. When it was impossible to determine which parties were left holding the toxic CDOs 
and/or remained solvent, interbank lending locked up as every financial institution hoarded 
whatever liquidity it had, or could acquire. The market for securities became increasingly 
unstable before completely drying up as collateral was demanded by counterparties, resulting in 
the balance sheets of heavily geared financial institutions being further weakened. Investment 
banks teetered at the edge of the void of insolvency, with Lehman Brothers, the most leveraged 
and least liquid of them, at the head of the line. 

 That no other investment bank stepped in to acquire Lehman Brothers, even at a knock-
down price, indicated the magnitude of its exposures, notably in the mortgage-backed CDO 
market. As other institutions – banks and IAG – lined up behind Lehmans to go to the wall, 
greater respect could, at this point, have been shown for the ‘laws’ of neoclassical economics. 
That is to say, their fate could have been left to the Market: those that had lived and prospered 
by its sword would be cut down by it. Failing, lame-duck institutions would have been allowed 
to collapse, thereby, in principle, celebrating and restoring Market discipline and efficiency. 
Instead, and in unacknowledged defiance of the Market mantra, intervention by the US govern-
ment averted the prospect of a repetition of Lehman’s fate across the financial sector. Variants of 
this bailout scenario were repeated in the UK and elsewhere. Deemed to be ‘too big to fail’ 
(Sorkin, 2009), numerous investment banks and also AIG were saved through a huge injection 
of public funds that minimally restored their balance sheets. Either their toxic assets were bought 
up (the US approach) or the failing banks were placed in ‘temporary’ public ownership by hold-
ing preference shares and offering loan guarantees (the UK approach). 

 Lehman’s collapse and its immediate aftermath pointed unmistakably to the existence of 
a toxic barrel of mutually contaminated rotten apples whose immanent insolvency threatened 
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a cataclysmic global meltdown. As will be shown shortly, AIG was one of the largest and 
rottenest of these apples, and it received the largest bailout. It had sold huge volumes of CDSs 
without either investigating or hedging against the risk of CDOs being inadequately graded or 
becoming toxic. Only a massive injection of liquidity forestalled the demise of the zombie 
financial firms, thereby saving the financial sector from the forces of destruction that it had 
unleashed upon itself.   

  Home ownership and normalizing subprime: a political economy 
of mortgages 

 The economies of the UK and US are, as noted earlier, exceptional in the importance placed 
upon home ownership. It is reflected in the scale of the loans serviced by purchasers of domes-
tic property that dwarfs other forms of personal borrowing (e.g. credit cards, overdrafts and 
finance for other assets, such as cars and white goods). Any fall, or even flat-lining, of property 
values is significant politically as well as economically as voters are generally more supportive of 
the party in power when the value of their assets, including their homes, is rising. It is this polit-
ical sensitivity that leads governments to make interventions in the housing market that are 
intended to affirm, secure and/or enhance those values – for example, by opening up the market 
to new providers or by enabling access to capital markets for existing providers through demu-
tualization (see Klimecki and Willmott, 2009). Such responsiveness extends to making legislative 
changes whose purpose is to improve the availability and affordability of loans to those previ-
ously denied access to them. 

 Such interventions are consistent with neo-liberal policy where the role of the state is to 
champion markets by enabling their more effective, unimpeded operation. The state may, for 
example, intervene to create conditions in which financial institutions are incentivized to 
demonstrate greater ‘commitment to serving borrowers who may not meet traditional under-
writing standards’ (Schwartz, 2012, p. 332, citing Federal Reserve Bank of Boston, 1993). In the 
UK, ‘Big Bang’ incentivized building societies to demutualize; and it enabled banks to penetrate, 
and thereby shake up, a mortgage market previously dominated by mutuals (Klimecki and 
Willmott, 2009). The outcome was intensified competition in which the big proprietary banks, 
many of which were later to be bailed out by taxpayers, were the winners. They gained market 
share from the mutual. And comparatively small and undiversified demutualized societies strug-
gled to deliver the capital growth demanded by shareholders. Northern Rock, for example, 
pursued a strategy of heavy reliance upon the wholesale markets. When these markets dried up, 
the resulting evaporation of liquidity contributed to its collapse. Its demise was followed by 
other demutualized building societies none of which survived the financial crisis. 

 Turning to the US, whose economy makes it much more important globally, the most sig-
nificant state intervention in the housing market can be traced to a well-intentioned but ill-fated 
move by the Carter administration. In 1977, the Community Reinvestment Act (CRA) was 
introduced to tackle the issue of discriminatory ‘redlining’ of entire (disadvantaged) neighbour-
hoods. Redlining made it either impossible to obtain a mortgage by lower income groups, 
or made obtaining such loans conditional upon making substantively higher down payments 
and/or accepting shorter repayment periods.  7   With the objective of making home loans more 
widely available, the CRA gave the banks some comparatively gentle ‘encouragement’ to lend 
to (potentially riskier) borrowers from neighbourhoods that had previously been indiscrimi-
nately redlined. This ‘encouragement’ involved sanctioning lenders who showed a reluctance to 
issue such loans – for example, lenders’ expansionist ambitions were blocked by providing unfa-
vourable evaluations of their applications for new branches and mergers. 
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 A subsequent and seemingly innocuous tweak to the 1977 CRA made in 1995 by the Clinton 
administration had the (unintended) consequence of normalizing as well as expanding, but 
never entirely legitimizing, the riskiest segment of the mortgage market. The tweak involved a 
substantial tightening of the supervision of banks, which became subject to more exacting 
compliance measures. An unanticipated outcome was the expansion of subprime lending by 
‘predatory lenders’. Crucially, the Clinton tweak also incorporated an invitation to community 
groups to complain when lenders were making loans below the amount calculated for each 
neighbourhood based on federal home-loan data. Community groups collected a fee from the 
lenders for marketing loans to target groups (Husock, 2000). In 2000, the Senate Banking Com-
mittee estimated that, in just three years, community groups had received $9.5 billion in services 
and salaries – which is an instructive indicator of the rate of expansion into the subprime 
segment of the mortgage market. So, a perverse effect of the Clinton tweak was greatly to 
increase, rather than to remove, the number and levels of activity of the shadowy businesses 
(‘predatory lenders’) that have traditionally serviced the subprime market  8  ; and thereby to create 
a boom in this market segment. This boom was further fuelled by the Gramm–Leach–Bliley Act 
(1999) that repealed parts of the Glass–Steagall Act. It allowed local banks to offer a full range of 
investment services – a change explicitly welcomed by the Clinton administration as a way of 
expanding the reach of the CRA. As a consequence of these changes in legislation, growth in 
the subprime sector was rapid, propelled as it was by the simultaneous development of ‘innova-
tive’ products – that is, ‘interest only’ but, more importantly, ‘adjustable rate’ mortgages – and 
payment methods tailored to lower income borrowers, including applicants with a patchy 
employment history. 

 The Clinton tweak to the CRA enabled many more loans to be made available to, and 
affordable by, lower and irregular income borrowers. It also legitimized and normalized the 
practice of lending to customers who previously had no prospect whatsoever of obtaining a 
home loan. By the early 2000s, the subprime segment was the most rapidly growing segment of 
the mortgage market; and this market was increasingly being serviced by shadowy,  non -CRA 
lenders (e.g. independent mortgage companies such as  Ameriquest  and  New Century Financial ) as 
well as affiliates of banks or thrifts that were not subject to routine supervision or examination 
(Gordon, 2008). The numbers are dizzying. Between 1994 and 2003, subprime mortgage loans 
increased by  25 per cent every year  – that is, a ten-fold increase in nine years. Between 1997 and 
2006, the price of the typical American house increased by 124 per cent. Brokers sold, or pushed, 
loans to almost anyone who could be persuaded to borrow, regardless of their immediate or 
projected ability to meet the monthly payments, if interest rates were to rise. By the third quarter 
of 2007, subprime  adjustable rate  mortgages in the US comprised about 7 per cent of those in 
arrears; and these accounted for nearly 50 per cent of the foreclosures which began during that 
quarter. This was roughly triple the rate of arrears and foreclosures in 2005. By January 2008, 
the equivalent rate of arrears had risen to 21 per cent, and by May 2008 it was 25 per cent. 
By August 2008, over 9 per cent of  all  US mortgages outstanding were either in arrears or in 
foreclosure. 

 The home loans had been arranged easily not just because interest rates prior to 2004 had 
been held low but also because investment banks were ready and eager to securitize the loans. 
It was the contents and rating of the CDOs that made those mortgages readily available. The 
ahistorical modelling of risk by the agencies, combined with the self-serving reliance of financial 
firms upon their ratings, meant that it was not just the high risk, ‘junior’ tranches that were 
adversely affected by defaults; it was also some of the other, ostensibly investment grade tranches. 
The securitization of subprime mortgages acted to accelerate the speed and depth of the finan-
cial meltdown as the value of CDOs plunged. As will be shown in a later section, the collapse is 
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also attributable to the recklessness of counterparties, notably AIG, who were eager to provide a 
hedge, in the form of CDSs, against the risk of CDOs defaulting, without themselves hedging 
the risk of issuing the swaps. The question of why a company like AIG was able to take this 
business without itself adopting measures to hedge against the risk is considered in the following 
section.  

  Corporate governance: The case of AIG 

 ‘Corporate governance’, Blair (1995) argues, extends to ‘the whole set of legal, cultural and 
institutional arrangements that determine what publicly traded corporations can do, who con-
trols them, how that control is exercised and how the risks and returns from the activities they 
undertake are allocated’ (ibid., p. 3). In the analysis of AIG, the focus is principally upon the 
‘control exercised’, and the allocation of risks and returns. Whether the ‘set’ of legal, cultural and 
institutional ‘arrangements’ actually ‘ determine(s) ’ what corporations ‘can do’ (emphasis added), 
rather than condition(s) actions that are taken by corporate actors, is debatable. Nonetheless, 
Blair’s inclusive conception of corporate governance is broadly endorsed here, and it should be 
born in mind when considering the case of AIG. The following analysis addresses the exercise of 
control and risk/reward allocations but it does so in relation what Blair plausibly characterizes as 
a comparatively narrow sense of corporate governance: one limited to  operations within companies  
that include, for example, ‘questions about the structure and functioning of boards of directors 
and the rights and prerogatives of shareholders in boardroom decision making’ (ibid.). That said, 
Blair’s broader vision of corporate governance explicitly includes ‘aspects of corporate finance, 
securities law [and] laws governing the behaviour of financial institutions’ as well as ‘internal 
information and control systems’ (ibid., pp. 3–4) – all of which are pertinent to the present anal-
ysis of the AIG case. 

  Strategic risk management 

 Led by the highly capable but autocratic Hank Greenberg, AIG expanded rapidly from the early 
1970s when it comprised a modest collection of insurance businesses that had been created and 
carefully nurtured during the previous fifty years. The dramatic and unexpected collapse of AIG 
in 2008, which had been a highly regarded global player, begs questions about the responsibili-
ties of its directors in monitoring and interrogating the source and exposures of its major reve-
nue streams, notably the activities of AIGFP. In 1994, AIGFP generated a modest income of 
around $100m. By 2005, this had ballooned to $2.7bn, amounting to 25 per cent of AIG’s net 
income. It was the operation of AIGFP within AIG that bankrupted the company. AIG’s 
dramatic collapse casts doubt upon a model and structure of corporate governance that, at AIG, 
was in very many respects an exemplar of ‘best practice’, yet it failed spectacularly to challenge 
and forestall engagement in excessive, unhedged risk-taking. 

 Through a strategy of diversification as well as expansion of its established insurance business,  9   
AIG under Greenberg’s leadership had achieved consistently stellar returns of around 15 per cent 
compared to an industry norm of around half that. All AIG executives were ‘asked to attain three 
targets: 15% annual revenue growth, 15% profit increases per year, and 15% return of equity 
increases annually’ (Shelp and Ehrbar, 2009; Pathak  et al ., 2013, p. 358). Based on its outstanding 
financial performance, the company and its tireless CEO enjoyed an unparalleled reputation in 
the industry. Notably, AIG benefited from a seemingly rock solid AAA credit rating that reduced 
the cost of the company’s borrowing, thereby making it possible to undercut much of the com-
petition and attract customers from whom concessions in price and risk could be ‘negotiated’. 
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Of particular relevance for the present analysis, its AAA rating enabled AIGFP to compete effec-
tively against investment banks in the long-term swaps market. 

 In late 1993, the AIG stock price reached $88 as investors regarded AIG as a safe-as-houses 
insurance company that, unlike the banks, was not operating in comparatively risky markets.  10   
In 1996, AIG hired Charles M. Lucas from the Federal Reserve Bank of New York where he 
had directed its risk assessment and control systems. Lucas served as AIG’s director of market risk 
management who oversaw the creation of a ‘state-of-the-art risk enterprise system that addressed 
both credit risk and market risk’ (Greenberg and Cunningham, 2013, p. 147; see also pp. 148, 
229). Supported by this system, ‘FP [Financial Product] managers, other independent AIG units, 
the company’s outside auditors as well as the board of directors consistently monitored FP’s risk 
portfolio’ (ibid.), at least up until the time of the forced departure of its CEO from AIG in 2005. 

 In 1998, AIG had cautiously entered the CDS business when it accepted $194m from 
J.P. Morgan to insure the credit risk on $9.7bn AAA rated CDOs (see Boyd, 2011, p. 87  et seq ; 
Tett, 2010, pp. 71–3). For AIG, this revenue seemed to be virtually risk-free as, following pains-
taking analysis, the chances of the AAA defaulting was shown to be infinitesimal (see Boyd, 
2011, pp. 88–9). For J.P. Morgan, the deal released cash to make further investments (e.g. in 
CDOs) that would otherwise have been held in reserve in case of default.  

  ‘Money for nothing’, reputational damage and the AIG indulgency pattern 

 In postmortems on AIG, considerable attention has been paid to the activities of AIGFP. Much 
less attention has been directed to how governance at AIG was entwined with its strategy for 
delivering its targets of 15 per cent annual revenue growth, 15 per cent profit increases per year, 
and 15 per cent return on equity. A sea change occurred at AIGFP when, in 2001, two years 
after the repeal of the Glass–Steagall Act, its head, Tom Savage, was replaced by his deputy, Joe 
Cassano. It has been widely reported that Cassano greatly appreciated the bonuses that flowed 
from the CDS business: he earned more than US$280m in cash during his final eight years 
(2000–08). While eager to maximize his compensation,  11   Cassano was less inclined to insist 
upon undertaking the highly detailed, stress-testing, analysis demanded by his predecessor. Of 
more importance, the bonus system at AIG incentivized engagement in trades, but did not 
encourage paying close attention to the analysis of risks. 

 For AIG, the repeal of the Glass–Steagall Act in 1999 was significant because it drew com-
mercial banks, with their huge customer deposits, into the world of investment banking, to 
which the investment banks responded by borrowing huge amounts – between 30 and 40 times 
their equity capital by 2005–08. Much of this debt, borrowed cheaply when interest rates were 
held low, was used to purchase longer term, higher yield assets – notably, mortgages to be pack-
aged as CDOs. When firms acted prudently, the CDOs were hedged by purchasing CDSs from 
companies such as AIG. For AIG, these trades appeared to deliver ‘money for nothing’: Rajan 
(2010) reports that ‘Privately, AIGFP executives said the swaps contracts (CDSs) were like selling 
insurance for catastrophes that would never happen; they brought in money for nothing’ (ibid., 
p. 135). 

 Until the late 1990s, Greenberg’s 15/15/15 metric had been achieved through an expansion 
strategy of acquiring companies with profit potential. As the potential acquisition targets reduced 
in number and appeal, the established strategy yielded diminishing returns. It was also difficult 
to expand the existing CDS business that was based upon providing capital relief (see above). 
So, the pressure was on to identify other revenue streams. The pressures coincided with the 
company’s involvement in a number of dubious deals, the most damaging of which was made 
with  Gen Re  in 2000, and which came to light five years later as a consequence of an SEC 
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investigation of another insurer (Boyd, 2011). There are conflicting accounts of how this repu-
tationally damaging deal occurred, with Greenberg insisting that his instruction had been mis-
understood or miscommunicated (Greenberg and Cunningham, 2013).  12   Following the  Gen Re  
scandal and some other damaging events (see note 9 for details), AIG’s safe-as-houses reputation 
was placed in some doubt. Questions began to be asked about whether even the legendary 
Greenberg could ‘control the far-flung businesses . . . the way that he once had . . . Where he was 
demonstrably losing his grasp was in the quest to bolster earnings via the use of ethically mar-
ginal financing techniques’ (Boyd 2011, p. 117–18). 

 In the wake of the revelations about  Gen Re  and other lesser dents to AIG’s reputation, it is 
remarkable that no AIG employee was ‘reassigned’ within the company, let alone fired. It is 
highly probable that this forgiving, or indulgent, attitude sent a signal to all AIG staff, including 
Joe Cassano, the head of AIGFP. It conveyed, or invited, the understanding that questionable, and 
perhaps even illegal, dealings were viewed by senior executives, notably Greenberg, as minor 
infringements that were almost unavoidable in a company as dynamic, dispersed and complex as 
AIG. If that were so, then it said as much about the acceptability, and perhaps unavoidability, of 
sailing dangerously close to the wind in order to deliver the 15/15/15 targets as it did about 
senior executives’ commitment to AIG staff. 

 AIG’s dubious deals attracted the attentions of a politically ambitious New York Attorney 
General, Eliot Spitzer. In the aftermath of Enron (Willmott, 2011), Spitzer sought to make his 
reputation by ‘cleaning up’ AIG. That, for him, meant claiming the scalp of Greenberg, a head-
line grabbing result that could only boost his populist appeal. Faced with this vocal and aggressive 
Attorney General, the AIG board, supported by the company’s auditor, PwC, was disinclined 
to invite or provoke the closer attentions of Spitzer. They fired Greenberg (in 2005) in order to 
avoid Spitzer’s threatened indictment of AIG over deals that, as Greenberg was keen to point 
out, amounted altogether to less than 1 per cent of its book value. As a consequence of the bad 
publicity associated with those deals, and compounded by Greenberg’s outraged and noisy 
departure, AIG’s treasured AAA rating was marked down to AA+. This triggered a series of 
collateral calls on the company amounting to $1.2bn, and turned out to be the beginning of the 
end of AIG.  

  Bounty hunt and nemesis 

 The rapid and dramatic change in the reputation and fortunes of AIG, reflected in pressures on 
its stock price, prompted Greenberg’s successor, Martin Sullivan, to urge his staff to renew their 
search for other sources of good earnings. Sullivan’s call was answered by a massive expansion of 
the CDS business, most of which, it later became apparent, was not hedged against the potential 
risks of it being called in. As Sjostrum (2009) comments, AIG was content to pocket the premi-
ums, seemingly certain that the CDSs would expire untriggered. In the years running up to the 
GFC, sellers of CDSs, most notably AIG, were eager to take on vast liabilities as they seemed to 
be purely theoretical. In the event of loans defaulting, it was assumed that the investment grade 
CDOs covered by the CDSs would remain well above water: they would be the very last to 
default as the lower rated tranches would comfortably absorb any losses. Despite the reduction 
of the AAA rating to AA+, AIG continued to enjoy a very high credit rating: AIG was judged 
by the ratings agencies to be comfortably capable of covering any lossess. And its counterparties 
remained willing to pay a premium for protection against the remote possibility of investment 
grade CDOs defaulting. 

 The amounts involved were huge. According to Lewis (2010, p. 71), during 2005, ‘[i]n a 
matter of months, AIGFP, in effect, bought $50bn in triple-B-rated subprime mortgage bonds 
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by insuring them against default’ (see also Greenberg and Cunningham, 2013, pp. 231–2). And 
yet, as Lewis goes on to observe:

  no one said anything about issuing these CDSs – not AIG CEO Martin Sullivan, not the 
head of AIGFP Joe Cassano, not the guy in AIGFPs Connecticut office in charge of selling 
his firm’s credit default swaps to the big Wall Street firms. . .The deals by all accounts, were 
simply rubber-stamped – stamped inside AIG, and then again by AIG brass. 

 (Lewis, 2010, p. 71)   

 Moreover, many of the CDSs written by AIG incorporated credit support annexes (CSAs). 
These mandated that the CDS be marked to the market price of the CDO on a nightly basis. 
In what was, according to the risk models, the highly unlikely event of the market price of a 
CDO dropping by four percentage points or more, AIG would become liable to the counter-
party for the equivalent sum. 

 In just six months, from December 2004 to mid-2005, AIGFP’s CDS portfolio of $17.9bn 
had increased three-fold to $54.3bn. It was eventually shut down in the autumn of 2005 when 
there was about $73bn exposure to CDOs, many of them containing mortgages issued to eco-
nomically marginal borrowers. This amounted to 75 per cent of AIG’s equity base.  Yet, apart from 
Joe Cassano and his immediate colleagues, seemingly no one at AIG, not even the chief risk officer, knew 
about the CSAs. And no one thought to investigate the provenance of the CDOs despite, or maybe because 
of, their massive contribution to AIG’s income . AIG executives were, apparently, emulating ‘the three 
monkeys’ as they were incentivized to engage in wilful thinking and/or wilful blindness. Subse-
quent investigations of AIG did not identify ‘a single instance of a senior manager sending so 
much as an inquisitive email about the swaps portfolio, despite it accounting for 75 per cent of 
AIG’s equity base’ (Boyd, 2011, p. 207). Nor is there any evidence of board members raising 
questions about what was a crucially important, rapidly growing source of AIG’s revenues, its 
declared profits and its executives’ ballooning bonuses. It seemed that the company’s outstanding 
results in 2006 – it generated $113bn in revenues with profit margins of 19.1 per cent pre-tax – 
effectively silenced, or at least impeded, any potentially unsettling curiosity about the nature of 
the goose that was laying AIG’s golden eggs, and so strongly disincentivized any potential incli-
nation to raise challenging questions or engage in difficult conversations. In other words, cor-
porate governance considerations were eclipsed so long as AIG was delivering bottom line 
results, and as long as members of the board, or the risk management committees, declined to 
raise any questions or voice any concerns about how these outstanding results were produced or 
what risks were attached to them. 

 In the summer of 2007, almost a year after borrower delinquencies were widely known to be 
growing, the ratings agencies finally began to downgrade residential mortgage-backed securities. 
The securities then traded well below par, resulting in collateral calls upon AIG where the CDSs 
carried a credit support annexe (CSA, see above) – notably, by Goldman Sachs who had been 
hedging their exposure to CDOs. As AIG responded to these calls, the company became pro-
gressively drained of liquidity. Even so, when the AIG compensation committee met in March 
2008 to review the bonus allocation, CEO Martin Sullivan successfully lobbied the committee 
to exclude the losses when calculating the bonus pool. Again, it is relevant to ask: where was the 
corporate governance? Removing the losses from their calculations produced an overstated 
bonus of US$5.6m for the CEO and corresponding overstatements for other executives. 

 Robert Willumstad, who had become chairman of the AIG board in November 2006, 
succeeded Martin Sullivan as CEO in June 2008. He is reported to have remarked that if no one 
on the AIG board had been told that so much CDS business had been written, its scale and 
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exposure should at least have prompted some consideration in risk management (Boyd, 2011, 
p. 245), thereby passing the buck from the board to an internal function. Here it may be asked: 
why were board members not actively asking questions about this major source of revenue 
rather than expecting to be informed about it? Greater vigilance from internal functions might 
have been reasonably expected but only if it is actively encouraged, or even demanded, by senior 
executives who, it appeared, were content to leave the activities of AIGFP unexamined, or were 
grossly incompetent with regard to their fiduciary duties. Why didn’t members of the AIG 
board, which Willumstad chaired from late 2006 to June 2008, actively demand more informa-
tion about where AIG’s performance and profits were being generated, especially when the 
answer to this question pointed directly to the very rapidly expanding and known-to-be-risky 
area of AIG’s activity: AIGFP? It was only after the event – when AIG was clearly in trouble in 
November 2007 – that its auditor eventually raised concerns about the source of AIGs revenues. 
In a report delivered to the board in early December, PwC emerged from a deep, seemingly 
self-induced, sleep to declare that the amount of collateral being called in on its CDSs might 
constitute a ‘control deficiency’ which was a violation of the Sarbanes-Oxley Act. Further inves-
tigation led PwC to file an 8-K statement that referred to a ‘material weakness’ with regard to 
the ‘fair valuation of the AIGFP super-senior credit-default swap portfolio’ (see Greenberg and 
Cunningham, 2013, p. 235  et seq ). PwC’s late intervention begs the question of how, and why, 
the auditor had failed to identify and/or register the risks associated with the ballooning of the 
CDS business much earlier. Only when there was a clear threat to the reputation of PwC, it 
seems, did the auditor sound the alarm. 

 Multiple failures of corporate governance occurred. Members of the board contrived to 
ignore ‘The Elephant in the Room’ because, as one supervisor put it, ‘No one said anything at 
the board level because AIG worked where it mattered: the earnings release. . . “We knew it was 
crazy, but our job wasn’t to worry about that; it was to ensure that good numbers came out”’ 
(Boyd, 2011, p. 177). When the 8-K statement demanded by PwC was released, it resulted in an 
$11.47bn write-down that reduced AIG’s earnings to $6bn from $14bn. AIG stock then dropped 
a further 11 per cent in addition to the previous month’s fall of 14 per cent. In May 2008, 
AIG suffered yet another $9.1bn charge on its swaps book and announced a $7.81bn loss. The 
company simply could not keep up with demands for collateral because it could not sell its assets 
quickly enough to restore its liquidity. It then faced bankruptcy or bail out.   

  Reflection 

 Before AIG collapsed, the Federal Reserve stepped in with an initial huge taxpayer loan of 
$85bn that allowed the company to meet its immediate obligations to clients. The loan lubri-
cated AIG’s global insurance business as it provided $500bn of credit protection to its corporate 
clients. It also averted the threat of chaos and dislocation in equity and bond markets, with 
potential knock-on effects in product markets as well as annuities on a scale that that would have 
dwarfed the fall-out from the failure of Lehman Brothers. As AIG was one of the ten most 
widely held stocks in 401(k) retirement plans, its collapse also risked a run on mutual funds. This 
national and global dependence upon AIG would have been well understood by its directors, 
including its non-executive directors, who were content to ‘serve’ on the board of such a pres-
tigious, global company. They received the material and symbolic rewards of their ‘service’ but 
were found to be contentedly asleep at the wheel. When roused from their slumbers, none of 
them accepted responsibility by tendering their resignation. 

 The initial loan to AIG was later supplemented by a further $100bn in exchange for 80 per cent 
equity ownership. The bailouts, which threw a lifeline to AIG and other zombie financial firms, 
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were provided without any  quid pro quo  in the form of a rejection of, or even any substantial 
change in, the ‘new growth model’ spawned by neo-liberal thinking. The global financial system 
has been resuscitated by the bailouts and quantitative easing. Yet, the global economy remains, 
in 2015, plagued by counterproductive efforts to address structural instabilities that have spread 
from problems of corporate solvency to sovereign indebtedness. At the time of the bailout and 
since, attention to the structural basis of instability – notably, the ‘too big’ concentration in the 
sector compounded by competitive, short-term pressures to deliver shareholder value and the 
retention of associated incentives to do so – has tended to become dimmed and displaced. 
The focus has shifted to compensatory elaborations of the regulatory apparatus accompanied by 
some undemanding restructuring, and some rather vacuous calls to change the culture of the 
financial sector. With regard to AIG, it is notable that the Warren Report’s detailed examination 
of the company’s operation prior to the government rescue makes almost no reference to the 
role of AIG’s corporate governance (Congressional Oversight Panel, 2010, pp. 18–57), prefer-
ring to focus instead upon the shortcomings of the regulatory regime, especially the role of the 
Federal Reserve Bank of New York, and the credit rating agencies. 

 The limited attention directed at AIG’s corporate governance is lamentable precisely because, 
in formal terms, many of its features were exemplary. For example, its board membership com-
prised an overwhelming majority of outside, ostensibly independent directors – the ratio ranged 
from not less than 10:6 (2003) to as many as 14:2 (2007). Direct reference is made by AIG to 
the ‘value of diversity of experience and views amongst Board members’ and the company 
proclaimed that its size ‘facilitate[s] substantive discussion by the whole board in which each 
director can participate meaningfully’ (cited by Vasudev, 2009, p. 27). So, where were these 
independent experts during 2000–07, and what ‘substantive’ was their well rewarded expertise 
initiating or illuminating? A detailed examination of AIG disclosures and statements on its credit 
derivatives (CDS) business from 2002 to 2007 highlights a number of issues that could, and 
arguably, should have been picked up and examined by AIG’s ostensibly high-powered board 
members (Vasudev, 2009). These include: the lack of explanation in the 2002 filings of why the 
default swaps business was handled by AIGFP rather than the insurance arm of AIG, and also a 
Derivatives Review Committee that was not a committee of AIG directors, and which did not 
examine the credit derivatives business at AIGFP as this was treated as an independent operation. 

 Members of the AIG board failed to question the basis for the claimed independence of 
AIGFP. And they were absent from the committee that reviewed its derivatives business. 
As early as 2002, AIG’s filing acknowledged that the company was exposed to the credit risk 
associated with CDSs sold by the AIGFP: ‘AIG guarantees AIGFP’s debt and, as a result, is 
responsible for all AIGFP’s obligations’ (Vasudev, 2009, citing AIG Form 10-K, p. 50) This state-
ment noted an ‘upside’, namely that AIG would be liable for payment only after default in the 
first 11 per cent of the portfolio. But absent from the statement was any equivalent recognition 
of the possibility of simultaneous defaults in different tranches, and there is no reference to any 
obligation to provide collateral in the event of a fall in the market value of the underlying 
securities. The latter obligation was disclosed only in the 2007 filing after such obligations were 
called in. In its filings for 2002–06, AIG quantified the ‘fair value’ of its  non-credit  derivatives 
portfolio and identified them as ‘the maximum potential loss’ that could be suffered by the com-
pany. But no equivalent figures were provided for its credit derivatives. No reference is made to 
procedures such as the monitoring of risk by the Derivatives Review Committee or seeking 
approval from the Credit Risk Committee. In the 2007 filing, AIGFP, which had been described 
the previous year as ‘a specialized business, distinguishing itself as a provider of super senior 
investment grade credit protection’ (Vasudev, 2009, citing AIG Annual Report for 2006, p. 34), 
declared a staggering loss of $11.5bn but with no further comment. A more sombre note is 
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struck in the statutory filing for 2007 where there is an acknowledgment that ‘AIG’s risk 
management processes and controls may not be fully effective in mitigating AIG’s risk exposures’ 
(Vasudev, 2009, p. 18). This admission rather casts doubt on whether those formal controls had 
been even minimally effective in the preceding years when no reference was made to them in 
AIG’s filings. These doubts are further fuelled by the apparent boilerplate of the 2007 filings’ 
reference to ‘review and oversight committees to monitor risks [and] set limits’ (ibid.) as the 
expression of this commitment is ‘not materially different from the perfunctory discussion of the 
management structure of the Financial Services division in the filing for 2002’ (ibid.).  

  Conclusion 

 With hindsight and the benefit of many postmortems, it is becoming apparent that the financial 
meltdown of 2008 was the product of a ‘perfect storm’ of mutually reinforcing elements that, 
somehow and perhaps conveniently, went long undetected by those – economists (see Lawson, 
2015,  Chapter 6 ) but also investors and regulators – who profess expertise in the field of finance. 
In addition to sanctioning imprudently low interest rates, there was injudicious de-regulation, 
the transformation of investment banks from partnerships into proprietary companies,  13   the 
creation of highly complex financial instruments (e.g. CDOs) based upon ahistorical models, 
a reduction of the regulatory minimum capital required under Basel Accords, complicit rating 
agencies and auditors, flat real wages for many low and middle earners who sought to boost their 
income by borrowing against rising paper asset values, excessive leveraging by financial institu-
tions, the use of mark to market accounting, avaricious executives and supine directors and, last 
but not least, accommodating models and practices of corporate governance. 

 When reflecting upon the preconditions and ongoing unfoldings of the global financial cri-
sis, attention has been focused here on a rather obscure, if consequential, policy intervention, in 
the form of the Community Reinvestment Act (CRA). When tweaked by the Clinton admin-
istration, it unintentionally fuelled a rapid expansion and normalization of the subprime mort-
gage market as lenders were strongly incentivized to become responsive to previously ‘redlined’ 
applications. Combined with the partial repeal of Glass–Steagall, the Clinton tweak proved to be 
a thin end of a very large and unsteady wedge that contributed to the unprecedented growth 
and destabilization of the US housing market. It inadvertently prized open the flood-gates 
through which flowed a liquid wall of money produced by the sale of subprime mortgages and 
propelled by the use of securitization. 

 It was not just the Clinton tweak that inflated the subprime mortgage bubble but, rather, 
the mutually amplifying interconnectedness of a boom in this market and the securitization of 
subprime mortgages. The exponential growth of CDOs was a condition as well as a conse-
quence of a seemingly limitless supply of credit. Operating within a neo-liberal regime fuelled 
by interest rates held artificially low, AIG embraced a conception of corporate governance 
geared to the maximization of shareholder value. The company complied formally with many 
vaunted features of corporate governance while it undertook ‘a multi-billion dollar CDS busi-
ness free from regulatory filings, mandated capital requirements, and government intervention’ 
(Sjostrum, 2009, p. 989). 

 The ‘new growth model’ created business opportunities that offered quick wins, big bonuses 
and minimal personal risk. These were seized upon by the investment banks and AIG to expand 
the scale, complexity and reach of their operations. The beneficiaries were the smarter investors, 
and most of the bankers and traders, who collected their capital gains and dividends, salaries and 
bonuses prior to the meltdown. Traders and executives, like Joe Cassano and Martin Sullivan, 
made hundreds of millions of dollars in bonuses and pay-offs by piling up debts that taxpayers 
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bailed out. Who were the major losers? Some of them were employees of financial institutions and 
their shareholders. But the majority were, and continue to be, ‘ordinary’ citizens and taxpayers – 
present and future. For years to come, the ‘99 per cent’ will, in a variety of ways, be paying off 
the loans used to recapitalize financial institutions – institutions that had, in response to market-
based incentives promoted by ‘the new growth model’ and its favoured, agency-theoretic 
conception of corporate governance, become too complex to manage, and too powerful to 
regulate or break up, as well as ‘too big to fail’. 

 Given the further debts incurred to counter the worst effects of the economic slump in 2008, 
the prospect for most of the losers is a continuing deterioration in the provision of public 
services, increases in regressive taxes (VAT), cuts in social benefits and further degradation in 
the terms and conditions of employment (zero-hours contracts, erosion of employment 
 security, reduced pensions, and so on), especially for those employed in the public sector. To 
justify such austerity, which is of greatest benefit to elites who are in a position to capitalize 
on others’ distress (e.g. by acquiring public assets at knock-down prices), the debt is ascribed 
to excesses in public spending prior to the GFC when, arguably, it is a consequence of the 
unsustainability of the debt-fuelled ‘new growth model’ that elites now seek to rekindle (see 
Knights and McCabe, 2015). In the absence of concerted and determined efforts to discredit 
the model and replace it with a less socially divisive alternative, efforts to restructure and 
reform the governance of the financial sector are unlikely to result in more than cosmetic, 
weak and piecemeal reform. 

 As the impact of the meltdown becomes more widely felt, the losers may be prompted by 
their plight to reflect upon the role and credibility of the key financial institutions that remain 
in place, and now assume responsibility for the restoration of the financial system. Amongst them 
is the International Monetary Fund which in 2006, a year before the credit crunch occurred, 
confidently trumpeted the benefits of securitization (see opening quotation). Now, in 2015, the 
mandarins in the IMF are at least calling for a shake-up in banks’ bonus-heavy pay structures and 
incentives that ‘encourage excessive short-term risk-taking’ (Donnan and Fleming, 2015; see 
also Johnson, 2015). The IMF is also warning that the financial sector in the US and other 
advanced economies is still too big, and continues to allow banking systems and financial 
systems to grow faster than its regulation can monitor (see Donnan and Fleming, 2015). But the 
IMF lacks the capacity and the mandate to do more than make calls that political and financial 
elites are at liberty to note but ignore, or simply disregard. 

 At the heart of a broken system is a shareholder-value model of corporate governance 
(Deakin, 2011) that since the crises, as Bainbridge (2012) shows, has been shored up, rather than 
challenged or substantially reformed. Reforms have generally ‘empowered shareholders’, rather 
than strengthened the governance role of other stakeholders, which ‘make(s) the next crisis 
more likely and potentially more severe’ (ibid, p. 13). It is improbable that shareholder-centricism 
will be remedied without radical and sweeping regulatory interventions by national and global 
governments. It is a view shared by Greenberg, the deposed CEO of AIG, who attributes much 
responsibility for the company’s collapse to a shareholder-centric model of corporate gover-
nance that was unchecked  after  his departure. As he puts it, and with specific reference to the 
post-Enron era, the collapse of AIG followed a disasterous reconstitution of the AIG board 
which occurred in response to a ‘national campaign for “shareholder democracy”’ (Greenberg 
and Cunningham, 2013, p. 158). The avowed intent of the campaign was to curb the abusive 
exercise of power by executives. But, in Greenberg’s eyes, the empowerment of shareholders was 
incapable of holding his successor properly to account (ibid., p. 158; see also p. 159). Indeed, 
Greenberg’s successor, Martin Sullivan, and his fellow board members eagerly pursued the short-
term shareholder value by recklessly permitting the expansion of revenues from AIGFP, thereby 
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enabling the company to reach, and even exceed, its 15/15/15 targets. This hugely enriched 
AIG executives who were subsequently ‘let go’ with impunity. That said, it was Greenberg who 
had set up the 15/15/15 metric that AIG shareholders assumed could be indefinitely delivered. 

 Meaningful reform of the system requires, as Howson (2009, p. 50) notes, radical change that 
encompasses ‘prudential regulation by public authorities’. But this is feasible only if the banks and 
insurance companies are broken up so that they are small enough to fail, as well as simple enough 
to audit and regulate. As Willumstad, who chaired the board before becoming its CEO, acknowl-
edges but apparently lacked the time, capacity or will to address – the size of AIG and its laby-
rinthine complexity made it very difficult to monitor and control (see Boyd, 2011, pp. 174–6). 
Identifying much more wide-ranging reforms of corporate governance is one way to rebalance 
the distribution of benefits and costs arising from the financial sector. In the absence of such 
reform, established political and financial elites can be expected to ‘push back’ at even a minor 
tightening of control (e.g. over mortgage lending), as is evident in the US where the efforts by a 
coalition of banks and Republicans have repeatedly been directed at loosening the criteria for 
qualified mortgages through the proposed introduction of an alternative, market-based standard 
(see Jopson and McLannahan, 2015). The GFC has highlighted the ‘limits of private law’ 
(Howson, 2009, p. 50) that is at the centre of neo-liberalism, yet it remains in place because 
powerful vested interests are currently well served by it. Paradoxically, resistance to closer, more 
effective and publicly accountable global, as well as national, regulation of corporations and 
markets, makes it more likely that profit-seeking activities will result in systemic collapse.  

  Notes 

    1 This was reflected in the dramatic removal, within days of the election of a New Labour administration 
in 1997, of control of the base rate from the direct influence of politicians. A monetary policy commit-
tee, comprising five senior Bank of England executives and four experts selected by the Chancellor of 
the Exchequer, took responsibility with the objective of keeping inflation under 2.5%, principally by 
adjusting the base rate. This focus upon inflation is perhaps understandable in the UK context where it 
is so strongly associated with the traumas of stagflation and industrial conflict attributed to the diluted 
Keynesian policies of the 1970s.  

   2 The reference here is to a character created by Harry Enfield, a comedian, in 1986, the year of Big Bang. 
See  http://knowyourmeme.com/memes/loadsamoney  (retrieved 3 May 2016).  

   3 The boom was punctuated by occasional ‘blips’ and `bumps’, such as the financial crisis in South East 
Asia in 1997 and the slowdown when the dot.com bubble burst in 2000. But it was the collapse of 
Long-Term Capital Management (LTCM) and the scandal of Enron that most clearly foreshadowed, 
and signalled warnings of the risks of securitization, including the use of financial models, at the heart 
of the global financial crisis.  

   4 It has been alleged that rating agencies routinely awarded investment grade status to tranches of CDOs 
constructed out of mezzanine or junior tranches from other CDOs. That is to say, the investment banks 
(e.g. Goldman Sachs but they were quickly imitated) are said to have gathered together the junior and 
mezzanine tranches of CDOs, and then ‘persuaded the rating agencies that these weren’t, as they might 
appear, all exactly the same things. They were another diversified portfolio of assets!. . .The rating agen-
cies, who were paid fat fees by the firms for each deal they rated, pronounced 80% of the new tower of 
debt (i.e. new CDO) triple-A [top investment grade’ (see Lewis, 2010, p. 73). To illustrate the point, it 
has been reported that Moody’s, one of the rating agencies, downgraded a top, super-senior tranche of 
a mortgage-backed CDO given an AAA rating in April 2008 to a rating of B2 in November of the same 
year (MacKenzie, 2009).  

   5 An increase to 0.5 would have made CDOs significantly less attractive in comparison to gilts and 
corporate or government bonds receiving an equivalent investment grade rating.  

   6 An Alt-A grade, for example, means the claimed income or other key information of the borrower 
might not have been verified.  

   7 As an aside, Republicans rattled by the meltdown have identified the CRA as  the  (Democratic) source 
of the ‘subprime crisis’.  

http://knowyourmeme.com/memes/loadsamoney
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   8 Less shadowy lenders were willing to comply with CRA criteria because, following the introduction 
of the Riegle-Neal Interstate Branching and Efficiency Act (1994), passing a CRA review process was, 
as noted above, important when lenders wished to expand (e.g. through merger and acquisition).  

   9 AIG’s labyrinthine complexities and opacity – paralleled by Enron (Willmott, 2011) – resulted, in part, 
from an acquisitions spree that included International Lease Finance Corporation, the market leader in 
aircraft leasing, and also SunAmerica leading provider of life assurance, savings products, annuities and 
mutual funds, in addition to its biggest US insurance competitor (American General Insurance).  

  10 This point was not lost on David Schiff in his 1993 article ‘Swaps and Derivatives: AIG Hits Hyper-
space’. Schiff subsequently highlighted a number of other dubious AIG dealings, including a reinsur-
ance deal called Coral Re involving the giant Canadian Brewer Molson Companies whose CEO 
coincidentally joined the AIG board shortly afterwards, as well as Brightpoint that paid AIG about 
$15m in monthly premiums to retroactively cover an imaginary loss. AIG then made a payment of 
$11.9m that enabled Brightpoint to overstate its earnings by 61 per cent and so conceal the scale of 
its unanticipated losses. As Boyd (2011, p. 109) notes, this deal was remarkable since AIG allowed a 
longstanding subsidiary to risk the reputation of the company for a few million dollars in premium. 
It turned out to be even more remarkable when Schiff discovered that the ‘Loss Mitigation Unit’ of 
the subsidiary was openly advertising its services on AIG’s website. For this, AIG was penalized $10m 
by the Securities and Exchange Commission. According to Boyd (2011, p. 110), Greenberg, the CEO 
of AIG, ‘seethed at what he saw was the lack of proportion shown by the SEC and to an extent his 
board, who expressed displeasure to him in no uncertain terms’. This was to become a recurrent 
theme of Greenberg’s attitude to regulators (see Braithwaite, 2015) and ‘disloyal’ members of the AIG 
board. 

   A similar scam was undertaken in 2001 to provide banks with balance sheet relief. This was available 
though a product termed Contributed Guaranteed Alternative Investment Trusts (C-GAITS). Although 
Ernst & Young were initially content to suggest that these instruments were congruent with accounting 
standards, they withdrew this advice but AIG continued to market this product without drawing clients’ 
attention to the potential accounting risk. By offloading $762m in three separate C-GAITS deals, PNC 
Financial Services Group was able to report a 52 per cent higher net income, for which AIG received 
$39.21m in fees (see  www.sec.gov/litigation/complaints/comp18985.pdf  retrieved 26 March 2015). 
The SEC settled for payment by AIG of $126m, and this was a ‘deferred prosecution’ to indicate that 
no one would be indicted so long at AIG complied until January 2006. This had a depressing effect 
upon the share price and further spooked the board. Even a pro-Greenberg board members is reported 
to have said of this period: ‘No one thought that Brightpoint and PNC were the only deals that were 
[problematic]. The company was making money but we weren’t sure where the next headache might 
come from’ (Boyd, 2011, p. 117).  

  11 When Cassano’s contract was terminated in 2008, no attempt was made by AIG to recover any of his 
compensation. Indeed, he was allowed to retain up to US$34m in uninvested bonuses and negotiated a 
US$1m per month retainer (see  www.propublica.org/article/former-aig-exec-at-center-of-melt-
down-got-paid-millions-for-little-work-101 . Retrieved 24 July 2015).  

  12 The deal involved obtaining a loan of $500m from  Gen Re , which looked as if it was a payment to 
reinsure an equal amount of risk but was deployed to improve a decline of $59m in AIG’s general 
reserves that had sliced off $6 from its $99 share price.  

  13 The transformation of investment banks from partnerships into proprietary companies is important as 
it transfers risk, as well as reward, to shareholders. With this change, executives (no longer partners) have 
less direct personal interest in understanding and supervising risk; and they also find themselves under 
greater external pressures to maximize profitability.    
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  Appendix A: Collateralized Debt Obligations (CDOs) 

 CDOs are a form of bond whose complex structure was developed in the world of corporate 
debt. The first CDO was issued in 1987 but it was the late 1990s before they became established. 
By 2004, the global issuance of CDOs had reached $154bn and this increased rapidly to $520bn 
in 2006. In 2009, the global issuance of CDOs fell to $4bn. Mortgage-based CDOs have differ-
ent risk classes comprising a number of tranches ( junior, mezzanine, senior and super-senior) 
that offer different rates of return that, in the case of the most junior, high-risk tranches can be 
at least 12 per cent and as high as 15–20 per cent (see figure below).  

  If you took a million subprime mortgages, sliced ’em up, and shuffled the pieces around 
into smaller, seemingly random groups, you’d get CDOs – collateralized debt obligations. 
The idea was that they lowered the risk involved, which allowed for AAA ratings. It was 
all modeled on a mathematical formula called the Gaussian copula function, which looked 
something like this: Pr [TA< 1, TB< 1] = F2(F−1 (FA(1)), F−1 (FB(1),) (g). By 2006 
some $4.7  trillion  in CDOs had been sold. But there was just one small, tiny, little problem 
with the formula: it was based on “correlation,” meaning you could predict the future by 
looking at the past. And in this case, the gamma function – g – was deduced from projec-
tions that house prices would continue to rise indefinitely, at the same rate as they had in 
the recent past. Obviously, they didn’t. Which is why, when the first subprime mortgages 
began to default, the whole crazy apparatus that held up our financial high-wire act came 
tumbling down. 

 (Feirstein, 2009)   
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  Appendix B: The wonders of securitization 

 In November 2003, when speaking on behalf of the American Securitization Forum to the 
‘Hearing on Protecting Homeowners: Preventing Abusive Lending While Preserving Access to 
Credit’ at the House of Representatives, Cameron L. Cowan, a Partner of Orrick, Herrington, 
and Sutcliffe, LLP, declared that:

  The success of the securitization industry has helped many individuals with subprime 
credit histories obtain credit. Securitization allows more subprime loans to be made because 
it provides lenders an efficient way to manage credit risk. . .Regulation that seeks to place 
disproportionate responsibilities on the secondary market will only succeed in driving away 
the capital loan purchasers provide in the subprime market.   

 He continued:

  I urge Congress to move with great care as it addresses the problem of predatory lending. 
The secondary markets are a tremendous success story that has helped democratize credit 
in this country. Well intended, but overly restrictive, regulation in this area could easily do 
more harm than good.   

 Source:  http://financialservices.house.gov/media/pdf/110503cc.pdf 
(retrieved 3 May 2016)   

  Appendix C    

8

6

4

2

0

8

6

4

2

0
Jan/01 Jan/04 Jan/07 Jan/10 Jan/13

SOURCE: WWW.TRADINGECONOMICS.COM | FEDERAL RESERVE

UNITED STATES FED FUNDS RATE
Benchmark Interest Rate

      

http://financialservices.house.gov/media/pdf/110503cc.pdf


http://taylorandfrancis.com


Part II

  Critical perspectives on 
financial innovation 



http://taylorandfrancis.com


111

 This chapter argues for a reconceptualization of financial innovation which, as culprit and 
victim of the current crisis, is now damned by those who once praised it. But what is financial 
innovation? The dominant answers from mainstream finance and social studies of finance share 
variations on a rationalistic view whereby financial innovation is about improving markets or at 
least extending the sphere of rational calculability. Because improvisation is more important than 
the dominant perspectives can admit, this chapter proposes a new concept of financial innova-
tion whose three main elements – frame, conjuncture and bricolage – are indicated by the title 
of this chapter. The importance of this problem shift is that it highlights the inherent fragility of 
this type of intermediary-led financial innovation where things will often miscarry and high-
lights the need for a more radical rethinking about policy responses to the financial crisis that 
began in 2007. 

  ‘Too much of a good thing’: a crisis for financial innovation? 

  In addressing the challenges and risks that financial innovation may create, we should also 
always keep in view the enormous economic benefits that flow from a healthy and innova-
tive financial sector. The increasing sophistication and depth of financial markets promote 
economic growth by allocating capital where it is most productive. And the dispersion of 
risk more broadly across the financial system has, thus far, increased the resilience of the 
system and the economy to shocks. 

    (Ben Bernanke, Chair US Federal Reserve, 
New York, 15 May 2007) 

  Not all innovation is equally useful. If by some terrible accident the world lost the knowl-
edge required to manufacture one of our major drugs or vaccines, human welfare would be 
seriously harmed. If the instructions for creating a CDO squared have now been mislaid, 
we will I think get along quite well without. And in the years running up to 2007, too 
much of the developed world’s intellectual talent was devoted to ever more complex 

 5

   Reconceptualizing financial 
innovation 

 Frame, conjuncture and bricolage 

      Ewald   Engelen   ,    Ismail   Ertürk   ,    Julie   Froud   , 
   Adam   Leaver    and    Karel   Williams         



Engelen, Ertürk, Froud, Leaver and Williams

112

financial innovations, whose maximum possible benefits in terms of allocative efficiency 
was at best marginal, and which in their complexity and opacity created large financial 
stability risks. 

 (Adair Turner, Chairman of the UK Financial Services Authority, 
 The Economist ’s Inaugural City Lecture, 21 January 2009)  

 The media’s ‘credit crunch’ of summer 2007 turned into a financial crisis of bank failure and 
bailout in autumn 2008 which then provoked a recession in 2009 and after. The results so far 
include not only huge write-offs of financial capital but also perhaps the largest, fastest destruc-
tion of intellectual capital in the past 100 years. Crunch, crisis and recession directly challenge 
the pre-2007 received wisdom about how, in the words of one elite investment banker, ‘an 
innovations-based explosion of new financial instruments was a huge plus for market efficiency’ 
( Financial Times , 27 October 2008). The first of the opening quotations, from Ben Bernanke 
(2007), illustrates how establishment figures uncritically praised the economic benefits of finan-
cial innovation right up to the credit crunch. They have, of course, since discovered that financial 
innovation can be less benign, and the second quote from a keynote speech setting out new 
principles of financial regulation from British establishment figure Adair Turner (2009) is an 
acerbic rejoinder to any contention that financial innovation has brought significant social and 
economic benefits. The consensus has thus now shifted so that by January 2009 Ben Bernanke 
had discovered that innovation can undermine the financial system and bring down a capitalist 
economy. This is, most obviously, a  crisis of financial innovation  because securitization represents 
innovation whose outcomes include frozen markets, failed and bailed banks and blocked credit. 
Significantly, it is also a  crisis for financial innovation  because these events have forced media com-
mentators, politicians, officials and regulatory organizations to revalue this notion of innovation 
or at least to question the ability of banks and other institutions to manage innovation in the 
general interest. 

 The pre-crisis consensus on the benefits of financial innovation was such that regulators and 
officials were concerned to encourage more innovation and rehearse its many benefits. Con-
sider, for example, the following views and positions all taken in the first half of 2007, weeks 
before the crisis started. The Financial Services Authority (FSA) in the UK was concerned that 
regulatory reforms should ensure that ‘the UK continues to be Europe’s recognized centre of 
financial innovation’ (FSA, 2007). When praising financial innovation in his May 2007 speech, 
Ben Bernanke argued that ‘in some respects financial innovation makes risk management easier’ 
because it can be ‘sliced and diced, moved off the balance sheet and hedged by derivative instru-
ments’ (Bernanke, 2007). His line about the ‘great benefits of financial innovation’ was echoed 
in a paper by Bank of England authors which argued that ‘in recent years, there has been much 
greater scope to pool and transfer risks, potentially offering substantial welfare benefits for bor-
rowers and lenders’ (Hamilton, Jenkinson and Penalver, 2007, p. 226), including increasing ‘the 
availability of credit to households and corporations’ through a wider ‘menu of financial prod-
ucts’ (ibid., p. 230). While for Adrian Blundell-Wignall of the OECD, ‘sub-prime lending is a 
new innovation . . . the big benefit is that people who previously could not dream of owning a 
home share in the benefits of financial innovation’ (Blundell-Wignall, 2007, p. 2). 

 With the credit crunch and problems about subprime after August 2007, this triumphalism 
about financial innovation was grudgingly revised and, in the first year of the crisis, the ‘too 
much of a good thing’ alibi was developed: an emerging crisis of financial innovation was 
reconciled with established views about the benefits of financial innovation by arguing that the 
problems were the result of  too much  (or the wrong kind of ) innovation. Thus the Bank for 
International Settlements (BIS) in its 2008 Annual report accepted that securitization and the 
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‘originate-to-distribute’ model had not spread risk bearing because ‘the way in which they were 
introduced materially reduced the quality of credit assessments in many markets and also led to 
a marked increase in opacity’ (BIS, 2008, p. 8; see also Jenkinson, Penalver and Vause, 2008). This 
alibi initially softened criticism of financial innovation. As a  Financial Times  editorial argued, 
financial innovation was not ‘mistaken in principle’ because the problem was not turning mort-
gages into bonds but ‘using securitization as way to dodge bank capital requirements, multiply 
fees and dump bad loans onto others’ (30 December 2008). Second, if the problem was too 
much of the wrong kind of financial innovation, it was noted that regulators should guard 
against over-eager responses that might lead to too little innovation. The IMF’s  Global financial 
stability report  of October 2007 argued that ‘while recognizing that financial regulation needs to 
catch up with innovation, some Directors emphasized that actions to strengthen regulation 
should not stifle the creativity and dynamism of financial markets’ (IMF, 2007, p. 126). 

 After the collapse of Lehman in September 2008, governments had to guarantee deposits and 
recapitalize banks in Europe and America. Understandably the balance of mainstream opinion 
then shifted, became much more hostile to financial innovation and more personalized with 
populist attacks on greedy bankers. Journalists in the financial press still used the alibi about 
the wrong kind of innovation and the language about costs and benefits: thus John Plender in 
a  Financial Times  feature (5 January 2009) described the ‘double-edged nature of financial 
innovation . . . throughout the ages’. But the politicians and intellectuals debating re-regulation 
and ‘new financial architecture’ are now much less kind. Most notably, several eminent main-
stream economists have attacked financial innovation and flatly recommended less innovation. 
For example, Jagdish Bhagwati of Columbia University argued that financial innovation was 
unlike non-financial innovation because it generated more upheaval: ‘with financial innovation, 
the downside can be lethal – it is “destructive creation”’ ( Financial Times , 16 October 2008). 
As implied in the opening quote from Adair Turner, we are now in a world where we can appar-
ently distinguish good innovation from bad, while in December 2008 the Nobel Prize winner 
Robert Solow recommended ‘a regulatory system aimed at insulating the real economy from 
financial innovation insofar as that is possible’ and accepted ‘that may require limits on the 
freedom of action of commercial banks’ ( Financial Times , 16 December 2008). 

 The (changing) consensus view is only a matter of making interpretative concessions after 
the agreed facts have changed. And there is something comic about how after 2007 journalists, 
officials, regulators and academics have salvaged as much as possible of their earlier positions on 
financial innovation when most of them acted like bishops blessing battleships. But the changes 
do raise some serious questions: how can there be too much of a good thing and how can such 
apparently good things suddenly (and quite unexpectedly) turn bad? There are also some inter-
esting intellectual issues here. If everyone can agree that securitization and derivatives are 
examples of innovation, just what is (and is not) innovation? Where did ideas about financial 
innovation come from and why did the phenomenon enjoy such a positive reception for so 
long? When we answer these questions in the rest of this chapter, we find that media reports and 
the publications of official regulatory bodies reflect or at least are coherent with academic defi-
nitions. The arguments in these documents are tendentious because they represent financial 
innovation as a kind of heroic rationalism. Hence our main objective in this chapter is to propose 
a new concept of financial innovation whose three main elements of frame, conjuncture and 
bricolage combine to explain the fragile and variable results of financial innovation. 

 The chapter which develops these arguments is organized in a relatively straightforward way. 
The second section deals with academic representations of financial innovation in mainstream 
finance, as well as on the critical periphery in social studies of finance and financialization. 
Behind the concepts of ‘financial engineering’ and ‘performativity’ is a set of rationalistic 
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assumptions which financialization rejects without finding an alternative concept of innovation. 
Section three argues that all these perspectives fail to engage with the improvisatory character 
of financial innovation. Sections four, five and six then propose our alternative account of finan-
cial innovation: section four outlines our ideas about a macro-frame of structural conditions, 
while section five outlines the changing field of conjunctural opportunities within which 
section six presents innovation as a work of bricolage. The concluding section explains how the 
re-conceptualization of financial innovation proposed in this chapter has implications for our 
understanding of the current financial crisis.  

  Current concepts of financial innovation: mainstream finance and 
social studies of finance 

  What is recurrently . . . described and celebrated as (financial innovation) . . . is, without 
exception a small variation on an established design . . . The world of finance hails the inven-
tion of the wheel over and over again, often in a slightly more unstable version. All financial 
innovation involves, in one form or another, the creation of debt secured in greater or lesser 
adequacy by real assets. 

 (Galbraith, 1990, p. 19)  

 J.K. Galbraith would no doubt have dismissed derivatives and private equity in the mid-2000s 
as trivial variants on the junk bonds and leveraged buy-outs (LBOs) which he disparaged in 
1990. His scepticism was theoretically grounded in heterodox political economics because 
Keynesian ideas about speculation or Minskian ideas about credit cycles both emphasize recur-
rence which devalues the differences and novelties of each new cycle in finance. This is import-
ant because it shows that financial innovation in the late 1980s was not an idea whose time had 
come but a metaphor making its way in a sceptical world. And this section tells the story of the 
two groups of academics who then promoted the concept: the financial economists put finance 
theory and theorists at the centre of a heroic process of extending and completing financial 
markets, while the social studies of finance produced an ethnography and history which did not 
break conclusively with the assumptions of the financial economists. 

 The first paradox here is that, with some exceptions (e.g. Molyneux and Shamroukh, 
1999), the literature on financial innovation does not draw on the huge literature about (pro-
ductive) innovation by mainstream and heterodox economists. Put another way, the main 
contributors to this (productive) innovation literature have not maintained Schumpeter’s 
broad interest in finance. His 1934 text,  The Theory of Economic Development , contains extensive 
discussion of credit and capital in the economic system and the growth of firms, as well as 
some discussion about money markets and their potential as a source of income. But, as 
O’Sullivan (2002) has noted, the links between finance and innovation have been ‘largely 
neglected’ in recent times, or dealt with very narrowly as institutional economists of different 
kinds are mainly interested in the role of financial institutions and markets in sustaining inno-
vative productive processes and systems. Hence there is discussion of the role of venture capital 
(for example, in Lazonick, 2002) and of nationally specific firm finance relations that give rise 
to ‘national systems of innovation’ (see, for example, Nelson, 1993; OECD, 1997). If finance is 
seen as an input with consequences for production, the issue of innovation within finance is 
marginalized or denied. And this is manifest in the varieties of capitalism literature, including 
Hall and Soskice (2001) and Amable (2003) whose idea of national varieties resting on insti-
tutional complementarity effectively denies the possibilities of finance-led change (see also 
Engelen and Konings, forthcoming). 
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 Hence, it was financial economists like Merton Miller (1986) who explicitly coupled the 
terms ‘finance’ and ‘innovation’ in the 1980s to create a leading metaphor. Their linguistic 
coupling was foundational because it associated developments in financial products and markets 
with standard economic ideas about innovation as a process with positive outcomes. Innovation 
can create losers as well as winners, but the standard economic definition of innovation is as 
something that results in a higher level of economic welfare, through enhancing either static 
efficiency or dynamic efficiency. In effect, the metaphor was positively charged and imparted a 
bias in favour of financial innovation when, as Merton claimed, there was a lot of it about. 
Writing in the mid-1980s, Miller asked the question, ‘can any twenty-year period in recorded 
history have witnessed even a tenth as much new development?’ (Miller, 1986, p. 460). Later 
writers remind readers of Miller’s assertion that innovation cannot continue at the same pace 
and argue that it has indeed done so (Tufano, 2002). 

 But what exactly was innovation and how did it generate beneficial outcomes? The connec-
tion between innovation and more economic growth is explicitly made in some of the financial 
economics literature: for example, Miller (1986) defines financial innovation as something that 
produces economic growth in excess of what would otherwise occur. However, the financial 
economists were theorists of efficient markets (not modellers of contributions to economic 
growth). The financial economists thus added a link in the argument and, as theorists of finan-
cial markets, defaulted onto the idea that financial innovation is everything that makes financial 
markets more efficient and extends the sphere of financial markets; which, prima facie, should 
deliver higher growth and welfare gains. By the 2000s, with the hockey-stick growth of deriva-
tives and other instruments, this definition had crystallized into the idea that the project of 
financial innovation in our time was the marketization of risk. And this definition was taken up 
by many, including behavioural financial economists like Robert Shiller, who did not believe in 
efficient markets and rational actors. Shiller defines ‘radical financial innovation’ as ‘the develop-
ment of new institutions and methods that permit risk management to be extended far beyond 
its former realm, covering important new  classes  of risk’ (Shiller, 2004, p. 2). 

 This problem shift onto financial innovation as marketization creates at least three major 
problems: first, it makes the definition of financial innovation circular and tautological; second, 
it narrows the field of possible drivers of innovation; and, third, it encourages claims about 
benefits which have low empirical content. 

1    The tautological problem is obvious if we consider Miller’s claim that ‘any surviving, 
successful innovation must have reduced deadweight transaction costs and expanded the 
reach of the market’ (Miller, 1986, p. 463). In effect, any financial innovation that survives 
must have done so because it is truly  innovative  and has improved market efficiency. This is 
qualified in a modest way by Van Horne, who recognizes that ‘enthusiasm’ may ‘allow 
certain deals to be masqueraded as financial innovation’ where aggressive ‘promoters’ earning 
‘handsome’ fees can temporarily confuse markets (Van Horne, 1985, p. 626), but that on an 
 ex post  basis such products would not be what Viñals and Berges (1988) denote as ‘pseudo-
innovation’. However, this is only a qualification to the tautological assertion that what 
survives must be innovative.  

2   Logically, the narrow definition implies narrow causes as financial innovation responds to 
market signals, market failure and exogenous variables like technical change. Miller’s early 
work applies a financial economics framework which highlights regulations and taxes as the 
‘impulse’ to innovate (see also the idea of ‘regulatory dialectic’ discussed in Artus and de 
Boissieu, 1988, pp. 108 9), while Merton (1995) adds computer and technological advances 
as well as finance theory to the list of causes. Silber’s economics-based approach includes 



Engelen, Ertürk, Froud, Leaver and Williams

116

discussion of specific factors that can explain particular innovations (Silber, 1983, p. 91). 
As noted by Tufano (2002) and Ross (1989), much analysis is dominated by the idea that 
innovations are optimal responses to either market problems or arbitrage opportunities and 
that, significantly, they are often ‘institution-free’ (Tufano, 2002, p. 9).  

3   It is easy to list but hard to measure the benefits of innovation. According to Tufano (2002), 
it is possible to measure the (considerable) benefits of retail process innovations that reduce 
transaction costs like ATMs or smart cards but, more generally, it is more challenging to 
measure the social welfare effects of new instruments in the wholesale markets. Where 
measurement attempts have been made, as with those collected in Allen and Gale’s (1994) 
volume, the evidence suggests effects are mixed and complex: thus, with tools like short 
selling, there may be welfare gains from very limited use, but such gains are lost when the 
tactic is used without limit.   

 But, if we leave these problems to one side, financial economists do have a strong, simple and 
positive story about financial innovation, which serves as authority and source for all those pre-
2007 lists of benefits by establishment figures. It is a rationalistic (indeed functionalist) account 
of financial innovations. New products and services allow funds to be moved across time and 
place, or to be pooled, risk to be managed, or asymmetric information or moral hazard problems 
to be addressed. And all this ultimately serves the teleological aim of constructing in the real 
world a perfect set of financial markets, making true the almost religious promise of instanta-
neous market clearing (see, for example, Merton, 1992). Within this frame, the work of financial 
innovation is a prosaic but heroic activity whose quality is captured in the notion of  financial 
engineering  used by some financial economists to suggest an apolitical, mechanical view of inno-
vation focused on solving what are essentially technical problems of markets around informa-
tion, pricing and so on. 

 The idea of financial engineering encourages lists of innovations and a cult of the engineer 
with Robert C. Merton playing the part of Isambard Kingdom Brunel. Hence we have classi-
fications of types of financial innovation according to what they are designed to do (BIS, 1986; 
White, 1996), as well as shortlists of the most important innovations of recent times, with dif-
ferent academics arguing for their favourites (Miller, 1986). And, at this point, the financial 
economists themselves enter their own story because, if innovation is the completion of the 
market, those with technical hypotheses and algebra about markets and valuation surely have a 
privileged role in the remaking of the world. This is supported by chronology and popular 
history. Chronology is important because the huge expansion of derivatives trading after the 
1980s postdates Merton’s (1973) formulation of the Black–Scholes model and predates wide-
spread use of the formula in valuing options and derivatives. All this was turned into popular 
history with Bernstein’s  Capital ideas  about the migration of finance theory from academe to 
Wall Street as leading financial economists promoted a kind of modernization of finance 
theory which made Wall Street ‘vital and productive’ (Bernstein, 1992, p. 2). Bernstein’s account 
is an explicit celebration of what is characterized here and elsewhere as a ‘revolution’ (see, for 
example, White, 1996, p. 6) whose heroes are the talented finance academics with ideas and 
new formulae. 

 Meanwhile, other parts of social science have taken up new ways of understanding finance. 
Social studies of finance have attracted a new generation of social constructionist sociologists 
with ethnographic and historical interests in describing and understanding what financial econ-
omists, traders and markets are about (see, for example, Knorr Cetina and Preda, 2004). At the 
same time, shareholder value and financialization have been taken up as interdisciplinary objects 
by an assortment of radicals from political economy and cultural economy (see, for example, the 
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readings in Ertürk  et al ., 2008). We would expect these academics to present a quite different 
account of financial innovation because their work gives due weight to the sociocultural, and 
does not construct the economy in terms of obstacles to market clearing. Furthermore, research 
from the social studies of innovation field has challenged notions that innovation is ‘technology’-
led and suggested caution about claiming the significance of new technologies in advance of 
the historical analysis that so often paints a more complex picture of effect (Edgerton, 2008). 
However, while the critical accounts of social studies of finance and of financialization are 
different, they do not succeed in breaking with the underlying heroic rationalism of the financial 
economist’s account; or, more exactly, only the analysts of financialization dissent and they often 
do so by turning heroes into villains. 

 The social studies of finance have been both liberated and constrained by its founding prob-
lem shift towards social constructionism. An earlier generation of liberal sociologists protested 
that the categories of mainstream economics crudely misrepresented the complex world. Under 
French influence from Latour and others, social studies of finance in the 2000s have analysed 
how the categories of financial economics format the practical world. Thus, in MacKenzie’s 
(2006) metaphor, theory is an engine not a camera so that financial theorems are characterized 
as ‘producers’ of market behaviour and prices, instead of ‘cameras’ which merely depict what is 
ontologically given. From this perspective, Black–Scholes and derivatives trading provide the 
perfect example, and Mackenzie (2006) has produced a nuanced and impeccably sourced history 
of all this which effectively provides scholarly support for a heroic view of theory-led financial 
innovation that is adumbrated by the finance literature and developed in the earlier popular 
histories. The a priori of this kind of approach is epitomized by the concept of performativity 
which is now widely used in social studies of finance. In general, the concept encourages studies 
which elaborate how economic theories and finance formulae are at the root of financial tech-
niques and infrastructure, which have become the great facilitators of the recent development 
and spread of financial markets. 

 Performativity brings a new insight and there are several different variants on the concept 
which in English usage from Austin onwards recognizes misfires and mis-executions. But we 
doubt whether any of the concepts provides a sufficiently broad base for explaining financial 
innovation. Certainly, the preoccupation to date with the performativity of economic theory 
provides a very narrow lens. Unless one assumes that economic theory has some kind of onto-
logical privilege which guarantees its primacy, the practical world is presumably one where 
multiple half-realized projects with contradictory discursive bases contend and coexist. In that 
case, we would expect problems arising from incremental change and interacting projects as well 
as a much larger role for ‘unintended consequences’ than most heroic rationalists would admit. 

 From this point of view, the financialization literature is interesting because it broadens the 
focus to consider many things other than the role of economic theory in financial innovation 
and generally takes a much more negative view of the consequences of financial innovation. The 
political and cultural economists in this group (see Ertürk  et al ., 2008) hold to a view of capital-
ism where power is an important driver. Innovation since the 1980s is generally set in the context 
of sharply increasing inequalities of income and the rise of the ‘working rich’ and financial 
intermediaries in Europe and the United States (Duménil and Lévy, 2004). Beyond this, there 
are sharp differences between cultural and political economists about the nature of power and 
the capitalist process. From the cultural side, capitalism can be draped in the post-structuralist 
cloak of Foucauldian capillary power (de Goede, 2001, 2005; Langley, 2008), whereas in political 
economy from regulationists and neo-Keynesians capitalism is driven by the imperatives of 
capital accumulation (Aglietta, 2008; Stockhammer, 2008). Thus, the financialization literature 
has no founding orthodoxy but is instead a space of quarrelsome debate (Engelen, 2008). 
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 The implications for views of innovation are quite interesting because the financialization 
literature both recapitulates all the tendentious positions we have previously criticized in finan-
cial economics and social studies of finance and succeeds in producing novelty by inversion as 
function becomes dysfunction and the prime movers become villainous intermediaries, not 
heroic academics. Financial economists explain innovation functionally as answers to real-world 
deviations from neoclassical market models (which ultimately make markets more similar to 
those models and hence more efficient); by way of contrast, Marxisant authors like Duménil and 
Lévy (2004) come up with a dysfunctional explanation as the interests of capital and the work-
ing rich are served by new kinds of class alliance with intentions and motives read off postulated 
class position. Other authors sidestep this position by emphasizing the incoherence and contra-
dictions of financialized capitalism so that Froud  et al . (2006) represent shareholder value as an 
unrealizable project with practical consequences. The same team has led the way in highlighting 
the role of financial intermediaries like investment bankers in financialized capitalism (Folkman 
 et al ., 2007). They have dissociated themselves from ideas about intermediary capitalism partly 
through ideas about ‘distributive alliance’ where the bankers may not know what they do. But, 
in a curious way, they do invert the mainstream view of financial innovation as purposeful and 
heroic because the villain of financialization is the self-serving and greedy financier.  

  Empirical dissatisfactions: the need for reconceptualization 

  I hit on the idea of a chocolate bar dispenser, but replacing the chocolate bar with cash. 
 ( John Shepherd Barron, inventor of the first ATM, 

 Financial Times , 26/27 July 2008)  

 This quote from the inventor of the first cash dispenser raises questions about what innovation 
is and how innovation takes place; it highlights the role of analogy and improvisation in the 
thinking which led to this important retail development. And this in turn raises the question of 
what the innovation is: is the major innovation the ATM, or its precursor the vending machine, 
or indeed the lateral thinking on vending that connects a new kind of machine for taking 
money out with existing machines for putting money in? The quote also suggests that these 
questions are empirical ones which could be answered only after talking to those involved at a 
practical level and by considering specific cases. A better concept of innovation cannot be 
obtained simply by avoiding the errors of rationalism and such like which were listed in the 
previous section. 

 If we begin by considering practitioners, the first point to make is that there is a large litera-
ture on financial markets and trading practices produced by practitioners or ex-practitioners. 
They are not cited by financial economists even though practitioner concepts like Soros’ (2003) 
reflexivity or Taleb’s (2007) ‘black swan events’ are widely used. Maybe this is because most of 
the insider accounts of business organization and market practice contradict the picture that 
arises from the self-knowledge of financial economists. The insider accounts suggest that the 
academic accounts overplay the rationality of agents as well as the role of finance theory and or 
new ‘technologies of finance’ in the actual practices of finance (Augar, 2001, 2005; Ellis, 2008; 
Knee, 2006; Lowenstein, 2001; Taleb, 2007). Haug and Taleb (2008) produce an alternative 
history of derivatives trading which emphasizes the importance of practitioner knowledge in 
valuing derivatives. They explicitly claim that the expansion of derivative trading did not require 
Black–Scholes algebra but could have been based on the heuristics used by traders. Equally 
challenging, other authors discuss the quotidian way in which bankers identify profit-making 
opportunities and continuously adapt themselves and the organization for which they work to 
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changing conditions. These practitioners suggest a picture of improvised financial innovation 
which hardly fits with heroic rationality assumptions. At the same time, these accounts do imply 
that agents possess differentiated and continuously changing freedoms to exercise their limited 
powers (see, for example, Bookstaber, 2007; Dunbar, 1999). 

 If we then seek empirical cases, the problem is to find cases produced by authors who do not 
subscribe to the heroic rationalist assumptions that colour the more intellectualized accounts of 
the wholesale markets. In the period since the crisis began, we can turn to forensic journalism 
and newspaper accounts of where things have gone wrong and large losses have been chalked 
up. Here we will consider the case of Deutsche Bank which in the fourth quarter of 2008 issued 
a profits warning about a $4.8 billion loss after its proprietary traders had lost altogether some 
$2 billion in 2008. One star trader (Boaz Weinstein) apparently lost more than $1 billion, mainly 
in the final quarter before leaving to pursue opportunities elsewhere ( Wall Street Journal , 
15 January 2009). It is more difficult to find descriptions of things going right before 2007. But 
business school strategy cases and ‘how to do it’ teaching materials do present what might be 
called innocent descriptions of innovation in action, Here we will consider an IMD case (2008) 
which focuses on how J.P. Morgan successfully securitized some £850 million of Royal Bank 
of Scotland (RBS) subprime mortgage loans and took them off the RBS balance sheet. The two 
illustrative cases confirm the insights of practitioners but also suggest that financial innovation is 
not a discrete technical item but an improvised connection which takes the form of a chain of 
transactions within a configuration of asset prices and flows of funds. 

 The Deutsche Bank profits warning was a shock for stock market analysts and journalists. 
Deutsche had sustained relatively little damage in the first year after summer 2007 and this was 
widely attributed to the controlling intelligence of its senior investment bankers, under the 
leadership of Anshu Jain. Deutsche Bank may well have internal controls which prevent unau-
thorized trading of the kind practised by Jerome Kerviel at Société Générale, but the profits 
warning showed that Deutsche could not anticipate how shifts in flows of funds and asset prices 
would undermine a short, simple chain of offset transactions, where the profits had been reliably 
made by applying funds to earn more than it cost to source them from a previous trade. The 
best-known example of this in the 2000s was the yen carry trade but Deutsche and other banks 
had a variant, as described in the  Wall Street Journal Europe , 15 January 2009. They borrowed to 
buy corporate bonds and then hedged the investments with derivatives because credit default 
swaps (CDS) allowed them to buy insurance against defaults on the bonds; the trade was profit-
able as long as the default insurance cost less than the corresponding income from the bonds. This 
all went wrong after the de facto nationalization of AIG and then the failure of Lehman Brothers 
in September 2007. With frozen credit markets the traders could no longer borrow to buy bonds 
and the price of CDS insurance rocketed. The secondary consequence was that bond prices then 
fell sharply, inflicting capital losses on all the players in the offset trade in bonds and CDS. 

 Our second illustrative case concerns a J.P. Morgan securitization of subprime loans for RBS 
in 2006 which depends on a much more complex long chain of transactions which is described 
in  Figure 5.1  (IMD, 2008). Technically the chain is a synthetic CDO (collateralized debt obliga-
tion) using two special purpose vehicles with SPV1  1   (termed ‘sequils’) providing the funds and 
SPV2 (termed ‘mincs’) providing first-lost credit enhancement to SPV1. These transactions 
comprised a package (‘sequils/mincs’) that J.P. Morgan had introduced in 1999 and which had 
been successfully repeated for many other clients.  

 Any consideration of this chain brings out how it is both contingent and historically deter-
mined, lucrative yet fragile. The initiator is RBS, which is under pressure to improve capital 
adequacy under the Basel II regulatory framework by shifting subprime loans off the balance 
sheet. The result is a kind of alchemy as subprime loans go into the process and investment grade 
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paper comes out. This is very different from the original 1980s securitizations by Freddie Mac 
and Fannie Mae of mortgages or by Ford and GM of car loans, where it is the best-quality debt 
(in terms of default risk) that is passed on to allow credit expansion. The alchemical result for 
RBS depends on three techniques. The first of these is tranching to create different classes of 
coupon with some classes of coupon more remote from default. Second, a swap guarantee, which 
is a kind of insurance against default on the principal, is given by Morgan Guarantee Trust whose 
triple A rating then provides an uplift. Third, a further guarantee, which acts as a re-insurance 
scheme for Morgan Guarantee Trust, is a shell vehicle which attracts investors by offering them 
triple B returns on their principal which in turn has been invested in triple A securities. 

 This tiering of two SPVs and swap guarantees is the historically determined result of a 
decade’s improvisation. J.P. Morgan has been doing this kind of securitization for seven years 
(IMD, 2008) and the separation of the funding and credit risks reduces the liabilities of Morgan 
Guarantee which would otherwise overwhelm its triple A rating. But it is also (just like Deutsche 
Bank’s offset trade) contingent because its rationale and outcome depend on the prices paid and 
the flows of funds from investors into the coupons issued by SPV1 and SPV2. This, in turn, 
depends on market conditions, as well as on custom and regulation that prevents insurance 
companies from buying triple B coupons from SPV2, whose purchasers will include hedge 
funds (borrowing from banks like RBS). The practical limit is that the gain from the alchemy 
must be larger than the intermediary fees paid at each step and within this limit it is possible to 
conceive of securitization packages involving three or four SPVs to deal with loan guarantees 
and risks of different kinds. 

 In both Deutsche Bank’s short chain and J.P. Morgan’s long chain, some agents have to do 
the maths on what the derivatives are worth, probably (but not necessarily) using Black–Scholes. 
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The results of such calculations may have determined prices or served as a reference point, with 
Black–Scholes or another heuristic providing the same service as the trade price guide for the 
bidder at car auction. But the existence and saleability of the derivatives and their utility to the 
fee-earning coalition of intermediaries depends on all the conditions whose complexity emerges 
in the long-chain case. The chain exists in a ‘field’ strewn with techniques, cognitions, regula-
tions and other social artefacts that may serve as the ‘ready mades’ feeding into the assemblages 
resulting from attempts by well-situated, but ‘cognitively handicapped’, agents to solve discrete 
problems. There are two important implications: first, innovation is not a substantial technical 
item but a series of chains or sets of relations; second, the intellectual task is to understand the 
conditions around the innovation chain which determine the form and complexity of innova-
tion and, just as importantly, generated a multiplicity of fragile long chains in the years before 
2007. On this basis, our alternative account of financial innovation seeks to develop some under-
standing of the conditions of existence of financial innovation.  

  Macro-frame: general conditions 

  I have directed Secretary Connally to suspend temporarily the convertibility of the dollar 
into gold or other reserve assets, except in amounts and conditions determined to be in the 
interest of monetary stability and in the best interests of the United States. 

 (Richard Nixon announcing the floating of the dollar, 
Address to the Nation, 15 August 1971)  

 Almost everybody who writes about financial innovation includes a descriptive list of general 
conditions which have enabled financial innovation since the 1970s. The quote above from 
Richard Nixon, announcing the 1971 floating of the dollar, is apposite because the end of the 
Bretton Woods fixed exchange rate system figures prominently on all such lists. Like Konings 
(2008), we would disagree with those who credit the breakdown of Bretton Woods with epochal 
significance (see, for example, Helleiner, 1994; Stockhammer, 2008). But we agree with those 
from right across the policy and discursive spectrum who argue or assume that general structural 
conditions of the kind discussed in this section collectively help to explain the rise of ‘finance’ 
in economic and political terms. In our view the changing structural conditions are relevant 
because they provide a kind of macro-frame around innovation and hence we describe them 
below before we go on to argue that such lists of facilitative conditions can only be part of an 
explanation of innovation. 

 The first condition has to do with the long-term process of state restructuring in response to 
the crisis of Keynesianism in the late 1960s/early 1970s. Forced by the spontaneous growth of 
the stateless Eurodollar market, states increasingly lifted earlier restrictions on cross-border 
financial transactions, resulting in the gradual development of a truly international market in 
foreign exchange contracts, which has transformed itself as an international interbank market, 
providing banks and other financial agents with sufficient liquidity and serving as the main 
supplier of the raw commodity out of which financial innovations were moulded (Grahl and 
Lysandrou, 2003; Helleiner, 1994). During the next two decades, the subsequent transnational-
ization of bond, equity and derivatives markets duly followed. 

 The unevenness of deregulation, as well as the continuing relevance of the state and national 
regulatory traditions, opened up numerous opportunities for ‘regulatory arbitrage’, which by the 
1990s were being exploited by nimble players like hedge funds, private equity funds and other 
private capital-containing vessels domiciled in offshore financial centres. Periodic attempts to 
re-regulate financial markets, mostly in response to high-profile crises, were quickly undermined 
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by the use of new techniques and instruments or by playing off different jurisdictions against 
one another. The knowledge, expertise and foresight of public regulators was increasingly not 
up to the task and Basel II capital adequacy requirements encouraged banks to develop the 
‘originate-and-distribute’ practices that failed after 2007 (see Singer, 2007). 

 Second, financial pressures and ideological attractions have from the 1970s onward forced 
governments to retrench the post-1945 welfare arrangements they had set up to make amends 
for the great European wars and mass unemployment (see Judt, 2005). As a result, households 
across the Western world have seen state-backed guarantees eroded and have increasingly been 
obliged to turn to financial markets to gain access to goods such as housing, higher education 
and protection against unemployment or ill health (Hacker, 2006; Manning, 2000). This ‘Big 
Risk Shift’ has not only provided banks and other financial agents with an increased demand for 
financial debt instruments (credit cards, mortgages, loans) but also ensured a steady supply of 
new and stable income streams, a precondition for large-scale financial innovation (Leyshon and 
Thrift, 2007). 

 Third, as a result of pension reforms (the global replacement of pay-as-you-go systems by 
pre-funded pension systems), international trade imbalances and rising commodity prices (espe-
cially oil), there is a growing ‘wall of money’ facing global financial markets that is looking for 
investment opportunities. Prior to the September 2008 meltdown the volumes were truly stag-
gering. The IFSL (2008) estimated total pension savings under management by pension funds in 
2007 to be around $28.5 trillion. Mutual funds and insurers managed a further $27.3 trillion and 
$19.1 trillion respectively. Private equity and hedge funds had assets under management totalling 
$0.8 trillion and $1.9 trillion respectively. The fastest growth in assets under management, how-
ever, was booked by so-called sovereign wealth funds. At the high tide in late 2007 they managed 
assets in the order of $6.1 trillion, most of it deriving from rising commodity prices and the rest 
from foreign exchange reserves that are caused by global current account imbalances. In a recent 
report, the McKinsey Global Institute (2007) estimated that the size of these assets may reach 
over $15 trillion in 2012. It is, of course, the upscaling in the use of particular financial instru-
ments as well as in the size of funds that has meant that the effects of financial innovation are felt 
widely as chains unravel. 

 Fourth, technological developments have been key for the growth and dispersion of modern 
financial products and markets. In wholesale as well as retail markets the introduction of new 
information and communication technologies (ICTs) has spawned new products and services, 
new modes of distribution and new techniques of pricing and risk management. No matter 
whether it is ATMs, ALM-models, remote access to the mainframes of exchange platforms, 
option price theory, the use of optic fibres to enhance transaction speed, automated or logarith-
mic trading, credit scoring, real-time information services (Bloomberg and Reuters) or the new 
HP Blade Workstation designed for hedge fund use, in all instances ICTs have allowed the rapid 
and radical transformation of the world’s financial markets. In a general sense, it has been the 
virtualization of trade and the digitization of financial data that made up the precondition for 
the broadening and deepening of the financial markets. Only when the trade in claims on 
(future) income streams was decoupled from its physical carrier (the ‘coupon’ of Hilferding’s 
time) could upscaling take place. 

 Finally, the development of new theoretical paradigms within economics has added substan-
tially to the construction of a standardized set of techniques that allow anonymous traders, 
seated behind batteries of desktop screens, to legitimate their activities to an easily impres-
sionable outside public and to recognize each other’s expertise in the blink of an eye. The rise of 
finance as an economic subdiscipline, as described by MacKenzie (2006), has not only spawned 
a number of Nobel Prize winners but also a large number of mathematical formulae, models and 
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theorems (Black–Scholes theorem; capital asset pricing model; option pricing model; value at 
risk), which can quickly be adopted and deployed in the new digital environment described 
above. While the heroic rationalist account almost overemphasizes the importance of these 
symbolic equations, they have increasingly become embodied in the financial technologies and 
discourse that surround present-day traders, bankers and analysts. 

 Taken together, these developments, which mix some intended policies with many unin-
tended consequences, have resulted in a financial world in which funds are plentiful, capital is 
mobile, trading can easily be extended and there is a perpetual search for the next ‘new, new 
thing’. These conditions are framework-setting and, as of early 2009, appear nearly irreversible 
in that finance continues to feed off mass savings in a deregulated, virtualized and border-
crossing world even after the crisis. But these frame conditions are too general to explain the 
varying forms and direction of financial innovation in successive periods since the early 1980s. 
Or, put another way, within this general frame of facilitative conditions, the questions are about 
what happens, where and how. Our answer to these questions in the next two sections invokes 
Braudelesque ideas about conjuncture (between events and the  longue durée ) as the relevant 
span of time and to Lévi-Straussian ideas about bricolage as the unscientific process of improvi-
sation. Together these concepts add two more conditions of innovation which help us to under-
stand how financial intermediaries respond to opportunities created by specific sets of asset 
market conditions and retail identities and recently did so by creating long, fragile chains of 
innovation.  

  Meso-field: the conjuncture 

  We live in an era of very low predictability. 
 (Tony Blair, 8 January 2009, Paris, ‘New World, 

New Capitalism’ conference)  

 Tony Blair’s post-crisis complaint conflates two separate developments. First, capitalism has been 
malfunctioning for all of us after the financial crisis and not responding to policy intervention. 
But also capitalism is not behaving as Blair expected it would to deliver growth and maintain 
employment. Blair and other members of the Western political class are surprised because they 
had an epochal concept of capitalism and no concept of conjuncture and therefore wrongly 
supposed that the conjunctural results of the 1990s or 2000s had epochal durability. If the dis-
tinction between (quasi-epochal) frame and conjuncture is important for social democratic 
analysis, it is crucial for understanding innovation which of course requires a (temporal and 
geographic) field where predictability and repeatability can be organized for a while. If facilita-
tive conditions like deregulation, digital technology and changes in welfare provision constitute 
a sort of semi-permanent background frame, financial innovation also operates within a (more 
rapidly changing) conjunctural foreground whose field provides a distinct set of conditions 
around, for example, asset prices or retail products. Our argument is that the conjuncture is an 
important condition of innovation because it structures the immediate possibilities for and 
limitations of innovation. 

 Conjuncture can be understood as a distinctive but unstable combination of circumstances 
within which events and episodes happen to produce more quasi-resolution than permanent 
crisis. Our usage draws on Braudel (1982) in that it invokes the idea of multiple overlaid times 
and emphasizes the significance of something between events and the  longue durée  something 
astrological insofar as continuously changing arrangements of heavenly bodies have putative but 
unclear effects on earthly agents who may be influenced more by reading their horoscopes. 
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As a meso-economic field, a conjuncture is typically a four- to seven-year period partly defined 
by a capital market configuration of asset prices, flows of funds and interacting (competing, 
colluding) intermediaries. It is, in turn, supported by grand narrative, enacted by performance of 
key actors and then charged by mass subjectivities in societies like the US and UK where half 
have stock market savings and 70 per cent own houses. The narrative and performative elements 
ensure each conjuncture typically runs through a cycle of exuberance and asset price bubbles 
which fits with Keynes’ and Minsky’s perceptions about how market sentiment and lending 
behaviour determine changes in liquidity and asset prices so that the decision outcome connec-
tion is very variable. The agents include the masses and their representatives (states, mutual funds, 
pension funds and asset managers) as well as the elites. 

 Typically each new conjuncture crystallizes itself around different coupon instruments. The 
early 1980s saw the rise of the so-called secondary debt market, a newly constructed market for 
financial products where debt papers from sovereign debt holders were being recycled, generat-
ing great profit opportunities for many of the worlds’ largest banks. In the second half of the 
1980s that was overtaken by the junk bond craze and the leveraged buy-out madness that ended 
with the battle for RJR Nabisco between KKR and a number of other investment teams (see 
Burrough and Helyar, 1990). The early 1990s saw the rise of telecommunications and media as 
a new node for financial speculation which increasingly focused on equity, especially tech stock 
new issues which gradually became the Internet bubble in the late 1990s (Knee, 2006). The early 
twenty-first century gave rise to a new conjuncture, dependent on leverage and characterized 
by the use of derivatives with the securitization boom and the simultaneous rise of new actors – 
hedge funds, private equity funds and, in their wake, sovereign wealth funds. 

 In understanding these dynamic processes, we would argue against any general view that 
innovation drives the conjuncture. This is implicit in the conventional view of non-financial 
technical change in the broader economy, which supposedly slowly realizes the benefits of major 
innovations like electrical power. These arguments are central to ideas about economic growth 
implicit in work on business cycles and larger Kondratieff waves, also taken up by Schumpeter 
in the 1930s. The ‘too much of a good thing’ view of financial innovation represents a variant 
on that because innovation supposedly first helps to price risk and complete markets, then over-
shoots and ultimately helps to undermine certainty and paralyse credit markets, before they are 
turned into the stocks in trade of a new generation of market players embarking on the con-
struction of a new set of financial innovations. 

 Rather, in our view, conjunctural opportunity structures the possibilities and limits of inno-
vation and, in emphasizing this point, we endorse Schumpeter and others who emphasize the 
role of environment and context in innovation. The conjuncture after 2000 was not driven by 
the rediscovery of leverage (or borrowing to increase gains over an asset price cycle) which had 
previously figured in the late 1980s period of junk bonds. It was initiated by the US Federal 
Reserve’s interest rate cut after the tech stock crash in the 2000s which made funds cheap and 
leverage more worthwhile. Improvisation then extended the field of application in the 2000s as 
debt was sold to banks using originate and distribute models, just as various techniques were carried 
forward into the 2000s from the 1980s, when US private equity general partners had first used 
limited liability partnerships to create two classes of equity holders, general and limited partners. 

 However, it is also the case that the conjuncture can be brought to an abrupt halt by the 
unintended consequences of financial innovation. A period when the specific forms of innova-
tion and the conjuncture are mutually reinforcing regularly comes to an end with crisis, as was 
the case in 2008, and as has been demonstrated time and again by economic historians writing 
on the history of financial crises over the past 600 years (Galbraith, 1988; Kindleberger, 2000; 
Reinhardt and Rogoff, 2008). If innovation helps to shape the end of each conjuncture, so the 
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form of the next conjuncture will in turn help define the opportunities and constraints for new 
kinds of financial innovation. It is also the case that in the next phase, as in previous ones, the 
conjuncture is shaped by narrative and politics as much as by technical finance and economics. 
Thus a conjuncture where the growth of financial markets is seen as conferring social as well as 
economic benefits is replaced by one where new financial architecture and re-regulation reining 
in unfettered finance are central to the narrative. 

 It should be clear that we are not arguing there is a functional, mechanical and automatic link 
between the conjunctural context and outcomes but think that, in a preliminary way, innovation 
could be defined as the attempt by financial intermediaries (within a given frame) to find profit 
by exploiting a conjunctural opportunity and to stop loss by recognizing conjunctural change 
in real time. The necessary qualification is that this is done under specific meso-technical and 
political conditions which give innovation its distinctive character and together define two kinds 
of collective imperative for senior intermediaries whose starting positions are typically them-
selves the transient legacy of previous periods of change. First, they must mobilize resources and 
upscale quickly to capture high margins before commodification sets in later in a short product 
cycle, generally four to seven years. Second, they must organize a political division of labour or 
ownership which diverts cash to well-positioned elite intermediaries (Godechot, 2008). 

 In the absence of a general system of property rights in financial innovation, novelty and 
rapid upscaling are critical because doing the same thing year after year brings in imitators and 
encourages commodification which reduces first-mover high profits for the institution and high 
bonuses for the individual. While newness in itself is no guarantee of success, novelty matters 
within each conjuncture. This incidentally also limits collective memory and respect for older, 
established members among intermediary groups. More exactly, what matters is scalable differ-
entiation because the high margins on financial innovation are generally taken early in the 
product cycle. In a world where profit arithmetically equals margins times volume, the interme-
diaries of the financial sector ( just like big pharmaceutical firms) need not have striking origi-
nality but can instead pursue differentiation and mass sales through a succession of blockbusters. 
The last conjuncture’s blockbuster was securitization in the wholesale markets which spawned 
umpteen differentiations that could be scaled up, generating large volume and fees, above all 
because they connected with retail feedstock from mass saving and borrowing. As in pharma, the 
new blockbuster is often only trivially different from its precursors and competitors. Thus, the 
technique of securitization was not new because it dated from the 1930s and was first used on 
any scale in the US housing market in the 1970s. In the 1980s the BIS (1986) identified securi-
tization as a key financial innovation yet it took another decade or more for its use to become 
widespread (Gotham, forthcoming). As Ertürk and Solari (2007) emphasize, upscaling was asso-
ciated with institutional change as the banks reinvented themselves, with retail banks less depen-
dent on intermediation as they shifted into the selling of mass financial products which generated 
retail feedstock. Meanwhile investment banks increased proprietary trading activities in whole-
sale markets including (new) instruments like derivatives. 

 But the conditions here are as much political as technical because elite intermediaries oper-
ate partly by targeting high returns in new upscalable activities and partly by constructing 
political divisions of labour and ownership which redistribute rewards to those like the head of 
the dealing room or the private equity general partner who position themselves to capture a 
substantial share of the returns. If we then distinguish between the position and the person 
occupying that position, we can guard against any tendency heroically to overestimate the effi-
cacy of the individual agent. The rise and fall of various bonus-reaping positions in different 
conjunctures falls outside the agentic powers of any one individual. However, given a particular 
conjuncture and the hierarchy of positions that conjuncture entails, a strategic game takes place 
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that is usually won by those with the properties required by these specific positions. Of course, 
the nature of those positions, the kind of individual properties (and hence people) required is 
very much determined by the conjuncture. 

 The political division of labour is emphasized by Godechot (2008) in his seminal article 
which represents the head of the dealing room as someone, like the putter-out in the industrial 
revolution, who creates a division of labour from which he benefits because the head makes 
himself indispensable as the only person who understands the whole business. In a related kind 
of argument, Froud, Johal, Leaver and Williams (2008) suggest that the general partner in private 
equity organizes a hierarchy of claims. Returns to debt are capped so as to benefit equity hold-
ers and subordinate outside equity investors disadvantaged under the ‘2 and 20’ fee structure 
which generates handsome cash returns for the general partner regardless of success. In a second 
attempt at definition, financial innovation could be described as a political game of positioning 
played by initially well-situated and then well-adapted elite intermediaries. However, success in 
any one round of the game is no guarantee of success in the next as redundant heads of dealing 
rooms and embarrassed private equity partners now know; and success in any one round depends 
on some work of improvisation.  

  Bricolage (not rationality) 

  [A]s long as the music is playing, you’ve got to get up and dance. We’re still dancing. 
 (Chuck Prince, CEO of Citigroup, Financial Times, 9 July 2007)  

 Chuck Prince’s now infamous remarks, a few weeks before the start of the credit crunch in the 
summer of 2007, gives us financial innovation in one image as a dance to the music of the time. 
Our qualification would be that the music is not in strict tempo and the dance movements are 
improvised. Our analysis of the frame and conjuncture conditions in the previous two sections 
brings out the complexities of time(s) but we must now consider the agent’s work of flexibility, 
creativity and opportunism along the innovation chain. We understand this as bricolage but not 
in the common usage where bricolage associates with do-it-yourself bodging and making things 
from junk. Instead, we would use bricolage in a more precise Lévi-Straussian sense where, in 
terms of thought process, bricolage is opposed to the scientific mode of thinking, encompassing 
in this case both  techné  and  episteme , and seems to be, in its practical orientation and its implicit 
criticism of the end means model of human action, more related to  metis  as described by the 
anthropologist James Scott (1998). 

 The term ‘bricolage’ has been previously and occasionally used in financial journalism or 
social studies of finance. Thus, Nicholas Hildyard (2008), writing for the Cornerhouse NGO, 
uses ‘financial bricolage’ as a descriptor of what finance was doing before the crash. More 
analytically, a concept of bricolage figures in the work of social studies of finance authors like 
MacKenzie or Beunza and Stark. MacKenzie (2003) uses the notion of bricolage and assimilates 
it into a rationalist frame as theoretically guided (not ‘random’) bricolage. Beunza and Stark 
(2003) too have employed ‘bricolage’ to describe the micro-level responses of financial agents to 
changing circumstances. In their narrative, bricolage is synonymous with ‘improvisation’, a 
mode of human action that functions as a fall-back when rational designs fall apart and as such 
is seen as a ‘derived’ or second-best type of human activity. Our concept of bricolage is rather 
different because we see it as a stand-alone activity which is in no way a poor substitute for 
(more) rational ways of knowing. 

 This is the point that Lévi-Strauss makes when he distinguishes rationalistic science from 
bricolage as a ‘parallel mode of acquiring knowledge’ (1966 [1962], p. 13). Bricolage involves 
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‘build[ing] up structures by fitting together events, or rather the remains of events, while science, 
“in operation” simply by virtue of coming into being, creates its means and results in the form 
of events, thanks to the structures which it is constantly elaborating and which are its hypotheses 
and theories (Lévi-Strauss, 1966, p. 22). Lévi-Strauss distinguishes between the scientist and the 
bricoleur ‘by the inverse functions which they assign to events and structures as ends and means, 
the scientist creating events (changing the world) by means of structures and the “bricoleur” 
creating structures by means of events’ (ibid., p. 22). Lévi-Strauss’s characterization of ‘science’ is 
inadequate or even sometimes misleading, that is not immediately a problem because the 
important point is his insistence that there is no implied negative value judgement of or inferred 
inferiority in bricolage compared with ‘science’. 

 Of course, the notion of bricolage has been incisively used in areas of innovation outside 
finance. For example, Ciborra (2002) challenges heroic notions of the development of ICTs in 
helping firms establish a competitive advantage, emphasizing imitation rather than originality as 
the main force explaining development and uptake of new technologies. Using examples 
including the precursors to the internet, Ciborra argues that strategic information systems 
emerged where ‘early adopters are able to recognize, in use, some idiosyncratic features that were 
ignored, devalued or simply unplanned’ (Ciborra, 2002, p. 44). With bricolage, ‘the practices and 
the situations disclose new uses and applications of the technology and the things’ (Ciborra, 
2002, p. 49); according to Ciborra, such practices are ‘highly situated’, exploiting local context 
and resources (ibid., p. 50). 

 We argue that bricolage has a particular double relevance to the process of  financial  innova-
tion because it both describes the result of innovation, which in recent conjunctures has become 
a series of fragile long chains and it also characterizes the activity of innovation by the bricoleur 
at one nodal point in a chain. In emphasizing bricolage in this way we are challenging the 
dominant perspective on financial innovation in mainstream finance, social studies of finance 
and Marxist political economy which, all in different ways, argue or imply that science (repre-
sented by finance theory) or some other form of rationality (like class interest calculation) either 
is financial innovation or drives financial innovation. Against this, our argument is that financial 
innovation is contingent, resourceful and context-dependent, because bricolage in each new 
conjuncture reconstructs a world that escapes all rationalistic schemas. This point is practically 
important because it implies the problem lies with the current form of innovation (not too 
much innovation of the wrong kind): bricolage in a rapidly changing conjuncture produces 
inherently fragile long-chain innovation. 

 If we look back at the past conjuncture, the process of innovation could be defined holisti-
cally as a kind of supply-side bricolage to escape demand constraints through devising products 
which are either expandable or universal at the retail level and which connect the most mundane 
transaction to wholesale markets in the ‘capitalization of everything’ (Leyshon and Thrift, 2007). 
The universal financial product for the firm is the hedge because, as long as exchange rates, 
interest rates, fuel and commodity prices fluctuate, most firms will want to do some hedging. 
Meanwhile, at the retail level, consumers (hope to) escape the tyranny of earned income through 
taking out universal products such as pensions, revolving loans, mortgages and other financial 
products. A third piece of financial technique feeding into the bricolage of the twenty-first 
century was the security. Transforming illiquid and opaque income streams like mortgage 
payments, credit card payments, car loan payments and so on into tradable assets through the 
technique of securitization opened up huge fee-earning possibilities for financial intermediaries 
that stretched many different financial markets. The technical nature of the innovations after the 
mid-1980s was that, on the basis of this demand, in the last conjuncture it was possible to tier 
wholesale financial transactions one upon the other. Hedging transactions led to an almost 
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infinite number of further derivative contracts of different kinds, just as retail loans to house-
holds provide the feedstock for CDOs and so on. 

 In this way, finance feeds finance in numerous (connected) long chains on a basis of precari-
ously self-acting retail subjectivities, and consequently wholesale inventiveness and finance are 
not constrained by lack of demand until the conjuncture ends as the long chains collapse. On 
the upswing in the last conjuncture, the boosters celebrated the capacity of long chains to 
disperse risk without understanding the fragility of such chains because they had many points 
of disruption. If it had not been retail subprime mortgages and wholesale mortgage-backed 
securities, it would have been something else. If financial innovation did not produce a system, 
what went wrong was not a ‘system accident’ in the sense discussed by Charles Perrow (1999) 
and others in their analysis of Challenger, Three Mile Island and other catastrophes where the 
‘unanticipated interaction of multiple failures’ leads to a failure of organizational intelligence. 
As our two examples illustrated, there never was a system or systems, only a ramshackle series of 
chain connections between heterogeneous objects found, constructed and imagined by a 
multiplicity of individuals and groups whose conduct was only temporarily aligned. Thus secu-
ritization of home loans and private equity, for example, were part of different long chains of 
financial innovation but they interconnect in several ways. Both are dependent on credit as the 
emblem of the conjuncture and the continuing willingness of overlapping buyers in these 
markets to take up unbundled debt products. Moreover, any crisis of confidence associated with 
financial products in one chain has contagious effects in others, though this point has not been 
understood by those who talk as though the banks have a quantum of bad assets as they origi-
nally had a small parcel of subprime lending. 

 Agents use justifications about marketizing risk, diversifying portfolios, maximizing returns 
or optimizing rewards, but these rationalizations are ( just like shareholder value in the giant 
corporation) not realizable programmes, only rhetorics with effects. The practical issue for inter-
mediaries is that a long chain of activity has a multiplicity of points or nodes where well-placed 
intermediaries are confronted with ever-changing conditions in each new conjuncture. The 
bricoleur is then the individual or group which turns the nodal possibility into a profitable 
position by using whatever instruments are to hand to create a business model from product or 
process. The ‘bricoleur’ is adept at performing a large number of diverse tasks; but, unlike the 
engineer, he does not subordinate each of them to the availability of raw materials and tools 
conceived and procured for the purpose of the project. His universe of instruments is closed and 
the rules of his game are always to make do with ‘whatever is at hand’, that is to say with a set 
of tools and materials which is always finite and is also heterogeneous because what it contains 
bears no relation to the current project, or indeed to any particular project, but is the contingent 
result of all the occasions there have been to renew or enrich the stock or to maintain it with 
the remains of previous constructions or destructions (Lévi-Strauss, 1966, p. 17). 

 This conceptualization is radical because it implies that the work of financial innovation does 
not have a one-on-one correspondence with or any necessary basis in a specific knowledge or 
technology; new instruments are less central than they seem to be in much obsessive recent 
discussion of the credit crunch because instruments are only part of the process and often 
conjuncture-specific. Not all acts of bricolage have the same outcomes: only some bricolage 
involves and implies a conceptual shift in the nature of products or a redefinition in the relation 
between products, parties and markets, while similar forms of bricolage in different conjunctures 
can give rise to divergent outcomes. Finally, it is worthwhile remembering that bricolage is a 
way of reconceptualizing what agents do, whereas innovation in financial economics is a term 
of praise used by third parties to denote the assumed qualities of a new product and which, in 
retrospect, is attached to the heroic innovator or heroic technique as a title of praise. Innovation 
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in this last sense is an illusion to be dissipated or, at least, understood in social constructionist 
terms as something ‘in the eye of the beholder’.  

  (Interim) conclusion 

 The re-conceptualization of financial innovation set out above is an argument rather than a 
report on the results of primary research. In the next stage, empirical work will play an essential 
role in exploring and developing this conceptualization further, but our intention in this chapter 
has been to focus on the concept because many academic understandings of financial innovation 
have been characterized more by assertion than by interrogation. The imperative to understand 
financial innovation is not purely academic; as politicians and regulators seek to outline new 
regulatory regimes and political frameworks for the finance sector, these are partly framed by the 
implicit assumptions about what exactly happened. While interesting texts written by journalists 
and former insiders are emerging which provide first-hand accounts of specific decisions, actions 
and personalities (see, for example, Tett’s  Fool’s Gold , 2009, which focuses on Morgan Stanley), 
these do not provide any broader conceptualization that puts such micro-level detail into a 
meso- and macro-context. 

 By way of a conclusion to this conceptualization stage of our work, we have argued that 
financial innovation is not what it seems or, more precisely, not as it has been represented in a 
rationalistic frame. It is not the functionalist answer to real world deviances of financial markets 
from the neoclassical market model nor is it the product of heroic academic theorists or inter-
mediaries. Instead, it is the outcome (or the emergent property) of the accidental coming together 
of structural preconditions, conjunctural situations and a repository of techniques, heuristic 
devices and skills that together form the resources of the cadre of (successful and unsuccessful) 
bricoleurs whose innovation is constructing chains. 

 As such, this view of innovation looks strikingly similar to the famous ‘new combinations’ 
definition of innovation given by Schumpeter in his 1934 classic. According to Schumpeter, 
there was nothing heroic about innovation nor could it be predicted or facilitated because 
entrepreneurs are lucky as much as smart. Innovation allows us to do things we could not do, 
combines different elements of the everyday and stumbles into novelty which, under happy 
conditions, is valued by others in hindsight as a true innovation. Our chapter shows how we 
can come to similar conclusions without buying into the premises of Austrian economics about 
the cognitive handicaps of human agents and the unintended information-processing capacities 
of collective arrangements such as markets. And Schumpeter’s work raises many issues which 
remain relevant to future research on financial intermediaries which needs, for example, to 
consider the role of those who are outsiders by cultural identity, work history or generation. 
What is quite striking is that there is much that scholars of financial innovation can learn from 
those who have looked at other kinds of technology, including Edgerton’s (2008) argument that 
it is the uses not the apparent inventions that should be the focus or Barry’s (2001) concept of 
anti-invention which emphasizes private interests in the process of technological change of 
many kinds. 

 The redefinition of innovation points up the futility of castigating bankers and financiers for 
their ‘greed’ and turning the credit crisis into a morality play that calls into question the values 
of our so-called ‘narcissistic societies’. No doubt, many investment bankers and hedge fund 
managers behaved egregiously and some were greedy. But that does not mean intermediaries are 
 solely  to blame for the banking crisis. At the level of individual agency, the main distinguishing 
characteristic of financial intermediaries is that they are well positioned to extract value from the 
chains of innovation, though they are all dancing to an irregular tune and must fear what happens 
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when the music stops. Of course, when long chains of innovation fall apart there are many real 
losers, but the challenge is to avoid simple narratives of blame and causality which may be polit-
ically convenient but which in practice imply rather narrow prescriptions focused on the struc-
ture of compensation packages for bankers and traders, the regulation of particular financial 
instruments and so on. That is not to say that such proposals lack merit but equally they do not, 
even collectively, imply any radical response to the nature of the crisis. The questions asked by 
politicians, regulators and academics should be not simplistic ones about who is to blame, but 
they should be about the inherent fragility of bricolage in a changing conjuncture. 

 If, in quasi-moral terms, it is this whole form of innovation which is to blame, then it will 
be difficult to find regulatory ‘solutions’ to financial innovation. Many argue for a re-regulation 
of financial markets without recognizing the frame and conjuncture nature of innovation. 
The problem is that, in each new conjuncture, the regulators find themselves in the position of 
generals fighting the last war against irregulars who improvise new tactics and strategies. Most 
proposed solutions do not address the underlying, structural conditions, in particular the global 
‘savings glut’. 

 As long as there are huge amounts of savings and loans to process, there will be new oppor-
tunities for well-situated agents to practise bricolage. Many of the (discredited) household 
names of the financial markets of today will reinvent themselves to suit the new conjuncture of 
tomorrow, just as new groups of financial intermediaries will emerge with the opportunities a 
new conjuncture brings. It is less certain whether their critics have the same capacity for rein-
vention. A more effective response requires a narrative that goes beyond moral indignation 
about the consequences of bricolage and engages with the frame and conjuncture that facilitate 
its particular form.  

  Note 

   1 An SPV (special purpose vehicle) is a legal entity specially created to fulfil some legal and/or financial 
function. It may be wholly or partly owned by another legal entity, such as a public company. SPVs are 
commonly used in securitization to separate the parent legally from the obligations that arise from the 
securitization.    
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 This chapter explores the links between the systemic shift to market-based finance and states’ 
fiscal policy constraints. We draw on the literature on ‘financialization’ to introduce the concept 
of the ‘collateral motive’ – investors’ demand for government bonds to mobilize as collateral in 
secured funding markets – and connect it to the shift to transnational, market-based, collateral-
intensive banking. The resulting interdependence between banks and states has played a pivotal 
role in fiscal policy convergence around austerity. This policy outcome cannot be fully under-
stood without analysing the processes through which impatient collateral management ignited 
a run on sovereign bond markets. Sudden stops left Eurozone governments as the only actors 
who could attempt to stabilize sovereign debt markets via austerity, at least until Mario Draghi 
promised to do whatever it takes. 

  Introduction 

  it is often forgotten that collateral does not move by itself . . . essentially, in the world of 
collateral, the bank funding desk is the pump. 

 (ICMA European Repo Council, 2014)  

 Since the European sovereign debt crisis, it is common to deplore, pontificate about and seek to 
separate the toxic twins of Europe: governments and their banks, tied together in a deadly 
embrace through government bond markets. In the European periphery, the argument goes, 
worsening sovereign creditworthiness translated into poorly performing government bond 
markets that in turn showed up on the balance sheet of their (weak) banks, harming lending and 
exacerbating the crisis. Poor bank performance raised the prospect of bank rescues and so on, in 
a ‘diabolical bailout loop’ (Brunnermeier  et al. , 2015). 

 For all their virtues, such accounts sideline the structural changes in finance that have bonded 
governments to their banks. Contrary to the common wisdom of a ‘toxic’ pact ‘we guarantee 
your liabilities, you buy our debt’, we stress the importance of the shift to market-based banking 
and financial innovations that transformed government bonds into high-quality collateral for 
raising short-term market funding. This has left the bond markets of European sovereigns 
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increasingly vulnerable to sudden stops in capital flows. Without explicit central bank support, 
sudden stops pressure governments to adopt fiscal consolidations. 

 In this chapter we develop this argument by extending Ian Hardie’s (2011) framework for 
analysing the financialization of government bonds markets in emerging countries. We intro-
duce an additional dimension of investor loyalty in sovereign bond markets, which we term the 
collateral motive – investor demand for government bonds to meet funding or regulatory needs – 
and we link it to the increasing dominance of collateral-intensive banking models (Gabor 
and Ban, 2015; Cetorelli and Goldberg, 2012; Engelen  et al. , 2011; Hardie and Howarth, 2009; 
Pozsar  et al. , 2010). In sum, demand for sovereign bonds to use as collateral for the funding of 
the financial sector deepens government bond markets while eroding investors’ loyalty. Sover-
eign risk affects banks’ funding conditions such that banks’ loyalty towards foreign or own 
governments is closely tied to the collateral (and safe asset) qualities of that debt. Changing 
perceptions of collateral quality forces governments to adopt fiscal austerity unless central banks 
commit to reverse the sudden stop. Absent a central bank willing to do so, as countries in the 
Eurozone have found out, and austerity appears as the only policy solution. 

  Austerity and financialization in government bond markets 

 The idea that sovereign bond markets constrain governments is not new. In a well-known 
scholarly account, Mosley (2000) persuasively showed that international financial markets can 
‘react dramatically’ to government policies, but only do so in response to volatility in inflation 
or budget deficits. Confronted with such dramatic reactions, governments may have to please 
markets even if these are suspected of speculative intentions (Corsetti  et al. , 2012). Yet this is a 
self-defeating strategy when markets anticipate fiscal tightening to have negative growth 
consequences, further affecting government revenue and public debt sustainability. As a result, 
markets become ‘schizophrenic’, increasingly unable to distinguish between fundamentals and 
uncertainty in the pricing of sovereign risk (de Grauwe and Ji, 2012), a view accepted as far as 
the IMF (Ban, 2015). Doubts about the government’s ability to service its debts become self-
fulfilling (Gros, 2012), a development which in the Eurozone crisis helped bolster the ‘expan-
sionary austerity’ thesis within influential niches of the EU crisis management elites (Helgadóttir, 
2015; Blyth, 2013). 

 In these accounts, the ‘market’ is conceived of as a black box to which governments feed 
austerity plans and out come conflicting signals. But this black box that cannot explain why 
Spanish banks continued to buy Spanish government bonds or why French banks stopped doing 
so in early 2012, nor can it incorporate analytically the pervasive concerns with the interdepen-
dence between sovereigns and their banking systems, so often voiced in the European crisis 
(Buiter and Rahbari, 2012; Acharya and Viswanathan, 2011). Ian Hardie’s (2011) research on the 
financialization of sovereign bond markets in emerging countries can unpack this black box 
because it explicitly considers the links between distinctive types of market participants, struc-
tural market features and governments’ ability to undertake discretionary fiscal policies. 

 The core of Hardie’s argument is that bond markets that attract short-term investors make it 
hard for governments to adopt countercyclical policies in recessions. Hardie defines financializa-
tion as ‘the ability to trade risk’, a process that affects both the market structure and market 
actors. The financialization of market structure is functionally equivalent to its liquidity: liquid 
markets increase the ability to trade risk because they allow frequent selling and buying with 
minimum price changes. It is such markets that attract impatient investors guided by short-term 
strategies. The increasing presence of financialized investors increases market liquidity, further 
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financializing the market structure. In contrast, loyal investors that buy government bonds to 
hold to maturity have little incentive to trade and thus reduce market liquidity. As Hardie put it 
‘more (less) financialised investors are likely to increase (decrease) the financialization of market 
structure and more financialised markets attract more financialised investors’. 

 Critically, financialization puts new constraints on the state. Impatient investors undermine 
government debt sustainability because they tend to exit sovereign bonds markets rapidly when 
confronted with uncertain conditions. Conversely, loyal investors act as a stabilizing factor in times 
of crisis, preserving governments’ ability to borrow. Although Hardie (2011) does not use the term 
explicitly, the distinction between loyal and ‘impatient’ investors sheds light onto the anatomy of 
sudden stops in sovereign bond markets, contributing to a growing literature that attributes sudden 
stops to resident capital flight (Rothenberg and Warnock, 2011) or to non-resident withdrawal 
from high-yielding markets (Gabor, 2012; Broner  et al. , 2011). If patient finance is what states need 
in hard times, the important question then becomes what makes investors loyal during a crisis. 

 Hardie’s comparison of domestic banks in Brazil, Lebanon and Turkey suggests that loyalty 
has several regulatory and structural dimensions. The first is  relative exposure . If banks hold signif-
icant portfolios of government debt relative to their overall balance sheet or the market size, they 
will face difficulties in exiting during a crisis. Regulatory caps on daily sale volumes or abrupt 
price changes, if banks try to sell large volumes, will cement banks’ patience even when a sudden 
stop is anticipated. Some banks may not even have the option of exiting because their sovereign 
holdings are too high to liquidate. In contrast to the ‘home bias’  1   literature that questions the 
benefits of banks’ preference for home sovereign debt (see Fidora  et al. , 2007), the financializa-
tion lens suggests that the higher the relative exposure, the more loyal the bank and the lower 
the possibility that a sudden stop materializes. 

 Second, investors will be more loyal if they do not have  placement alternatives  readily available. 
In many less developed financial markets, banks have access to a narrow range of financial 
products, often with lower returns that government bonds. Therefore, even if banks can meet 
exit costs, they will remain loyal to preserve long-term profitability. Finally, a further important 
element is the ability to avoid  mark-to-market valuation . Banks will buy during periods of market 
distress if they can hold sovereign bonds in the banking book rather than the trading book,  2   
because the latter values bonds at market price (as opposed to the original buy value), exposing 
banks to market volatility. Conversely, holding bonds in the banking book discourages banks 
from selling since the sale would be accounted at market price, usually lower in a crisis (bar 
exceptional circumstances when a possible default is expected). Thus, banks that hold assets to 
maturity in the banking book are unlikely to lend these to impatient traders for shorting because 
the banking book valuation reduces the appeal of market volatility. In short, governments face 
significant challenges for funding deficits in financialized markets where investors have low 
relative exposure, readily available alternative investments and are subject to mark-to-market 
accounting practices. 

 Hardie warns that his insights did not directly apply to high-income countries because of 
their ‘safe-haven status’. Even impatient investors prefer the liquidity of such government bonds 
during crisis, a widespread view in the literature (Dow, 2012), at least until the European sov-
ereign debt crisis. Safety becomes the overriding motive for holding bonds, and trumps the 
determinants of loyalty discussed above. Without the constraint of bond markets, governments 
decide the fiscal path  a la  varieties of capitalism, as described above. 

 However, we argue, Hardie’s theoretical framework can enrich the ‘flight to safety’ account 
if it includes an additional dimension of investor loyalty arising from the shift to collateral-
intensive (shadow) banking. We term this the collateral motive: investors mobilize government 
bonds as collateral to access secured funding markets.  
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  The collateral motive and the financialization of government bond markets 

 The framework we propose ties the collateral motive to fiscal policy choices in Europe in three 
steps. First, we explain how the changing nature of banking in high-income European countries 
during the decade prior to the crisis transformed sovereign bond markets into collateral markets 
and governments into providers of the most desired type of collateral – safe assets. Then, we 
show how in these conditions collateral management cultivated investor disloyalty, generating a 
coordination problem involving governments and their banking systems. We conclude by argu-
ing that in the particular conditions of the European monetary union, this coordination prob-
lem could only be resolved by frontloading fiscal consolidation. 

 It is now widely agreed that banking models in high-income countries have changed. The 
outdated view of banks simply gathering domestic savings to lend out to domestic companies 
has been replaced with banking as an increasingly transnational, market-based and collateral-
intensive activity (Gabor and Ban, 2015; Hardie  et al. , 2013; Gourinchas and Jeanne, 2012; 
Engelen  et al. , 2011). The IMF now treats global banks as key nodes in complex cross-border 
networks of international finance, super-spreaders of systemic risk though complex business 
models that involve yield search, tax and regulatory arbitrage (see Gabor, 2015). Transnational 
banks move liquidity through internal capital markets (Cetorelli and Goldberg, 2012) and rely 
on diverse strategies of funding (Bruno and Shin, 2012; BIS, 2011). Their leverage decisions 
have a significant impact on monetary conditions in developing countries (Bruno and Shin, 
2012), reducing policy autonomy to a dilemma of either free capital flows or independent 
monetary policy (Rey, 2015). 

 These trends can be confirmed empirically by comparing the sources of funding for large 
banking systems (see  Figure 6.1 ). Indeed, most European banking systems, whether from ‘bank-
based’ or ‘market-based’ capitalisms, met less than half of their funding requirements from their 
traditional source, customer deposits, with France and Italy least reliant on deposit activity. 
Instead banks have turned to market funding, from the issue of debt securities  3   or direct borrow-
ing on wholesale money markets, either domestic or cross-border (Hardie  et al. , 2013; Praet and 
Herzberg, 2008). Transnational banking also affects smaller banks without access to international 
markets. Transnational banks can easily channel foreign liquidity into domestic money markets 
and ease funding conditions for smaller banks even when the central bank attempts to tighten 
the monetary policy stance (Gabor, 2015; Bruno and Shin, 2012).  

 Private repo markets have quickly become the largest global source of wholesale funding 
(FSB, 2012; Gorton and Metrick, 2010). These are over-the-counter markets where the repo 
lender exchanges cash for assets (collateral), and commits to re-sell that collateral to the bor-
rower at a later date (a day, a month or more). Global repo markets grew, on average, at almost 
20 per cent between 2001 and 2007, driven by similarly rapid expansions in the US and Europe, 
a manifestation of the rapid growth in shadow banking with its collateral-intensive nature 
(Gourinchas and Jeanne, 2012).  4   Regulators applauded this growth because of the improved risk 
management provided by repo transactions. Since the lender becomes the legal owner of the 
underlying collateral, in the event of the cash borrower’s default, the lender can recover her loan 
by selling the collateral. For example, the European Directive 2002/47/EC  5   removed obstacles 
to the cross-border use of collateral in European jurisdictions, citing improved distribution of 
liquidity and risk management (see also The Giovannini Group, 1999). 

 The most common collateral in secured transactions is a ‘safe asset’ that typically satisfies two 
conditions. First, it trades in highly liquidity markets. Higher liquidity implies less price volatility, 
which maintains the value of collateral close to that of the cash loan. Second, it is of high 
quality. Lower-quality assets require a higher haircut, which is the difference between the value 
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of the cash loan and the value of collateral posted, to protect the lender against the risk that a 
rapid fall in the value of the collateral would result in loses if the cash borrower defaults. Prior 
to the crisis, the sovereign bonds of highly developed political economies best satisfied these 
conditions (Gorton and Metrick, 2010). 

 The pre-crisis growth in repo markets generated an increasing demand for safe assets as eli-
gible collateral. When issuers of high quality sovereign debt did not satisfy the demand, responses 
varied depending on specific institutional and regulatory contexts. One avenue involved collat-
eral mining  6   (Pozsar and Singh, 2011) that ‘unearthed’ sovereign debt instruments from ‘buy to 
hold’ portfolios of patient investors (such as pension funds) and introduced them in collateral 
portfolios. Similarly, collateral managers used the same sovereign debt instrument in various repo 
transactions if legal provisions allowed reuse (Singh and Stella 2012). Furthermore, according 
to the ‘safe assets’ literature, a collateral motive underpinned the production of structured secu-
rities at the core of the US financial crisis.  7   Shadow banks produced structured securities to 
address the shortage of the typical safe assets, US sovereign debt, prior to 2008 (Pozsar, 2011). 
Put differently, shadow banks increased leverage by generating structured securities that could 
be used as collateral in repo markets (Gorton and Metrick, 2010). 

 In the European markets, collateral demand triggered distinctive solutions to a similar 
problem. The rapid growth in European repo markets accompanying transnational banking 
could not be supported by the conservative fiscal stance of the primary ‘safe sovereign’, Germany 
(Bolton and Jeanne, 2011). Basically, Germany could not generate enough debt relative to the 
demand for it. To solve this problem, the European Commission proposed to address the short-
age by regulatory reforms (The Giovannini Group, 1999). The Financial Collateral Arrange-
ments directive 2002/47/EC provided a unified legal framework for the cross-border use of 
collateral and the essential techniques in collateral management (including reuse, substitution 
and collateral netting) that meant equal treatment of Eurozone sovereign debt in repo transac-
tions  8   (Hördhal and King, 2008). The intention was to transform the bond markets of ‘non-core’ 
sovereigns into collateral – or safe asset – markets, and thus harness the forces of financial inno-
vation to the European project of financial integration.  9   

 At first, financial markets confirmed the Commission’s expectations. Sovereign bond mar-
kets across Europe quickly became important sources of collateral. According to BIS (2011), 
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up to 90 per cent of outstanding sovereign debt issued by Ireland, Italy, Greece, Portugal and 
Spain circulated as collateral in private European repo transactions before Lehman’s collapse. 
The sovereign bond markets of these countries together provided around 25 per cent of 
sovereign European collateral, a share comparable to that of the ‘safe’ sovereign, Germany 
(ICMA, 2011). That European banks could raise repo funding on  identical  terms with German, 
Greek or Italian sovereign collateral testified to the success of the financial integration project 
(Hördahl and King, 2008). What later the European elites dubbed as the toxic twins of 
European finance, the ECB celebrated as evidence of the success of the repo-driven financial 
integration project. 

 In other words, banks (and other investors) did not enter European sovereign bond markets 
because of an ‘accidental’ yet collective mispricing of credit risk, as is the standard account of 
pre-crisis sovereign yield convergence (De Santis and Gerard, 2006). Instead, the collateral 
motive became an important driver of demand for European government bonds because European 
banks could access wholesale market funding by using collateral other than that issued by their 
own governments. 

 Indeed banks increasingly relied on other European government bonds as collateral to raise 
funding from other European financial institutions. According to ECB data, the share of own 
government collateral posted in private funding arrangements declined from 63 per cent in 
2001 to 31 per cent in 2008, as other euro area institutions became the main counterparties. 
The collateral motive improved the liquidity of sovereign bond markets and helped ‘periphery’ 
sovereign debt migrate into the safe asset category, exactly as the European Commission and the 
ECB intended. 

 However, by 2008, policymakers in Europe started to voice concerns about the fragilities 
arising from the increasing importance of the collateral motive. Praet and Herzberg (2008) 
described the problem in the following steps:

1     ‘Interbank funding is itself becoming increasingly dependent on market liquidity as a 
growing proportion of interbank transactions is carried out through repurchase agreements’.  

2   ‘This increasing reliance on secured operations means that (European) banks are mobilising 
a growing fraction of their securities portfolio as collateral’.  

3   ‘Banks are increasingly mobilizing their traditional government and corporate bond port-
folios to finance less liquid, but higher yielding forms of assets that again can be reused as 
collateral’.  

4   ‘In periods of stress, margin and collateral requirements may increase if counterparties have 
retained the right to increase haircuts or if margins have fallen below certain thresholds’.  

5   ‘Asset liquidity may no longer depend on the characteristics of the asset itself, but rather on 
whether vulnerable counterparts have substantial positions that need liquidating’.     

 While Praet and Herzberg (2008) did not use government bonds to illustrate the nexus asset 
liquidity/repo funding problems, their analysis does not exclude that possibility. When European 
banks mobilized their portfolios of government bonds as collateral (2 and 3), the potential runs 
in collateral markets could also include government bond markets in the European periphery (4), 
run that reflected more the funding pressures of large European banks involved in US shadow 
banking than the fiscal probity of sovereign (5). 

 Using Hardie’s framework, collateral demand contributed to the financialization of the market 
structure for structured securities in the US, and ‘periphery’ sovereigns in Europe. It did so 
however at the price of building up the ‘toxic twins’ problem that would only become apparent 
in the crisis.  
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  The collateral motive and investor loyalty 

 Demand for collateral changes the fundamental determinants of investors’ loyalty vis-à-vis their 
sovereigns. Consider the example of commercial banks, traditionally the largest holder of 
government debt. As  Table 6.1  confirms, banks demanded euro area collateral to diversify collateral 
portfolios, sharpening the internationalization of sovereign debt markets (Bolton and Jeanne, 
2011). But diversified collateral portfolios conversely reduce banks’  relative exposure  – to use 
Hardie’s phrase – to both home and foreign sovereign in terms of market size.  

 In the Eurozone, foreign banks held higher shares of government debt than domestic banks 
in all but three countries (Germany, Greece and Spain) by 2010 (see  Table 6.1 ). Even in those 
three countries, non-bank investors (hedge funds, pension funds and other institutional inves-
tors) held close to or more than half of outstanding government debt. Where regulatory provi-
sions allowed, buy-to-hold institutional investors (such as pension funds or insurance companies) 
chose to lend their securities to collateral ‘miners’, increasing the availability of alternative 
instruments. 

 Taken together, this diverse investor base and the availability of alternative sources of collat-
eral reduced the costs of exit for investors faced with sovereign risk: loyalty became both expen-
sive and counterproductive. Indeed, Angeloni and Wolff (2012) show that European banks 
reduced exposure to the five ‘southern’ Eurozone countries in the first nine months of 2011 as 
the European sovereign debt crisis intensified. French banks reduced their holdings by almost 
22 per cent, and German banks by 15 per cent, mostly by withdrawing from the Italian sover-
eign bond market, the second largest source of collateral in Eurozone  10   according to ICMA 
(2011) statistics. The French banks’ withdrawal is worth noting because the French banking 
system was highly market-dependent, funding around 23 per cent from interbank market 
sources for which it required high quality collateral (BIS, 2011 and  Figure 6.1 ). As sovereign 
bond markets become collateral markets, the costs of exit in terms of relative exposure and 
alternative instruments become smaller, reducing the loyalty of market participants. 

 The collateral motive decreased loyalty in still more fundamental ways through valuation 
practices, Hardie’s third dimension of investor (im)patience. At first sight, accounting practices 
in Europe should support investor loyalty. European banks hold only a small percentage of 
sovereign debt instruments on trading books that mark to market (Liikanen Report, 2012). 
In practice however, banks are exposed to collateral market volatility even when they hold 

Table 6.1   Participants in sovereign bond markets (holdings as % of 
overall volume, 2010) 

 Domestic banks  Foreign banks  Non-bank holders 

 Austria  6%  18%  76% 
 Belgium  9%  16%  75% 
 France  8%  8%  84% 
 Germany  34%  13%  53% 
 Netherlands  10%  16%  74% 
  Greece   19%  16%  65% 
  Ireland   7%  32%  61% 
  Italy   9%  12%  79% 
  Spain   41%  12%  47% 
 UK  6%  3%  91% 

 Source     : EBA Stress Tests (2010).    
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bonds in the banking book because of the nature of collateral management. In traditional bank-
ing, deposit insurance protects the cash lender (the saver) from risks that the counterparty, the 
bank, may default. Collateral similarly enables the cash lender in repo transactions to mitigate 
counterparty risk (Gorton and Metrick 2010). But collateral does not eliminate  all  risk for the 
lender, in the way that deposit insurance does. Instead, it changes the lender’s exposure from the 
counterparty to the market where that collateral trades. To paraphrase Hördahl and King (2008, 
p. 40) the main risk in a repo transaction is collateral market risk. If the counterparty defaults, 
the lender will fully recover her cash if she can sell that collateral at its posted value, that is if the 
market remains liquid and if the collateral has not fallen in value. For this reason, collateral 
managers typically worry about the liquidity of collateral markets, be it those of structured 
securities or sovereign debt markets, and mitigate these worries by mark-to-market valuations. 

 By definition then, collateral management is necessarily short-term and impatient regardless 
of whether it is either overnight, or at longer maturities. In the latter case, even if the repo has a 
three-month maturity, collateral managers still use mark-to-market practices to calculate the 
value of collateral portfolios on a daily basis, and trigger margin calls if prices are changing.  11   
Indeed, a key requirement of collateral management is to ensure that the value of the collateral 
portfolio remains equal (close) to the cash loan in order to avoid credit risk. If, for instance, the 
collateral falls in price, the cash lender will trigger a margin call, asking the borrower to post 
additional collateral in order to match the original value of the loan. 

 For this reason, perceptions of collateral quality become crucial for collateral managers: 
margin calls makes ‘volatile’ collateral expensive because it requires borrowers to either hold 
(expensive) reserve collateral or have ready access to similar collateral. Collateral managers may 
chose ‘cheapest to deliver’ collateral (that they can buy cheaply) but only if they expect prices to 
increase in the future. In turn, perceptions of future price volatility associated with a sudden stop 
(decreases, equivalent to an interest rate increase) will reduce demand for that collateral because 
of the future margin calls on that asset. Thus, mark-to-market practices in collateral management 
erode investor loyalty, just as Hardie (2011) described in the case of international investors in 
emerging countries’ bond markets. 

 Collateral managers must respond immediately to changes in either perceptions of collateral 
liquidity or overall confidence in valuations. The case of collateral markets supplied by govern-
ments (rather than shadow banks) stands apart because of the particular impact that crisis, financial 
or economic, has on government deficits. A crisis increases the fiscal burden either directly through 
the costs of bank rescue programmes (and these were high across Europe, see Engelen  et al. , 
2011) or if it triggers automatic stabilizers (higher welfare payments and lower tax revenue). 
Thus government deficits can increase even in the absence of discretionary stimulus measures. 
The higher supply of government bonds will push prices down (and yields up) unless private 
actors or the central bank increase demand. In a crisis, collateral managers have every incentive 
to abandon collateral markets that they perceive to be risky because a fall in the price of that 
asset may result in margin calls. Reduced demand reduces market liquidity, increases price 
volatility and margin calls further affecting demand – a vicious cycle that can precipitate a run 
on a collateral market. In other words, shifting perceptions of sovereign risk or confidence in 
valuations may trigger sudden stops in collateral markets.  

  Collateral damage in the euro crisis 

 The valuation of complex debt instruments often involves creative practices that retain credibil-
ity while investors remain confident. But financial crises typically erode confidence in valuations 
of risk and return (Dow, 2012). For instance, Lehman’s collapse saw rising uncertainty about the 
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value of structured securities. What ensued, Gorton and Metrick (2010) showed, was a sudden 
stop in the repo segment using structured products as collateral. In conditions of market uncer-
tainty that reduces the value of collateral, collateral managers abandon higher-risk collateral 
markets or, if under serious funding pressures, may even resort to fire sales that further add to 
price volatility. By the end of October 2008, the only institution that still accepted structured 
securities as collateral was the US Federal Reserve, in its extraordinary liquidity injections. 

 This was a lesson that European policymakers appeared to have learnt from the US debacle 
in the early stages of the crisis. Similar to the US, private repo actors began questioning the 
‘safe-asset’ tag attached, in this case, to sovereigns with well-documented domestic vulnerabili-
ties (housing boom, high reliance on external funding). Concerns about sovereign risk saw an 
increasing shift in collateral demand for German safe assets and away from ‘higher-risk’ sover-
eigns such as Ireland or Greece. Repo transactions collateralized by Irish and Greek bonds fell 
in volume, as spreads to German debt widened (BIS, 2011). For all purposes, new concerns with 
sovereign risks and its impact on collateral liquidity appeared to ignite a run on the collateral 
markets supplied by ‘periphery’ sovereigns (Gabor and Ban, 2015). 

 However, country-specific factors and contagion from other sovereigns (Caceres  et al. , 2010) 
became important once the ECB refused to ease tensions in the Greek government bond 
market and instead insisted on withdrawing its extraordinary liquidity support for European 
banks (Gabor, 2014). In May 2010, the ECB signalled that it would not stabilize collateral markets 
if collateral was supplied by sovereigns, fearing a backlash from Northern countries. This started 
successive waves of runs on European collateral markets (Gabor and Ban, 2015). Indeed, the BIS 
(2011) reported that the share of repo transactions collateralized by Greek and Irish sovereign 
bonds halved between December 2009 and June 2010. Later that year, the Irish case offered the 
clearest example of a run on a sovereign collateral market that eventually forced the Irish govern-
ment to ask for a bailout. 

 The Irish run featured a key repo market player named LCH Clearnet. This clearing house, 
Europe’s biggest, acts an intermediary in repo transactions, and thus assumes the collateral risk 
that a cash lender would face in a bilateral transaction. For this reason, although repo transactions 
in Europe are mostly bilateral, strains in a particular collateral market (Irish sovereign bonds) will 
see lenders increasingly preferring to move repo activity through the clearing house.  12   The LCH 
Clearnet uses a rigid rule: if the yield on a sovereign bond increases by more than 450 basis 
points above a basket of AAA rated assets, it will trigger margin calls. When the Irish yield went 
above that threshold in November 2010, LCH raised margin requirements for banks that wanted 
to use Irish collateral to 15 per cent. Because Irish banks were not members of LCH, this mainly 
affected non-Irish banks holding Irish collateral (that incidentally held far higher holdings than 
the Irish banks). The changes in haircuts reduced demand for Irish government bonds, pushing 
yields further up, triggering a new margin call (FT Alphaville).  13   By 21 November, LCH had 
tripled the haircuts on Irish debt to 45 per cent. The run on the collateral market (worsened by 
short-selling) stopped only once the Irish government asked for an international bailout. Similar 
developments underpinned the Portuguese bailout, and the withdrawal of German and French 
banks from the Italian government bond market discussed earlier.  

  The limits of loyalty 

 The behaviour of domestic banks confronted with a run in the collateral market of their own 
sovereign offers a powerful example of why the collateral motive matters. It is worth remember-
ing that in Hardie’s framework, loyal domestic banks are crucial to preserving fiscal policy 
autonomy during crisis. From this perspective, except for Ireland, the periphery sovereign bond 
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markets should have benefited from the high ‘home bias’ of their domestic banks compared to 
Nordic countries. For example, both Spanish and Italian banking sectors held over 75 per cent 
of sovereign debt in home sovereign instruments in March 2010, before the sovereign debt cri-
sis exploded (see  Figure 6.2 ). At first, the benefits of loyal banks became apparent throughout 
2009. The ‘home bias’ strengthened as banks used the long-term ECB liquidity to buy higher-
yielding debt of their own governments, and post it as collateral for accessing ECB loans, just 
as Hardie’s framework would have predicted.  

 But once funding conditions tighten, loyalty can became costly in collateral terms. The repo 
lenders may attempt to pre-empt a ‘double exposure’ by refusing to lend to a periphery bank 
seeking to borrow against periphery collateral. The ECB (2011) termed this the ‘coordinated 
risks’ on the repo market between counterparty (bank) and collateral (sovereign debt), or in the 
words of a bank collateral manager:

  an Irish bank pledging Italian debt as collateral is less desirable from a credit perspective 
than an Irish bank pledging AAA-rated security with no correlation to the European debt 
crisis. Where firms are declining PIIGS debt, collateral pledgers are sometimes faced with 
having to offer higher quality collateral. 

 (SLT 2011, p. 12)   

 The ‘coordinated risks’ that affected Spanish (and Italian) banks throughout 2011 prompted 
these to curtail credit to the domestic economy (thus worsening the recession) to offset the loss 
of access to market funding.  14   It also triggered changes in their collateral strategy: to avoid such 
coordinated risks, both Italian and Spanish banks reduced exposure to their sovereigns from 
December 2010 to September 2011, the first by around 7 per cent and the second by almost 
30 per cent (Angeloni and Wolff, 2012). Banks that manage significant portfolios of sovereign 
collateral as part of their market-funding strategies inevitably lose loyalty, in Hardie’s sense, 
towards their home sovereign. 

 When sovereign bond markets become collateral markets, the sovereign-bank loop gets 
sharper (BIS, 2011, Acharya  et al. , 2010). Governments have to absorb the costs of bank 
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restructuring or bank failure because bank runs would destroy the banking system. But if higher 
(countercyclical) spending increases sovereign risk, it can disrupt the collateral function of sov-
ereign debt, with adverse effects on banks’ funding conditions, particularly where those banks 
are ‘loyal’ banks. 

 The ingredients for a sudden stop in sovereign collateral markets are therefore always present 
because this interdependence between banks and sovereign creates a problem of coordination: 
who will assume responsibility for preventing a run on the sovereign collateral market? Private 
domestic banks cannot resolve this problem because of the impatient nature of collateral man-
agement discussed above. Central banks may be better candidates because theoretically there are 
no constraints to their ability to stabilize bond markets. As shown by the case of the Fed or the 
Bank of England, central banks can always create more base money to purchase government 
bonds (de Grauwe and Ji, 2012). The ECB’s Outright Monetary Transactions provide an even 
more puzzling insight: collateral quality may be a question of a well-specified (verbal) commit-
ment from central banks, commitment that private finance will be reluctant to test. 

 Absent the political and ideological conditions for such interventions, governments remain 
the only institution to stabilize their debt market. Expansionary fiscal policies that generate 
growth could be one option, yet the familiar time lags involved in fiscal expansions imply that 
in the first place, higher expenditures will increase funding needs in a financialized market 
guided by short-term considerations. Higher expenditures stand to worsen the crisis because 
the possible growth-inducing effects take time to materialize, whereas financialized sovereign 
bond markets are incompatible with medium-term strategies. In the Eurozone institutional 
context that prevents devaluations or inflation as alternative pathways, the remaining option is 
to reduce the supply of government debt until the ECB steps in, with OMT or quantitative 
easing. 

 Beyond the immediate stabilization measures that seek to contain the fragilities of the 
collateral motive, it is important to consider how, if at all, have states responded with regula-
tory shifts. In Europe, we have seen two conflicting trends. The first is for governments to 
successfully resist plans that put ‘sand in the wheels’ of the collateral motive. Indeed, immedi-
ately after the crisis, transnational regulatory bodies began asking critical questions about 
collateral-based financial systems. Recognizing that institution-based regulation can be easily 
avoided by moving in the shadows, the Financial Stability Board shifted attention to the 
direct regulation of repo markets, recast as securities financing transactions (SFT) markets. Yet 
direct regulation is proceeding at a slower pace than institution-based rules (EMIR, CRR, 
Basel III liquidity/leverage rules) that affect SFT markets indirectly, and, according to US 
regulators, at best marginally.  15   

 At international level, the FSB watered down its plans for universal mandatory haircuts, 
excluding government bonds from its collateral regulation. Given the specific nature of European 
SFT markets – dominated by banks and intensive in government collateral – the FSB rules 
would only apply to less than 20 per cent of SFT transactions, failing to restructure the complex 
collateral chains between regulated and shadow banks that pose financial stability risks. In turn, 
European regulators have prioritized reporting and transparency of SFTs. While SFT transpar-
ency may shed much-needed light on systemic markets, the structural impact is limited. Exces-
sive leverage occurs via SFT markets not (solely) because these are opaque, but because leverage 
is cheapest in SFTs with government bond collateral. European states dropped the more effec-
tive way of targeting the collateral motive, through the Financial Transactions Tax on repos with 
sovereign collateral, citing concerns with market liquidity (Gabor, 2016). 

 The second trend has been for central bankers, some Member States (Germany) and the 
European Commission to seek to create political momentum for the project of separating the 
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toxic twins in an effort to conclude the Banking Union. This would involve caps on bank hold-
ings of their own government’s debt, and in the more radical version, removing the zero-risk 
weight attached to government bonds in capital requirements. That Germany would throw its 
support behind this project is not surprising. The economics of the collateral motive in a cur-
rency union suggest that a flight to safety episode triggered by concerns with collateral quality 
will always benefit Germany, because Germany issues safe asset of last resort. It remains to be 
seen whether this is yet another singular development of the complex political economy of the 
Eurozone, or the harbinger of a future where governments will have lost all their negotiating 
chips in their market funding arrangements.   

  Conclusions 

 The pre-crisis shift to transnational market-based, collateral intensive models of European banks’ 
locked banks and sovereigns together in an embrace that led governments towards austerity 
rather than any other instrument of rebalancing. 

 Investors’ disloyalty to their sovereign bond placements is an important determinant of aus-
terity as policy. We show that it was the pre-crisis shift to transnational market-based, collateral 
intensive models of European banks’ locked banks and sovereigns together in an embrace that 
led governments towards austerity rather than any other instrument of rebalancing. 

 What makes investors disloyal are their low exposure, the availability of alternative investment 
opportunities, the build-up of diversified collateral portfolios and a market dominated by mark-
to-market valuation techniques. Although these insights were developed with emerging markets 
in mind, we found that investors in the sovereign bonds of the Eurozone’s ‘peripheries’ behaved 
with the same impatience as investors in highly financialized bond markets for emerging econ-
omies. Before the crisis, the demand for sovereign bonds boomed, spurred on by the European 
institutions’ policy of making all the sovereign debt for periphery countries equally eligible as 
collateral in ECB and private repo transactions. This provided more collateral at the cost of 
eroding banks’ loyalty to their government’s bonds, as the diverse investor base and the availabil-
ity of alternative sources of collateral reduced the costs of exit for banks faced with sovereign 
risk. In sum, the Euro plus the repo turned ostensibly European lending into international lend-
ing in a common currency with disastrous results when the sudden stop occurred. Sovereign 
bond downgrades trigger margin calls, prompting managers to ‘disloyally’ head for the exits. This 
is precisely what happened in 2010, when downgrades of ‘periphery’ bonds rendered them 
ineligible or expensive to post as collateral due to higher haircuts. As a result, collateral managers 
in banks had no choice but reduce exposure to lower-value bonds, even if they were their own 
government’s. Thus, banks’ loyalty towards governments became closely tied to the collateral 
qualities of debt. 

 The situation in the Eurozone was further complicated by the fact that in early 2010 European 
Central Bank did not steadfastly commit to repair the damaged collateral function of ‘peripheral’ 
sovereign bonds, as it did in 2009 (Gabor and Ban, 2015; also Gabor, 2014). Just as downgrades 
chipped away at the collateral value of these bonds, making investors increasingly disloyal, the 
ECB withdrew extraordinary liquidity interventions. In these conditions, governments had to 
address the disruption of collateral markets for fear that bank runs would wreck their countries’ 
banking systems and take the national economies down with them. Since the attempt to absorb 
these costs through expansionary fiscal policy could only make the problem worse given these 
constraints, leading to further downgrades, the onus fell upon European governments and the 
societies they governed to pay the price of stabilizing collateral markets. The collateral damage 
of collateralization is austerity.  
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  Notes 

    1 The term illustrates the contradiction between the theoretical proposition that in efficient markets, as 
the markets of high income countries were routinely assumed to be, investors should have no prefer-
ence for a particular issuer and the instances where bank sovereign portfolios were dominated by their 
own sovereign.  

   2 The trading book and banking book are accounting terms that refer to the practices through which 
banks account for their assets. Banks hold assets that are regularly traded in the trading book, and are 
required, under Basel II and III, to mark these assets to market daily. The trading book portfolio thus 
fully reflects market fluctuations. In contrast, banks account for assets held to maturity in the banking 
book, at their historical, rather than market, cost.  

   3 Including residential-backed mortgage securities, commercial mortgage-based securities, covered 
bonds and collateralized debt obligations.  

   4 The US repo market reached an estimated US$10 trillion or 70% of US GDP and the European repo 
market to EUR 6 trillion before Lehman (Hördahl and King, 2008).  

   5 Retrieved on 3 May 2016 from http://eurlex.europa.eu/smartapi/cgi/sga_doc?smartapi!celexapi!prod!
CELEXnumdoc&lg=EN&numdoc=32002L0047&model=guichett.  

   6 Collateral mining ‘involves both exploration (looking for deposits of collateral) and extraction (the 
‘unearthing’ of passive securities so they can be re-used as collateral for various purposes in the shadow 
banking system)’.  

   7 This includes asset-backed securities, RMBS, CMBS, CDOs, CLOs.  
   8 In the US or UK, the sovereign collateral in funding-driven repos includes a homogeneous basket of 

sovereign debt instruments (so that the maturity of instruments does not matter). In contrast, the Euro-
pean sovereign rates are compiled on a basket of sovereign bonds issued by  any  of the euro area coun-
tries (Hördahl and King, 2008).  

   9 For the Commission, the new regulation was more than a pragmatic response to a policy problem. The 
Commission trusted the promises of financial innovation in repo markets: increased liquidity, improved 
risk management and better pricing tools (The Giovannini Group 1999; Engelen  et al. , 2011). This 
expectation was grafted onto the European integration project itself. Financial innovation would 
achieve financial integration of both wholesale money markets and sovereign bond markets. It was the 
‘ever wider’ union, financial market style.  

  10 For Italy, European Banking Authority data for 2010 show that the banks of the other European coun-
tries reduced their overall net exposure by €57 billion (of which €40 billion was by German banks 
alone). BIS data indicate that this exposure diminished further in the first half of 2011.  

  11 For example, a Spanish bank that posted Spanish sovereign collateral for a three-month repo initiated 
in March 2010 would have had to post additional collateral to compensate for the fall in the price of 
Spanish collateral triggered by contagion from the Greek crisis.  

  12 Indeed, the Spanish government welcomed the admission of Spanish banks to the LCH Clearnet 
platform in May 2010 because it would ease their access to repo funding collateralized with Spanish 
bonds.  

  13 Retrieved on 3 May 2016 from  http://ftalphaville.ft.com/blog/2010/11/03/393051/when-irish-
margins-are-biting/ .  

  14 Retrieved on 3 May 2016 from  www.ft.com/cms/s/0/1b6855b8-c404-11e0-b302-00144feabdc0.
html#axzz24wgcv2mx .  

  15 Jeremy Stein on ‘Fire Sales in SFT markets’. Retrieved on 3 May 2016 from  www.federalreserve.gov/
newsevents/speech/stein20131107a.htm .    
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 There is an established literature that examines how the international financial system is 
(re)produced through a small number of leading international financial centres (IFCs). Indeed, 
the importance of centres such as Wall Street in New York and the City of London is under-
scored by their position at the centre of the 2007–08 financial crisis. This chapter draws on 
economic geographical research and that from cognate social sciences to examine the variegated 
working cultures that exist in different financial centres. With a focus on investment banking in 
London, the chapter emphasizes the importance of knowledge and learning to shaping such 
working cultures. It is argued that this approach provides a valuable way of developing understand-
ings of the (re)production of variegated working cultures between IFCs because education and 
training represents one set of practices that not only reflects variegation between IFCS but also acts 
to reproduce such difference, something that has been comparatively neglected in work on IFCs 
to date. Such an approach is important since it demonstrates how efforts to change working cul-
tures in IFCs in the wake of the crisis needs to attend to both the formal regulatory environment 
and more informal social and cultural norms that are learnt through education and training. 

 The 2007–08 financial crisis is often labelled, in popular, academic and media outlets, as a 
 global  financial crisis. However, the label of global is in many ways erroneous. For example, whilst 
the crisis has undoubtedly had profound implications beyond its Anglo-American heartlands, for 
example through the ongoing Eurozone crisis, it remains the case that the initial source of the 
crisis lay in the specific banking practices of investment banks in Wall Street and subsequently in 
London and other European banking centres (Engelen  et al. , 2012; Tett, 2010). Meanwhile, the 
term global also hides the heterogeneous ways in which the crisis has affected different people 
in geographically variable ways. For example, research has revealed the disproportionate impact 
of the crisis on minority ethnic and racial groups in the US in terms of the loss of their homes 
associated with the uncompetitive mortgage finance rates these groups were offered (Sidaway, 
2008). In this chapter, I focus on international financial centres (IFCs) and work in economic 
geography in particular that has focused on documenting the distinctive working cultures asso-
ciated with different IFCs. Such a focus is important since the distinctive working practices in 
New York and London throughout the 2000s that facilitated and legitimated the development 
of particular approaches to risk and new financial products, notably the development of securi-
ties, have been identified as being central to the origination and transmission of the crisis from 
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New York to other financial centres and the economy more generally (Wainwright, 2009). As 
such, research has called for attention to focus on how variegated institutional contexts shape the 
behaviour of highly skilled elites, including financial elites in the case of this chapter (Zald and 
Lounsbury, 2010). 

 In this respect, an established literature has developed in economic geography and cognate 
social sciences that has revealed the distinctive working cultures of IFCs and the relationship 
between them. For example, much has been made of the relationship of both competition and 
cooperation between London and New York that has typified their respective development as 
IFCs from the post-war period onwards (Beaverstock, 2005). However, whilst these differences 
have been well documented, the ways in which such variegation is produced and sustained has 
received comparatively less attention. In response, in this chapter I document recent work, pre-
dominately in economic geography, that has sought to address this oversight. In particular, 
I focus on financial knowledge practices and issues of learning and training within investment 
banking in London’s international financial district to demonstrate how, alongside more formal 
regulatory environments, social and cultural practices inculcated through education and training 
contribute to the distinctive working cultures of IFCs. Intellectually, such an approach is import-
ant since it responds to recent calls that we need to move beyond simplistic accounts of the 
‘globalization of money’ and instead ‘reconceptualize’ monetary space. We need to map its dif-
ferent layers and dimensions, its various constituent subspaces, and the myriad interconnections 
among them (Dodd, 2014, p. 221). Meanwhile, empirically, by better understanding how varie-
gated working practices emerge in IFCs, it is possible to open up the space to act upon the levers 
that shape the international financial system more effectively in order to respond to the criti-
cisms of the system in the wake of the financial crisis. The analysis in this chapter suggests that 
such efforts will be most successful if they focus on both the formal regulatory landscape but 
also more informal social and cultural norms and expectations concerning what are legitimate 
and normalized working cultures in particular IFCs. 

 I develop this argument over four further sections. First, I document how an interest in the 
types of knowledge used in wholesale finance has been used to specify the distinctive working 
cultures in different IFCs. Second, I introduce London’s distinctive working culture in merchant 
and investment banking, paying particular attention to how this has changed over time. In the 
third section I consider how attending to processes of learning and education, rather than 
knowledge reveals how such variegation is sustained, alongside more formal regulatory environ-
ments that have been the main focus of research to date. 

  Specifying variegation within and between international 
financial centres 

 Clustering of financial services activity is not an entirely new phenomenon. For instance, finan-
cial services firms, notably banks, began to cluster in the City of London from the 1700s onwards, 
associated with supporting Britain’s development as an imperial power (Cain and Hopkins, 
1986, 1987). Nevertheless, financial services clustering has intensified in recent decades, leading 
academic research to identify a small number of international financial centres that continue to 
be vitally important to the system’s reproduction (Choi  et al. , 2003). Research in this respect 
typically draws attention to New York, London and Hong Kong as well as noting the growing 
importance of centres in Southeast Asia including Shanghai, Beijing and Hong Kong (Lai, 2012). 
In many ways, this work builds on the significant contribution of Harvey (1982) in stimulating 
a research field around the geographies of money and finance. His approach stimulated work 
that examined the changing geopolitics of the international financial system and specifically 



Variegated geographies of finance

151

how distinctive regulatory environments and associated working cultures gave rise to distinctive 
international onshore and offshore financial centres (Martin, 1999). In so doing, this work counters 
arguments that technological innovation and deregulation would signal the declining importance 
of location in shaping financial services activity as argued in O’Brien’s (1991) ‘end of geography’ 
thesis for example. Indeed, such is the importance attached to IFCs that there is now a commonly 
understood hierarchy of centres (typically led by London and New York) and a consulting industry 
has emerged that seeks to document the relative strengths of different centres as well as offering 
advice on how centres could improve their standing (see for example Z/Yen, 2014). 

 In terms of theorizing the continued dominance of a relatively small number of IFCs within 
the international financial system, two complementary research approaches have developed. 
First, research has examined the intra cluster benefits of agglomeration within financial centres 
for financial firms and agents (Cook  et al. , 2007). This work takes as its starting point Clark and 
O’Connor’s (1997) examination of the types of expert knowledge involved in the production, 
development and consumption of financial products. In this respect, they argue that financial 
products tend to be opaque in nature such that significant knowledge asymmetries can develop 
between financial services providers and their clients. As a result, firms co-locate in order to 
develop financial innovations and products at the boundary of financial firms and their corpo-
rate clients, increasingly involving other forms of expertise, notably that from corporate lawyers 
as well as informal knowledge spill-overs that take place within the cluster. In this way, financial 
centres are characterized by dense interpersonal and inter firm relations that give rise to what 
Bathelt  et al.  (2004) term ‘buzz’. It is argued that it is this buzz that facilitates processes of inno-
vation as financial service professionals use it to learn about the specific demands of their clients 
as well as the innovations being made by rival firms. Two further advantages arise from financial 
centre agglomeration. First, financial clusters facilitate market liquidity as customers and produc-
ers are co-located within the same financial centre. Second, the existing strengths of the cluster 
continue to attract further highly skilled labour which is required to sustain the financial services 
industry, due to its knowledge rich nature. 

 Beyond this work on intra cluster agglomeration economies, a second strand of research has 
examined inter-cluster relationships and the ways in which these sustain the dominance of a 
small number of financial centres. This research develops Castell’s (1996) specification of a 
network society and emphasizes relations of complementarity, competition and commonality 
between IFCS, arguing that these relations are essential to the success of any given IFC. Wójcik 
(2013, p. 2) summarizes this approach when he argues that, ‘from this perspective, international 
financial centres are viewed as a spatially distributed network of money and power, where 
the global and local processes intermesh and run into each other in a variety of ways’. In terms 
of IFCs themselves, much of this work has focused on the so-called NY-LON (New York 
London) connection (see Beaverstock, 2005; Wójcik, 2013) as well as relationships that have, 
temporarily at least, challenged the dominance of London and New York such as the perceived 
challenge posed to London’s dominance as the leading European IFC by Frankfurt in the wake 
of the creation of the Eurozone (Faulconbridge, 2004). However, recent work has begun to 
examine the rise of other IFCs from this relational perspective. For example, work has been 
conducted into the changing relative power of different IFCs in Southeast Asia including 
Singapore, Hong Kong, Beijing and Shanghai (Lai, 2012). Meanwhile in terms of the substan-
tive connections which are considered in this literature, particular attention has been focused 
on the global office networks of leading financial institutions and law firms, the geographies of 
stock markets that in many ways anchor IFCs and the flows of highly skilled individuals through 
migration and expatriation that support the development of specialist labour markets in IFCs 
(Beaverstock, 2004). 
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 Taken together, this research has made considerable inroads into documenting the continued 
variegation between different IFCS. However, an understanding of how such variegation is 
reproduced and sustained has received less attention. In response, in this chapter I focus on the 
role of highly skilled individuals working in financial centres, particularly in merchant and 
investment banking in London’s financial district to consider how a focus on their knowledge 
and learning practices may provide one important avenue through which such variegation is 
reproduced and sustained.  

  Specifying financial working cultures in London’s financial district 

 An interest in London’s financial working culture and its contribution to London’s continued 
importance as an IFC is a longstanding research concern. Financial working cultures can be 
understood as comprising the ways in which financiers’ daily working practices are co-constitutive 
of the regulatory, corporate and societal cultures of which they are a part. Perhaps most notably 
London’s financial working culture, historically at least, has been characterized as being one of 
‘gentlemanly capitalism’ (Augar, 2001). In part this reflects the highly gendered nature of 
merchant banking which was dominated by men who had been predominantly recruited based 
on their shared social and educational backgrounds at a small number of elite public (fee paying) 
schools and the Universities of Oxford and Cambridge. However, of critical importance for my 
interest in working cultures in this chapter, these social relations and the ‘old boys networks’ 
through which they were created (Cain and Hopkins, 1987; Michie, 1992) were used to form 
the basis of trust based relations between bankers derived from their shared backgrounds. 
As Thrift (1994, p. 342) notes, this ‘narrative of the gentleman’ was ‘based on values of honour, 
integrity, courtesy and so on, and manifested in ideas of how to act, ways to talk [and] suitable 
clothing’ (see also Tickell, 1996). Whilst McDowell (1997) has demonstrated how multiple 
masculinities existed in the City in the 1990s as the ‘gentlemen’ of merchant banks were accom-
panied by an increasingly aggressive macho masculinity associated with traders, it remains the 
case that the narrative of the gentleman was particularly important. Indeed, it has been argued 
that ‘gentlemanly capitalism’ underpinned London’s historically light touch approach to regula-
tion in which the Bank of England was based within close proximity of the banks it was regu-
lating such that the Bank could use this location to fulfil its regulatory requirements based on a 
shared understanding between financiers and the Bank of England that a ‘gentleman’s word was 
his bond’ (see Pryke, 1991). 

 This focus on the distinctive socio-economic context of working practices in London reflects 
the focus of economic geographical research into IFCs from the late 1990s which is character-
ized by a diversification in theoretical approaches beyond earlier work that focused on the 
geopolitics of money and finance. Rather, this more recent work has emphasized the social 
and cultural constitution of finance and argued that these dimensions are important when 
explaining and understanding the continued dominance of a small number of IFCs (Hall, 2011). 
Two strands of work have emerged within this wider approach. First, attention has been paid to 
understanding how developing interpersonal relations amongst financiers within and between 
IFCs is vital to the production and circulation of technical know-how which is central to the 
creation of financial products and the ability to tailor these to demands of corporate clients 
(Clark and O’Connor, 1997). Indeed, the importance of such relations has led a whole set of 
mobility practices within investment banking labour markets including short but frequent forms 
of business travel between financial centres as well as expatriation and longer forms of migration. 
Second, this research emphasizes that technical know-how is not the only form of knowledge 
that is important within financial services work. Rather this is accompanied by embodied forms 
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of know-how that are typically more embodied in nature and give rise to the importance of 
bodily performances as signalled by Thrift’s (1994) work on the narrative of the gentleman in 
London (Hall and Appleyard, 2009). 

 However, whilst research has suggested that gentlemanly capitalism was important, if not 
dominant, in terms of the working cultures of the City of London until at least Big Bang in 
1986 and the considerable deregulatory changes that this brought about, significant changes 
to London’s working cultures were seen following the internationalization of the City 
during the 1990s. In particular, the City went through a significant period of development 
in the 2000s in what can now be seen as a form of financialized development in which new 
banking products, notably securities grew significantly. Indeed, it was this period that laid 
the ground for the development of these products which were central to the causes of the 
2007–08 financial crisis. The implications of this for the international financial system and 
the causes of the 2007–08 financial crisis have been widely debated (Augar, 2009; Tett, 
2010). In this chapter, I examine the consequences of this in terms of the working cultures 
in London’s investment banking sector. In what follows, I consider how examining the 
reproduction of these can be instructive in understanding how the distinctive working cul-
tures of different IFCs is reproduced and the implications of this for the financial system 
more generally.  

  Financialized working cultures in London’s financial district 

 Initially, the growing international make up of financial institutions in London from the 1990s 
onwards had relatively little effect on the working practices of wholesale bankers, and work 
tended to focus on established (US) investment banking activities through corporate finance 
activities, particularly offering advice to corporations on mergers and acquisitions. This work 
was supported by investment banks making loans to their clients in order to facilitate their M&A 
activities. Revenue for banks in this business model was generated by charging fees for M&A 
advice, usually at around 1.5 per cent of the value of the deal being considered (Folkman  et al. , 
2007). In so doing, despite the arrival of more overseas banks in London’s financial district, this 
business model echoed in many ways that of merchant banks that had previously dominated in 
the City of London in which banking was typically based on long-term relationships between 
clients and their banks with clients usually using one bank for all their requirements rather than 
using different banks for different types of services (Hall, 2009). However, during the late 1990s 
and 2000s the profitability of this business model was challenged, primarily because more banks 
became involved in any one deal, thereby reducing the fee paid to any one bank (Hall, 2007). 
As a result, investment banks in London in the 2000s developed alternative business practices, 
particularly new, high margin activities including ‘trading and principal investment where the 
investment bankers typically manages the investment bank’s own account dealing in even more 
arcane coupons or undertakes asset management’ (Folkman  et al.,  2007, p. 563). Folkman  et al.  
(2007) go on to argue that as a result, investment bankers are one component group of ‘new 
capitalized markets’ or what I’ve termed elsewhere ‘financialized elites’ ‘who play a significant 
role in shaping processes of financialisation by not simply servicing the financial and banking 
requirements of large corporations but also increasingly by operating in financial markets in 
their own right’ (Hall, 2009, p. 179). 

 This shift has led to a marked change in the working practices of London’s financial district 
banking community. Previously, investment banking was a relationship based business as banks 
worked to develop long-term relationships with commercial clients. However, during the late 
1990s, the nature of investment banking itself changed as, for example, undertaking an M&A 
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transaction increasingly involved not a bilateral relationship between a bank and a corporate 
client but centred on managing the relationships between a number of financial institutions 
including corporate finance boutiques, hedge funds and corporate law firms, all of whom have 
become increasingly important in delivering the increasingly complex financial advice demanded 
by corporate clients (Folkman  et al. , 2007; Hall, 2007). These working practices within invest-
ment banks changed even more markedly through the rise of structured finance, particularly 
securitization during the 2000s. This form of financial services work led to growing demand for 
individuals who were highly numerate, often holding postgraduate degrees in subjects such as 
maths, physics and computer science such that these individuals could perform ‘socio-financial 
engineering’ (Pryke and Allen, 2000) in which complex structured finance products were pro-
duced that offered ‘the allure of high potential margins at a corporate level and personal remu-
neration through bonuses at the individual level’ (Hall, 2009, p. 184). 

 This changed working culture, which is typified by a greater emphasis on technical and 
quantitative know how rather than relation based services, has been widely identified and 
debated, not least in terms of how it at least in part caused the international financial crisis 
(Tett, 2010). However, comparatively less attention has been paid to how this working culture 
was produced and sustained in London. In this respect, a number of factors are important 
including the changing makeup of London’s financial district in terms of the types of firms 
operating there and the regulatory environment that favoured and permitted certain forms of 
financial services activity. However, in what follows, I return to the longstanding relationship 
between education and London’s working culture to suggest that this represents an important 
but comparatively neglected set of activities and practices that shape the working cultures of 
the City. 

  Education and the (re)production of financialized working practices 
in the City of London 

 The internationalization of the City from the 1990s onwards, associated with the rise of new 
financial products, notably structured finance, meant that historic ways of recruiting bankers 
through ‘old boys networks’ associated with a small number of schools could no longer meet the 
demands of the City’s labour markets (Leyshon and Thrift, 1997). This led to a widening of the 
educational backgrounds of those recruited into the City, albeit in only a limited way as recruit-
ment became increasingly focused on the UK’s elite group of Russell Group of universities 
( Jones, 1998). However, as the number of graduates seeking entry into these labour markets also 
increased, recruitment into financial services in the City is increasingly typified by positional 
competitions as individuals seek to obtain higher degrees and additional credentials in order to 
secure access, as well as undertaking internships (Hall and Appleyard, 2009). Indeed, in many 
ways the growing importance of an internship in securing employment in a leading investment 
bank is evidence of the ways in which vestiges of ‘gentlemanly capitalism’ remain since these 
openings are sometimes not widely advertised and are arranged by the personal and familial 
contacts of students wanting to undertake one. Moreover, they are often not paid, or if they are 
only nominally and as such undertaking an internship is limited to those with enough financial 
support to live in London. 

 This change in entry requirements into financial labour markets, and particularly those of 
investment banks, has been accompanied by a proliferation of postgraduate education and early 
career training which is increasingly seen as necessary in order to position oneself successfully to 
secure employment in the City (Hall and Appleyard, 2009). For example, recruits increasingly 
hold masters degrees, often in quantitative skills, or obtain an MBA later on in their career in 
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order to maximize their positional advantage relative to other employees. This generic education 
is typically accompanied by firm specific training including graduate training schemes in which 
individuals work for a small period of time across a number of banking functions. Recent work 
in economic geography has begun to explore the importance of these educational activities not 
only in facilitating entry into elite labour markets but also in (re)producing the distinctive work-
ing cultures of particular IFCs (Faulconbridge and Hall, 2014). This approach draws on theories 
of practice to explore how economic practices are situated and normalized in particular geo-
graphical and institutional settings (see Gherardi, 2009; Shove, 2003). In particular, through a 
focus on London’s early career financial and legal elite Faulconbridge and Hall (2014, p. 1683) 
examine ‘how post-first-degree education represents an important means by which early-career 
elites are inculcated into the place-specific and organizationally specific meanings, competencies 
and technologies associated with financial business practices’. 

 This work builds on a longstanding interest in economic geography with the ways in which 
institutes sustain economic competitiveness and how these institutions develop over time 
(Saxenian, 1994; Storper, 2011). However, within economic geography, less attention has been 
paid to the creation and reproduction of institutional landscapes themselves. This is in contrast 
to work on the varieties of capitalism which places more emphasis on the ways in which insti-
tutions change, identifying education and training system as one element within this. Devel-
oping these insights, economic geographers have emphasized how education and training 
systems are both the product of, and shape, the institutional context in which they operate, 
thereby providing an important way of shaping both economic and financial practice but also 
the wider institutional context within which such practices take place. Research has shown 
how education, in the form of graduate training schemes for early career financiers plays, an 
important role in this process, as they are both tailored to the demands of investment banks 
operating in London whilst also serving to inculcate new recruits into what are deemed orga-
nizationally and geographically appropriate and desirable working practices. For example, in 
the case of investment banking, evidence suggests that banks are increasingly concerned about 
the limitations of the numerical skills held by UK graduates and are tailoring their training 
courses to reflect the different numerical ability of UK as opposed to EU and international 
recruits at a time when quantitative skills are increasingly desired by investment banks in the 
City (Faulconbridge and Hall, 2014). 

 Work such as this is important because it suggests that understanding how institutional land-
scapes are (re)produced is important since it opens up the space to consider how different forms 
of working cultures may be developed. Indeed, simply changing the content of educational 
programmes in and of themselves is rarely successful as the case of MBA curricula in the 2000s 
demonstrated. At this time, there was considerable debate about the nature of MBA curricula 
in light of the crisis in corporate America following the bursting of the dot com bubble. In 
particular there was a sense that MBA degrees needed to be less theoretical and better able to 
prepare managers for ‘real world’ issues (Mintzberg, 2004; Pfeffer and Fong, 2004). However, 
sceptics noted that rather than simply altering business school curricula, a more significant 
rethinking of the role of business schools in the corporate economy was needed in order to 
make effective change (Khurana, 2010; Starkey  et al. , 2004). This suggests that simply adjusting 
educational course content is unlikely to significantly change working practices in the City that 
have been the subject of considerable popular, political and media debate in the wake of the 
2007–08 financial crisis. Rather, educational changes would need to be developed alongside 
changes to other dimensions of London’s institutional landscape including its regulatory envi-
ronment and the cultural and social norms that shape what counts as normalized and legitimate 
behaviour in the City.   
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  Conclusions 

 Economic geographical research on finance, banking and IFCs has developed considerably over 
the last 30 years. Early work focused on the geopolitics of money and finance whilst more recent 
work has developed a stronger socially and culturally attuned reading of the nature of banking 
and finance. What unites these literatures is a concern with demonstrating how banking and 
finance have a distinctive geography that is important in understanding its operation, as evi-
denced by the uneven geography in terms of both its causes and consequences of the so-called 
‘global’ financial crisis of 2007–08. Most notably, attention has focused on the continued clus-
tering of financial and related services in a small number of IFCs. More recently, work has 
moved beyond simply demonstrating the differences between IFCS but has increasingly sought 
to document how differences in the institutional landscapes of different IFCs gives rise to 
geographically variegated working cultures. 

 In this respect, in this chapter, I have focused on the case of investment banking in London’s 
financial district to examine how an interest in knowledge, learning and education has been 
developed within economic geography to reveal the ways in which education plays an import-
ant, but hitherto comparatively neglected role in reproducing London’s cultures of work. This 
research is important in two main ways. First, it provides one way of examining how London’s 
institutional landscape is reproduced – something that is particularly important given the ways 
in which these working cultures have been scrutinized in the wake of the financial crisis. 
Second, and following on, in so doing, it provides one way of developing a more politically and 
critically attuned reading of the cultural and social dimensions of money and finance, something 
that more recent work in economic geography has not developed as fully as earlier geopolitical 
approaches (Hall, 2011). In this respect, a focus on education and training within financial and 
banking labour markets in financial centres such as London is particularly instructive since it 
suggests that education is likely to have played an important role in reproducing and legitimizing 
the approaches to risks and their managements that characterized investment banking in the run 
up to the financial crisis. Revealing the role of education in this way is important because it 
points to the ways in which education might be used as a political and practical lever to shape 
behaviour in financial labour markets (see Faulconbridge and Hall, 2014) by, for example, 
demonstrating and drawing attention to the interconnected nature of global finance and the 
ways in which these networks were central to the transmission of the crisis itself. 

 More generally, economic geographical work on banking has made an important contribu-
tion to the burgeoning interdisciplinary approaches to banking and finance that have developed 
throughout the 2000s. For example, geographers have sought to develop the spatial vocabularies 
at work in research in financialization to move beyond a focus on the national scale but to 
instead reveal the complex geographies that are involved in reproducing financialized econo-
mies. Meanwhile, in terms of cultural economy approaches to money and finance, economic 
geographers have used their spatial interests to suggest that this might be one way in which this 
literature might develop a more critical tone. These inter-disciplinary avenues would seem to be 
the most appropriate for future research that continues to grapple with the changing geogra-
phies of banking and the ways in which these shape both the international financial system and 
the wider global economy.  
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  Problematic: the boundaries of finance 

 Most studies in social science that have analysed finance (its institutions, its agents, its practices 
and norms) in the 1990s–2000s, have stressed, on the one hand, its peculiarity and, on the other 
hand, its ability/power to shape the other spheres along its own norms. On the one hand, the 
literature in ethnology confirms the distinctive features of the everyday financial work: distinc-
tive habitus (Ho, 2009) and exceptional compensations (Godechot, 2007); seemingly high tech-
nical capabilities based on innovations that have been previously made in the academic sphere 
(Mackenzie, 2006). Finance is definitively a specific work area. The division of labour, inside the 
financial world, shows how some positions allow skimming value when other positions allow 
only to surf (Ertürk  et al. , 2007). This diversity is also analysed as a proliferation of new actors 
who contribute to the investment decision-making process (Froud, Leaver and Williams, 2007). 
To a certain extent, finance seems to be a socio-economic ‘laboratory’ where new forms of 
labour, of knowledge and resource sharing are experimented. 

 On the other hand, literatures about ‘financialization’ state that financial deregulation has 
put pressure on firms and states, seeking not only to increase profits and dividends but also to 
force them to internalize new mental categories through its own performance metrics 
(Lazonick and O’Sullivan, 2000). The political economy that links the expansion of finance 
with the political neo-liberalism has described the effects of finance on everyday life as a 
‘deepening social connectedness’, a network of binding processes that ‘push ordinary people 
into financial mechanisms, confine their agency to the disciplinary mechanisms of borrowing 
and repayment’ and, at the end, change their cultural dispositions (Konings, 2009, p. 115). This 
great ascendancy of finance over the other social spheres is largely viewed as a unilateral power 
that imposes through the contamination of mental categories and understandings. Financial-
ization is colonization. 

 These perspectives come from very different sociological traditions and deal with different 
levels or scales. However they share three common points: they consider that finance is peculiar 
(finance is ‘different’), autonomous (it creates its own norms), and has the power to export 
(finance imposes its own norms). So, finance is disentangled from the rest of the economy and 
the society and is able to deeply change them. Focusing on the peculiarity and the power of 
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finance, these perspectives tend to give little attention to the processes through which finance is 
reciprocally determined by the other social spheres. 

 This reciprocal influence has been put into light by the financial crisis of 2007 and the direct 
governmental actions to support banks and save the financial system. The history of the intimate 
relationships between states and finance (Carruthers, 1996) has suddenly came back in the aca-
demic agenda. Sociologists and political historians have been increasingly re-interested in the 
economic-financial dimension of the state building (Lemoine, 2013; Polillo, 2013; Krippner, 
2007). Beyond the partnership between state and finance, relationships between finance and 
other social spheres have been explored: for example, joint development of finance and French 
social work via microfinance (Moulévrier, 2013) or Brazilian trade unions (Chaves, 2013), that 
show how non financial agents (social workers and trade unions) have changed their world 
images and the meaning of their mission through performing joint tasks with financiers and, 
reciprocally, how their participation has influenced the form and scope of financial transactions. 

 All these works look at the expansion of finance  in connection to  the own dynamics of other 
leading social activities. The expansion of finance is viewed as part of a more structural or sys-
temic (economic, political, and institutional) change. Several areas are changing at the same time 
and there is no need to assume  a priori  that finance is the first and leading engine of this change. 
Such a perspective allows focusing on non-financial agents and institutions and investigating 
processes and social forces that interfere with the social construction of financial institutions, 
practices and beliefs (Montagne and Ortiz, 2013). This perspective acknowledges the results of 
the sociology of finance that has focused on financial agents per se (traders, brokers, financial 
analysts, portfolio managers, bankers) and on their way to allocating money and that has focused 
on financial institutions per se (stock exchange, regulatory agencies, central banks) and their 
support to the expansion of finance. This systemic perspective supplements this corpus in 
emphasizing how non-financial agents and entities have supported (or resisted) this expansion. 

 This perspective is not exactly those of studies on financialization. Although there are at least 
three different approaches of financialization (Van der Zwan, 2014) we can consider ‘financial-
ization’ a conceptual innovation that has rather consisted in describing finance as ‘feeding upon 
itself ’ (Engelen, 2008, p. 112), as ‘the growing share of finance-related income in non-financial 
firms’ (Engelen, 2008, p. 114) and discussed ‘general developments within capitalism, understood 
as a global system’ (Engelen, 2008, p. 115). Of course socio-economic processes outside finance 
have been taken into account but have often been considered  conditions  of possibility for the 
expansion of financial activities or  effects  of the unilateral financial power. Conflicts of power and 
insider struggles, inside the other spheres, have hardly been examined as causal mechanisms or 
forces able to shape some institutional or organizational characteristics of finance. And yet we 
may wonder whether non-financial agents (corporates, labour, households, public officials) have 
used finance to serve their own interests, to deal with their own internal conflicts, and have 
become ‘financialized’ by their own strong acting much more than staying passive. 

 However, this first reformulation still gives too much credit to the very existence of a finan-
cial sphere isolated, detached and disentangled from the rest of the economy. Against this view, 
the British-style cultural political economy makes the point about the porosity of finance. 
According to these authors, ‘financial institutions and actors are not coherent wholes with stable 
identities and shared interests’, ‘Financialization does not impose one new logic but makes and 
remakes the world in complex ways’ (Froud, Leaver and Williams, 2007 p. 343). They reproach 
the studies on financialization that draw from functionalist economic views, for focusing too 
narrowly on the ‘agency’ between top managers inside giant firms and shareholders and for 
neglecting the other actors involved in shareholder value regime. Their alternative consists of 
taking into account the contribution of intermediaries outside firms (especially accountants and 
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lawyers), who have yet greatly benefited from the permanent restructuring of these giant firms 
(Ertürk  et al. , 2007). So, these authors invite us to investigate the wide range of intermediary 
positions that have been so much interested in the large variety of financial transactions and, 
consequently, have made what is called ‘financialization’ so strong. They invite us to surrender 
the vision of a separate social sphere defined by clear boundaries to the rest of economy. 

 We propose to push further and think out finance as processes of interaction with activities 
that are traditionally taken for non financial ones. Following Ertürk  et al.  (2007) who invite us 
to broaden the range of tasks, work and actors involved in finance, we suggest to extend this 
perimeter to labour relations. Moreover, we propose to assume that financial activities are a way 
to deal with conflicts that exist in the capital–labour nexus in exporting them to financial arenas 
and so, reshaping them through financial activities. 

 Such an attempt to ‘dis-essentialize’ finance is intellectually interesting since it contributes to 
a ‘processual sociology’. Of course, financial work and rules establish professional jurisdictions 
but we have to give up a  substantialist  view of groups and cultures that are supposed to constitute 
Finance. The ‘processual’ sociology of Andrew Abbott (1995) thinks of cultural preferences, 
identities, and practices of groups not only as products of interaction with other groups but as 
a complex activity of  contingent building of boundaries  ( Jeanpierre, 2010, p. 162). These preferences, 
identities and practices are not taken for causal determinants or for the origin of these groups. 
They are continuously redefined. As A. Abbott states ‘social theories that presume given, fixed 
entities . . . always fall apart over the problem of explaining change in those entities’ (Abbott, 
1995, p. 859). By contrast, he asserts that ‘social entities come into existence when social actors 
tie social boundaries together in certain ways. Boundaries come first, then entities’ (ibid., p. 860). 
If we follow him when he tells that ‘Differences are things that emerge from local cultural nego-
tiations’ and ‘that some events have stable lineages, thereby becoming what we call “actors”, is 
something to be explained, not something to be assumed’ (ibid., p. 863), we must consider how 
people and processes have created financial institutions and financial actors by linking old and 
new boundaries into units and so have finally constituted finance as a social entity. 

 This attempt to ‘dis-essentialize’ finance is also politically interesting since it helps to identify 
strategies that aim at escaping responsibility for social decisions. Here we follow Greta Krippner’s 
analysis (2007). She shows how Federal Reserve officials discovered innovations in the policy 
process which ‘enabled markets to do the FeD’s work for it’ (Krippner, 2007, p. 477) and allowed 
them to escape responsibility for economic outcomes in the context of continuing deteriorating 
economic conditions. In the same way, we propose to see the enrolment of workers and 
middle class households into finance by the corporate community and the federal government 
from the 1960s onwards, as a way to regulate labour and social conflicts in ‘exporting’ them to 
the financial sphere. 

 Such a relation between capital–labour nexus and finance has already been deeply analysed 
at the macroeconomic level. In the macroeconomic regime from the 1990s onwards, character-
ized by low wages, people have borrowed money to sustain their level of consumption. So credit 
has developed  because  (e.g. a macroeconomic causal mechanism) of the conjunction of a new 
capital–labour nexus and the upholding of consumer habitus. As for welfare policies, political 
scientists have explained how pension funds and mutual funds have been promoted in such a 
way that the government got rid of the task of expanding Social Security in the 1960–70s 
(Wooten, 2004; Hacker, 2002; Weir, Orloff and Skocpol, 1988). Then, employers got rid of 
taking the risk for funding sound pension funds for their employees from the 1980s: the financial 
portfolio risk has been re-allocated from employers to workers and households, so building up 
the so-called ‘Defined Contribution Society’ (Zelinsky, 2004). Nowadays, all aspects of the social 
life (retirement, children education, health, housing) must be planned through savings accounts 
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and mortgage credit. If households cannot afford what they think they are entitled to, the system 
of the Defined Contribution Society lets them believe that it is their own individual fault. 

 The attribution of responsibilities for income and employment to real corporate employers 
and real macroeconomic policymakers has been reshaped into the anonymous and multidimen-
sional exposure of workers to labour and financial markets. The struggle between well identified 
interest groups (unions versus corporates) and between relatively stable political coalitions 
(liberal-labour alliances vs. conservative coalitions) of the 1950–60s (Domhoff, 2013) has tended 
to dissolve into impersonal market forces. The Marxian subordination of labour – based on the 
absolute necessity for non-owners of selling their workforce – is redoubled by the necessity for 
non-owners to save from their wage and put their money into this specific social organization 
and hierarchy of positions called ‘Finance’. 

 So, the problematic of the boundaries of finance seems to be a good entry to go beyond the 
skin-deep question of wealth inequality and to address the renewed deep-rooted question of the 
hierarchical subservience in employment that characterized capitalism (Lordon, 2015).  

  The case: Pension industry as an emergent entity 

 I will expand on this idea of finance as an emergent and porous entity, impregnated with outside 
conflicts, by analysing a well-known example, the case of US pension funds. It is a very good 
example to see how such an approach works. Pension industry has emerged in the 1950s. Before 
that, managing retirement promises was a task performed inside corporate firms, often as a ‘pay 
as you go’ device, not much connected with capital markets, sometimes delegated to insurance 
companies. From the 1950s onwards, specific professions, firms and transactions have developed 
and pension management has been disembedded from its corporate origin. The construction of 
a pension industry as a structured set of institutions and organizations has consisted of connecting 
the welfare paternalistic programmes of employers with wealth management activities to create 
a very novel space of practices and actors. 

 But pension funds have been still recognized as both creatures of capital/labour compromises – 
retirement benefits were a component of the long-term employment relationship – and powerful 
financial actors (Clark, 2000). So they seem to be located at the crossroads of two distinct social 
spaces (labour relations and financial work), two distinct institutional logics (social protection and 
financial speculation). One of the most striking features of this hybrid nature of pension industry 
is the fact that pension funds are ruled by the Department of Labor and not by the Securities 
Exchange Commission although they act definitively as financial investors. 

 Tensions between these logics interact in everyday transactions as well as in investment pol-
icies, governance and the constitutional status of pension funds. As for investment policies, for 
example, are pension funds just orthodox financial intermediaries that entirely comply with 
financial economics? Or are they influenced by other considerations because of the fact that 
they are managed on behalf of workers and under the control of employers? As for governance 
and power relations, do they manage the relation workers/financial markets as financial inter-
mediaries do between shareholders and corporate managers? Or are they influenced by the fact 
that the beneficiaries (workers) of their services are subordinated to sponsors of pension funds 
(employers) through the job relation? We will show that investment policies and governance 
of pension funds are definitively influenced by the fact that pension funds are labour compro-
mises. So, financial practices and beliefs of the pension industry are directly shaped by interest 
and conflicts between non-financial agents, workers and employers. In the words of Abbott 
(1995, p. 860), struggles between labour and employers come first; pension industry as a financial 
sphere emerges from their negotiations. 
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 To examine this emergence, we will focus on the legal characteristics of these funds. The 
reason of this focus is that change in legal rules is one of the markers of the emergence and 
change of social entities. Law gives to nascent entities: materiality, regular and objective features, 
rules for their reproduction. Studying the history of the ruling of governance and investment 
policies, especially its actors, processes and mental categories, is a method to investigate the 
formation of the pension industry, its division of labour, its practices and system of classification. 

 The first characteristic that has influenced the governance of pension funds is the Trust: 
 pension funds are Trusts. Trusts are a device of family law: they were traditional legal devices, 
intended to ensure the management of wealth of minors placed under supervision. They keep 
the control over property away from the proprietor and give it to a third party. Usually used by 
wealthy aristocratic dynasties, they were intended to keep safe patrimonial identities in avoiding 
young inheritors selling their estates and assets. Aware of the fact that families can have trouble 
and disagreement among their members, sponsors of trusts appointed a third party who was 
not a member of the family, for managing family wealth in compliance with their legal will 
(Harrington, 2009; Marcus and Hall, 1992). Trusts were also used by robber barons in the nine-
teenth century to despoil shareholders in minority within large holdings. Since that, Trusts have 
become the usual device for organizing the asset management of middle class savings. Therefore 
Trusts belong as well to the speculative capitalism of the last quarter of the nineteenth century 
as to the capitalism of pooled property of the last quarter of the twentieth century. 

 Several scholars have considered the peculiarity of this legal origin (Frankel, 2006) and 
affirmed it is directly responsible for the passivity of workers in pension funds (Alexander, 1993). 
The legal rules inherited from the ancient trust inhibit any active management that beneficiaries 
of pension funds could wish. The point of view of the Trust allows that the beneficiaries are 
 structurally  deprived of any power over asset management and that this deprivation is not an 
incident linked to a peculiar political conjuncture but has been intentionally institutionalized 
by employers and the state. 

 This perspective of the Trust opens the way for a structural or positional assumption: keeping 
beneficiaries at a distance away from asset management can be compared with the separation 
between salaried work and its wage compensation. In the same way as Marx defined the salaried 
work as the  absence of relation  between the product of the work and the price (salary) for this 
work, we can consider that the financialized labour (through pension funds expansion) is defined 
by the  absence of control  by workers over the management of assets saved on their behalf. From 
this perspective, we can consider pension industry a ‘site of difference’, an emergent entity 
(Abbott, 1995, p. 862) that is partly shaped by local interactions at the workplace and by nation-
wide regulations dealing with the labour/capital conflict. 

 The second legal characteristic that has influenced investment policies is that these funds 
must invest according to fiduciary duties and especially according to the standard of prudence. 
Yet every asset manager is subject to this duty. However, the meaning given to it (by laws and 
courts) is not exactly the same for private banking, family office and pension funds. The differ-
ence is not only due to technical differences, temporal horizon, and risk adverse preferences. 
It is also due to the fact that capital/labour conflict is at stake in pension funds. By studying 
legislative, regulatory and judiciary processes together (Montagne, 2013), we have observed how 
transformations have affected the production and institutionalization of the standard over time. 
Its meaning has been negotiated both where the federal government’s power to regulate meets 
the political sway of employers and financiers and at the junction between magistrates’ proce-
dural independence and the intellectual authority deriving from economic theories. The defini-
tion of prudence has grown out of a series of legal, regulatory and jurisprudential processes and 
is always a stake for employers, politicians, economists and jurists, who work at keeping the 
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impact of the norm on investment behaviour – and more generally on relations between 
employees and the world of finance – under control. 

 So, the Trust and the standard of prudence are two legal institutions that show how the recent 
expansion of pension industry is politically anchored into conflicts of other social spheres and 
culturally anchored into the history of American economic institutions. Linking together the 
study of the Trust (as the ‘structure’ of pension funds) and the history of the prudent investor 
standard (as a ‘multi process’ definition of the investment norms) will illustrate our approach: 
anchoring emerged financial practices and agents into the changing socio-economic arrange-
ments and into the history of economic institutions.  

  Theoretical and methodological considerations 

 Before giving more details about these legal characteristics and about how labour conflicts influ-
ence financial investing, we must come back to the theoretical background and the methodol-
ogy. I claim that the influence of capital–labour conflict on finance is observable: (1) since 
investment norms (standard of prudence) which are financial tools, have not been crafted only 
by financiers and economists but also by employers and politicians; (2) since financial entities 
(pension funds) have used a legal device (Trust) inherited from the family sphere and yet used 
by financiers in the nineteenth century, because it fixed one of the major problems of employers, 
the control over their employees. In both cases, employers have tried to shape the structure of 
finance in order to fix problems they have  as employers : control over the workforce. 

 The case of pension funds seems perfect for illustrating the view that finance is an emergent 
entity, anchored in outside conflicts, and is porous to them. Can such a type of investigation be 
generalized and become a research tool for testing emergence and porosity of finance in other 
contexts? We need a method that allow to articulate institutions, practices and beliefs of financial 
agents with institutions, practices and beliefs of non financial agents. One possibility is to look 
for what they share or what they borrow from each other. As for the example of pension funds, 
their legal rules have been borrowed from inheritance law (the law of Trusts) and their invest-
ment policies have been borrowed from the investment practices of corporate firms, as we will 
see in the following sections of this text. 

 Locating the analysis at this meta comparative level, those of shared system of classifications 
or practices or those of the circulation of meanings, leads us to consider a certain ‘continuity of 
causation’ (Hamilton, 1994, p. 185), not only across social space but also across time. Contrasting 
with the view that the recent expansion of finance is a break with the past, the perspective of 
shared rules puts into light historical continuities. 

 This circulation of meaning is particularly observable at the level of law. On the one hand, 
law diffuses principles across different domains of the social life. On the other hand, since case 
law largely refers to older cases and former meanings decided by courts decades ago, legal history 
shapes current economic activity too. These two effects of law (cross sectional and longitudinal) 
help us to bridge both past and present and ‘here and there’. Because some legal principles have 
been used across time and in different social spaces, we are able to link these histories and spaces 
by comparing how they have used these legal principles. 

 We do not take legal rules as substantive and taken-for-granted meaning which would be 
alternatively used in different places and at different times. By contrast, legal rules must be consid-
ered ‘contingent, culturally defined categories’ (Fourcade, 2009, p. 13) - for example, produced 
by social processes. That means that our methodology does not consist in picking up these legal 
rules as if they were totally unambiguous and could be similarly used for an array of economic 
activities (and so, as ‘variables’, would affect these activities in similar ways). This mechanistic 
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conception of the effect of law is replaced here with a more ‘processual’ one. That means that we 
must explore  why  they have been picked up and  how  they have been changed (or not) by these 
different activities and how they probably have addressed similar needs. We do not say that the 
same legal rules would be used in the same way for different activities and over time and that it 
would be the reason why these activities would be linked together or mutually influenced. By 
contrast, we assume that the meanings of legal rules are produced according to their specific use 
in different activities. But when employers organize their pension funds as Trusts, they take the 
same  pattern  of power nexus as those we find in the family area and in the robber barons’ capture 
process. We will see in the next section that they deprive the beneficiary of control over asset 
management with the same legal device as the one used by the dynastic Trust or the financial Trust. 

 That also means that we must investigate  who  has picked them up and changed. This is a usual 
question for the sociology of law: the plurality of actors and logics emanating from distinct social 
spheres and impacting the meaning of legal categories. We will see how the example of the 
standard of prudence illustrates that in the last section.  

  Pension governance: a socially constructed and legally reinforced 
passivity of beneficiaries 

 The Trust is a mechanism of supervision. It began as a medieval arrangement which permitted 
the knight setting out on a crusade to place his fief in the hands of a peer, who was then bound to 
look after the family’s upkeep. Whatever the kind of situation involved, the Trust always reveals 
the same need: transmitting wealth to legatees considered incapable of managing it themselves. 
When the Trust is created, there is a transfer of the ownership of the goods to the trustee, who 
then has a legal right over them. So Trusts are structures for depriving owners of control over 
their property. As Alexander analysed:

  Beneficiary passivity and the need for fiduciary protection were the primary purposes for 
creating the trust. . . Most trusts were created to benefit individuals (usually family members 
especially the settlor’s wife and children and future generations of descendants) who were 
 socially constructed as dependent and passive.  Most settlors had a  paternalistic  motive for creating 
trusts: it was a surrogate for the settlor’s personal protection of the beneficiaries . . . The trust 
itself took the place of the settlor as an actively  governing patriarch.  Modern pension law 
transplants the trust law assumption of beneficiary passivity to a quite different context. 

 (Alexander, 1993, p. 132, emphasis added)   

 This passive model of ownership deviates from classical ownership which, historically promoted 
by the common law of property:

  consolidated in a single legal entity, usually an individual person, the relevant rights, privi-
leges, and powers for possessing, using, and transferring assets . . . Under the passive model, 
beneficial owners of property rights lack the  authority  to decide how the assets in which 
they have a beneficial interest are used. 

 (Alexander, 1993, p. 111)   

 Moreover pension law has greatly reinforced this characteristic. The federal statute passed in 
1974, the Employee Retirement Income Security Act (ERISA) invites employers to delegate 
asset management to ‘investment managers’, by relieving them of liability for mismanagement of 
assets turned over to managers. Consequently, these professionals have got the responsibility for 
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controlling the use of pension property even if employers formally control their selection, hiring 
and firing. 

 This mode of owning and managing pooled capital that had been set up for defined benefit 
schemes under ERISA has been extended to the new kind of pension funds, the defined con-
tribution plans called 401k, from the 1980s on. These plans are Trusts and are regulated under 
ERISA. The same network of legal rules are implemented and enforced. However, rights, duties 
and responsibility are different since workers are formally entitled to decide how to invest their 
contribution. Does it mean that this autonomy breaks with the passive ownership structure and 
tends to mimic the classical liberal ownership? 

 ERISA formally authorized beneficiaries to make their own decision-making and the prac-
tical way for doing it is the now widespread 401k plans which mitigate trust law principles and 
liberal principles. This mix of two legal traditions does not seem to create a real mode of active 
property management (Ghilarducci  et al. , 2004; Stabile, 2002). The procedures, rules and habits 
that inhibit the autonomy of beneficiaries are rather powerful. First, the investment manager is 
unilaterally hired by the employer; beneficiaries have no word to say about this appointment. 
Second, the employer keeps his power to lock on the portfolios of beneficiaries and is able to 
prevent them from dealing on stocks. This possibility has been largely used to stop employees 
selling their company shares when stock prices are plummeting, especially in the case of the 
financial crash in 2000–3. In order to avoid massive selling, the employer can decide, for exam-
ple, to replace the custodian: this administrative change has often been made because it allows 
for freezing portfolios for some days, weeks or even months. This duration is sometimes very 
long with respect to stock price movements. Of course, it is formally legal. But it prevents ben-
eficiaries from enjoying the liquidity of capital markets. Third, the range of investment options 
that is available to beneficiaries is entirely chosen by the investment manager. Today, this range 
does not permit alternative investments that would be directed towards job creation, workplace 
democracy, and so on. ‘Targeted investments’ were prohibited – or at least made difficult to 
implement – by the Department of Labor in 1994, and unions’ achievements in the 1950–60s 
have not have had lasting influence. 

 These examples show that the liberalization by the rules of 401k give beneficiaries a hybrid 
position: not yet the classical liberal owner but still not the protected beneficiary of the paternalistic 
welfare capitalism. The beneficiary is still a person who, as beneficiary of a Trust, must be protected: 
this inheritance justifies the fact that he is placed under supervision. But he has become an informed, 
advised and responsible person, as the autonomous investor protected by securities regulation. 
It seems that law has played with these two regimes, fiduciary and liberal, and radically changed the 
figure of the beneficiary. Admittedly he has the choice to decide which options to invest, but he 
cannot control the financial liquidity that would be necessary for this kind of decision-making, 
inside the classical liberal regime of property. He can neither get access to the whole universe of 
investments (available on markets) as his status of informed owner would allow him for. 

 The status of wage-earners, beneficiaries of pension funds, has shifted from the structural 
passivity, due to the traditional regulation by the Trust, to an ‘autonomy under influence’, char-
acteristic of the 401k governance and pension management structure. This form of ‘autonomy’ 
has been inherited from the Trust. We can conclude that pension funds are not liberal financial 
devices. They are still embedded in the capital–labour nexus.  

  Investment policies: Who defined the rule of prudence? 

 The standard of prudence that rules investing decision-making in the USA has not been pro-
duced by the sole financial practitioners and academic economists. Investing prudently is as 
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much a legal category applied by various legal professions as it is a scientific norm promoted by 
academic economists and defined in the corpus of academic articles and manuals of financial 
theory. It is also a professional standard, perceptible in the codes of conduct and regularities 
noted in the organization of the financial sector. With that in mind, one must pay attention to 
the interdependency of those representations and see how the processes that have led up to the 
legal standard participated in creating a concept with many meanings. 

 We will retrace the influences of those different social spheres by looking at the processes 
whereby legal and jurisprudential activities have injected new economic realities into the legal 
category of prudence and, in return, elicited new, ‘best’ financial practices. Three processes or 
procedures appear pivotal from the point of view of the transformation of the meaning of pru-
dence: (1) the legislative elaboration of the standard of prudence during the 1960s, ending with 
the promulgation of the federal law ERISA; (2) the Administration’s single-minded, regulatory 
form of interpretation during the 1970–80s; (3) and diversified decision-making applied by the 
bench as of the 1980s. 

  The pro-active interpretations of the Department of Labor 

 The Department embarked on the task of giving a precise definition of the new meaning of 
prudence in a series of Interpretative Bulletins. As of the early 1980s, it also brought to trial 
trustees or employers in order to effectively implement the new principles of prudence and 
build up jurisprudence. In a specific context – the outbreak of tender offers in the 1980s – the 
Department of Labor, helped by academics of the Law and Economics school, carried out the 
conceptual work that consisted in identifying the beneficiary’s specific – financial – interest and 
clearly separating it from any other interests deriving from his/her position in the firm. 

 The Department made the sole financial interest of the workforce in their pension funds 
its main concern and  ignored their interest in  opposing the hostile takeover with the thought 
of  preserving their employment.  The argument also led to separating the average employee from 
the CEOs, by accusing the latter of wanting to salvage their own positions instead of acting 
in the stakeholders’ economic interest. Employee-beneficiaries were portrayed as hostages to 
the directors and the trustees as subservient to management, puppets in a conflict of interests. 
The Department of Labor’s court actions were thus an active contribution to disentangling 
the Keynesian alliance between capital and labour typical of the post-Second World War 
period (Helleiner, 1994) and to clear up the local compromises between industrialists, 
employees and politicians to oppose Wall Street’s hostile attempts at takeover (Roe, 1994; 
Useem, 1993). 

 Reciprocally, firms were the active agents of the uses to which the pension funds were put: 
some companies used their fund’s pension assets to direct the tenders and some large retirement 
plans by lending money participated in the hostile tenders directed by ‘vulture’ financiers; ‘pred-
ators’ such as the KKR firm (Kohlberg, Kravis & Roberts), became famous for having radically 
liquidated large American businesses.  

  Judges’ detachment from financial theory 

 The position of the Labor Department on matters of investment norms rested on a scientific 
reference: the modern portfolio theory propounded by academic economists during the 1960s, 
mainly in the Chicago business school and at MIT. According to their ‘pure’ theory, diversification 
was one of the fundamental principles underlying the good investment norm and should theo-
retically have become the essential criterion for judging prudence. However, the equivalence 
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between diversification and prudence was not introduced either by ERISA or by jurisprudence, 
encountering the hostility of employers as well as of certain financial sectors. 

 On one hand, employers obtained advantageous tax provisions from Congress and an official 
exemption allowing them to place the shares of their own companies in the different funds 
subjected to ERISA. Notwithstanding an obvious conflict of interests, the law did not prohibit 
those acquisitions. The commentators of Law and Economics expressed their disapproval in the 
face of an insufficiently orthodox interpretation of the financial theory (Langbein and Wolk, 
1990; Fischel and Langbein, 1988). But employers’ influence in Congress was still strong enough 
to uphold that policy. On the other hand, most financial managers remained reticent in the face 
of the modern portfolio theory (Clowes, 2000; Del Guercio, 1996; Bernstein, 1992; Longstreth, 
1986), which was quite understandable since the theory rejected their claim of being able to 
choose the most profitable financial securities and reduced their so-called expertise to market 
charlatanism. In the course of those various departures from the theoretical conception, juris-
prudence chose to lean on actual practices, thus tracing the contours of the definition of pru-
dence. Rather than swallow the theory whole and its precepts as advanced by the Department, 
judges preferred to base themselves on conformity with acknowledged and generally wide-
spread financial practices.  

  The selective use of the Efficient Market Hypothesis 

 Still, referring to the modern portfolio theory became more frequent as the new generations of 
financial practitioners, judges and lawyers became more familiar with it. The theory was in fact 
successfully taught in the business schools, from the 1970s on (Whitley, 1986) while the Chicago 
Law School initiated a programme to train judges in law and economics as of the mid-1970s 
(Duxbury, 1995). Finally, the appointments of judges by R. Reagan lastingly transformed the 
judiciary landscape. 

 Analysing the jurisprudence (Montagne, 2013) reveals that resorting to the efficient market 
hypothesis has however been far from systematic. Several examples testify to the fact that the 
same ‘scientific’ criterion – efficiency – can be applied in diametrically opposed ways. Several 
argumentative roads are in fact open to the judge: prudence as the strict application of the finan-
cial theory or as a balance of interests. The trials analysed in Montagne (2013) followed these 
two separate paths. These examples of judges’ reasoning are nevertheless quite similar. The out-
come of the trials is the same: the employees are thrown out. It is the result of the fact that, 
beyond the case at hand and the reference to the chosen interpretation, the judge has introduced 
a superior principle, of a political nature, which standardizes the decisions. That principle is the 
‘survival’ of the industry, explicitly worded in the Congressional documents that participated in 
elaborating ERISA. For though the aim of the law is to protect employees’ retirement, it means 
to do so by virtue of that concrete form of socio-economic organization represented by the 
‘pension industry’. Applying the law must not threaten the viability of pension funds as orga-
nized by the industry of finance. 

 The different facets of the production of the standard of prudence reviewed here allow us to 
see how the power of the state and employers has continued to obtain despite the growing 
empowerment of financiers. Of course, the deference of judges to the practices of finance, for-
mulated in ERISA and reasserted by the Supreme Court, has made finance the legitimate insti-
tution when defining the investment norm. The fact that judges use organizational conformity 
as a criterion constitutes a devolution of the power to dictate the investment norm to the actors 
of finance, a devolution greatly encouraged by the federal government. But alternatively using 
another criterion – conformity with the financial theory – has allowed validating the financial 
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uses applied by employers despite the intentions proclaimed by ERISA. The reference to the 
financial theory contained in decisions testifies to the fact that judges are capable of varying their 
interpretations of theoretical principles according to the situation and to the benefit of the 
employer class of litigants. So, defining prudence is not only defining the investment rules of the 
financial order (the money allocation); it is also defining a labour order where workers are 
subordinated to the logics of other groups.   

  Conclusion 

 The first aim of this chapter was to show how a financial sphere, the pension industry, has been 
built up  in connection with  what is perceived as the ‘outside’ of finance. We have seen how much 
the pension industry is a hybrid sphere, between capital–labour compromises and capital mar-
kets expansion. Its institutions and agents have invented the ruling of their own activities by 
borrowing ideas, understandings, categories and devices from other social areas. So doing, they 
have imported the main conflicts and the structure of power from inheritance law and from the 
capital–labour nexus to the financial sphere. 

 This importation has been developed  in connection with  some rules of the past. To some extent, 
pension industry’s innovations have also borrowed from past economic traditions. The standard 
of prudence and the Trust are not minor details of the functioning of finance. They are its very 
institutional pillars. If we acknowledge their origin, history and transformations, we can frame 
pension industry into the history of economic institutions and into the patterns of major 
socio-economic conflicts. 

 To these two extents, the practices of this industry are not as much specific to a so-called 
‘financial world’ as to the functioning of Anglo-American capitalist economies. The institutional 
change that has transformed the beneficiary, a legal minor, into an informed investor, that has 
replaced the prudent man rule with the diversification of risks promoted by financial econo-
mists, and pushed employers to delegate asset management to financial specialists, has not really 
deprived employers and the state of control over the circuits of money. So the US pension and 
mutual funds industries keep being shaped by the trustee–beneficiary relationship which belongs 
to the broader structure of domination that Hamilton (2010) calls the ‘Western patriarchalism 
and patrimonialism’. Following Hamilton, we can consider the Trust a civilizational component 
of finance. But we cannot take it as a reified and per se institution that would be mechanically 
adopted and reproduced anywhere and anytime by economic agents. It is just a ‘pattern of rela-
tionship that is held to have the ultimate validity’ (Hamilton, 2010, p. 40). The question for 
sociological history is to show how this pattern is empirically used and transformed. We have 
seen that legal legacy, transplant, circulation and institutionalization of meaning are some of the 
main processes through which the Anglo-American form of subordination of the Trust has been 
renewed for managing labour savings. 

 The second conclusion to be drawn deals with the generalization of this approach. Can this 
kind of interactions between social spheres be generalized to other financial activities and 
especially to banking? Two kinds of works, institutional and ethnographic, open such a way. 
They introduce the effect of non financial institutions and non financial agents in the financial 
practices. 

 First, institutional analysis of the financial crisis of 2007 gives insights for such a perspective 
in comparing national political reactions to the crisis. In his comparison of the ruling of Special 
Purpose Vehicles in three European countries, M. Thiemann (2012) shows the importance of 
the national institutional matrix and of the intertwined links between economic and law spheres 
for the expansion/regulation of off-balance-sheet financing by banks. In Germany, the linkage 
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of the credit law to the commercial law, the weak institutional position of the accounting stan-
dard setter to the ministry of justice and the specific importance of off-balance-sheet financing 
for the German economy in the 2000s, have prevented the modernization of accounting rules. 
By contrast, at the same time, France and Spain pushed for more stringent accounting rules that 
forced banks to account for the risks they took. This kind of comparative work allows us to 
measure the influence of state structure and public officials work on the banking rules. 

 Second, ethnographic studies of banking activities are another type of sociological approach 
that explores the construction of banking from the point of view of its (outside) clients. This 
approach follows Zelizer’s tradition in focusing more on social links and social affiliations of the 
protagonists than on the social construction of credit markets (Lacan and Lazarus, 2015). Credit 
is essentially addressed as an object of relationships and as a practice. Based on the observation 
of interactions between clients and financial institutions, these studies show how commonly 
understood norms used by banks are built up ‘from below’. They introduce the effect of 
non-professional agents (clients) in the making of banking activities. 

 As a third conclusion, we have to assess whether the notion of boundaries by Abbott is 
relevant to our approach of finance as an emergent and porous entity. We have seen that the 
emergence of the pension industry could be analysed as a historical process, starting with the 
dis-embedding from corporate employers and insurance companies, following with the anchor-
ing in new wealth management activities, keeping on the legacy of Trust rules. Pension industry 
is now considered an ‘industry’ in the meaning of a set of distinct institutions and professions. In 
the same way, the asset management industry has grown out of a series of socio-economic events 
such as tax policies and the growing income of middle-upper classes. The credit sphere has also 
developed. From the 1980s onwards, financial firms and banks have begun to diversify and blur 
the boundaries made by the Glass–Steagall Act. Financial conglomerates have taken over a large 
variety of financial activities. Securitization has multiplied possibilities of financial commoditi-
zation and of new markets. In the 1990s, customers themselves have begun to play simultaneous 
roles: they borrowed money to buy stocks, acting simultaneously in the credit sphere and in the 
investment sphere. This is the ‘financialization of daily life’ which means an increasing exposure 
to a diversity of financial products and services for social groups that stood previously at a dis-
tance from capital markets. From the point of view of these financialized customers, is finance a 
‘social entity’? From the point of view of the academic observer, can finance be objectified as a 
‘social thing’? 

 Although all these financial activities deal with people’s money, they were not a ‘social entity’ 
until this ‘financialization’: pension industry, asset management, hedge funds, credit sphere were 
distinct spheres, with their own culture, knowledge, techniques and professions. They addressed 
different needs and dealt with different types of customers. Finance was hardly an homogeneous 
field and, instead, consisted of several industries and different networks. What has changed from 
the 1980s onwards is on the one hand, the more connectedness between these financial activities 
and, on the other hand, the larger exposure of a larger number of customers to these activities. 

 So Finance has emerged as a social entity by aggregating financial activities that were previ-
ously considered separated. One example of this process is the connection between pension 
funds and hedge funds from the 2000 crisis onwards when pension funds reacted to serious 
financial troubles by starting to invest in hedge funds in order to increase their yield. But this 
aggregating process is not limited to reorganizing relationships between financial institutions. 
The history of the pension industry shows that its constitution as an entity is anchored on non 
financial institutions: inheritance law and capital–labour nexus. The case of pension industry 
illustrates how much this segment of finance has evolved alongside the mutations of American 
capitalism and has been concerned with several conflicts emanating from distinct social spheres. 



Boundaries of finance as zones of conflcts

171

With this example in mind, one must pay attention to the interdependency of the financial 
representations and practices and see how the processes that have led up to the connection of 
financial activities to each other participated also in reactivating the structure of domination and 
transmitting conflicts from other spheres to financial arenas. 

 This perspective is the kind for a cultural political economy that could help investigate 
the boundaries of finance as ‘zones of action’ because they are ‘zones of conflicts’ (Abbott, 
1995, p. 857).  
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 When it was created in 1999, the ECB did not have supervisory powers over the Eurozone 
banking sector. Since the financial crisis, it gained macro and micro prudential supervisory 
authority over the whole Eurozone banking sector. As this concentration of power is not risk-
free and other policy alternatives existed, why were these competences delegated to the ECB in 
particular? 

 In this chapter, I show that three main factors were at play during this delegation of compe-
tences. First, the ECB was very active in the legislative process and benefited from its original 
reputation based on the Bundesbank template. Second, Eurozone policymakers rallied on the 
ECB option for utilitarian reasons as they could import the ECB financial expertise in the new 
supervising bodies at no charge. Third, policymakers’ misperceptions on the ECB’s past posi-
tions of financial stability and unintended consequences from the ESRB creation explain why 
the ECB option prevailed on other policy alternatives. In conclusion, this transfer of compe-
tences cannot be described as ‘controlled’ by Eurozone policymakers and the ECB cannot 
present itself as ‘neutral’ agent in this process. 

  Introduction 

 Since 8 December 2009, when Fitch, the rating agency, rated down the Greek sovereign debt 
below A, the Eurozone crisis has been mainly framed as a fiscal and competitiveness crisis 
(Matthijs and McNamara, 2015). Hence, the main policy solution chosen by Eurozone policy-
makers to address the crisis was the imposition of austerity plans in the countries which needed 
financial help to refinance their debt and/or recapitalize their banking sector (Greece, Ireland, 
Portugal, Italy, Spain, Cyprus). This framing undermined the problematic role played by the 
banking sector in the aggravation of the public debt and in the build-up of the macro-
economic imbalances before and after the collapse of Lehman Brothers, in both debtor and 
creditor Eurozone countries (Dyson, 2014). 

 Indeed, since the creation of the euro, core European banks have been engaging in risky and 
massive lending to Eurozone periphery countries. The financial incentives driving these dynam-
ics were very similar to the American subprime mortgage crisis, only with public debt instead 
of private debt. In the name of financial integration, the ECB created a basket of government 
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securities in which the debt of any Eurozone country (Greece or Germany for example) has the 
same value when used as collateral in the ECB’s refinancing operations  1   (Gabor and Ban, 2015, 
p.10). With the help of the European Commission, it encouraged financial operators to use 
government debts as collateral for the Eurozone’s repo market  2   in an undifferentiated way. This 
policy revived the Eurozone’s repo market: its size tripled between 2001 and 2008,  3   mostly 
because 75 per cent of the repo transactions used government debt as collateral for other risky 
financial operations (e.g. investing in the US mortgage subprime market). This recycling explains 
why Eurozone banks’ balance sheets have more than doubled in size since Euro creation and 
how Eurozone financial imbalances built up. 

 It is thus no surprise that the first financial institutions hit by the subprime crisis were located 
in the Eurozone. After the collapse of Lehman Brothers, public authorities recapitalized their 
banking sector and thus aggravated their public debt. For example, when the Irish government 
decided to guarantee the liabilities of the Irish banks in September 2008, the Irish public debt 
rose from 40 per cent to 80 per cent of the GDP. When the Eurozone crisis erupted in early 
2010, the core Eurozone banks were ‘too big to bail’.  4   Consequently, the pain of the stabilization 
of their fragile balance sheets has been weighting on EU citizens through the imposition of 
austerity packages (Blyth, 2013,  Chapter 3 ). 

 The Eurozone crisis has thus started with the banks and shall end with the resolution of this 
issue. Yet, the Eurozone authorities did not have the proper policy instruments to regulate neither 
the risky cross-border activities of the banks, nor to control the systemic consequences of a bank-
ing failure. Indeed, domestic regulatory authorities dominated the European financial supervision 
with a loose supranational coordination in the so-called ‘Lamfalussy structure’ (De Visscher, 
Maiscocq and Varone, 2008). In the words of M. King and C. Goodhart, the life of the banks was 
supranational while their death (e.g. the resolution of bank failures) remained national. Conse-
quently, Eurozone policymakers decided to transfer more supervisory power to the supranational 
level in order to strengthen the supervision over the interconnected banking sector and ‘restore 
the confidence’ of financial market operators. This transfer has been done in two steps (Table 9.1).  

 First, the European System of Financial Supervision was established in 2010 to complement 
the Lamfalussy structure with a ‘toothless’ macro-prudential authority (the European Systemic 
Risk Board (ESRB)). Second, European authorities adopted a more integrated approach in 

 Table 9.1 Macro and micro prudential supervision in Europe 

 History  Policy objectives  Policy instruments  Governance 

 The European 
Systemic Risk 
Board (ESRB) 

 Proposed in 
December 
2008 

 Implemented in 
January 2010 

 Macro-prudential 
oversight of the 
Eurozone 
financial system 

 Non-binding 
recommendations 
(soft law) 

 General Council 
(35 people 
including 
29 central 
bankers) 

 The Single 
Supervisory 
Mechanism 
(SSM) 

 Proposed in June 
2012 

 Implemented in 
November 
2014 

 Direct micro-
supervision on 
the 130 largest 
banks 

 Indirect supervision 
on less significant 
banks 

 On-site inspections 
 Removal of banking 

licenses 
 Adjust capital 

buffers (coercive 
instruments) 

 Supervisory board 
(27 people, 
5 central bankers) 
submits drafts to 
ECB governing 
Council 

 If disagreement, 
goes to mediation 
panel 
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2012 by layering a Banking Union over the existing system. This Banking Union is composed 
of a Single Supervisory Mechanism (SSM),  5   a Single Resolution Mechanism and a Common 
Resolution Fund. Macro-prudential supervision shed the light on the volatile and unstable 
nature of financial markets and the imbalances they cause, micro-prudential supervision is the 
classic control of single banks activities. Since it gained a prominent place in the governance of 
both the ESRB and the SSM, the major beneficiary of these reforms is the European Central 
Bank (ECB). 

 This chapter explains why and how the ECB, which was deprived from such competences 
at its creation, was delegated these new powers. In order to do so, I shall complement the exist-
ing literature, which focuses on utilitarian explanations, with constructivist approaches high-
lighting the role of policymakers’ misperceptions, the ECB’s organizational reputation and 
unexpected consequences stemming from past political choices. I explain first what were the 
Member States’ and the ECB motivations for transferring supervisory power to the ECB. Then, 
I analyse the delegation process during the creation of the ESRB and the SSM. From a meth-
odological point of view, I rely on an analysis of primary and secondary sources and on seven 
semi-structured interviews to examine the reform processes. These interviews were conducted 
between April 2010 and November 2011 with high-level officials from the DG Ecofin and 
Market of the European Commission, members of the European Parliament sitting at the Econ 
Committee and Member States representatives sitting at the Economic and Financial Commit-
tee (EFC), the key preparatory committee of the Ecofin meetings. 

  Financial supervision and central banking in the Eurozone 

 Since it was modelled on the Bundesbank template, the ECB was deprived from supervision 
competences when it was created in 1999. I explore first the theoretical motivations underpin-
ning this institutional design in order to show that it is neither risk-free nor obvious for a central 
bank to be the supervisory authority for its banking system. Then, I examine the motivations of 
both Member States and the ECB to transfer these competences. Finally, I lay out two proposi-
tions to explain why the ECB gained these responsibilities.  

  The pitfalls of delegating financial supervision powers to central banks 

 When the ECB was created, it did not have any supervisory responsibilities: the only legal indi-
cations written down in the European treaties are at best very allusive or prospective. Article 127 
(5) of the Treaty of their Functioning of the European Union only indicates an assistance mis-
sion to the existing regulatory bodies (advising clause) and Article 127 (6) stipulates that the 
European council, after consultation of the European Parliament and the ECB, can confer 
specific task to the ECB for the prudential supervision of credit institutions (enabling cause). 
This lack of competences is explained by the overarching influence of the  Bundesbank  template 
on the institutional design of the ECB (McNamara 1998). 

 Very schematically, central banking models can be placed on a continuum in which the two 
ends are the Anglo-Saxon and the continental templates. Either the central bank has a vast array 
of competences but its policies can be contested by political authorities (Anglo-Saxon model, 
the Federal Reserve and the Banque de France before 1993) or it is granted a high level of 
independence to focus solely on price stability (continental model, the  Bundesbank ). These insti-
tutional designs are anchored within different belief systems, which explain in turn the different 
trade-offs between the level of independence and the extent of the missions delegated to the 
central bank. 
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 In the Anglo-Saxon model, central banks often exert financial supervision responsibilities in 
addition of their price stability objectives. The partisans of this model consider that inflation is 
more than a monetary phenomenon; hence, insider information on housing and financial assets’ 
price evolution might help central bankers to keep prices stable. Besides, the de facto central 
bank’s monopoly on liquidities is another argument for its supervision role. Through its daily 
refinancing operations, it has to make assessments about the financial assets held by commercial 
banks and has thus a better financial expertise than other agencies which are located further 
away from the markets (Goodhart, 2010). Besides, since central banks fulfil multiple policy 
objectives, their accountability is higher and their policies are likely to be regularly contested by 
elected bodies. 

 Supporters of the continental model consider that inflation is always a monetary phenome-
non; central banks should neither follow indicators other than the evolution of money supply, 
nor pursue any missions other than price stability in order to avoid potential conflict of interests 
and moral hazard  6   (Issing  et al. , 2001). For example, if ECB policymakers would learn  via  their 
supervisory role that a tightening of their monetary policy would endanger the financial posi-
tion of a systematically important bank, they might refrain from doing so. As the supervised 
financial institutions would be aware of this potential conflict of interest, they might adopt risky 
(and lucrative) financial activities, which would undermine price and financial stability. 

 Moreover, the delegation of additional competences increases the risks of regulatory capture. 
According to Adolph (2013), chances of capture by private finance interests are correlated with 
a high-level of central bank independence. Since the ECB is one of the most independent central 
banks in the world, it is thus more likely to be captured by private interests. Moreover, when 
banking supervision responsibilities are concentrated in the hand of a single supervisor, the 
regulated industry has more incentives to capture the regulator (Boyer and Ponce, 2012). 

 In addition, granting new responsibilities to a central bank impacts the system of check and 
balances in democratic systems: the more competences an independent agency has, the more 
control should be exerted by elected bodies (Goodhart, 2010). In the eyes of the ECB, its 
accountability consists mainly in fulfilling its objective of price stability (Issing  et al. , 2001). 
Consequently, the control exerted by the European Parliament on its activities is very weak in 
comparison with the auditions of the Fed chairman in front of the US Congress ( Jabko, 2009). 
Since this low accountability is only justified by its narrow policy objectives, an extension of 
ECB’s competences would need to be complemented by a stricter control over its activities 
from elected bodies. 

 Finally, the concentration of supervisory powers within the ECB was not the only available 
policy option. Indeed, Eurozone policymakers could have created a new supranational inte-
grated supervisor following the template of the former UK Financial Services Authority. Alter-
natively, the European Banking Authority or even the European Commission could have been 
tasked with these supervisory powers (Bauer and Becker, 2014). Furthermore, the governance 
of new regulatory bodies (ESRB, SSM) could have been less overweighed by central bankers. 
For example, the US government created a new regulatory body in 2009 to achieve the same 
objectives as the ESRB.  7   Yet, its governing committee includes only one central banker out of 
ten committee members. To conclude, the delegation of supervisory competences to the ECB 
was neither the only available policy option, nor a risk-free solution.  

  The Member States’ incentives for delegation 

 There are two ways of explaining policymakers’ motivations in political science (Parsons, 2007, 
p. 13). The first way is a logic-of-position claim which focuses on the material and man-made 
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incentives channelling someone into action. This claim also postulates policymakers’ objective 
rationality. The second way is a logic-of-interpretation claim, which shows ‘that someone arrives 
at an action only through one interpretation of what is possible and/or desirable’. Such inter-
pretations are historically situated and they do not need to be irrational. The existing research 
on the reforms of financial supervision regimes in Europe mainly follows the logic-of-position 
claim. After reviewing it, I show the added value of the logic-of-interpretation claim. 

 First, neo-functionalist theories claim that spill-over effects motivate the delegation of com-
petences. In the case of financial supervision, the concept of ‘financial trilemma’ informs that 
only two of three of the following objectives can be reached simultaneously in a given political 
system: financial integration, financial stability and national supervision (Schoenmaker, 2010). 
Since the two first objectives are already reached or have to be protected in the Eurozone, the 
author unsurprisingly recommends the transfer of supervision powers to the supranational level. 
Yet, this model of incompatibility does not explain why the ECB was the preferred suprana-
tional policy option. 

 According to liberal intergovernmentalists, Member States are inclined to transfer more 
power at the supranational level following an exogenous shock but they retain control over the 
extent of the transferred powers (Moravcsik, 1998). The choice of the specific supranational 
agency to endorse these powers is driven by Member States’ utilitarian reasons such as feasibility 
and costs-effectiveness considerations. According to this theory, Member States want at the 
same time to benefit from the creation of a supranational supervisor and protect the interests of 
their national financial industry. Since the Eurozone hosts different banking models, Member 
States engaged in a power struggle to determine the form and extent of the transfer towards the 
ESRB and the SSM (Hennessy, 2014; Howarth and Quaglia, 2013). 

 Second, this focus on policymakers’ rational calculations and material motivations should be 
complemented with a logic-of-interpretation claim. Indeed, Allison and Zelikow ([1971] 
1999) underline that policymakers’ rationality is limited in times of crisis while Jervis (1976) 
shows that policymakers’ misperceptions have a significant impact on the final outcome of 
international negotiations. The concept of misperceptions encompasses policymakers’ inaccu-
rate inferences based on past events and miscalculations of consequences. I find it theoretically 
fruitful to link it with the concept of organizational reputation defined as ‘a set of symbolic 
beliefs about the unique or separable capacities, roles, and obligations of an organization shared 
by a multiplicity of audiences’ (Carpenter, 2010, p. 45). Organizational images are built 
through multiple and repeated interactions between the organizations’ agents and their audiences 
In the case of the ECB, its main interactions with the Eurozone Member States take place in 
the Eurozone preparatory committees (Fontan 2013). The informality and the ‘club feeling’ of 
the working method adopted in these committees (Grosche and Puetter, 2008) leave room for 
the importance of the perceptions of its members of themselves on the decision-making pro-
cess outcomes. 

 Since the ECB was modelled on the Bundesbank’s template, the former inherited the ‘con-
servative’ orthodox reputation of the latter in the eyes of the Eurozone policymakers. As we shall 
see later, this reputation helped the ECB to gain financial competences, even though its past 
positions on ‘light-touch’ regulation encouraged problematic financial innovation. This paradox 
explains why I rely on the concept of misperceptions. Policymakers’ misperceptions also explain 
why the delegation of competences to an independent agency can trigger unintended conse-
quences on the next steps in the reform process (Pierson, 1996). Finally, economic beliefs also 
play a role in institutional reforms whether they are strategically used by political entrepreneurs 
or shaping their interests (Saurugger, 2013). In the case of financial supervision reforms, policy-
makers’ normative conceptions about monetary policy shaped their interests in the delegation 
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process whereas the ECB strategically adapted the belief system which modelled its original 
institutional architecture.  

  The ECB as a strategic player in search for new competencies 

 Once competences are delegated towards an independent agency, it often tries to extend its 
power beyond the agreed delegation contract (Elgie, 2002; De Rynck, 2016). Following this 
perspective, what can be the ECB’s incentives to extend its original monetary competences 
towards the field of financial supervision? 

 Output legitimacy (Scharpf, 1997) is a first explanation. Since the ECB policymakers have 
the responsibility of promoting the smooth operation of payment systems,  8   they might believe 
that the gain of supervision powers could improve their control over the use of liquidities by the 
Eurozone banks, even more so in times of crisis. A former member of the board argues that in 
order to know whether its liquidity offers to the banking sector are adequate, the central bank 
needs to know the health of each bank (Bini-Smaghi, 2013, p. 89). This justification falls short 
since the banks’ use of liquidity can be controlled through the settings of the ECB’s monetary 
instruments, as exemplified by the Targeted Long Term Operations measures implemented in 
September 2014. Also, this control does not necessarily need to be done by the central bank that 
provided it. 

 A more compelling explanation is power-related: the governors of national central banks 
sitting at the ECB governing council want to regain the supervisory competences they lost at 
the national level in the last decade (on the role of national central banks in the financial super-
vision’s reforms, McPhilemy, 2016).  9   Indeed, the rise of integrated regulators, notably in the UK 
and Germany, diminished the role of some central banks in the field of financial supervision 
from the end of the 1990s until the crisis. For example, the creation of the Austrian Financial 
Market Authority in 2002 was not well received by Austrian central bankers who have been 
trying to regain such competencies since then (Interview 1). Besides, the central banks that were 
deprived from banking supervision responsibilities, such as the Bundesbank, tried to gain such 
competencies to compensate their loss of power after the creation of the single currency 
(Schüler, 2004). The theoretical separation between central banks and financial supervision has 
thus less and less supporters in the ECB governing council. 

 Finally, the gain of financial supervision competences could endanger the ECB’s orthodox 
reputation (cf. s upra ). Consequently, the ECB deployed multiple strategies to convince its Euro-
zone partners that the delegation risks were minimal while the potential gains could be important.  

  Two propositions 

 In summary, I lay out  two main propositions  to understand why and how the ECB managed to 
gain financial supervision competences during the crisis. 

 The first proposition focuses on the role of the states who have been the most crucial legis-
lative players. The delegation process has been driven by Member States representatives’ utili-
tarian motivations but they did not fully control the direction and the extent of this transfer. 
The ECB’s central place in the supervision bodies should rather be understood as a result of 
policymakers’ misperceptions and unintended consequences of their past policy choices. 

 The second proposition relates to the role played by the ECB in the legislative process. Even 
if it supposed to be independent and a neutral agent, this statute does not mean that it is 
detached from political considerations (Forder, 2002). On the contrary, ECB policymakers have 
incentives to gain new competences and they try to maintain and enhance their original 
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reputation to maximize the extent of the transfer. The success of these tactics is thus the second 
element explaining the ECB’s gain of competences.   

  The creation of the ESRB 

 I show first that, from the very beginning of the creation of the European Systemic Risk Board 
(ESRB) in 2008, the ECB was at the centre of the policymakers’ proposals. Then, I examine 
how policymakers’ motivations were driven by both logic-of-position and logic-of-interpretation 
in the legislative process. Finally, I analyse the ECB’s strategies to protect and enhance its original 
reputation. 

  The framing of the reform by the central banks 

 When the Lamfalussy structure was created in 2000, the European Commission relied on a 
high-level expert group to frame the reform. It did similarly in the case of the ESRB with the 
creation of the De Larosière group in October 2008 whose mandate was to evaluate the existing 
system of supervision and submit proposals to reinforce it (De Larosière, 2009). High-level 
expert groups are used to bypass the domestic struggles triggered by the different national 
models of supervision and monetary policy:

  Everybody realized that sometimes we get stuck down in national dogma, and sometimes 
you need to bypass the national dogma, that’s what we did with the group of wise men, and 
things got down in a way we would not have managed. 

 (Interview 1)   

 The composition of the De Larosière group is crucial to understand why the ECB gained a 
prominent role in the ESRB. Indeed, most of the members of the De Larosière group use to be 
central bankers: the chairman of the group himself, Jacques De Larosière has been governor of 
the French central bank from 1987 to 1993; Otmar Issing was a member of the Bundesbank 
directorate from 1990 to 1998 and ECB chief economist from 1998 to 2006; Leszek Balcerowicz 
has been governor of the Polish central bank from 2001 to 2008; Rainer Masera has been chief 
of a directorate of the Spanish Central Bank from 1974 to 2006 and Lars Nyberg was deputy 
governor of the Swedish central bank from 1994 to 2005. Finally, only two out of the eight 
members of the group were not former central bankers (Onno Ruding and Callum McCarthy). 
Despite the presence of Otmar Issing, who has very mitigated views on integrating financial 
supervision tasks within central banks (Issing, 2012), the final report unsurprisingly recom-
mended a strong role for the ECB in the future ESRB. As a concession to these internal critics, 
however, the report clearly states that it would not be desirable to grant micro-supervision 
powers to the ECB because of the increased risks of conflict of interests. Once the De Larosière 
group handled its report to the European Commission in February 2009, the EU legislative 
process started under the co-decision procedure.  10   The European Commission proposal was 
very similar to the report, then the Ecofin Council and the European Parliament needed more 
than a year to reach an agreement in November 2010.  

  The motivations of the Eurozone Member States 

 Eurozone Member States split into two groups because of disagreements over the ESRB’s 
governance and the extent of its powers (Buckley and Howarth, 2010). On the one hand, 
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a French-led coalition (including Spain, Italy and Belgium) wanted to maximize the transfer of 
competences at the supranational level. Officially, their main motivation was to reassure markets 
operators about the EU ability to break the vicious circle between the deterioration of periph-
ery sovereign debt and Eurozone banks’ balance sheets. Yet, French preferences were also tightly 
linked with their monetary policy beliefs as explained by a French negotiator preparing the 
Ecofin meetings:

  You have people thinking there is a plot behind the ESRB project. They claim that we 
are forcing the ECB to deviate from its objective of price stability by taking into account 
macro-prudential issues. Yet, we are thinking it is the best thing that can happen to the 
ECB. I remember when the ECB was explaining that it did not have to monitor financial 
assets developments, and thus the formation of speculative bubbles, since inflation is 
strictly a monetary phenomenon. Yet, the ECB should monitor financial assets, not to 
change directly its interest rates, it is not about that, but because it belongs to its field of 
responsibilities. 

 (Interview 2)   

 In other words, economic beliefs shaped French negotiators’ preferences who used the ESRB 
creation as a window of opportunity to counterbalance the original influence of the German 
template on the ECB. On the other hand, a coalition led by Germany and the UK governments 
(also including Finland and Netherlands) tried to minimize the transfer to the ECB for different 
reasons. The UK representatives did not want a concentration of power within the ECB since 
they are out of the Eurozone and they have no influence on it. Furthermore, they wanted to 
protect the City, the London financial centre, from supervisory oversight. Germany wanted to 
exclude its state-owned and regional banks from the supervision of a supranational body. 

 These resistances deprived the ESRB from coercive powers as it was only granted soft law 
instruments (Hennessy, 2014), but they did not question the ECB’s central role within the 
ESRB because of two utilitarian reasons. First, the ECB is the only Eurozone’s supranational 
player which is generating incomes and has control over its own budget.  11   The delegation of 
supervision competences to the ECB was thus costless for the Member States while the creation 
of an integrated regulator would have had a budgetary impact.  12   Second, macro-prudential 
oversight is highly dependent on an extended financial expertise to identify imbalances’ risks. 
Besides, if the ESRB warnings are to be respected by domestic authorities, its expertise must be 
recognized by the latter. The ECB developed an extensive expertise on financial issues since it 
is assessing the quality of the bank’s counterparts in its refinancing operations in a daily basis 
(compare with earlier discussion). It also has the biggest research centre on financial issues in the 
EU (on the processes of the ECB’s hyper-scientization, Mudge and Vauchez, 2016) and it has 
developed a high level academic reputation thanks to a good bibliometric evaluation (Freedman 
 et al. , 2011). Importing the ECB’s expertise within the ESRB was thus the second utilitarian 
motivation for the delegation of financial supervision competences to the ECB.  

  The Member States’ misperceptions 

 Going beyond utilitarian explanations, policymakers’ misperceptions on the ECB also played 
a central role in the ESRB creation. Domestic policymakers worried that the non-binding, but 
potentially reputation-damaging ESRB recommendations, could be used by some Member 
States against others. As they were looking to isolate the ESRB’s governance from possible 
Member States pressures, they relied on the ECB since they perceived it as the most ‘expert’ 
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institution among other supranational authorities. Misperceptions about expert neutrality 
(Radaelli 1999) show why policymakers had a favourable bias towards the ECB:

  The Commission is seen as a political body by many when the ECB is more an expert, 
people don’t doubt their position, they don’t see a political interest behind it, when they 
talk, it’s closer to the truth. 

 (Interview 3)   

 This bias was reinforced by policymakers’ misperceptions on ECB’s past policies:

  The ECB never believed in self-market regulation. If you look at Trichet  13   speeches on 
speculative bubbles, he talks about it since a long time. The criticism about the fact they 
lowered their interest rates too late, well people can talk, but everybody was in awe with 
Greenspan 10 years ago, now it is the opposite. 

 (Interview 4)   

  Trichet has often been criticized in the EP by left-wing MPs because of the ECB high-interest 
rates. Now that we know that the crisis has been triggered by the relaxed US monetary policy 
decided by Greenspan, the ECB positions are more respected with the benefit of hindsight. 

 (Interview 5)  

 In addition, the ECB’s orthodox reputation was maintained and reinforced by the policy advices 
given by its representatives in the Eurozone committees:

  So, who’s got the credibility? The ECB, because they got people who were so unpopular 
like Jürgen Stark,  14   in case you got budgetary deficit, Jürgen would stand in front of you 
and say ‘this is a catastrophe’ when we were not taking it seriously. 

 (Interview 1)   

 Furthermore, when the Eurozone crisis erupted in 2010, the ECB became the lender of last 
resort for both Eurozone and Member States as it moved away from the  Bundesbank  template 
and implemented unconventional monetary policies (Buiter and Rahbari, 2012). The combi-
nation of its original reputation and its crisis policies caused the ECB to be perceived, in the eyes 
of Member States’ representatives, as being an integral part of the solutions to the crisis and not 
being part of the problems that led to it (Interview 1). Following a classic logic of supranational 
alliances, the domestic policymakers’ bias in favour of the ECB convinced agents from the 
Commission and the Parliament to put the ECB at the centre of the ESRB’s governance:

  The ECB was the easy way. If we would have turned to the integrated regulator option, we 
would have needed to build its credibility. With the ECB, we had the credibility from the 
scratch towards the Member States. 

 (Interview 5)  

  The moral authority is the reason we confirmed the ECB strong role. We are not ECB 
supporters for the sake of it, but if we had to create an ad-hoc body, there was no chance it 
could take the upper hand, and Barroso, it was even worse . . . . The debate was about: how 
can we create more European legislation? We wanted the ESRB recommendations to be 
effective, and when the ECB talks, it is listened to by the Member States. 

 (Interview 6)   
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 Consequently, the Eurozone policymakers’ positive bias in favour of the ECB’s past and pres-
ent role explained partly the delegation process. These research results are consistent with the 
outcomes of other research on the role played by the ECB in the ESRB creation (McPhilemy, 
2016, p. 533-534). I also underline that this bias was informed by policymakers’  misperceptions  on 
the ECB’s past policies which, in fact, contributed to the Eurozone crisis. First, Eurozone eco-
nomic imbalances were fuelled by the ECB’s autonomous decision to calculate its interest rates 
with Eurozone average indicators. This decision led to real negative interest rates and speculative 
bubbles in many Eurozone countries, including Spain, Ireland and Greece (Ahrend  et al. , 2008). 
Second, the financial innovation that caused the crisis follows past regulatory and political 
choices in which the ECB has been an active player rather than a powerless spectator. In addi-
tion of encouraging the recycling of periphery’s debt on repo markets (cf. introduction), the 
ECB has been one of the promoters of the ‘regulatory liberalism’ paradigm in the EU (on the 
paradigm, see Mügge, 2011). Even though it did not have any kind of formal financial supervi-
sion competence before 2010, the ECB is part of the ‘Basel Committee’ forums and it delivers 
many legal opinions on supervisory issues. For example, Jean-Claude Trichet promoted markets’ 
self-regulation as the best regulatory option at least until October 2007.  15   More precisely, he 
invited the hedge fund industry to ‘review and enhance sound practices benchmarks’ and to 
agree on a ‘set of principles voluntarily prepared’.  16   Besides the actual ECB board members have 
been using legal but suspicious financial tools in their past activities. For example, Mario Draghi  17   
was involved in the ‘creative accounting’ of Italian and Greek debt through the use of derivatives 
when he was head of the Italian Treasury in the beginning of the 1990s, and Goldman Sachs’ 
vice-president between 2002 and 2005 (Landon and Ewing, 2011). 

 In conclusion, utilitarian motivations played a role in the transfer of financial supervision 
competences towards the ECB. Yet, this delegation cannot be understood without taking into 
account the role of misperceptions and inter-institutional struggles. Indeed, Member States’ 
negotiators trusted the ECB because of its misperceived image of expert neutrality and eco-
nomic orthodoxy. This trust explains in turn why supranational institutions were supporters of 
the ECB rather than another policy solution.  

  The ECB as a strategic player in the ESRB 

 Since its creation in 1999, the ECB has been advocating the delegation of financial supervision 
missions towards central banks at the national and European levels (Padoa-Schioppa 1999). In its 
monthly bulletin of April 2000, the ECB highlighted the stability risks caused by the lack of 
efficient supervision on cross-border banking activities within the Eurozone. It also underlined 
that relevant supervisory structures already existed within the ECB although they should be 
empowered. It is thus not surprising that the ECB played an active role in the legislative process 
of the ESRB creation:

  During the writing process of the legislation, we exchanged the drafts with the ECB many 
times and we gathered their comments. Exceptionally, they came with us many times at the 
Ecofin meetings. In the negotiating phase with the triangle Commission–Parliament–
Council, they are not in the meetings anymore, but I still debrief them, when we readjust 
our position, we still gather their opinions. 

 (Interview 5)   

 Besides this legislative involvement, the ECB has been promoting the concept of financial 
trilemma (cf. supra) to legitimize its gain of competences in press articles (Bini-Smaghi, 2009) 
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and academic journals (Salines, Glöckler ant Truchlewski 2012). This strategy echoes with the 
use of other models of incompatibility, such as Mundell’s ‘impossible trinity’ or Padoa-Schioppa’s 
‘inconsistent quartet’, by supranational players during the creation of the euro ( Jabko 2006). 
In summary, the ECB developed a classic supranational strategy to gain supervision compe-
tences through its involvement in the legislative process and its promotion of incompatibility 
models. 

 Furthermore, the ECB has been minimizing the risks of this transfer in order to protect and 
adapt its original orthodox reputation. When the Commission consulted the ECB on the 
reform proposal, its legal staff proposed an amendment to underline that its new supervisory 
tasks should not be contradictory with its objective of price stability.  18   Since a new European 
regulation cannot contradict the terms of the treaties, the proposition was legally irrelevant and 
not adopted in the final ESRB legislation. Rather, the ECB repeated its commitment to price 
stability in order to protect its orthodox reputation. 

 This strategy has also been adopted during the ECB presidents’ monthly press conferences 
and parliamentary hearings. Mr Trichet linked for the first time the objectives of price sta-
bility and financial stability in its October 2008 monthly press conference. In the very 
scripted ECB press conferences, he substituted the September 2008 sentence ‘[Price stability] 
will preserve purchasing power in the medium term and support sustainable growth and 
employment’ by ‘Price stability supports sustainable growth and employment and contributes 
to financial stability’. By doing so, Mr Trichet reminded the hierarchy between the objec-
tives of price and financial stability in the orthodox economic theories and, at the same time, 
highlighted the potent ECB contribution to financial stability. Moreover, during its parlia-
mentary hearings, Mr Trichet took advantage of a question on the compatibility between 
financial stability and price stability to repeat that ‘the ECB is the ECB . . . it will not change 
its activities as the ECB’, ‘its primary mandate is price stability . . . it has the best result in 
terms of price stability for 50 years for the countries of the euro area’.  19   Then, he elaborated 
that ‘the ESRB is a different institution. . . . It has been placed closed to the central banks 
because of their stake in the medium and long term, their independence and their stake in 
stability.’ 

 Since 2010, this strategic discourse is completed with a symbolic staging where the ECB 
president does not answer to the questions related to the ESRB when he appears in front of the 
Parliament as the ECB president, and the other way round. Consequently, the ECB president 
claims that he has ‘two hats’ as he can strictly separates these two responsibilities. Since the pres-
idents of the ECB and the ESRB are still the same person and their secretariats are located 
within the same building, this symbolic separation is only a mean to protect its reputation. The 
ECB’s communication has thus been paradoxical and ambiguous: with the gain of supervision 
responsibilities it has been deviating from its original Bundesbank template, yet it has been con-
stantly negating this move from orthodox principles.   

  The creation of the SSM 

 The creation of the SSM triggered a greater transfer of competences than in the ESRB case as 
the former has more coercive policy tools and intrusive capacities than the latter. Despite this 
discrepancy, the explaining factors for the SSM’s creation were broadly similar to the ESRB 
case. Indeed, the ECB has been actively involved in the legislative process in order to maximize 
the extent of its supervisory realm. Besides, unintended consequences from the ESRB creation 
strengthened the recognition of the ECB’s financial expertise. Finally, intergovernmental alli-
ances were structured in the same manner as in the ESRB case. 
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  The ECB as a strategic player 

 During the ESRB legislative process, the ECB asked for a maximization of the flow of informa-
tion between the ESRB and the other micro-prudential supervision authorities  20   and an inclusion 
of the supervision of cross-border banks.  21   While the former point has been penned in the final 
legislation, the latter point was not even included in the De Larosière report (compare with 
earlier discussion). The ECB justified these recommendations with efficiency arguments: in 
order to better assess systemic risks, the macro-prudential supervisor should have better infor-
mation on individual banks’ activities and a direct watch on cross-border banks (micro-prudential 
responsibilities). The ECB also underlined that in case it could not fulfil properly its supervisory 
missions, the trust in the institution could be hindered. Yet, micro-prudential responsibilities 
increase the risk of policy failures and reputational damage to a bigger extent than macro-
prudential responsibilities. It is quite obvious that the collapse of a supervised major financial 
institution or another recapitalization by the public authorities would be more dangerous for 
the ECB’s reputation than an inaccurate ESRB non-binding report. Consequently, the ECB’s 
willingness to extend its competences towards micro-supervision was driven by power concerns 
rather than efficiency concerns. More precisely, the ESRB was the ECB’s ‘Trojan horse’ to 
regain the supervision over the whole banking system, as suggested by an EFC member in 
November 2010, two years before the Commission proposal on the SSM:

  I cannot show you the papers which are already circulating about the first meeting of the 
ESRB steering committee which will happen in December. But they are full of micro 
banking supervision items; the ESRB is the gateway to get all of the banking supervision 
under the central bank auspices. You will see in a few years’ time, there will just be central 
banking supervision and insurances’ supervision. 

 (Interview 1)   

 Indeed, in the context of the 2012 Commission proposal on the Banking Union, the ECB 
President and Vice-President took first a proactive stand in favour of a centralized micro-
supervisor at the European level  22   and then argue that central banks should gain this authority.  23   
Besides, the ECB insisted that the SSM should have the final supervisory authority on the whole 
banking system, rather than on big banks only. The maximization of this transfer was justified 
once again with ‘reputational risks’ and efficiency reasons while the ECB repeated that these 
‘new tasks should not be mixed with its monetary responsibility tasks’  24   and reproduced the 
same symbolic separation than in the ESRB case. 

 Finally, the ECB pushed forward a last decisive argument for the gain of micro-supervision 
competences. From the beginning of 2012, an ECB legal team was tasked to determine what 
could be the maximum extent of the transfer in light of the ‘enabling’ cause of the European 
Treaties (Hennessy 2014, p. 11). In other words, the ECB was active to ensure that the gain of 
micro-prudential competences on the whole banking system would not need a Treaty change.  

  The unintended consequences of the ESRB 

 In this search for more competences, the ECB positions were strengthened by the unintended 
consequences of the ESRB creation on the balance of powers within the European statistical 
system. The economic statistics’ production at the European level is shared between Eurostat and 
the ECB, the former is focused on general economic data while the latter collects financial sta-
tistics (European Central Bank and Eurostat, 2003). In order to strengthen the ESRB’s oversight 
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capacities, Eurozone policymakers made sure that the ECB could benefit from an important 
flow of micro-prudential information. The gain of macro-prudential supervision competences 
extended the ECB’s range of data collection and on-site inspections, at the expense of Eurostat, 
on policy areas such as wages developments, pension funds, insurances and firms’ activities. 
Policymakers’ uncertainty in crisis times explains why they neglected the impact of their deci-
sion on the balance of power between Eurostat and the ECB:

  Before the crisis, you had to explain why you know something, all the time. Now, with the 
crisis, it is different. When you can explain uncertain developments or shed light on a spe-
cific policy item, nobody is asking you where the light is coming from. 

 (Interview 7)   

 Crucially, the strengthening of ECB’s powers, have not been and could not been anticipated by 
Eurozone policymakers as explained by a Eurostat agent:

  I have the feeling that the impact of the ESRB creation has not been understood and taken 
into account yet. It is not our role to say to the other European Commission DGs: are you 
aware that we lost the hand on financial supervision and maybe regulation? The European 
Commission lost power in the field, especially the Ecofin and Market DGs. 

 (Interview 7)   

 Then, the increased recognition of the ECB’s expertise helped its gain of micro-prudential 
supervision competences. Indeed, the initial September 2012 Commission proposal on the SSM 
creation and the December 2013 final regulation of the Council of the EU both stress out that 
‘as the Euro area’s central bank with extensive expertise in macroeconomic and financial stabil-
ity issues, the ECB is well placed to carry out clearly defined supervisory tasks with a focus on 
protecting the stability of Europe’s financial system’. To conclude, the gain of supervision com-
petences was self-enforcing since the unintended consequences of the ESRB creation partly 
explained the ECB’s central role in the SSM.  

  Intergovernmental negotiations during SSM creation 

 During the creation of the banking union, Member States’ alliances were broadly similar to the 
ESRB case (Howarth and Quaglia 2013). In 2010, Eurozone states were not ready to transfer 
micro-prudential supervisory powers for fiscal and sovereignty reasons, but the worsening of the 
Eurozone crisis shifted their positions. As the stakes were higher for the banking union than for 
the ESRB creation,  25   policymakers were also motivated by additional considerations. 

 First, in 2012, French public finances were too fragile for an eventual recapitalization of its 
banking sector that was heavily exposed to the peripheral sovereign debt.  26   When financial vol-
atility spread to Spanish and Italian debt markets during the summer of 2011, French banks’ 
balance sheets deteriorated alongside. In this context, banking union was envisioned by French 
policymakers as a mean to strengthen market operators’ trust in the Eurozone institutions, and 
thus, to shelter the banks’ balance-sheets from bond markets’ volatility. Other Eurozone coun-
tries in a state of financial fragility, such as Spain and Italy, followed the French lead on that issue. 

 Second, the positions of German negotiators also shifted when the Eurozone integrity was 
threatened during the summers of 2011 and 2012. Furthermore, the German willingness to 
enforce stricter fiscal control mechanisms in the Eurozone’s governance eased the compromise 
on banking union. Indeed, in the ‘nested-games’ logic prevailing in European integration 



Clément Fontan

188

processes (Tsebelis, 1990), the agreement on the banking union was used to loosen other states’ 
resistances to the strengthening of fiscal control. Also, German negotiators managed to mitigate 
the extent of the transfer as they successfully sheltered the middle-sized domestic banking sector 
from direct supervision like in the ESRB case. 

 Finally, the ECB emerged again as the main winner of this transfer of competences despite 
the German reluctance to concentrate these powers within the ECB. In the context of high 
uncertainty triggered by the destabilization of Spain and Italy sovereign bond markets, the most 
straightforward policy solution was chosen and other policy alternatives were disregarded for the 
reasons exposed above. The Commission tried to change the SSM’s host institution in favour of 
the European Banking Authority but such a transfer would have necessitated Treaty changes and 
the Commission did not have the necessary political authority to forge alliances in favour of this 
solution (compare with earlier discussion). Consequently, Germany lacked other political alter-
natives for the SSM and finally agreed on the ECB option.   

  Conclusion 

 This chapter explains why the ECB was granted macro-prudential and micro-prudential supervi-
sion powers after the 2007 financial crisis. I show first that this choice was neither automatic, nor risk 
free: other policy alternatives for solving the Eurozone’s ‘financial trilemma’ were available and pow-
ers’ concentration within a single institution rises conflict of interests’ and regulatory capture’s risks. 
Yet, three factors explain why the ECB has been the main winner of this transfer of competences. 
First, the ECB was very active in the legislative process and benefited from its original reputation 
based on the Bundesbank template. Second, Eurozone policymakers rallied on the ECB option for 
utilitarian reasons as they could import the ECB’s financial expertise in the new supervising bodies 
at no charge. Third, policymakers’ misperceptions on the ECB’s past policies and the unintended 
consequences triggered by the ESRB’s creation explain why the ECB’s option prevailed on other 
policy alternatives. In conclusion, this transfer of competences cannot be described as ‘controlled’ by 
Eurozone policymakers and the ECB cannot present itself as ‘neutral’ agent in this process. 

 Additional unintended consequences could problematically unravel from such a concentra-
tion of powers within the ECB. Indeed, the first SSM’s decisions do not show a clear break 
from previous ECB’s positions in favour of ‘light-touch’ financial regulation. To date, the most 
important SSM policy was to assess whether the quality of capital held by the Eurozone’s banks 
was sufficient in case of a crisis. Only minor peripheral banks fail the SSM’s ‘comprehensive 
assessment’ which relied on a ratio comparing bank capital to risk-weighted assets. According 
to the Bank of England’s chief economist,  27   this methodology is too complex and noisy, especially 
in times of crisis, and regulators should thus rely on the simpler and more efficient leverage 
ratio.  28   If the bank’s robustness would have been tested with a leverage ratio, the core European 
countries’ major financial institutions might have failed the test. Moreover, despite the fact that 
universal banks are strongly linked to the ‘too-big-to-fail’ problem in the Eurozone,  29   Danielle 
Nouy, the head of SSM, defends this banking model. Indeed, she stated that the Germany and 
French banking regulation reforms, which are considered to be the most protective of the uni-
versal banking models in the Eurozone (Couppey-Soubeyran, 2015), are ‘sensible’ and she 
‘would have serious reservations about going beyond that’.  30   This statement is in strong contrast 
with the global assessment that universal banking is a risk for growth and financial stability 
(Liikanen Report, 2012) and the US and UK regulatory efforts which adopted ‘ring-fencing’ 
measures. Finally, while the Bank of England advised to defer market operators’ bonuses until 
their retirement, the ECB adopted a much lighter regulatory stance as it restricts the non-
distribution of dividends only to the banks that failed the comprehensive assessment.  31    
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  List of interviews 

 Interview 1, EFC member, Brussels, November 2010 
 Interview 2, EFC member, Brussels, April 2010 
 Interview 3, EFC member, Brussels, November 2010 
 Interview 4, EC, DG Ecfin, Brussels, May 2010 
 Interview 5, EC, DG Ecfin, Brussels, May 2010 
 Interview 6, MP, Econ, Lyon, November 2011 
 Interview 7, Eurostat, Luxembourg, December 2010  

  Notes 

    1 Refinancing operations are the main policy tools of central banks. The central bank conducts an auc-
tion to loan a certain amount of liquidity to commercial banks at a certain rate against specified forms 
of collateral.  

   2 Repo markets are over-the-counter markets where banks exchange liquidity against collateral. They 
are part of the shadow banking system.  

   3 In 2008, the transactions made in the Eurozone repo market rose to €6tn (around 70% of the Eurozone 
GDP), In compression, the wholesale unsecured interbank market transactions reached €120bn.  

   4 As a consequence of the financial expansion permitted by the use of government debts on repo markets, 
the assets of the three biggest French banks were worth 250% of the French GDP in 2010.  

   5 In this chapter I focus solely on the financial supervision reform and not on the banking resolution 
item. Even though the linkage between these two items is crucial, my focus on the ECB gain of com-
petences explains why banking resolution is out of the picture. This explanation applies for the lack of 
consideration about the issue of non-Eurozone countries.  

   6 In practice however, even the Bundesbank after 1975, the central bank most dogmatic about the over-
arching importance of money supply, took other factors into account to fixate its monetary policies.  

   7 The Financial Stability Oversight Council.  
   8 Art 105 (2) TFEU.  
   9 This goes against Hodson’s (2011) argument that the ECB does not have any vested interest in the 

extension of its competences towards the field of supervision since the governors of the NCB sitting at 
the Council of governors want to protect their own national responsibilities.  

  10 Since the Lisbon Treaty, the European Parliament is a co-legislator in the field of financial supervision.  
  11 The ECB is generating incomes through its seigneurage activities, e.g. the financial revenue coming 

from the bank’s refinancing operations’ interest rates and the emission of banknotes.  
  12 Three EFC members indicated that the absence of cost has been the most important explanation for 

the ECB central place.  
  13 Former ECB chairman (2003–11).  
  14 Former ECB board member (2006–11), supporter of Bundesbanks’ orthodoxy.  
  15 Speech of Jean-Claude Trichet, 3 November 2007. All the speeches are available on the ECB website 

 www.ecb.europa.eu .  
  16 Speech of Jean-Claude Trichet, 5 June 2007.  
  17 ECB chairman since 2011.  
  18 ECB opinion (CON/2009/88), 26 October 2009.  
  19 Speech of Jean-Claude Trichet, 27 September 2010.  
  20 ECB legal opinion (CON/2010/5), 8 January 2010.  
  21 Speech of Jean-Claude Trichet, 7 December 2009.  
  22 Speech of Mr Draghi, 25 April 2012.  
  23 Speech of  Vitor Constâncio, 7 September 2012.  
  24 Speech of Mr Draghi, 6 December 2012.  
  25 The ESRB secretariat triggered the hiring of 25 agents and an additional yet limited recruiting in the 

DG Research of the ECB. In comparison, the tasks linked with the operation of the SSM led to the 
hiring of more than 770 agents as in March 2014.  

  26 For example, the amount of the French bank’s exposure to Italian debt reached 15% of the French GDP 
in 2011.  

http://www.ecb.europa.eu
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  27 Speech of Andrew Haldane, 31 August 2012.  
  28 The assumption behind this proposition is that a financial crisis triggers the fall of all the asset prices.  
  29 All the European banks included in the Financial and Stability Board’s ‘too-big-to-fail’ list are universal 

banks.  
  30 Interview of Danielle Nouy with Handelsblatt, 1 April 2015.  
  31 Recommendation ECB/2015/2 on dividend distribution policies.    
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  Introduction 

 The title of this chapter might initially appear to suggest the covering of some relatively old 
academic ground. Banking, and in particular the ‘dichotomous framing’ of ‘bank-based’ and 
‘market-based’ financial systems (Clift, 2007; Culpepper, 2005), have long been at the heart of 
the distinctions underpinning the varieties of capitalism literature. The patience of banks in 
bank-based systems, encouraged by the long-term relationships they form with non-financial 
companies (NFCs) shields NFCs from short-term market pressures. This allows, it is argued, 
long-term corporate investment decisions, worker involvement in company decision-making, 
effective training schemes (apprenticeship programmes), and stable long-term employment rela-
tions, including worker retraining and cooperative wage bargaining. Essentially, strategies can be 
followed that yield delayed returns, rather than short-term profit maximization. In contrast, in 
‘market-based’ systems, banks are not providers of long-term capital and do not act as bulwarks 
against short-term financial market pressures on NFCs. Banks are predominantly short-term 
lenders and NFCs rely relatively more on equity and bond markets for finance. 

 The patient capital banks provide in the bank-based (archetypally German) financial system 
comes in two forms: equity and debt. Banks are long-term holders of the equity of the NFCs 
with which they have relationships and on whose boards bank employees often sit. In truth, 
these bank shareholdings were already in decline at the time of Hall and Soskice’s seminal work 
(2001, p. 23; Jackson and Moerke, 2005). NFC cross-shareholdings and/or long-term pension 
fund holdings (Culpepper, 2005) of NFC equity arguably continued to have an influence, but 
banks now have little remaining influence as providers of long-term equity capital in Europe. In 
countries, such as Germany, where bank executive membership of NFC boards has been a source 
of influence, such membership has also declined, albeit replaced by NFC insiders (Hackethal, 
Schmidt and Tyrell, 2006). 

 The appropriate current focus for bank – NFC interaction is therefore bank lending. For 
Zysman (1983), there are two central distinctions between market-based and bank-based financial 
systems: first, between bank loans and securities; bank-based systems have persistently high 
aggregate bank lending in NFC finance (Beyer and Höpner, 2003; Vitols, 2004; Deeg, 2010). 
Zysman (1983, p. 63) makes the distinction between ‘the impersonal arm’s length dealings of 
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capital markets’ and ‘the personal institutional ties of banks or lending institutions’. A second 
distinction, less commonly picked up by the subsequent literature, is between long and short-
term bank lending. Patient banks in bank-based systems provide long-term loans. There are 
a number of assumptions implicit in Zysman’s typology, some largely unaddressed in subsequent 
literature, some now questionable in the context of developments in banking in recent years. 
The focus of this chapter is on the latter, and on three assumptions in particular. The first is that 
banks and banking are synonymous. Zysman recognizes the existence of non-bank lenders, but 
rightly, given their small size when he was writing, largely ignores them. Subsequent literature 
on VoC has almost entirely ignored non-bank lenders; over time, and highlighted most dramat-
ically by the financial crisis, this has become less defensible. 

 The second assumption is that loans are different from other types of financial instrument. 
‘What makes the financial systems different is the relative importance of two types of financial 
markets; capital markets and loan markets’ (Zysman, 1983, p. 60). Borrowing through capital 
markets is to borrow in a way that exposes NFCs to the pressures of market prices, reducing 
their ability to make long-term decisions. The loan market, however, is in this typology differ-
ent. Banks make loans, priced based on their own assessment of the creditworthiness of the 
borrower and of the long-term profitability of the relationship between bank and NFC. Not 
only are market pressures on NFCs mitigated by the ‘financial power‘ of the banks, but banks are 
willing to engage in ‘intertemporal transfers in loan pricing’ (Boot, 2000, p. 13), lending at lower 
cost in the expectation of recompensing profit at a later date (Aoki, 1995; Aoki and Dinç, 2000; 
Rajan and Zingales, 2003; Aoki, Patrick and Sheard, 1995; Deeg, 1998). This widespread distinc-
tion underpins the categorization of financial systems by considering the provision of capital to 
NFCs (loan, bond, or equity)  1   or by the relative size of bank assets, equity stock market capital-
ization, and outstanding private bond market issuance (e.g. Allen and Gale, 2000). Crucial to 
the absence of market pressures on NFCs is the fact that loans remain on bank balance sheets 
and are valued ‘at cost’ – with a value the same as when the loan was made – unless there is 
severe credit impairment. Loans, unlike securities, are not traded instruments, with their price 
moving up and down with financial market prices. 

 This second assumption is concerned with the asset side of bank balance sheets and how 
market prices have an impact on those assets. The third assumption in Zysman’s framework 
refers to the other, liabilities, side of the balance sheet. This assumption underlies all assumptions 
regarding banks as providers of patient capital: that banks are able, not just willing, to perform 
that role. Since banks are leveraged financial institutions, their capacity to lend is dependent on 
their ability to borrow.  2   In the early 1980s, when Zysman was writing, banks, even the invest-
ment banking operations of European universal banks, ‘draw their funds from [individual and 
NFC customer] deposits’, and depositors are loyal (Zysman, 1983, p. 61). These deposits could 
often be withdrawn on demand, but the overall volume was stable. Absent the rare event of a 
bank run, banks could be confident that they would have the deposits to fund long-term lend-
ing, despite the maturity mismatch. In the medium term, increased competition for deposits, and 
pressure from banks’ own shareholders, could bring market pressures on to the banks themselves, 
but at this time banks in CMEs have the capacity to be patient in their lending. 

 This chapter explores these three core assumptions (the first briefly) in the context of devel-
opments in banking, particularly since the start of the century. The possibility of changes in 
banking has long been recognized in the VoC literature. Zysman encouraged future research into 
the impact of ‘ever more elaborate financial markets’ on national systems of capitalism (Zysman, 
1983, p. 281), and Hall and Soskice (albeit focusing narrowly on regulation rather than also on 
innovation in banking practices) observed that ‘[f]inancial deregulation could be the string that 
unravels coordinated market economies’ (Hall and Soskice, 2001, p. 64). These authors either 
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recognized the static nature of their analysis (Zysman) or have been criticized for a lack of focus 
on processes of change (Hall and Soskice). Much of the VoC literature which followed them has 
indeed been centrally concerned with change, especially the extent of convergence between 
bank-based Continental European financial systems and their ‘Anglo-Saxon’ counterparts (see, 
for example, Berger and Dore, 1996; Crouch and Streeck, 1997; Kitschelt  et al ., 1999; Whitley, 
1999; Schmidt, 2002). The question of change in Germany has figured particularly prominently. 
Yet throughout, this is a literature dominated by the issue of NFC financing: are NFCs 
increasingly reliant on securities markets for their financing, at the expense of bank loans? This 
literature suffers from two fundamental weaknesses (see Hardie  et al ., 2013; Hardie and Howarth, 
2013a). First, and most important, it fails to question the fundamental dichotomy underpinning the 
VoC approach: the bank-based/market-based dichotomy. NFCs may (or may not – consensus 
has proved elusive) rely less on bank loans, but banks can still be patient and loans are different 
from securities. Related to this is a second weakness: a focus on the issue of convergence with 
an unchanging Anglo-Saxon capitalism. Change in the US and UK, the archetypal Anglo-Saxon 
economies, is rarely considered (although see Howell, 2007). 

 These weaknesses add up to a blind-spot regarding change in banks and banking. The view 
of banks has been very much within a narrative of disintermediation, of banks’ role in the finan-
cial system reducing as securities markets become more important. There has been consideration 
on the response of banks, but it is focused on their contribution to this disintermediation. One 
of the few CPE scholars writing on banks, Deeg (2010), highlights the rise in ‘deal-based bank-
ing’, and the ‘originate and distribute’ business model. Outside CPE, the approach has been 
similar. Lall (2006; see also Allen and Gale, 2000) discusses traditional and ‘new’ financial inter-
mediation by non-banks. Ertürk and Solari (2007) show change in the sources of bank profits, 
away from interest on loans towards fees. 

 Such approaches are problematic for one simple reason. If this is the dominant issue of 
change with banks in recent years, the expectation must be that banks would become smaller, 
perhaps absolutely, but certainly relative to the size of developed world economies. An alterna-
tive measure would be a reduced role for bank lending in NFC financing. This is not what has 
happened.  Figure 10.1  shows bank assets/GDP for selected EU countries since 1980. Country 
experiences are not all the same, and there are some breaks in the data series. However, one thing 
is very clear. Banks have grown in size dramatically. The story of European banking since 1980, 
and especially since 2000, has not been about disintermediation. The importance of banks in 
the intermediation of financial flows in the European economy has dramatically increased, not 
declined. Prior to the financial crisis, the role of banks in NFC finance relative to securities 
markets similarly shows banks’ increasing importance, not decline (Hardie and Howarth, 2013b).  

 One source of this increased size of bank balance sheets has been banks buying securities or 
‘trading assets’ (see below). Aglietta and Breton (2001, p. 441) note that banks have added a ‘new 
market portfolio’ to their ‘traditional credit portfolio’ (see also Hardie and Howarth, 2009). Not 
only are banks making more loans to NFCs, but they are also becoming more important as 
the final purchasers of the securities whose development had been expected to result in banks’ 
disintermediation. This would appear, on the surface, to suggest that EU economies (including 
the ‘Anglo-Saxon’ UK) were becoming more, not less, bank-based, as well as questioning the 
standard methodology of comparing the relative size of loan and securities markets. 

 This chapter does not, however, conclude that EU financial systems are becoming, more 
bank based. Rather, it questions these three assumptions underpinning the standard typology, as 
a way to consider present day financial systems and the role of banks within them. The next 
section examines the rise of banking activities performed by non-bank financial institutions: 
‘shadow banking’. The subsequent section focuses on the asset side of banks’ balance sheets, and 
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the extent to which they are subject to market forces, before a section focusing on the liability 
side of the balance sheet, and the changing nature of how banks finance not only their holdings 
of securities, but also their lending. This clear division of the two sides of the balance sheet is to 
some extent artificial (see discussion of the ‘repo’ market below), but serves a useful explanatory 
purpose. The aim of these two sections is to examine the ‘financial power’ of the banks (Zysman, 
1983) through the concept of ‘market-based banking’. Key to the conventional typology is 
banks having the power to act as bulwarks between financial markets and NFCs. This has 
spawned a considerable literature looking at the concentration of banks (though not banking) 
in individual countries, on the grounds that an oligopolistic market structure gives banks finan-
cial power (Byrne and Davis, 2003; Rajan and Zingales, 2003; Lall, 2006). I take a different view 
of financial power, arguing: (1) that changes in the loan markets have increasingly resulted in 
loans being the same as any other financial market instrument, actively traded and with the price 
determined in market trading; and (2) that lending is funded not only by patient depositors, but 
also be skittish financial market actors, whether other banks or NFCs making deposits or inves-
tors buying securities issued by the banks. The result is that the profitability of lending, and 
therefore its availability and pricing, is determined not by individual bank decision-making but 
by market prices. In traditional banking, banks make decisions on lending based on their own 
assessment of the correct terms for that loan and with little regard to pressures on their own 
borrowing; that borrowing being through stable customer deposits. Increasingly, both the terms 
of the loan and the cost of bank borrowing are directly determined by financial market prices. 
We have moved, to a varied extent across European national financial systems, to ‘market-based 
banking’ (Hardie and Howarth, 2013a; Hardie  et al ., 2013).  

  Shadow banking 

 The rise of shadow banking, in various guises, is one of the central explanations given for the 
financial crisis (e.g. Pozsar  et al ., 2010; Gorton, 2010; Gorton and Metrick, 2010). What these 
accounts highlight is the rise of credit provision by non-bank financial institutions, those entities 
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rightly ignored by Zysman. In the crisis, the focus was on shadow banking in the US, but as 
regulators have increased the attention paid to this sector, the size of shadow banking in Europe 
has become apparent. As of end-2012, estimates from the Financial Stability Board (‘FSB’) put 
the assets of non-bank financial intermediaries in the euro area at 31 per cent of the total for the 
jurisdictions analysed, compared to 37 per cent for the US, with the UK a further 12 per cent 
(FSB, 2013, p. 10). Euro area assets were then US$22 trillion, and more than half the size of those 
of banks. The FSB regards non-bank financial intermediation as a ‘conservative’  3   initial proxy 
for shadow banking. 

 There are nevertheless significant definitional uncertainties involved in any analysis of shadow 
banking. The term ‘shadow banking’ has been used to describe banking activity that is to a 
greater or lesser extent outside the commercial banking system (e.g. Pozsar  et al ., 2010; Tucker, 
2010). Of importance here is the distinction between those activities that are off-balance-sheet 
of the banks and those that are not directly connected to the banks. Some have seen these as best 
defined separately, as ‘shadow’ and ‘parallel’ banking respectively (Adrian and Shin, 2010; Hardie 
and Howarth, 2013b; Hardie  et al ., 2013), with the term ‘market-based banking’ applied just to 
this shadow banking activity. Pozsar  et al ., (2010, p. 66) similarly differentiate between ‘internal’ 
and ‘external’ shadow banking and adopt a very specific definition of parallel banking related to 
the distinction between regulatory arbitrage and genuine competitive advantage. Gorton and 
Metrick (2010; also Gorton, 2010), in their focus on ‘securitized banking’, consider the funding 
of these securitized assets on the balance sheet, especially by the investment banks. However, 
shadow banking has been defined widely in recent debates, as policymakers seek to define banking 
and what should be regulated as a bank. The definition of shadow banking as ‘the system of 
credit intermediation that involves entities and activities fully or partially outside the regular 
banking system’ (FSB, 2013, p. 5) must now be regarded as broadly accepted. An accepted defini-
tion does not remove problems of analysis, however. Much of the activity of non-bank financial 
intermediation is not credit intermediation (for example, equity investment funds constitute 
15 per cent of all non-bank financial intermediaries). A more granular analysis by the FSB of 
20 jurisdictions suggests that less than two-thirds of non-bank financial intermediation can be 
considered shadow banking. This may change as data improves. 

 What is of interest to the VoC literature, and useful for cross-national comparison, may also 
remain somewhat at odds with the regulatory interest in the broadest data collection. A focus 
solely on even the narrowest areas of shadow banking, however, obscures as much as it reveals. 
It reveals one aspect of change while obscuring another, and for the EU in particular more 
important, development in financial systems: changes in the business activities of the banks 
themselves. Despite the very significant increase in the size of non-bank financial intermediation, 
it remains less than half the size of bank financial intermediation (end-2012; FSB, 2013, p. 8), 
with shadow banking even smaller. Confining the definition of market-based banking to shadow 
banking largely ignores the question of market-based banks. Changes in bank activities represent 
a potentially more important source of systemic change in financial systems. Those changes, and 
the rise of market-based banks as the central part of the rise of market-based banking, are there-
fore the main focus of this chapter, beginning with the next section’s focus on bank assets.  

  The changing nature of bank assets 

 Albeit with considerable simplification, we can focus on two parts of the asset side of bank balance 
sheets: bank holdings of securities and bank loans. The argument for market-based banking 
depends on change in these three areas, evidenced by: (1) increased bank trading assets as a 
percentage of total assets; and (2) the changing nature of loan markets undermining their 
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uniqueness amongst financial instruments. For example, 5 per cent of all non-bank financial 
intermediation in the FSB data, by volume, is by Dutch special financial institutions, and these 
entities represent around two-thirds of non-bank financial intermediation in the Netherlands. 
The FSB describes these entities as ‘typically owned by foreign multinationals who use these 
entities to attract external funding and facilitate intra-group transactions’ (FSB, 2013, p. 12). 
This is in the main multinationals issuing bonds through a Dutch subsidiary, guaranteed by the 
parent, and the motivation is generally avoiding withholding tax. While of interest to those 
focused on MNCs minimizing their tax bills, this does not represent any ‘new’ form of credit 
intermediation that would be of interest to analysis of financial system change. Such activity, 
however, results in the Netherlands having by far the highest volume of non-bank financial 
intermediation relative to GDP of the jurisdictions in the FSB data, in addition to representing 
over 15 per cent of all such intermediation in the euro area (intermediation which, as a result, is 
larger relative to GDP than in the US). 

 It is necessary, therefore, to be cautious in what we take from the recent work on shadow 
banking for considerations of VoC, and in particular regarding cross-national variation. We can 
say with confidence that non-bank credit provision increased rapidly in the years immediately 
preceding the financial crisis and that it has only reduced marginally since then. This is market-
based financing of (amongst others) NFCs, and represents therefore secular change in the nature 
of NFC financing. It is change in EU financial systems as well as in the United States. We are as 
yet limited in the conclusions that can be drawn regarding intra-EU national variation, but the 
data available  4   is generally supportive of existing views of financial systems, with the possible 
exception (largely for the reasons noted above) of the Netherlands. Non-bank financial inter-
mediation is far greater, relative to GDP, in the Netherlands and UK (all over twice GDP) than 
in France, Germany, Spain and Italy (all under half of GDP). This is entirely as we would expect, 
given the overlap between the volume of non-bank financial intermediation and the size of 
equity and bond markets in any individual country. Moreover, there appears little reason to 
expect – based on currently available data – any change in financial systems’ relative positions 
(again, with the possible exception of the Netherlands) as a result of improvements in data allow-
ing a focus on shadow banking that is more directly relevant to comparative political economy.  5   

  The increase in financial assets 

 Increased financial assets – with their prices and therefore profitability determined by financial 
markets – represent a change in bank activities that has been acknowledged in the existing lit-
erature on financial system change, most notably in Aglietta and Breton’s distinction between 
banks’ ‘new market portfolio’ and ‘traditional credit portfolio’ (Aglietta and Breton, 2001, p. 441). 
The innovation in this development should not be exaggerated: European universal banks have 
long held securities on their balance sheets (including bank holdings of NFC equity which are 
central to CMEs). The change is rather the significant recent increases in this ‘market portfolio’ 
and the resultant fall in loans as a proportion of bank balance sheets. These increases show the 
extent to which banks, on the asset side, have moved away from the view that dominates the 
VoC literature. Simplicity, and some data limitations, suggests measuring both loans and advances, 
and holdings of financial assets that are sensitive to market movements,  6   as a percentage of total 
assets, as in  Figures 10.2  and  10.3 .   

 Hardie and Howarth (2009, 2013b) and Hardie  et al . (2013) show that loans became a reduced 
part of commercial bank activities before the financial crisis, particularly from around 2000. 
An important question is whether the change represents a secular change in the nature of banks, 
or was rather the product of a particular period of market excess. It remains far too early to 
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answer that question definitively, given many unresolved problems in European banking, 
enforced government ownership and incomplete regulatory response.  Figure 10.2 , however, 
does not point to any dramatic reversal of the previous trend. Loans and advances are a margin-
ally higher proportion of bank balance sheets in 2012 compared to 2008 in four of the countries 

30

35

40

45

50

55

60

65

70

75

80

2008 2009 2010 2011 2012

Belgium

Germany

Spain

France

Italy

Netherlands

UK

 Figure 10.2  Loans and advances as a percentage of bank assets, selected EU countries, 2008–12 

   Source:     ECB.  7     

0

10

20

30

40

50

60

70

80

90

100

2008 2009 2010 2011 2012

Belgium

Germany

Spain

France

Italy

Netherlands

UK

 Figure 10.3  Holding of financial assets as a percentage of total bank assets, selected EU 
countries, 2008–12 

   Source:     ECB.   



Capitalism and banking in the EU

199

shown, but the most marked changes have been in Spain and the UK, where the proportion of 
loans and advances to total assets has fallen, in the UK very significantly. There is also little sign 
of any convergence across the countries. 

  Figure 10.3  confirms this situation of little material change since the financial crisis, in the 
holding of financial assets. This includes financial assets held on banks’ trading books, in addition 
to those deemed ‘available for sale’. The differences between these accounting treatments are 
not a focus here (see Ryan, 2008; Hardie, 2012, pp. 48–50), but these are assets whose price 
movements will have a direct impact of bank profitability or equity. They can therefore be 
directly contrasted with the implied conception in the existing literature of bank assets as held 
‘at cost’, with their profitability determined only by the quality of banks’ initial decision-making 
regarding the creditworthiness of a borrower. 

 Any conclusions regarding secular change must also be regarded as premature with regards to 
this ‘new market portfolio’ (Aglietta and Breton, 2001), in particular because of the regulatory 
response to the financial crisis. This response has included various plans, at EU and national 
level, for ‘ring-fencing’ commercial from investment banking in the EU, with only the former 
likely to receive government support. Such regulation is clearly intended to reduce the holding 
of financial assets, but there is no sign in  Figure 10.3  of this change taking place yet. Even focus-
ing narrowly on assets held on trading books, in 2012 these were more than a quarter of total 
bank assets in the three largest European economies, France, Germany and the UK (including 
in the UK, loans valued at market prices). Indeed, as Howarth and Quaglia (2014) have argued, 
the nature of bank balance sheets may well, through their influence on national positions on 
bank regulation, have a significant influence on the limits EU regulation places on bank involve-
ment in the buying and trading of financial assets (also Hardie and Macartney, 2016).  

  The changing nature of loan markets 

 Thus far, the discussion of the changing nature of bank assets has implicitly maintained Zysman’s 
assumption that loans are a different kind of financial instrument. Hence, we can distinguish 
financial markets by the relative importance of loan and capital markets (Zysman, 1983, p. 60). 
Such a distinction no longer holds. NFC loans are increasingly traded financial instruments like 
any other, either directly or via securitizations such as Collateralized Loan Obligations and 
Commercial Mortgage Backed Securities. As these loan markets become market based, this 
alternative source of market pressures potentially challenges a view that change has occurred 
only at the level of large firms, through increased issuance of equity and bonds, but not at Small 
and Medium-Sized Enterprises (SMEs) (on Germany, see Vitols, 2004). Loan trading is most 
active in the United States; Gorton (2010, p. 42) sees the ratio of secondary market loan sales to 
outstanding commercial and industrial loans peaking in 2007 at over 25 per cent. Although 
‘relatively nascent’ (Standard & Poor’s 2010, p. 17), European markets had trading volumes in 
2007 of US$225 billion (Axa Investment Managers, undated). The comparative importance of 
securitization between the US and Europe is similar. Although the US securitization market is 
far greater, European securitization reached US$453 billion equivalent by the crisis (European 
Securitisation Forum, 2008; see also ECB, 2009, p. 10), and both the Bank of England and the 
European Central Bank have joined the Federal Reserve in supporting securitization markets 
post-crisis, seeing such support as vital to improving the ability of NFCs to borrow (Cheun, von 
Köppen-Mertes, and Weller, 2009; on the link between securitization and credit growth, see 
Jiangli and Pisker, 2008; Sabry and Okongwu, 2009). Securitization is central to a decline in 
banks’ financial power to limit the impact of the market on their clients (see Rajan and Zingales, 
2003, p. 8). In securitization, not only is the pricing and availability of financing determined by 
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the market, but the ability of banks to coordinate the rescue of companies in difficulty (Zysman, 
1983, p. 64) is further undermined. The increasing use of Credit Default Swaps to trade and 
hedge corporate credit risk has contributed further to the extent to which the profitability of 
NFC lending, and therefore the decision on whether to lend and the interest rate to charge, has 
become determined not by bank decision-making but by market prices. When banks are ‘orig-
inating to distribute’ – making loans in anticipation of selling them via securitization, the pricing 
of the loan is determined by the anticipated price for which it can be subsequently sold. The 
availability of loans to NFCs therefore becomes set by the price at which they will be bought 
by financial market actors other than banks, or at which banks packaging them into securitiza-
tion products will buy them. Market prices increase/decrease profitability, increasing/decreasing 
the ability to retain earnings to increase capital (Deutsche Bundesbank, 2009, p. 60), and, through 
the impact of profitability on bank share prices, increasing/decreasing the ability to raise new 
capital. Through ‘value at risk’ valuation of marked to market assets, increased volatility also 
increases the amount of capital banks require (Deutsche Bundesbank, 2009, p. 50; Commission 
Bancaire, 2009, p. 23). The issue, however, is not solely one of losses but is also a matter of pro-
cyclicality, as higher market prices can also increase profitability and lending capacity (Hellwig, 
2009, p. 180; IMF, 2008). 

 The question of cyclical versus secular change is also important with respect to these devel-
opments. The picture is mixed. Securitization markets have seen major falls in volume, especially 
in Europe (excluding securitization to provide collateral for borrowing from the ECB) and 
some more esoteric financial products seem unlikely to return in anything like their previous 
form. The importance central banks attach to restarting certain forms of securitization, however, 
strongly suggests that this form of market-based lending will continue to be important. In the 
direct trading of loans, meanwhile, there have been a number of important developments. 
European secondary market trading volumes are down significantly, with quarterly volumes by 
the end of 2012 recovering to only a third of their 2007 peak, according to one market estimate 
(Markit, 2013). Such a significant fall – to volumes which represent a tiny fraction of NFC 
lending in Europe – obscures some significant developments which point also to significant 
secular change. 

 First, the trading of loans is no longer confined to ‘leveraged’ or non-investment grade loans. 
The initial development of this market, in both the US and Europe, was very much focused on 
this section of NFCs. However, as of the last quarter of 2012, the rapidly expanding trading of 
investment grade loans made up 21 per cent of European loan trading (Markit, 2013), suggesting 
a fuller range of NFC loans are being traded. Second, and more significant, institutional investors 
have been moving into the gap created by banks’ difficulties, establishing loan funds to invest in 
loan markets. In 2012, banks only made up 52 per cent of the primary leveraged loan market in 
Europe (Forbes, 21 January 2014). With many of these loans not being traded (but still priced at 
market-driven yields), these developments will not show fully in data on secondary market 
trading.  8   Third, the regulatory attempts to move CDS trading onto exchanges will be likely to 
increase the visibility of these derivatives as the benchmark for pricing NFC credit in both bond 
and loan markets, thereby increasing the market element in loan pricing. 

 Changes in the securitization and trading of loans in Europe are not as yet at the levels of the 
United States, even in the United Kingdom, and there has been a significant reduction in this 
activity since the financial crisis. Nevertheless, even at the current levels, it is clear that these 
developments undermine the stark distinction between loans and securities markets. It is possi-
ble to distinguish financial systems by the extent to which these changes have occurred, but it is 
no longer possible to justify the (empirically simpler) typology using the comparative size of 
loan and securities markets.   
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  The changing nature of bank liabilities 

 Changes in banks are not confined to just one side of their balance sheets. Market-based bank-
ing can be seen also in bank liabilities, and in particular in the way customer deposits have 
become a smaller component of bank borrowing. A ‘traditional’ bank borrows the money it 
lends from its customers through their deposits. Any holdings of securities are similarly financed 
by deposits (Zysman, 1983, p. 61). These depositors, even if their deposits can be withdrawn at 
any time, tend to be themselves patient. A bank run is possible, but, until Northern Rock in the 
UK in 2008, there had not been such a run in the UK since the nineteenth century. Further-
more, government guarantees to smaller depositors quickly returned depositors to their previous 
patience. As a result, banks funded by deposits do not face market pressures from this source to 
reduce lending or increase its cost (although note the role of increased competition discussed 
above). In contrast, banks financed through financial markets, including, importantly, from other 
banks,  9   face the possibility that these ‘skittish’ investors can withdraw almost instantly (see, for 
example, Basel Committee of Banking Supervision, 2008, p. 2). At the extreme, such as Northern 
Rock, this is the initial source of problems which lead to collapse. 

 The liability side of the balance sheet has moved far from the traditional conception of bank 
lending funded by customer deposits. First, as discussed by Gorton and Metrick (2010; also 
Gorton, 2010) in the case of ‘securitized banking’, holdings of financial assets are financed on a 
very short-term secured basis in the repurchase, or ‘repo’ market. The problems in this market 
have been well documented elsewhere in the case of the US, but were also significant in Europe. 
By August 2008, outstanding euro area repos totalled €6 trillion, 70 per cent of GDP (Gabor, 
2012, p. 17). The market sensitivity and procyclicality of market-based assets are compounded 
when these assets are financed, as the vast majority are, by borrowing on a very short-term basis 
collateralized by the assets themselves. This is particularly the case in shadow banking by the 
investment banks. The importance of the repo market is highlighted by the analysis of the crisis 
in the US as a ‘run on repo’ (Gorton and Metrick, 2010; see also Acharya  et al ., 2010). The 
focus of these studies on the repo market serves to highlight that market-based assets are most 
commonly financed with market-based liabilities, and further shows the difficulties of seeking 

0

5

10

15

20

25

30

35

2008 2009 2010 2011 2012

Belgium

Germany

Spain

France

Italy

Netherlands

UK

 Figure 10.4 Customer funding gap,  10   selected EU countries, 2008–12 

     Source: ECB.   



Iain Hardie

202

to disentangle the two sides of bank balance sheets. Although the securities financed in the 
European repo market include many unrelated to NFC lending (especially government securi-
ties), bonds issued by NFCs are also significant (Gabor, 2012, p. 19). 

 The second important area of market-based bank liabilities is in the financing of their cus-
tomer lending activity. Very few banks have customer deposits equal to, or in excess of, their 
customer loans, creating a customer funding gap which can only be financed by borrowing from 
market sources (Bank of England, 2009, p. 37; ECB, 2009, p. 9; Raddatz, 2010). Financial market 
conditions have a direct impact on lending as a result. Kroszner, Laeven and Klingebiel (2007) 
show how credit-dependent sectors grow faster in normal times and are hit harder in tough 
times, while Ivashina and Scharfstein, 2010; see also Basel Committee on Banking Supervision, 
2008, p. 11) show that banks with higher customer deposits (and therefore less market-based) 
reduced lending less during the financial crisis.  Figure 10.4  sets out the size of that customer 
funding gap as a percentage of total bank assets, across the countries considered in this chapter.  

 These developments can also be placed in a longer term context: from 1980 to 2000, depos-
its represented a declining share of bank liabilities in G7 countries except Japan (unchanged) and 
France (Byrne and Davis, 2003, p. 159),  11   and this continued until the financial crisis (Hardie and 
Howarth, 2013b). In order to lend, banks have always needed to borrow;  12   at issue is the nature 
of that borrowing. To varying degrees across the countries considered here, by the financial 
crisis a large proportion of that borrowing was not from deposits, but through sources such as 
the interbank market (short-term borrowing from other banks), bonds issues or securitization. 
As a result, banks’ ability to lend is heavily influenced by their own market access, limiting the 
‘financial power’ that can shield NFCs from market pressures. This development is recognized 
in central bank surveys of lending conditions for NFCs: EU banks are now asked about ‘the cost 
and availability of [their own] funding’ as an influence on lending to NFCs. This is a question 
the traditional conception of banks could not envisage being asked. 

 The customer funding gap for banks in the countries considered here increased in the years 
before the financial crisis, with the exception of Germany (Hardie and Howarth, 2013b; Hardie 
 et al ., 2013). As a result, market forces became more influential on lending.  Figure 10.4  shows 
that the situation post-crisis is slightly more mixed. The funding gap has fallen, 2008–12, in five 
of the seven countries, most dramatically in the UK. Overall, this is a clear reversal of the previ-
ous trend. However, it is only (with the exception of the UK) a partial reversal. Financial market 
financing of NFC lending remains substantial in Europe, including in countries generally seen 
as bank-based. 

 The caveat regarding premature conclusions regarding post-crisis banks applies in this area 
also. Some contraction of market financing of lending after 2008 was to be expected, but the 
situation when European banks finally overcome their problems remains highly uncertain. 
However, even if banks did shrink their lending sufficiently for customer loans to be anything 
like equal to customer deposits, the result could only be even greater increases in the size of 
shadow banking, and therefore continued growth of market-based banking. Anyway, the change 
in banking practices would be too great. When the funding gap on loans and the financing of 
securities is combined, the IMF (2010, p. 67) estimates UK banks total market financing at over 
$4 trillion (146 per cent of GDP) by end 2007. Separate country figures for the euro area are 
not given, but the Euro area total is US$12.4 billion (94 per cent of euro area GDP). Short-term 
(up to 1 year) bank market funding, the most immediate source of market pressure on bank 
lending, represented 65 per cent of UK GDP and 54 per cent of the euro area (IMF, 2010, p. 67; 
in comparison, the US figure is ‘only’ 32 per cent). 

 Any full analysis of the market pressures on banks as a result of financial market funding 
requires a more detailed consideration of the various sources of that funding. This is also 
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necessary for any sensible comparison across countries. Empirically, this is challenging, as it 
involves an understanding of very similar markets in different countries. Both Italian and 
German banks, for example, rely relatively heavily on issuing unsecured bonds as a means of 
funding. In both cases, however, the nature of the purchasers of those bonds – the banks’ own 
individual or savings bank customers – makes this a more stable source of borrowing than bonds 
sold to a broad range of institutional investors (e.g. Westdeutsche Landesbank, 2009, p. 97; Bay-
erische Landesbank, 2009, p. 33; Pagoulatos and Quaglia, 2013, p. 186). Similarly, banks in a 
number of countries issue covered bonds, a particular form of secured bond.  13   However, this 
market is longer-established and more stable in Germany ( Pfandbriefe ) than in other countries. 
A state guarantee on mortgages also makes Dutch securitizations more stable (Chang and Jones, 
2013, p. 83). Any fuller attempt to outline these distinctions is beyond the scope of this chapter 
(for further discussion, see Hardie and Howarth, 2013a; Hardie  et al ., 2013). The bank funding 
markets can however, as an initial analysis, be distinguished in three ways. First, by the maturity 
of borrowing; shorter maturity liabilities, including borrowing from other banks, transmit 
market problems to banks’ financing more quickly. The majority of unsecured interbank bor-
rowing is short-term, often for less than a week (Bank of England, 2007, p. 34). Banks reliant on 
longer-term sources of funding (for example, Germany), such as various forms of bonds, face less 
immediate refinancing pressures. Second, wholesale markets must be distinguished by their fra-
gility: the financial crisis has demonstrated that some wholesale markets are more fragile than 
others (Hardie  et al ., 2013; ECB, 2009, p. 11), making the impact on lending of market difficul-
ties more immediate for those systems more dependent on those markets. Third (and empirically 
most difficult), market borrowing can be distinguished by who is being borrowed from – by the 
type of investor. Individual investors buying bonds may be largely indistinguishable in their 
behaviour from individual depositors. Borrowing from other banks has proved especially skittish, 
with borrowing from international banks and especially in foreign currencies particularly 
vulnerable in the event of market weakness. Institutional investors are also generally likely to exit. 
Overall, however, it must be recognized that exposure to financial market funding generally goes 
hand-in-hand with financing from less stable sources.  

  The implications of market-based banking for varieties of capitalism 

 This chapter has argued that the nature of banks and banking has undergone such profound 
change that the underpinning of the bank-based/market-based dichotomy has disappeared. 
Although there is no simple correspondence between typologies of financial systems and modes 
of capitalism (Deeg, 2010), this clearly has significant implications for the varieties of capitalism 
literature. As noted above, Hall and Soskice (2001) already saw the potential for change in banks 
to undermine CMEs, which depend on bank-based finance. If banks are just another group of 
financial market actors, as influenced by market prices as any others, it might appear sensible to 
consider an end to the long-running debates on convergence of CMEs with the LMEs. For VoC, 
if such a view is accepted, either a financial system underpinning of CMEs was always incorrect, 
or much of the VoC literature is in danger of finding itself in a cul de sac. 

 That is not the view taken in this chapter, for two reasons. First, considerable national varia-
tion in market-based banking remains, as the data presented above clearly show. In a number of 
the European countries discussed here, a significant amount of ‘traditional’ banking – loans to 
NFCs which remain on the banks’ balance sheets, funded by customer deposits – remains. 
The extent of market-based banking is in itself a source of national variation. The post-crisis 
regulatory response could be as likely to heighten this variation as reduce it, though that must 
remain supposition at the time of writing (November 2015). 
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 In terms of the direction of research, central bank desires to support securitization and the 
FSB’s focus on a future for ‘market-based finance’ (Carney, FT.com, 16 June 2014) may point 
in another direction. While closer attention to the nature of banking in developed economies is 
overdue for comparative political economy, a research agenda considering the extent of national 
system moves from traditional to market-based banking should not be the main focus of future 
research on financial systems. A further, more promising, approach involves abandoning the 
existing dichotomy, and questioning the homogeneity not only of bank-based finance, but also 
of market-based. The underlying logic of patient capital protecting NFCs from short-term 
market pressures is maintained, but the assumption of banks as necessarily the only, or even the 
predominant, source of patient capital is abandoned. CPE has made small steps in that direction 
already: NFCs’ long-term holding of each other’s equity, for example, has long been central to 
financial systems in certain CMEs, and pension funds have been seen as a potential replacement 
for banks as patient owners of NFC equity (e.g. Culpepper, 2005). There is much further to go, 
with a research agenda targeted across the range of financial market providers of capital to NFCs. 
Such an agenda would require fundamental questioning of a number of the basic assumptions in 
the VoC literature. For example, does patient capital require a relationship between NFC and 
the provider of capital? What is the nature of market pressures on lenders? What is the role of 
voice versus exit? The list of potential questions is long, and the implications of the answers may 
well lead CPE to a very different conception of the varieties of financial systems.  

  Notes 

    1 This ignores both the maturity of bank lending and financing from companies’ own retained earnings. 
See Murinde, Agung and Mullineux, 2004.  

   2 On the importance of long-term financing for the ability of German banks to make long-term loans 
to NFCs, see Vitols, 1998.  

   3 The FSB considers it currently covers around 90 per cent of global financial system assets. Data focuses on 
country of domicile, and does not cover many of the offshore financial centres where much shadow bank-
ing activity is domiciled. This results in underestimation of hedge funds in particular (FSB, 2013, p. 14).  

   4 For the UK, Netherlands, Germany, France, Italy, Spain and Switzerland.  
   5 Hardie  et al . (2013) and Hardie and Howarth (2013b) focus also on banks’ off-balance-sheet activities, 

especially asset-backed commercial paper. This market has collapsed, and much off-balance-sheet 
activity has moved back on bank balance sheets. Depending on regulatory developments, off-balance-
sheet activities may once again become a key component of market-based banks.  

   6 Financial assets held for trading, financial assets designated at fair value through the profit and loss 
account, and available-for-sale financial assets. This excludes financial assets designated as held to matu-
rity, and therefore valued at the purchase cost.  

   7 See  www.ecb.europa.eu/stats/money/consolidated/html/index.en.html , accessed 13 July 2014.  
   8 Post-crisis, trading volumes in most financial instruments have fallen, as banks have been less willing to 

support secondary trading. Secondary loan trading volume needs to be viewed in this context.  
   9 Byrne and Davis, 2003, p. 156, show the increasing importance of interbank lending from 1970 to 2000.  
  10 Calculated as total loans and advances less total deposits other than those from credit institutions, all banks.  
  11 Increasing interbank deposits means customer deposits declined even more (Byrne and Davis, 2003, p. 155).  
  12 Including borrowing from the central bank, involving liquidity support in a crisis.  
  13 For further detail, see IMF, 2009, p. 90.    
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 Derivatives markets emblematically reflect the rise of finance in modern capitalism (Bryan and 
Rafferty, 2006; Wigan, 2009, a multifaceted process known as financialisation (Engelen, 2008). 
The notional value of global over-the-counter (OTC) derivatives was $553 trillion at the end 
of June 2015 (BIS, 2015). This huge sum raises questions concerning why individuals use deriv-
atives and how these practices spread differentially across the world. 

 In this chapter, I examine how the expansion of derivatives markets, actors and technologies 
in Italy caused havoc amongst local governments, one the most important institutions of 
democratic life. By examining this case study, I argue that specific political struggles shape the 
global growth of derivatives – and financial innovation more broadly – into a complex and 
uneven process. Whether implicitly or explicitly, mainstream financial theory considers the 
development of derivatives markets in ahistorical terms. It refers to how derivatives and their 
speculative mechanisms provide investors with useful solutions to hedge risk in a calculated 
manner (Greenspan, 2003). Against this orthodox narrative, I demonstrate that actual politics and 
power relations underlie market-based financial innovation and its crisis-prone nature (Nölke, 
Heires and Bieling, 2013; Konings, 2010). 

 The analysis proceeds in three steps. In the first section, I rethink derivatives markets, 
instruments and actors as a universe of accounting deception. This facet of derivatives is very 
apt in the context of power struggles. In the second section, I examine the political-strategic 
reasons underpinning Italian municipalities and their overexposure to interest rate swaps. In 
the third section, I conclude by reviewing the current Italian scenario in a comparative European 
perspective. 

  Derivatives: weapons of hedging efficiency, speculative disarray 
and accounting dissimulation 

 What are derivatives? How do they work? Who are the actors using them and why? 
 According to a standard definition, a derivative contract is ‘a financial instrument whose 

value depends on (or derives from) the values of other, more basic, underlying variables’ (Hull, 
2009, p. 1). In other words, the value of the derivative stems from the price volatility of its 
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underlying asset. As mainstream textbooks (Hull, 2009; Kolb and Overdahl, 2007) commonly 
explain, there are four basic or ‘plain vanilla’ types of derivatives:

•     Forwards , which are customised agreements between two parties to buy or sell an underly-
ing asset at a specified price on a future date.  

•    Futures , which are similar to forwards but are standardised and traded on an organised 
exchange.  

•    Options , which are contracts that offers the buyer the right – but not the obligation – to buy 
(call options) or sell (put options) an underlying asset at an agreed-upon price during a 
certain period of time or on a specific date.  

•   Finally,  swaps  are agreements between two parties to exchange the cash flows of different 
assets at a future date.    

 Other exotic types of derivatives alter these primary instruments to create more complex and 
‘synthetic’ products. 

 For a long time in history, contracts similar to forwards, futures and options were traded pri-
marily on agricultural products and commodities (Swan, 1999). However, particularly after the 
emergence of swaps in the early 1980s (Geisst, 2002, pp. 248–52), derivatives contracts on finan-
cial assets became the most widely traded instruments. Listed in descending order according to 
market size (BIS, 2015), modern derivatives refer to five different categories of underlying assets:

•     Interest rate  such as interest rate swaps, interest rate futures and forward rate agreements.  
•    Foreign exchange rate  such as currency swaps, currency futures, currency options and 

currency forwards.  
•    Credit  such as credit default swaps, total return swaps and collateralised debt obligations.  
•    Equity  such as stock options, warrants, index futures.  
•    Commodity  such as commodity futures, commodity options and commodity swaps.    

 Other contracts are also traded on underlying variables such as property indexes, macroeco-
nomic indicators, freight rates, weather forecast, CO 2  emissions and so on (Alizadeh and 
Nomikos, 2012; Sandor, 2012; Smith and Searle, 2010; Gurkaynak and Wolfers, 2006; Jewson 
and Brix, 2005). This indicates the possibility for derivatives-based techniques to be applied to 
many aspects of our economic, political, social and cultural reality (Bryan and Rafferty, 2011, 
2006; Wigan, 2009; Shiller, 2003). 

 Derivatives contracts are bought and sold on two types of markets that differ in terms of 
trading arrangements, procedures and levels of risk. These two markets are:  organised exchanges  
and  OTC markets . An organised exchange is a centralised marketplace for buyers and sellers of 
derivatives contracts. Bids and offers can be based on an open out-cry system or on electronic 
trading. Today, most of the exchanges trade through computer-based platforms. Organised 
exchanges offer instruments that are standardised in terms of quantity, quality, expiration 
months, delivery terms and dates, minimum price fluctuations, daily price limits, trading days 
and hours. For this reason, contracts can be easily transferable to third parties through the mar-
ket (Hull, 2009, pp. 1–2). 

 As Loader (2005) shows, the major benefit of organised exchanges is the use of the central 
counterparty system of clearing and settlements. Here, the clearing house sells the contract to 
the buyer and buys it from the seller, intermediating between the two parties by clearing and 
settling the contract. This method dramatically reduces the risk of default through the system of 
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so-called margins according to which market participants are required to register an account 
with the exchange from which money is withdrawn or credited according to the daily profits 
and losses. These margins are usually very low compared to the control over large amounts of 
underlying assets an individual can exert. This means that with a relatively small amount of cash, 
investors can enter into derivatives worth much more than the required initial margin deposits – a 
characteristic known as leverage (Hull, 2009, p. 15). 

 Contrary to organised exchanges, OTC markets are decentralised networks where financial 
institutions tailor instruments to fit certain requirements of their clients. Due to the benefits of 
trading custom-made products, OTC markets expanded overwhelmingly compared to formal 
exchanges. However, these markets have no central clearing house and contracts are instead 
privately negotiated between the two parties – an aspect which implies a considerably higher 
exposure to credit risk (Hull, 2009, p. 2). For this reason, initiatives were developed to minimise 
risk on OTC markets. For instance, contract details are subject to market standard documenta-
tion such as the Master Agreement by the International Swaps and Derivatives Association 
(ISDA). In spite of this, it is evident that OTC markets simply function by linking various trading 
floors amongst the major financial institutions. There is ‘no central mechanism to limit individ-
ual or aggregate risk taking, leverage, and credit extension, and risk management is completely 
decentralized’ (Schinasi  et al ., 2000, p. 19). At the level of transparency, besides semi-annual sur-
veys by central banks, ‘information about market concentration and who owns which risks is 
generally unavailable; at best, a trading desk might know that some institutions are building up 
positions’ (Schinasi  et al ., 2000, p. 19). After the 2008 global financial crisis, regulators pushed for 
a comprehensive reform of OTC derivatives markets with the objective of increasing transpar-
ency and reducing their systemic risk (FSB, 2010, 2014). 

 Why do derivatives exist? Who are the actors using them? The mainstream argument is that 
derivatives markets provide a fundamental function of risk management. To appreciate what 
derivatives-based risk management entails, let us refer to two examples of forward and futures 
contracts. 

 Imagine that instead of awaiting the crop to be ready and then trade wheat at the prevailing 
market price, a farmer and a miller agree in advance on a specific price, quantity and date of deliv-
ery of the wheat in the future.  1   Once the crop is harvested and ready to be sold, the market-
prevailing price at harvesting time could be either above or below the price previously agreed 
on in the contract. The first case favours the miller. In fact, because of the contract, she pays less 
for the wheat than what she would pay if buying the commodity at the market-prevailing price. 
The second case favours instead the farmer who, due to the contract, is being paid more than 
what others pay on the market. In spite of this seemingly one-sided bet against the future price 
of wheat, both parties gain in business certainty and price stability. 

 In the second half of the nineteenth century, merchants in Chicago revolutionised the 
modalities of forwards-like contracts and established the first market for futures contracts at the 
Chicago Board of Trade (CBOT). Futures are contracts in which all details are specified, making 
it easy to be exchanged amongst traders. After the CBOT, other markets for futures soon flour-
ished across the United States (US) (Markham, 2002, pp. 265–9). How does a futures market 
function? 

 An organised futures exchange is a centralised marketplace for buyers and sellers of futures 
contracts.  2   Let us imagine on 5 March the miller gives instruction to a broker to enter into a 
future to buy 5000 bushels of wheat in July. In the same period, the farmer instructs another 
broker to enter into a contract to deliver 5000 bushels of wheat in July. As the party who agrees 
to buy the commodity, the miller is in the long position (going long). The farmer is instead in 
the short position (going short) as she agrees to deliver the commodity. Each contract always 
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involves both positions. Under an open outcry system, floor traders would meet up to agree on 
a price. On an electronic platform instead, brokers would match bids and offers via computer-
trading networks. The price agreed – let us say $4 per bushel – is the current futures price for 
July wheat, which is subject to fluctuations in supply and demand. 

 Conceptually, futures are very similar to forwards since both contracts involve the future delivery 
of an asset at a price agreed today. However, there are three key differences. First, the two instru-
ments are traded on different markets. Being standardised products, futures are bought and sold on 
organised exchanges. Second, the miller and the farmer do not meet up personally, but refer to their 
brokers who in turn relate to the exchange’s clearing house as their counterpart. In other words, it 
is the clearing house which sells the wheat to the miller’s broker and buys it from the farmer’s bro-
ker, clearing and settling the contract. Third, and this is a fundamental innovation in derivatives 
trading, the two parties are not bound to exchange the actual commodity at the expiration of a 
contract. The majority of futures positions are closed out before being exercised at expiration, mak-
ing the market for futures work practically through a process of cash settlement (Levy, 2006). Prof-
its and losses are calculated on the basis of the daily price movements of futures, whilst the accounts 
of both long and short positions are adjusted for gains and losses at the end of each trading day. 

 Since futures can be easily closed out before expiration, exercising the contract for delivery is 
very unusual. Closing out a position means entering into a contract that is the opposite of the orig-
inal one (Hull, 2009, p. 23). For example, the miller – who bought a July wheat futures contract 
on 5 March – can close out the position by instructing the broker to sell one July wheat futures 
contract on, say, 6 May. The farmer who is in a short position would do the opposite. In both cases, 
total gain or loss are determined by the difference in the futures prices between the day in which 
they entered the first contract (5 March for the miller) and the day when the contract is closed out. 

 To clarify the use of these mechanisms, let us refer to a historical case which is based on 
the insightful research conducted by Levy (2006, pp. 312–13). In February 1892, Andrew J. 
Sawyer – a grain trader and CBOT member – testified before the US House Committee on 
Agriculture during the Hatch bill hearings. This bill sought to curb speculation by restricting 
futures trading without the actual exchange of the underlying commodity (Markham, 2002, 
p. 320). Sawyer explained to the Committee how he used futures markets for hedging purposes: 
‘suppose we are handling 100,000 bushels a day and we can sell in Minneapolis, Buffalo, Mon-
treal, or New York only 75,000 bushels a day, say that is all we can sell. We have then 25,000 
bushels left on our hands which we can not sell, there being no market for it’ (House Committee 
on Agriculture, 1892, p. 31). Sawyer could hold these 25,000 bushels, but what would have hap-
pened if after six months the price for wheat had declined even further? In this case, he needed 
to insure his business against such event. At this point Sawyer could sell wheat futures to traders 
in the CBOT pits. If two days after entering into the contract, the current market price was 
below the contract price, Sawyer would have profited. He would close out his position, obtain-
ing the capital necessary to keep storing the 25,000 bushels. On the contrary, if the futures 
market price had turned against him, Sawyer would have incurred losses on his futures position. 
However, in this case, he would have at least delivered the 25,000 bushels of wheat on the cash 
market, where the actual commodity is bought on the spot. 

 Sawyer represented a typical example of  hedger , a market participant who used futures as a 
form of insurance against the risk involved in his business operations. In other words, he specu-
lated on futures markets, but only with the intention of either closing out his position before 
expiration – therefore making a profit to be reinvested in his business – or effectively delivering 
the actual commodity at the end of the contract. Besides hedgers, futures markets attracted many 
traders who were hardly interested in the actual exchange of wheat. In fact, contracts were 
only rarely exercised at expiration. How did advocates of futures trading justify the presence of 
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 speculators  in the pits? Although compared to gamblers by the people outside the exchanges, 
speculators nonetheless appeared to other market participants as essential providers of liquidity. 
By buying and selling contracts in search for a profitable trend, they went long or short when 
they anticipated prices to respectively increase or decrease. In so doing, whilst satisfying their 
thirst for quick profits, speculators made sure that hedgers like Sawyer always found counterparts 
to their actual trading needs (Levy, 2006, p. 325). 

 Contemporary literature on derivatives widely acknowledges this distinction between hedgers 
and speculators. The two broad categories include myriad of market participants such as banks, 
institutional investors, central banks, governments, companies, wealthy individuals and retail inves-
tors. These actors, either directly or indirectly, enter into futures and other derivatives contracts to 
hedge risk or take risk.  3   Paradoxically, the two facets are intertwined and support each other. 

 In this study, I contend that such hedging-speculation dualism is of limited heuristic value 
because it fails to account for a pivotal dimension of derivatives markets: these instruments 
provide opportunities to avoid regulation and to window-dress accounting rules. To be sure, as 
long as we focus on trading in organised exchanges and futures or options as instruments, we can 
easily explain the use of derivatives-based techniques through the hedging–speculation dichotomy. 
Yet, things are quite different as soon as we examine OTC markets and particularly swaps instru-
ments, a scenario that Partnoy (2009, p. 18) describes as the ‘wild Wild West of trading’. 

 The swaps market expanded dramatically since the 1980s because investors found these tools 
useful to hedge their risk exposures towards volatility in interest rates and exchange rates 
(Markham, 2002, p. 192). According to the conventional argument – based on the theory of 
comparative advantage – the swap market makes possible for both parties to borrow and repay 
at the globally lowest costs in interest-rate structure and currency (Hull, 2009, pp. 147–76).  4   
To be sure, these features are true to a certain extent. However, as Partnoy (2009, p. 46, my italic) 
explains in reference to the case of the investment bank Bankers Trust:

  companies would do swaps not necessarily because swaps allocated risk more efficiently, but 
rather because they were unregulated.  They could do swaps in the dark, without the powerful 
sunlight that securities regulation shined on other financial instruments . And here was the crucial 
point: to the extent companies and their  financial officers could use custom-tailored swaps to avoid 
regulation or to hide risks , Bankers Trust’s profits from selling swaps to those companies might 
not disappear so quickly. Corporate treasurers hoping to benefit from such swaps would pay 
a premium – it wasn’t their money, after all – if the swaps were structured in a way that 
created more opportunity for profit, but hid the risks from their bosses.   

 In the following sections, I attempt to uncover such dark side of derivatives by exploring the 
case of Italian municipalities and their use of swaps. I show how swaps can become tools of 
accounting dissimulation – or, as some financial journalists would put it, ‘weapons of mass 
deception’ (Dunbar, 2006; Norris, 2013). This aspect is crucial to explain the politically driven 
and differential expansion of derivatives practices. I base my analysis on previous research results 
which I published in Lagna (2015).  

  Italian municipalities and derivatives: a story of political resistance 
against fiscal austerity 

 The historical conditions for Italian local authorities to approach OTC derivatives markets 
emerged in the mid-1990s. During these years, a domestic alliance between centre-left politicians 
and neo-liberal-minded technocrats pushed for Italy to join the euro in 1999 by complying with 
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the Stability and Growth Pact (SGP). European integration represented a leverage to their power 
position because it functioned as an ‘external constraint’ (Sbragia, 2001; Dyson and Featherstone, 
1996) on the country’s traditional political-cum-business establishment, which had until then 
relied on the dissipation of public finance (Pasquino, 2000, p. 79), full control over state-owned 
industrial and financial apparatus (Bianchi, 1987) and, finally, a corporate governance regime that 
worked to the advantage of private blockholders (Deeg, 2005; McCann, 2000). 

 At the same time, as Italy faced the imperative to reduce public debt and deficits under the 
dictates of the SGP (Cafruny and Ryner, 2008; Heipertz and Verdun, 2005, 2004), the neo-
liberal coalition also advanced the benefits of a fiscal and administrative decentralisation (Alonso, 
2012). The costs and benefits of decentralisation in Italy had been debated since the 1980s, but 
the process gained momentum only with the first ‘Bassanini’ law in 1997 (Italian Parliament, 
1997). It was eventually finalised with the consolidated law on local authorities in 2000 
(Italian Government, 2000) and, eventually, the reform of the constitutional law in 2001 (Italian 
Parliament, 2001a). The latter granted local authorities wider margins of autonomy in their 
revenue and expenditure decisions, a process which gradually continued until the present time 
(Italian Parliament, 2010b). These reforms opened up new scenarios for local authorities by 
dismantling the old system of sub-sovereign finance where the central government collected 
most part of the inland revenues and then transferred funds to local authorities. Moreover, when 
state transfers were insufficient, local administrators financed their investments through fixed-
rate loans from public banks such as Cassa Depositi e Prestiti (Rosati, 2009, p. 4). 

 Thus, whilst the level of state transfers began to decrease in line with EU-imposed budgetary 
limits, local authorities gradually obtained more autonomy in the management of their revenue 
and expenditure flows. In this context, they faced the necessity – or the opportunity – of 
approaching financial markets, instruments and actors beyond the traditional public sphere 
(Saccomanni, 2007, p. 17). In a word, local authorities began to move within new institutions 
and discourses of a financialised kind. Derivatives and particularly interest rate swaps emerged as 
fundamental practices of this new environment. As a council member of a Southern Italian 
municipality explained in a bizarre comparison, ‘swaps became very fashionable . . . bank brokers 
contacted budget  assessori  relentlessly . . . just like solar-panel companies are doing today’ (Interview, 
31 August 2012, my translation).  5   

 The construction of a regulatory framework concerning the use of derivatives in local 
finance mirrored the course of events. Regulation acknowledged swaps for the first time in 
1996. Local authorities were allowed to issue bonds since 1994 and, in this regard, they were 
obliged to enter into currency swaps contracts when bonds were denominated in foreign cur-
rencies (MEF, 1996; Italian Parliament, 1994). Besides this, there was no specific regulation 
concerning the adoption of other types of swaps up until the period 2001–04 (MEF, 2004, 2003; 
Italian Parliament, 2001b).  6   It is only at this point that a specific regulatory regime was put in 
place to discipline the growing use of derivatives in local finance. Although this regulation was 
updated in few occasions (Italian Parliament, 2006), its basic pillars remained substantially 
unchanged until the summer of 2008 when the government enacted a moratorium that prohib-
ited local governments from entering into new contracts (Italian Parliament, 2008a, 2008b). 
This regulatory architecture can be summarised in the following six features (see Franco, 2009, 
pp. 18–22, 46; Rosati, 2009, pp. 9–11, 15–18):

•    Local authorities were allowed to use derivatives only to hedge existing liabilities and not 
for speculative purposes.  

•   They were obliged to use currency swaps when issuing bonds in foreign currencies, as well as 
amortising swaps when issuing bonds (or taking out loans) with single repayments at maturity.  
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•   They were allowed to use currency swaps, interest rate swaps, forward rate agreements, 
amortising swaps and interest rate options (caps, collars).  

•   They could have restructured their debt positions but could not have done so with the objec-
tive of postponing the maturity of the initial debt. Moreover, these operations could not have 
included an upfront sum above 1 per cent of the notional amount or an increasing flow of 
payments by the local authority to the counterparty over the duration of the contract.  

•   Local governments were obliged to enter into contracts with highly creditworthy dealers 
only and by using financial and monetary parameters belonging to G7-area. Moreover, for 
contracts of approximately €100 million (notional value), they should have limited expo-
sure to a single intermediary at 25 per cent of the total notional amount.  

•   The Ministry of Economy and Finance (MEF) was responsible for monitoring derivatives 
activities every three months. Bank of Italy and the Italian securities market authority 
(CONSOB) were both responsible for controlling financial intermediaries and their deriv-
atives operations with local authorities.    

 At this point, a key question arises: Why did local authorities adopt derivatives? Under growing 
financial constraints, they attempted to make a virtue of the new financialised practices. The 
mainstream economic understanding shows that these actors aimed at optimising the costs of 
the debt portfolio by restructuring the debt position. This was done in the attempt to free part 
of those financial resources that were previously used to serve the debt, therefore generating 
more liquidity in the budget at a time in which the latter was drying up. 

 For instance, a municipality in the Apulia region decided to restructure its debt by closing 
over 60 fixed-rate loans – of the total value of over €10 million – which were contracted with 
Cassa Depositi e Prestiti in the period 1997–2004.  7   At the same time, the municipality issued 
municipal bonds known in Italy as  buoni ordinari comunali  (BOC) at a fixed rate of 3.75 per cent 
for the same value and with a 20-year maturity. A specialised bank assisted the issuing process 
in all its phases and underwrote the entire lot of bonds. In other words, the municipality had 
the opportunity to extinguish its debt – in the form of loans – and issued bonds to ‘catch the 
opportunity arising from favourable levels of market rates’ (Interview, 4 September 2012, my 
translation). The interest rate swap entered the picture in 2006. How did it work in practice? 

 The very same bank proposed the municipality to enter into a fixed-to-floating interest rate 
swap. It is important to remember that this swap did not substitute the previous commitments 
that the municipality had on the 20-year-maturity bond. It was instead a separate contract that 
worked like a bet where the bank was the fixed-rate payer and the municipality was the 
floating-rate payer. In this type of swap, the nature of the bet was that the fixed-rate payer had 
a negative flow of funds towards the floating-rate payer when the interest rate went down and 
vice versa. Due to the interest-rate scenarios, the municipality had initially a positive flow of 
funds. In practical terms, the municipality still paid a fixed-rate of 3.75 per cent on its bonds, 
but this interest was discounted of certain basis points in line with the funds that derived from 
the swap bet in variable terms. However, as interest rates rose, the initial positive flows turned 
negative for the municipality.  8   Hence, the opportunity was not as attractive as it had been in the 
beginning. 

 Apart for the common economic rationale behind the use of derivatives by local authorities, 
there is another dimension of the story that relates to the Italian power relations. This story 
clearly highlights the politicised strategies of Italian local governments and how they attempted 
to challenge the neo-liberal institutions of fiscal austerity as constructed since the 1990s. In fact, 
by looking at several specific cases of municipalities, it becomes clear that the latter employed 
interest rate swaps because of a key accounting element, namely: the  upfront . 
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 This is a sum that the bank advanced to a given municipality to set the contract in a market-
neutral position. It happened when the swap was of a ‘non-par’ type, meaning that, when the 
two parties entered into the contract, the swap presented a negative market value for one of the 
two parties – in this case, the municipality. As a result, the bank brought the contract to a par 
condition by advancing an upfront sum to the municipality which should be equivalent to the 
negative market value the local government was exposed to at the signing of the contract 
(Rosati, 2009, pp. 1–2). This aspect presented a crucial accounting artifice. Municipalities con-
sidered the upfront as a revenue rather than a debt. For this reason, they circumvented the 
budget constraint of 15 per cent of the debt-to-revenue ratio as imposed by the  patto di stabilità 
interno  – that is, the domestic equivalent of the SGP. In other words, local governments inflated 
the revenue side of the ratio whilst leaving the debt-side unchanged. Paradoxically, the upfront 
turned into a virtue to be potentially used for creating mass consensus at a local level (Carlini, 
2010). Indeed, as Sanderson, Dinmore and Tett (2010) pointed out:

  In the revolving-door world of Italian local politics, each new administration wanted its 
own upfront, so asked their bankers to restructure the deal to release more cash in advance. 
The terms of the swap tended to become more restrictive each time. Some banks covered 
the cost of the upfront fee by pricing the interest rate swap more aggressively, so that only 
in unusual circumstances would the entity receive more each period than it paid out . . . . 
In other cases, upper and lower limits on the movement of interest rates ensured the upside 
for the local authorities was reduced and downside risks were magnified.    

  Current trajectories in Italy and other European countries 

 When the global financial crisis occurred in 2008, Italian local authorities had already spurred 
a heated controversy concerning their use of financial derivatives, particularly owing to the sub-
stantial losses they incurred. According to data from the Bank of Italy (Bankitalia, 2009, p. 22; 
2014, p. 22), 349 local governments – including regions, provinces and municipalities – had 
a negative mark-to-market exposure to derivatives of €600 million in December 2005. This 
figure increased to 600 local authorities with a negative market value of €737 million by 
December 2006. In December 2008, the number of local governments declined to 474 but the 
negative market value went up to approximately €1 billion. Since then, although the number of 
local authorities with currently open derivatives positions declined, the amount of losses increased 
to above €1.2 billion in June 2014 (latest data available), with a peak of €1.5 billion in December 
2012. It is important to note that these data only concern the activities of financial intermediaries 
that operate in Italy. Yet, larger local authorities typically contracted with foreign operators, which 
account for an approximately 60 per cent market share. In other words, the data represent an 
approximation that underestimates a much broader phenomenon (Franco, 2009, pp. 26–7). Losses 
could even reach €10 billion according to the  Financial Times  (Sanderson  et al ., 2010). In this 
context, the government imposed the above-mentioned moratorium that prevented local 
administrations from entering into derivatives contracts until a new regulation was agreed upon. 

 After this, the events concerning the use of derivatives in local finance evolved along two major 
paths. First, regions, provinces and municipalities either closed out their contracts – in the majority 
of cases, at a loss – or filed lawsuits against financial intermediaries in the attempt to invalidate their 
contracts. Media became very attentive to several trials involving major cities, most notably Milan 
(Sirletti and Martinuzzi, 2014; Martinuzzi, 2013). Second, regulators began to work on a new regu-
latory framework to discipline the matter whilst the parliament led a two-year investigation on the 
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matter (Italian Parliament, 2010a). In September 2009, MEF (2009) released a provisional draft of 
this regulation that was also discussed by the parliament. The draft focused on three main aspects:

•    The types of derivatives contracts available to local authorities.  
•   The derivatives components that local authorities could have included in their financing 

strategies.  
•   The transparency of information to be presented both in the contract profiles and the 

annual budget report.    

 Although the first two dimensions did not present substantial innovations, the last aspect con-
cerning transparency implied instead important changes. To begin with, besides being obliged 
to communicate to the client the par value and the implicit costs of the contract at least every 
three months, intermediaries were supposed to include in the contract profile elements such as: 
a full description in Italian language of all the contract details; the par value at the start of the 
contract; an analytical description of all the factors that constitute not only the derivative instru-
ment per se, but the entire portfolio in which the derivative contract is included; a numerical 
simulation about the implicit cost of the contract – this aspect led to a controversial debate 
between those who preferred probability analysis and the Italian Banking Association (ABI) 
which proposed instead sensitivity analysis (Italian Parliament, 2011). In addition to this, the new 
regulation increased also the controls over the specific procedures that local administrators would 
undertake when using derivatives. In this regard, municipal treasures had to indicate – both in the 
annual budget report for the next year ( bilancio di previsione ) and for the previous year ( rendiconto ) – 
the full picture of derivatives activities, including: the type of operation; the notional principal 
amount; the underlying liability; the past and expected negative and positive flow of payments. 
Furthermore, local authorities had to indicate the ratio between the debt that the derivative 
operation refers to and the total debt position. Finally, they were required to establish a so-called 
‘risk fund’ to cover the negative payments which could incur in the derivatives positions. 

 Eventually, owing to its complexity, the debate reached a stalemate. Thus, in December 2013 – 
five years after the enactment of the moratorium – the short-lived government led by Enrico Letta 
opted to permanently prohibit local authorities from using derivatives, leaving only the possibility to 
use interest rate caps on their actual loans (Italian Parliament, 2013). This solution is similar to the 
British case where local authorities are prohibited from entering into derivatives transactions because 
they do not possess the necessary knowledge and skills. The House of Lords took this exemplary 
decision in 1989 after the London borough of Hammersmith and Fulham incurred losses of several 
hundred million pounds in one of the most infamous derivatives fiascos (Geisst, 2002, pp. 260–3).  9   

 Whilst Italian regulators took this course of action, other European Member States did not 
follow it and still allow local governments to embrace financial innovation. This is the case 
despite the fact that large derivatives debacles involving municipalities occurred in countries 
such as Germany and France (Dodd, 2010) – see for instance the City of Saint Etienne (Katz, 
2010) and Pforzheim (Hendrikse and Sidaway, 2013).  

  Concluding remarks 

 Alan Greenspan (2003) – Chairman of the US Federal Reserve System from 1987 until 2006 – 
commented on the global growth of derivatives markets with the following words:

  For at least the past twenty years, the process of financial globalisation has been rapidly 
advancing. The development of new financial products, notably a wide variety of OTC 
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derivatives, and the removal of many barriers to international capital mobility has tightened 
linkages among global financial markets. As a result, capital has flowed more freely across 
national borders in search of the highest risk-adjusted rates of return. At some point, glo-
balisation undoubtedly will reach maturity. Financial innovation will slow as we approach 
a world in which financial markets are complete in the sense that all financial risks can be 
efficiently transferred to those most willing to bear them.   

 This perspective is common amongst mainstream financial theorists, who understand the strik-
ing expansion of derivatives in the light of how these instruments give investors the tools 
necessary to hedge risk in a calculated manner. Derivatives are fundamental to make financial 
markets ‘complete’ in the theoretical sense given by Arrow and Debreu (1954). 

 Against this view, I have contended that it is necessary to transcend the orthodox narrative 
on derivatives to explore the actual politics and power relations underlying the global spread of 
modern financial innovation. In fact, the striking growth of derivatives is a global process that 
unfolds differentially depending on context-specific political struggles. To substantiate this 
argument, I have attempted to explore the ‘underbelly’ of derivatives markets, a scenario that is 
made of regulatory arbitrage and accounting dissimulation. Wielding derivatives as ‘weapons of 
mass deception’ (Dunbar, 2006; Norris, 2013) is a very useful practice in the context of power 
conflicts. After this, I have focused on the case of local governments in Italy and how they 
employed derivatives to challenge the regime of fiscal austerity that – imposed by domestic 
neo-liberal forces since the 1990s – left local communities at the end of their tether.  

  Notes 

   1 The example of forward contracts is based on Bryan and Rafferty (2006, p. 41).  
  2 The example of futures contracts is based on Hull (2009, pp. 21–43).  
  3 Besides hedgers and speculators, there are also market participants – known as  arbitrageurs  – who attempt 

to identify valuation discrepancies and profit from them (Hull, 2009, pp. 14–15; MacKenzie, 2003).  
  4 The theory of comparative advantage applied to a fixed-to-floating interest rate swap would work in 

the following way – the example is based on Hull (2009, pp. 147–76) and Valdez and Molyneux (2013, 
pp. 434–41). Imagine that company A and company B need to borrow funds. A is able to borrow more 
cheaply than B at either a fixed or floating interest rate, but has a greater comparative advantage in a 
fixed interest rate. Yet, A would prefer borrowing at a floating interest rate. On the contrary, B prefers 
a fixed interest rate but – owing to its lower credit rating – such fixed rate is not as attractive as the 
floating one. To sum up the hypothetical scenario: (a) A can raise fixed-rate funds at 7% or floating at 
the Libor rate. A prefers floating interest rate, but has a comparative advantage on fixed-interest-rate 
borrowing; (b) B has to pay a fixed interest rate of 10%, whilst can borrow floating at the Libor rate 
+1%. Company B prefers fixed interest rate, but the floating rate is cheaper than the fixed one. Hence, 
A raises funds from its lender at 7% fixed interest rate, whilst B borrows from its lender at a floating rate 
equal to the Libor rate +1%. However, both companies decide to enter into an interest rate swap on a 
given notional principal amount – which will not be exchanged – and for a given period of time. The 
terms of such swap agreement are the following: (a) A agrees to pay B the floating rate, which equals to 
the Libor rate; (b) B agrees to pay, let us suppose, 8% fixed interest rate to A. In other words, the swap 
allows: (a) A to pay 7% fixed interest rate to its lender, but the company receives 8% fixed interest rate 
from B. This is a profit of 1% which in actual terms makes A pay B the Libor rate – 1% – even less that 
what A would pay if the company borrowed funds directly with at a floating interest rate; (b) B pays 
Libor rate +1% to its lender, but receives the Libor rate from A. This is a cost of 1%, which adds up to 
the 8% fixed interest rate B pays to A, for a total of 9% fixed interest rate. This last rate is still less than 
the 10% fixed interest rate B was required to pay if the company had borrowed funds directly at a fixed 
rate. Please note that the swap contract is distinct from the respective contracts in which the two com-
panies previously enter into. In other words, A still pays its fixed interest rate of 7% and B pays Libor 
+1%. The example above is simplified to the extent that it does not take into account of differences in 
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interest rates, which are in reality of a few basis points. Moreover, this simplified case does not consider 
the fundamental role of financial intermediaries. In reality, A and B would not contact each other 
directly to arrange the swap, but each would deal with a swap dealer.  

  5 The interviewee agreed that the information given to me was not be individually ascribed. Italian 
municipalities are governed by a mayor ( sindaco ), a municipal executive ( giunta comunale ) and a munici-
pal council ( consiglio comunale ) as the legislative body. The interviewee refers to the  assessori comunali  
who are the members of the executive. Each  assessore  has responsibility for a specific department such 
as budget, urban affairs, sport and so on. Council members are instead known as  consiglieri comunali .  

  6 The use of derivatives by private actors was instead regulated by the 1998 consolidated law on finance 
(Italian Government, 1998).  

  7 The following case is based on two interviews (4–5 September 2012) with the head of the financial 
services of the municipality in question, as well as the official documents that were kindly provided by 
the interviewee after request to the mayor. The interviewee agreed that the information given to me was 
not be individually ascribed and the name of the municipality was not to be mentioned – although the 
official documents concerning the specific swap operation are publicly available via request to the mayor.  

  8 From 2009 onwards, interest-rate scenarios changed and started approaching 0%. However, the 
municipality kept losing money due to the interest-rate collar. The specific interest rate was the 
6-month Euribor.  

  9 See Dunbar (2014) for an analysis of how several banks circumvented British regulation by embedding 
derivatives inside contracts known as lender option borrower option (LOBO).    
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  Introduction: a brief history of reference rates 

 Libor and Euribor are the reference interest rates that set the average cost of loans among a 
restricted group of banks. The major relevance of Libor and Euribor relies, however, on their 
being metonymically associated to international interbank money markets in which banks 
engage in a series of mutual over-the-counter lending operations. These markets are only half a 
century old. They started to develop in Europe in the late 1950s and throughout the 1960s, 
giving rise to a London-based transactional structure known as the Eurodollar market, whose 
activities went uncontrolled by either national central banks or the Bretton Woods fixed 
exchange rate system institutions (Arrighi, [1994] 2010, p. 310). The quick expansion of such 
an informal market – which soon became a fundamental source of funding for large banks and 
multinational corporations (BIS, 1983, pp. 11–12) – sometimes gets interpreted as a reopening 
of the international financial circuits that had otherwise stayed shut since 1929 (see Ridley and 
Jones, 2012; Engelen  et al. , 2010, p. 47). The breakdown of the Bretton Woods Accord in 1971 
symbolized a new era of fluctuating rates, with banks and corporations increasingly recurring to 
financial derivatives so as to actively manage risk: interest rate swaps, forward rate agreements as 
well as currency options and swaps became associated with Eurodollar lending operations as 
from the late 1970s onwards (Kirti, 2014). In 1981, the calculation of the Libor rate was for the 
first time based on a daily poll arranged by the Chicago Mercantile Exchange, officially launched 
as an index of the same Eurodollar market in 1985 under the supervision of the British Bankers 
Association. At the same time, similar rates appeared in Europe, such as Pibor, Fibor or Aibor, 
which would later merge into Euribor. This later rate was introduced in 1999 under the admin-
istration of the European Banking Federation and soon became the leading benchmark for 
interbank lending operations within the Eurozone. 

 This brief historical sketch serves to properly situate the emergence and centrality of refer-
ence rates such as Libor and Euribor. Though credit is usually presented as the lifeblood of the 
economy, enabling the regular circulation of money among producers, distributors and consumers, 
or among employers, employees and a host of different business counterparts (cf. Tett, 2009, 
p. 28), the systemic importance of international interbank loans is a relatively recent event stem-
ming from coalescent economic, political, organizational, technological and even theoretical 

12

   Libor and Euribor 
 From normal banking practice to 

manipulation to the potential for reform 

      Daniel Seabra   Lopes         



Daniel Seabra Lopes

226

developments. One of such developments has to do with a long post-Second World War process 
of both liquidity and mass consumerism enhancement (Westbrook, 2010, pp. 30–1; Marron, 
2009, pp. 79–98), first supported by the state during the heyday of Keynesianism and progres-
sively assumed by private actors (namely banks via retail credit) under a neo-liberal deregulatory 
framework. This transition was paralleled and indeed further reinforced by the computerization 
and synchronization of financial markets (cf. Knorr Cetina and Bruegger, 2002), which deep-
ened the internationalization of interbank borrowing supported by electronic transfer systems 
and enabled Eurodollar market access to smaller domestic banks. Finally, and though this may 
appear as a lateral process, conceptual developments in the area of finance – e.g. the famous 
Black–Scholes–Merton option pricing model (cf. MacKenzie, 2006) – liberated the expanding 
realm of derivatives from the negative connotations associated with gambling and speculation. 
Finance thus began to appear as a highly technical and measurable process, assisted by a host of 
theoretical constructs such as the efficient market hypothesis, random walk theory or the capital 
asset pricing model, giving a new breadth to the industry of indices and benchmarks. 

 This industry currently publishes over a million indices every day, whether exclusively con-
cerning financial markets or markets with which finance closely interrelates, such as the energy, 
real estate and maritime transportation markets or even non-market realities such as global 
warming and longevity rates. Investment strategies, insurance and pension plans, savings accounts 
and retail loans are now commonly interlinked with the rise and fall in one or more of such 
indices. In this respect, the Libor story becomes quite illustrative. Throughout the 1970s, a 
 reference interest rate with the same name began to get adopted by groups of banks to price 
Eurodollar adjustable rate lending operations known as syndicated loans: every three or six 
months, when the interest rates of these loans were about to be readjusted, the banks forming 
the syndicate communicated to each other their respective funding costs, whose averaged value 
would consist of the adjusted interest rate for the new period arising. The Libor rate in those 
days was, in many respects, a club instrument devised and employed by those most committed 
to using it (see Rauterberg and Verstein, 2013, p. 4), in a circular scheme that clearly suggests 
self-reference. This scheme was largely maintained when a centralized calculation of Libor 
based on a daily poll was put into practice by the Chicago Mercantile Exchange in 1981 
(MacKenzie, 2009, p. 81) and, four years later, officially assumed by the British Bankers Associ-
ation, with rate production continuing to derive from quotes provided by Libor’s biggest users. 
By the  mid-1980s, however, the relevance of Libor had already gone far beyond syndicated loans 
to encompass both the derivatives and the retail credit markets. The rate had become what 
Ashton and  Christophers (2015, pp. 190–1) call a ‘legal technology of arbitration’, serving as an 
external referent enabling the creation of a multiplicity of new contractual relationships. In the 
words of Minos Zombanakis, an old Greek banker who took part in those pre-1981 Libor 
indexed  syndicated loans (cited in Ridley and Jones, 2012): ‘We started something which was 
practical and convenient. We never had in mind that this rate would spread to mortgages and 
things like that. . .’ 

 Astonishment is, of course, a frequent after-the-fact reaction to financial turmoil and scandal, 
and one that may divert attention from processes of strategic recombination and exponential 
imitation that actually make up the contemporary financial world. This chapter intends to 
 follow the road that leads from convenient practice to contagious expansion to manipulation 
and, finally, to a promise of reform. In this respect, three things deserve properly underlining. 
The first is how the Libor rate was nurtured by influential players strategically positioned at the 
convergence points of international finance and thus endowed with a capacity to set new rules 
and thereby extend a game they were already playing. The second stems from a tendency 
towards continuing to do things along previously stipulated lines, following what sociologist 
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Niklas Luhmann ([1997] 2012, p. 41) describes as operationally closed organizational practices – 
and we will see that manipulation attempts fit this picture more as a rule than as an exception. 
The third factor embodies a cluster of nexuses or associations that expands while – indeed also 
because – old habits remain. Thus, when Euribor came to being in 1999 and replaced former 
interbank rates in francs, marks and other currencies, it soon became clear that it would no 
longer indicate a single, circumscribed reality – the average interest rate practised in lending 
operations among a restricted group of banks. As with Libor at that time, Euribor was supposed 
to signal a wider interbank money market and even the whole economy (to the extent this gets 
perceived in accordance with the conditions imposed on the international interbank lending 
funded retail credit supply). In this sense, both Libor and Euribor may also be viewed as 
multi-referential and multifunctional rates with a notable aggregation capacity. 

 That, in a nutshell, constitutes the main argument of this chapter. The trail of both Libor and 
Euribor is here followed in relation to an organizational complex combining specific material 
infrastructures, legal arrangements, communication channels, representational devices and work-
place routines (while impossible to describe in detail all the facets composing this complex and 
across various countries, some concrete examples are provided). The chapter proceeds as follows. 
The next section presents Libor and Euribor in their contemporary, multi-referential guise. The 
third section offers some ethnographic evidence of how these rates are employed in routine 
banking practices, highlighting their somewhat diverse usages and implications (i.e. their multi-
functionality). The fourth section introduces the Libor/Euribor manipulation scandal, which 
became a public issue in the spring of 2012. The fifth section describes some of the efforts taken 
towards the reform of both rates. The sixth section puts forward the conclusions reached. The 
research underlying this chapter was mainly supported by two post-doctoral grants awarded by 
the Portuguese Foundation for Science and Technology (FCT): SFRH/BPD/37785/2007 and 
SFRH/BPD/78438/2011. Additional funding was provided by the FCT’s strategic project 
for research units (PEst-OE/SADG/UID428/2013) and a FAPESP grant for visiting scientist 
(Process No. 2014/04977-1).  

  Libor and Euribor as multi-referential benchmarks 

 As stated, Libor (the London Interbank Offered Rate) and Euribor (the Euro Interbank Offered 
Rate) indicate the average interest rates practised in unsecured lending operations among a 
selected group of banks, termed ‘panel banks’. Libor refers to transactions occurring in the 
London interbank money market through different real-time gross settlement systems (RTGS). 
At present, this rate contemplates five different currencies: pound sterling, euro, yen, Swiss 
franc and, most notably, the US dollar – whose rates usually correspond to the meaning of the 
word ‘Libor’ in the absence of any further specification. Euribor refers to transactions in the 
Eurozone money market made through the Trans-European Automated Real-Time Gross 
Settlement Express Transfer System (TARGET2) controlled by the Eurosystem. Contrary to 
Libor, Euribor is focused exclusively on the euro currency. The calculation processes of the two 
rates bear many similarities being based not on actual interest values but rather on individual 
estimates regularly submitted by panel banks to an external calculation agent – Thomson 
 Reuters/Intercontinental Exchange (ICE) for Libor and Global Rate Set Systems Ltd for 
Euribor. These calculation agents collect the information received and perform the computa-
tion on behalf of the entities currently responsible for administering each rate. On 3 February 
2014, the Libor administration was transferred from the British Bankers Association to ICE 
Benchmark Administration Ltd (a private network of exchanges and clearing houses), while 
Euribor is presently managed by the European Money Markets Institute, previously known as 
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Euribor-EBF, a nonprofit international association founded in 1999 and under the auspices of 
the European Banking Federation. 

 The information available on Libor and Euribor computation processes does not yet 
 contemplate these recent replacements at the calculation and administration levels even while 
the overall delegation structure remains the same. Basically, the calculation takes about an hour 
and a half to complete and combines both automated and manual input procedures (cf. EEMI, 
2014; EBA and ESMA, 2013, pp. 10–11; MacKenzie, 2009: 81–2). Every business day at around 
10:00 (Greenwich Meridian Time in the case of Libor, Central European Time in the case of 
Euribor), Thomson Reuters and Global Rate Set Systems clean all information regarding pre-
vious data and open up their systems so that each panel bank can electronically submit the 
newest estimates via private pages accessible only to the calculation agents and the bank in 
question – the submissions including lending offers of no stipulated amount for a group of 
maturities ranging from overnight (Libor only) to 12 months – see  Table 12.1 . The system 
remains open for about an hour before there follows a smaller period during which panel banks 
can revise and correct the information provided or be notified by the calculation agent in case 
of communication failure or any other such anomaly. Then the window closes and the rate 
calculation begins: for each maturity, a percentage of the highest and lowest quotes (25 per cent 
in the case of Libor, 15 per cent in the case of Euribor) is automatically eliminated, with the 
remaining rates averaged and rounded off to five (Libor) or three (Euribor) decimal places. 
Around 11:30, the calculation agent will publish the newest rate values, which become accessi-
ble to subscribers and can subsequently be further disseminated ( Figure 12.1 ).  

 The further dissemination of the Libor and Euribor rate reflects both their relevance and the 
current structural significance of these two benchmarks. As mentioned in the introductory 
 section, both Libor and Euribor are now widely employed as reference rates in multiple 
 over-the-counter and exchange-traded derivatives contracts such as interest rate futures, options 
and swaps or forward rate agreements, while at the retail level the two rates also integrate into a 
variety of products, from corporate loans to mortgages to student loans to credit cards (Ojo, 
2014; Kiff, 2012). In this vein, the US dollar Libor acquired the reputation of being the most 
important series of numbers in the whole world ( Money Week , 2008), with Euribor taking on an 
equally prominent status though in a less ample market context. Hence do we here refer to both 
Libor and Euribor as multi-referential and aggregative rates. Though originating in an elite 
 circuit of interbank lending, the two rates have clearly escaped that primary context to become 
involved in the calculative and legal arrangements of other financial markets. Indeed, the usage 

 Table 12.1  Excel spreadsheet used for internally informing of the Euribor rate values in one Portuguese 
retail bank 

 LAST  LAST 1  LAST 2  LAST 3 

 SW  4,405  4,405  4,386  4,388 
 1M  4,484  4,484  4,485  4,484 
 2M  4,757  4,756  4,757  4,757 
 3M  4,964  4,963  4,964  4,963 
 (. . .)  (. . .)  (. . .)  (. . .)  (. . .) 
 1Y  5,321  5,306  5,314  5,301 

 22-08-2008  21-08-2008  20-08-2008  19-08-2008 

     Notes : English in the original: reading from left to right, the first column indicates the maturities, with ‘SW’ standing for 
Spot Week; the second column (titled ‘LAST’) displays the newest Euribor values, with the following columns presenting 
the values of the three previous days, for the purposes of comparison (the corresponding dates appear below).    
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of such reference rates in retail credit contracts is now usually reinforced by national  jurisdictions, 
sometimes with concrete specifications regarding employable tenures or averaging procedures as 
in Spain, Portugal or Italy (I return later to this point), while in countries such as Belgium, the 
use of Libor and Euribor as reference rates for retail credit is strictly forbidden – with all 
 mortgages indexed to Belgian sovereign bonds instead (see Zachary, 2009). 

  Libor and Euribor in normal banking practice 

 The closest example to an ethnography of Libor calculation may be found in MacKenzie (2009, 
pp. 1–2). In this section, I propose to complement his impressions by putting forward a picture 
of how Euribor rate numbers are processed outside panel banks and at the level of normal bank-
ing practice. Until recently, public dissemination of both the Libor and Euribor values was made 
in real time and shortly after the calculation agent had published the newest rate values. In 2014, 
both administrators introduced a 24-hour delay. The following empirical description refers to 
a period before this alteration was implemented, though the cognitive, interactive and 

LIBOR EURIBOR

Market context London Interbank Money 

Market

Eurozone Interbank Money 

Market 

Administration ICE Benchmark Administration 

Ltd

European Money Markets 

Institute

Currencies USD GBP EUR JPY CHF EUR

Number of panel banks 18 16 15 13 11 24

Tenures Overnight, 1 week, 1–3 

months, 6 months, 12 months

1–2 weeks, 1–3 months, 

6 months, 9 months, 

12 months

Calculation agent Thomson 

Reuters/Intercontinental 

Exchange (ICE)

Global Rate Set Systems Ltd

Dissemination of results Real time for subscribers and with a 24 hour delay for the 

public in general

 Figure 12.1 Generic information about Libor and Euribor, December 2015     
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bureaucratic procedures remain valid today. The action takes place inside the financial depart-
ment of one Portuguese retail bank. In the dealings room of this financial department, there was 
a person in charge of the interbank money market operations. This same person was also 
responsible for informing the bank’s marketing and commercial branches of the newest Euribor 
values. Thus, every day, around 11:30 CET (10:30 in Portugal), she accessed the calculation 
agent’s page on one of her computer screens from which she copied the latest Euribor values 
and pasted them into a previously prepared Excel spreadsheet as shown in  Table 12.1 .  

 The Excel file was then renamed and immediately sent to other banking departments. One 
can thus observe how, at a very immediate level, reference rates enter the realm of organizational 
practice also as expedients that maintain specific communication channels (both internal and 
external) open and active. 

 What gets communicated through these channels subsequently serves as the basis for further 
action. The fact that both Libor and Euribor are now incorporated into many retail credit 
 products with adjustable interest rates means that the two indices have transcended the bound-
aries of what they supposedly indexed (the interbank money market) to begin performing new 
functions – in this case, employed as base rates in retail credit products – in other financial mar-
ket segments. A link between wholesale and retail finance thus becomes established. For this 
purpose, the official rate values require some further adjustment. In terms of calculation, the 
Euribor rate used in Portuguese retail credits is subject to another new round of averaging. The 
values regularly provided by the calculation agent and internally released through documents 
such as in  Table 12.2 , thus undergo compilation at the end of each month and then divided by 
the corresponding number of days, the resulting simple mean consisting of the more mundane 
Euribor indexer – or base rate – used in retail credit and which would have to be incorporated 
into retail contracts coming into effect the month thereafter (note the lag effect that also accom-
panies the transition from wholesale to retail finance). The rules of this calculation have been 
declared mandatory by a specific Portuguese law ( Decreto-lei 240/2006  ), which added that banks 
were only permitted to round up the rate’s fourth decimal place. At this point, the Euribor rate 
ceases to be the trimmed average of projections regarding lending prices in the interbank money 
market to become an actual interest rate component, applied uniformly to retail credit contracts 
along with a spread depending on individual risk scores. 

 Because of this multifunctionality, both Euribor and Libor are now omnipresent in regular 
banking practice. Updated Libor/Euribor values must be regularly incorporated into online 
credit simulators, a procedure far from automatic – usually implying a series of trial and error 
operations and, in most cases, mobilizing human resources from different banking departments. 
Current Libor/Euribor values may also be present in calculations associated with product devel-
opments, especially regarding the choice of tenures in relation to specific credit modalities. 
Moreover, banks are frequently prompted by the media and consumer or industry associations 
to provide information regarding their supply with this usually involving similar comparisons 
between different rate maturities. In addition, Libor/Euribor play an important role in reports 
depicting business evolution or in budgetary activities (where future profits are anticipated 
according to a projection of future rate values). As such, documents and graphs describing the 
history of Libor or Euribor along with the tables displaying the newest values provided by their 
calculation agents emerge as relevant sources of information for marketers, risk analysts and 
other banking professionals working at the commercial branches (one fieldwork recollection 
regards a dossier titled ‘Home Loans/Interest Rates 2008’ where one marketer could readily 
pick up Euribor values relative to any previous month). 

 Most of these cases incorporate a pragmatic view of Libor/Euribor, that is, a perspective in 
which the information provided by the calculation agent and subsequently recalculated for retail 
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purposes is mostly taken for granted, with actors merely accounting for acute number reproduc-
tion from reliable sources – often a chart like  Table 12.2 , prepared for dissemination by entitled 
professionals within each bank – to new documents, files and calculation instruments. What 
counts as Libor or Euribor is the list of percentages reputedly stemming from such reliable 
sources, distributed along a network that starts in the calculation agent’s online page and may 
end in several retail credit simulators available on bank web pages and local branches – with one 
stop for reproduction in the bank’s financial department and another in the marketing depart-
ment in the case of the two Portuguese banks where I did my fieldwork. Since there was only 
one desktop and screen per desk in the marketing areas of both banks, a common strategy was 
to print out the source of Euribor values so as to better verify that the same values had been 
correctly inserted into newer reports, tables and devices. During credit simulator rates updating, 
for example, marketers in charge of this task would make recourse to a printed table exhibiting 
the newest Euribor indexer values while testing the simulator prototype available on screen to 
ensure that no mistakes had been made. In such cases, Euribor percentages were compared to 
each other, either confirming that there was a perfect match or evaluating the rate’s movements 
over a specific period, and with absolutely no concern for questions such as whether those 
 percentages adequately reflected the current interbank lending conditions or whether there was 
any substantial difference between the Euribor rate published by Thomson Reuters and the 
nationally prescribed calculation of the Euribor indexer (I am here simply making an ethnographic 

 Table 12.2 List of the main public consultations on financial benchmarks, in chronological order 

 Consultation paper  Leading institution  Dates  Number of published responses 

 Institutional  Personal 

 Functioning and 
Oversight of Oil Price 
Reporting Agencies 

 IOSCO  2012-03-01/2012-03-30  15  3 

 The Wheatley Review 
of Libor: Initial 
Discussion Paper 

 Financial Services 
Authority (UK) 

 2012-08-10/2012-09-07  Over 60 
 (unpublished by the FSA) 

 Consultation on Market 
Manipulation: 
Lessons and Reform 
post-Libor/Euribor 

 European 
Parliament/
Economic and 
Monetary Affairs 
Committee 

 2012-08-20/2012-09-17  43  2 

 Consultation on the 
Regulation of Indices 

 European 
Commission 

 2012-09-15/2012-11-29  75  — 

 The Regulation and 
Supervision of 
Benchmarks 

 Financial Services 
Authority (UK) 

 2012-12-05/2013-01-16 
and 2013-02-13 

 24  — 

 Financial Benchmarks 
Consultation Report 

 IOSCO  2013-01-11/2013-02-11  55  2 

 Principles for 
Benchmarks-Setting 
Processes in the EU 

 EBA and ESMA  2013-01-11/2013-02-15  67  — 

 Principles for Financial 
Benchmarks 
Consultation Report 

 IOSCO  2013-04-16/2013-05-16  42  1 
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 Trader reactions to such ‘broker tips’ are far from mechanical not only due to the cryptic 
jargon but also because additional information is usually required: special, subscribed website 
pages run by important news providers such as Bloomberg or Reuters may thus be accessed to 
view graphs with Libor/Euribor predictions plus information regarding the instrument or strat-
egy under analysis, such as its profit and loss curve or the latest transaction prices. The capacities 
of smaller banks to invest must also be taken into consideration as many strategies will only pay 
off when the bank enters the market with a number of contracts larger than those internally 
affordable to its own trading portfolio. In these cases, banking actors are no longer merely copy-
ing information from one platform to another but rather prospecting information and gathering 
knowledge in order to reach an investment decision. The knowledge itself is, however, equally 
based on standardized market indices and devices, with traders seldom questioning the adequacy 

statement, and not implying that retail banking actors  should  have this kind of concern around 
Euribor descriptions and representative capabilities). 

 It is thus possible to speak of a routine principle of reproduction in which bankers keep in 
line with past organizational practices. This principle both relates with operational imperatives 
and remains necessarily closed to marginal interrogations. Libor and Euribor, as taken-for-
granted facts, are thus mandatorily copied from one station to another, from one document to 
another, with actors more concerned with accurate ‘reproduction’ than with the supposed 
‘accuracy’ of that being reproduced. 

 There is, however, more to the story. Not only are both Libor and Euribor laterally involved 
in a multitude of financial instruments and investment strategies but they also act as trading 
targets. Betting on trends in Libor or Euribor now represents common practice even while the 
classification of such a move as an ‘investment’ has equally involved specific legal arrangements 
in the respective different jurisdictions (see MacKenzie, 2009, pp. 75–8). Such trading strategies 
are usually developed within global megabanks acting as brokers and subsequently handed 
down with a delay to smaller players under a contracted business relationship (see  Box 12.1  for 
an example). 

   [ Name of broker ]

Euribor: cheap upside printing, possible protection against EBC aggressive rate policy shift – 

Paper bot 10K ER 95 25 / 95 50 1 x 2 with Libor remaining at current levels (7 bps above repo fin 

rate), trade targets almost 50bps of easing by yr end. . .  

  Box 12.1 

Long call ladder option strategy sent from a then Euribor/Libor panel bank via a Bloomberg chat 

room to a Portuguese retail bank. The strategy bets on a Euribor rate cut of 50 basis points – note 

how the projection also takes the Libor values into consideration (English in the original). 

  Source : Author’s fieldnotes.  
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of the information coming from the news providers. Libor and Euribor thus remain unques-
tioned presuppositions under which new questions may be asked, regarding not the interbank 
money market itself but, for example, the options and futures markets, whose fluctuations are 
comparably faster. 

 In sum, whereas marketers oscillate between the reproduction of Libor/Euribor daily and 
monthly rates, traders ignore both to concentrate mainly on the real time evolution of Libor/
Euribor derivatives markets as displayed on trading terminals, waiting for the right moment to 
step in or step out. In all cases, Libor and Euribor are taken as established  facts  – i.e. something 
largely taken-for-granted and thus serving as an unproblematic basis for further activities (see 
MacKenzie, 2009, pp. 9–10) – with careful reproduction specifically intended to preserve their 
facticity.  

  Manipulation scenarios 

 The so-called Libor manipulation scandal erupted in June 2012 out of a sequence of investiga-
tions by the former UK Financial Services Authority. Controversy around Libor does, however, 
hold a longer history. MacKenzie (2009, p. 82) situates the emergence of this controversy in 
2007–08, in close association with the bailouts of UK banks Northern Rock and Bear Sterns. 
MacKenzie’s account, though, still highlights Libor’s facticity. The rate is thus presented as ‘an 
example of a measure that  has  usually been taken as an adequate representation of the underlying 
market’ (ibid., p. 79, emphasis in the original), and whose ‘fixing is designed to be  sociologically  
robust, so to speak’ (ibid., p. 82, again, emphasis in the original). Suspicions around possibly 
deflated Libor values in the midst of the 2008 financial turmoil were communicated by the 
panel banks themselves to the British Bankers Association and the Bank of England (Mollen-
kamp, 2008). In 2009, the UK Financial Services Authority undertook a systematic investigation 
of the institutions involved in the Libor submission process, with cooperation from regulators 
and public authorities in other jurisdictions whose currencies then integrated the list of Libor 
rates – namely the United States, Japan, Switzerland, the European Union and Canada (which 
would later withdraw its currency from the Libor list) (cf.  The Wheatley Review of Libor: Final 
Report , 2012). This investigation found evidence of regular rate rigging inside certain panel 
banks from at least 2005 onwards thus confirming what previous accounts based on  econometric 
screening models designed to detect signs of possible conspiracy and manipulation had  hesitantly 
hinted at (cf. Abrantes-Metz  et al. , 2008). However, some media sources have subsequently 
reported statements from traders dating obscure practices as of the late 1980s ( The Economist , 
2012) – thus encompassing almost all of Libor’s official history. 

 Rate rigging means the submission of Libor values inflated or deflated according to the 
bank’s investments in derivatives or loan portfolios. The extent of US bank and Euribor/Libor 
panel member Citigroup’s swap operations in early 2009, for example, was susceptible to pro-
viding significant returns should the Libor value drop (Snider and Youle, 2010). Profits deriving 
from bank retail credit portfolios might also prove substantial in case of deliberate rate increase 
as this would correspondingly increase the monthly instalments of millions of borrowers with 
Libor indexed loans – hence the lawsuits filed by US homeowners against a number of panel 
banks accused of strategically inflating Libor submissions at the beginning of each month just 
when most adjustable rate mortgages got reset (see Touryalai, 2012). This type of manipulation 
is usually described as ‘positional’ (Rauterberg and Verstein, 2013, pp. 31–2) or ‘portfolio driven’ 
(Snider and Youle, 2012) and requires some form of coalition between the employees submitting 
rate information, traders and even senior administrative staff all of whom are working for the 
same bank (see  The Economist , 2012; Snider and Youle, 2012, pp. 8–9). Barclays Bank – that took 
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centre stage during the scandal and was fined for manipulation attempts – also admitted the 
existence of tacit agreements among certain panel members to foster portfolio driven rate 
 rigging. Collusion has indeed been at the heart of the whole Libor scandal, as testified to by 
another lawsuit lodged by the US Federal Deposit Insurance Corp against panel members 
 (Raymond and Viswanatha, 2014). 

 A second type of rate manipulation has already been alluded to: the submission of rate values 
lower than those actually obtained so as to safeguard the bank’s creditworthiness in times of 
lower liquidity levels. Such a strategy was intentionally deployed during the 2008 financial 
 freefall and with every likelihood of having required the acknowledgement and approval of 
senior staff. There is, thus, some variety in the procedures to that which constitutes rate 
 manipulation and the coalitions that need establishing in order to bring this about. Enough 
evidence has been provided of manipulation attempts involving horizontal  internal  collaboration 
between traders and staff members in charge of submitting rate values. No one seems to doubt 
that vertical internal collaboration, forming a triangle with the upper edge occupied by senior 
directors, also occurred. Finally, allegations of collusion point clearly towards both horizontal 
and vertical  external  collaborations, i.e. taking place across different panel banks. Of course, from 
a sociological point of view, horizontal/vertical and internal/external emerge as situational 
coordinates revealing the highly composite and flexible character of contemporary global banks. 
In fact, such global banks seem closer to being clusters of independent operational networks 
rather than uniform organizations – and it is perhaps important to stress that these same panel 
banks were among the first to report possible attempts at manipulation with the settlement of 
the whole Libor affair having largely benefited from the cooperation of bank employees acting 
against some of their colleagues and directors. 

 All this brings us back to the issue of self-reference. Let us recall that the official Libor rate 
was calculated on the basis of information submitted by Libor’s most important users and on 
behalf of a bankers association. In a way, Libor never ceased to be the ‘club good’ that the 
 pre-1981 Eurodollar community tailored for its own practical purposes. Evidence gathered by 
authorities and journalists suggests that false reporting has all along featured as part of Libor’s 
official history – to a greater or lesser extent similar to the investment activities described in the 
previous section – and not just as a consequence of market turbulence or liquidity problems at 
particular times. In this sense, we may approach Libor manipulation as an example of financial 
innovation performed by well positioned and well adapted elite intermediaries acting as   bricoleurs  
(cf. Engelen  et al. , 2010, pp. 53 and 56). Indeed, while Ashton and Christophers (2015, p. 197) 
view rate rigging as a variety of arbitrage, we take it here as an example of financial bricolage or 
innovation in its crudest sense, since – as the same authors acknowledge (ibid., p. 198) – rate 
rigging meant the creation, and not just the discovery, of new price differentials through specific 
arrangements only accessible to certain panel bank employees. 

 On this basis, two things deserve highlighting. The first is that such an innovation soon 
became routine: apparently some traders needed but a Mars bar to persuade their cash desk 
colleagues to indulge in such a scheme, as told by a former UBS and Citigroup trader (see 
 Marston, 2015). The second is that the same principle of strategic invention remains valid even 
when moving from the globally to the nationally circumscribed circuits of financial  convergence. 
We have already described how Euribor rates were subjected to a second round of averaging 
before their application to mortgages in countries such as Portugal. In this respect, Portuguese 
banks have already also faced allegations from citizens and consumer associations of discretion-
arily averaging the Euribor mortgage indexer through both the rounding up of the fourth 
decimal case and the use of a 365-day basis for annual credit interest calculation while annual 
deposit interest was estimated solely on a 360-day basis (the idea, in this latter case, obviously 
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incorporates that of increasing the amount of interest receivable to the detriment of that  payable). 
These practices, which were subsequently regulated by a series of bills (see Lopes, 2013, p. 22, 
note 6), clearly reveal how Portuguese banks were also creatively deploying their capacity to play 
with basis points and incorporating this into their routine practices.  

  Reaction and reform 

 Rigging suspicions soon extended from Libor to Euribor and other interbank rates (cf. 
 European Commission, 2012, p. 2), leading both to the inclusion of financial indices 
 manipulation in the 2012 revision of EU Market Abuse Directive and to extensive reviews of 
financial and market benchmarks led by international political organizations such as the 
 European Commission and the European Parliament, and international supervisory authorities 
such as the International Organization of Securities Commissions (IOSCO, founded in 1983), 
the European Banking Authority (EBA, established in 2011) and the European Securities and 
Markets Authority (ESMA, also established in 2011) (see  Table 12.2  for a list of the public 
consultations around this issue). The Board of Governors Economic Consultative Committee 
of the Bank for  International Settlements contributed to the debate with a report entitled 
‘Towards Better  Reference Rate Practices: A Central Bank Perspective’ (March 2013). All these 
regulatory work streams were paralleled by efforts towards establishing new benchmark 
 principles and codes of conduct, and as developed by industry associations such as the Global 
Financial Markets  Association, the Index Industry Association, ASSIOM Forex (the Financial 
Markets Association of Italy), or by private index providers acting in cooperation such as Argus, 
Platts and ICIS.  

 The participants in these discussions were mostly institutional: alongside industry associations 
there were national and international regulators, banks, brokers and asset management firms, 
stock exchanges and other index providers, and, to a lesser extent, consumer associations. 
 Furthermore, a considerable number of these institutions participated in more than one public 
consultation (often recycling their responses to previous consultations given the juxtaposition of 
content). Such is the case of the main index providers and industry associations whose 
 collaboration with the authorities also included attending private meetings. Notwithstanding 
the global scope of the subject under consultation and the leading institutions’ receptivity to 
contributions from anywhere, the geography of respondents inevitably ref lected global asymme-
tries, with the United States and the main European Union countries (the UK, Germany and 
France) massively represented, along with other rarer contributions from South Africa, Australia 
(both only in the IOSCO consultations) and Japan, with the total absence of Russia, China, 
India, South America and other African countries. 

 Within these debates, issues around facticity and representational accuracy were paramount to 
regulators. According to the European Commission consultation paper (2012, p. 2),  benchmarks 
are thought to rigorously reflect the economic realities that they intend to measure – hence the 
allusion to transaction based evidence as the ultimate constituent of market reality. Or, as ESMA 
executive director Verena Ross stated during one public hearing held in Paris (13 February 
2013), with Libor and Euribor in mind, ‘there must be some reality check between what the 
benchmarks say and what transactions say’. Libor and Euribor represent, in this respect, an inter-
esting case, in that the interbank market they were supposed to reflect largely ceased to exist in 
the wake of 2007–08, at least for maturities of over one month as duly noted by many  respondents 
to these consultations and acknowledged by the authorities themselves. This was attributed to 
a series of interrelated causes, ranging from the European sovereign debt crisis and rating down-
grade to the growing influence of central bank lending facilities to Basel III new liquidity 
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coverage ratio measures to – last but not least – the Libor scandal itself. In the words of former 
US Commodity Futures Trading Commission Chairman Gary Gensler, during an IOSCO 
 public roundtable held in Washington also in February 2013 (YouTube, 2013), ‘this is a world in 
which banks are being asked to quote something that might not even exist’. Indeed, with 
 reference to the over thirty day Libor and Euribor rates, ‘if the benchmark isn’t benchmarking 
something, then what is it that we have here?’ 

 We have a fiction, perhaps a ‘convenient fiction’, as one  New York Times  journalist once put it 
(Norris, 2012), echoing concerns first expressed by bankers (see Tett, 2007); but we clearly do 
not have a fact. Furthermore, as both regulators and actors, as well as sociologists of finance, 
maintain, trust in financial markets stems from facts and not from fictions. A reliable ‘fact’, in this 
case, means a number seen as adequately reflecting market reality, preferably anchored in actual, 
observable transactional data and susceptible to being incorporated into normal bureaucratic 
practices without any further concerns. One of the main conclusions of these rounds of public 
consultations regards the supremacy of prices as practised in authentic deals over price estimates 
as the basis for index production. Some participants – namely stock exchanges and related 
 venues – even advanced rather Manichean distinctions between ‘objective’ and ‘subjective’ 
benchmarks or ‘neutral’ and ‘panel based’ index providers (EUREX, 2013; STOXX, 2012). 
From a sociological perspective, however, the production of facticity depends on a set of  arbitrary 
conventions and discretionary judgements sustained by a community of fact users who also 
oversee fact production. The several original Libors applied to syndicated loans shared this 
 characteristic. Commenting on a specific Scott Paper Company contract involving the 
 production of a Libor rate by a small group of banks under the eye of a larger banking  committee, 
Gary Gensler noted approvingly in the same IOSCO public roundtable that ‘it’s like living in a 
small town, or in a small village: it’s less prone to misconduct because the community keeps you 
in line’ (YouTube, 2013). 

 Even liquidity, so often regarded as the ultimate source of price objectivity, may be under-
stood as a consequence rather than the cause of index creation, as indeed stressed by some 
respondents to these public consultations who explained that, by providing standardized, easily 
accessible information about a certain market sector or commodity, a new index may increase 
the visibility of such a sector or commodity, ending up stimulating further negotiation (see AFG, 
2013, p. 3; ICE, 2013, p. 4). This means that benchmarks, in addition to being multi-referential 
and multifunctional, also prove performative, and this both in the positive sense – when a market 
develops in their image – and in the negative sense – when the represented market ceases to 
exist (see MacKenzie, 2006, pp. 16–20, for a discussion of the different performativity  modalities). 
However, such a tension between facticity and what may be called fictionality emerges only 
episodically in these various discussions around index production, with regulators insisting upon 
the relevance of actual transactions (or, alternatively, of quotes committed to actual transactions) 
and internal governance mechanisms to ensure accurate reporting. 

 In the end, some minor changes were introduced into the production of Libor and Euribor – 
although the reform process is not yet complete. Apart from the already mentioned  replacements 
at the administration and calculation levels, the number of tenures was considerably reduced 
(from 16 to 7 in the case of Libor and 15 to 8 in the case of Euribor) and a 24-hour delay of 
rate public release was introduced. A significant exodus of Euribor panel members (from 44 to 24) 
also deserves mention, especially because it forced regulators to intervene by declaring Libor and 
Euribor panel membership mandatory – a move that may indicate the club days are now over. 
Finally, efforts towards the development of parallel interbank rates drawing more substantially on 
actual transaction data are currently underway: private company STOXX has launched two rival 
benchmarks in 2013 while both the Federal Reserve and the European Money Markets 
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Institute are still working on viable substitutes to, respectively, Libor and Euribor. In this respect, 
the G20 has requested the launching of an alternative to Libor by 2016.   

  Conclusion 

 Notwithstanding the historical resilience of certain accounting standards and the irreversible 
character of computer technology, there is much about global finance and credit that appears 
precarious and fragile (cf. Carruthers and Ariovich, 2010, p. 3). The recent Libor/Euribor affair 
is but an episode of a turbulent saga of devaluations and miscalculations that intensified after the 
2008 financial meltdown and brought forth the issue of financial reform as a more or less 
 permanent necessity (see Lanchester, 2013 for a review of recent banking scandals). In such 
circumstances, it is obviously difficult to come up with straightforward answers and clear-cut 
solutions. In any case, the perspective outlined in this chapter suggests that other issues should 
be taken into consideration alongside facticity enhancement through recourse to  transaction-based 
evidence and internal governance mechanisms. The history of Libor configures a movement 
from convenient practicality to contagious expansion that favoured innovative manipulation 
attempts and ended up in mandatory reproduction to avoid panel exodus and any immediate 
index discontinuation. Contrary to what some might think, such a movement is far from 
 surprising, this chapter having proposed a few arguments that clearly help in illuminating why 
this is so. 

 First, the Libor rate was invented by elite international banks acting in a highly deregulated 
market (the London Eurodollar market) and committed to finding a solution for handling long-
term interest rate risk. These actors were in very favourable position to setting the rules of the 
game: they gathered privileged data from among themselves and developed a new calculation. 
Thus, in a sense, they were innovators (or  bricoleurs ). However, what passes for innovation is 
quickly followed by imitation, and even more so in the case of finance. Most financial activity is 
indeed composed of repetitive goal-directed routines – to borrow an expression from  sociologist 
Anselm Strauss (1993, p. 195). Even inside dealing rooms and other similar hot spots there are 
lots of things that still tend to be done according to previous lines of procedure – patterning and 
standardization enabling time economization and more efficient problem solving. As such, the 
same Libor rate began being used repeatedly for interbank borrowing, and later indexed to other 
products and starting to perform new functions. This aggregation capacity is mainly explained 
by the rate’s multi-referential and multifunctional potential, which stems from a conjugation of 
factors: the extant connections between interbank lending and other financial markets, the 
absence of any patent registration restricting further Libor uses or the emergence of similar rates 
(such as the antecessors to the Euribor) and the fact that these rates consist of a list of numbers 
easily copiable from one station to another (as seen in section three a propos Euribor). 

 Libor’s exponential success as a benchmark for the international interbank money market 
and beyond opened up new possibilities for the former club members then converted into panel 
banks. What is now recognized as manipulation is but a calculation prerogative of these players 
which shares many similarities with other forms of financial innovation. One may counter that 
Libor manipulation was not openly assumed by those practising it, and that these people surely 
knew that they were themselves cheating and could eventually be caught. The boundaries 
between right and wrong are, however, not as clear-cut as one might think. There are other 
financial innovations which appear wrapped up in a veneer of technical expertise before getting 
described as pure scam in many after-the-fact stories such as the Madoff case. Alternatively, to 
give a slightly different example, consider the subsequent rounds of calculation and averaging 
involved in Euribor adaptation to retail loans or deposits: in this case, the new calculations 
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performed opened up the possibility of gaming with rounding off and year extension in a 
way that forced national regulators to intervene and legislate – though banks were merely 
 capitalizing on a legal void rather than actively manipulating the results. Innovation, just like 
manipulation, is mainly the result of an advantageous position that subsequently becomes ampli-
fied by repetition.  
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  Introduction 

 Hedge funds are a unique type of financial institution. Unlike banks that traditionally perform 
a ‘transformation’ function (liquidity, risk or maturity transformation) hedge funds merely 
 perform a ‘transfer’ function in that assets placed under their management by clients are 
 redeployed with the aim of generating better returns than is possible for those clients. Freed 
from the type of regulatory and fiduciary constraints that are binding on other institutional 
investors such as pension and mutual funds, hedge funds are not obliged to factor risk on any-
thing like the same scale into their return generating strategies, a feature which explains why 
the latter are usually classified as ‘absolute return’ strategies. Finally, the multiplicity of their 
investment strategies are what distinguish hedge funds from the more specialised private equity 
firms that represent the other major type of ‘alternative investment’ vehicle. Before reviewing 
these strategies and their wider implications, we begin with a brief history of hedge fund 
 development.  

  The development of hedge funds 

 The story of hedge funds is usually said to begin with Alfred Jones’ partnership, ‘A.W. Jones 
and Co’, established in the US in 1949. The latter’s basic strategy, based on what Jones called 
his ‘hedge principle’, was to combine long positions in stocks that were deemed undervalued 
with the short selling of stocks that were deemed overvalued. Jones’ success in generating 
unusually high returns over the next two decades (one estimation puts the cumulative returns 
between 1949 and 1968 at around 5000 per cent) helped to spawn imitators, particularly 
 following the publication of a profile of Jones in  Fortune  magazine in 1966 in which the term 
‘hedge fund’ was first used. A 1968 survey by the Securities Exchange Commission found that 
about 140 hedge funds had been established in the US by that time. Since then, the hedge fund 
industry has grown to a size sufficient enough to make it a powerful force in the global financial 
landscape: an estimated 10,000 funds were operating in 2007 on the eve of the financial crisis 
(approximately 70 per cent of which were based in New York with a further 26 per cent based 
in London) with assets under their management totalling approximately $1.5 trillion. Although 
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the hedge fund sector, in common with many other financial sectors, suffered a decline in 
2009–10 following the devastations of the subprime crisis, this decline has since been more than 
reversed as evidenced by the fact that by mid-2015 assets under hedge fund management were 
in the region of $2.7 trillion (Barclay Hedge, 2015). 

 The expansion of the hedge fund industry over the past six and a half decades can be divided 
into three distinct phases: (1) 1950–80; (2) 1980–2000; (3) 2000–present. The factors demarcating 
the first and second of these growth phases broadly relate to differences in the general  investment 
philosophy of the hedge funds on the one hand and to differences in the general economic 
 environment in which they operated on the other. Where the hedge funds of both periods were 
quintessentially speculative vehicles, borrowing heavily to leverage up their bets, the early hedge 
funds would typically avoid market risk by combining their bets in a particular asset class with 
offsetting positions in the same asset class, while their later counterparts would on the contrary 
typically embrace market risk. This is why some commentators argue that ‘wager’ or ‘speculative’ 
funds are now a more accurate description of hedge funds than is this latter term. Similarly, while 
the conservative, market risk avoiding approach of the early hedge funds was broadly reflective 
of an era where a battery of government controls and regulations ensured that the financial  sector 
remained relatively small in scale and largely passive in character, the  aggressive, market risk 
embracing approach of the later hedge funds was entirely in keeping with the opportunities 
offered by the new realities of the post Bretton Woods era, chief amongst these realities being the 
huge growth in the scale and volatility of the now largely deregulated financial markets. 

 The third period of hedge fund growth beginning in the early 2000s sees further changes in 
hedge fund investment strategy, which will be documented below, but the more significant 
change that occurred at this time was the ‘institutionalisation’ of the hedge fund client base. 
From 1950 right through to 2000, rich individuals (the so-called ‘high net worth individuals’) 
were the only major source of money pouring into the hedge funds. From this time on, how-
ever, institutional investors including pension funds, endowments and funds of funds, also 
became an important source of investments in hedge funds as can be gauged by the fact that 
while individuals accounted for 95 per cent of hedge fund assets in 2000 their percentage share 
had fallen to approximately 50 per cent in 2007 (IFSL, 2008). The principal development 
 triggering this very sudden change in the hedge fund client base was the fall in yields in all of 
the major US bond markets in the early to mid-2000s (initially caused by the low federal fund 
rate and then sustained by the huge influx of foreign public and private investments funds into 
the US).  1   In their search for yield, institutional investors turned to the hedge funds as part of the 
solution to the problem.  

  Hedge fund strategies 

 Hedge fund investment strategies divide into two broad categories: ‘market-neutral’ and 
 ‘directional’. The market neutral category aims to obtain returns that are uncorrelated with 
market movements and include ‘arbitrage’ strategies (these exploit price differences within and 
across financial markets) ‘event-driven’ strategies (these exploit opportunities created by specific 
transaction events such as mergers, spin-offs and share buy-backs or by specific situations such 
as corporate bankruptcies) and equity market-neutral strategies (these exploit price differences 
in equity markets through long/short combinations). The directional category aims to obtain 
returns by speculating on market movements and includes ‘macro’ strategies (taking bets on 
movements in stock market prices, interest rates, currency exchange rates and commodity 
prices) and ‘emerging market’ strategies (investing long in emerging markets’ sovereign debts 
and corporate securities). 
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 Up to the late 1990s, directional strategies were the most popular amongst hedge funds with 
the ‘macro’ subcategory alone accounting for approximately 55 per cent of all assets under 
management in 1997. Of the many examples of how hedge funds profited handsomely from 
macro strategies in this period, two of the most prominent involved speculative bets against 
currencies’ fixed exchange rates. The first case concerns the British pound’s rate in the  European 
Exchange Rate Mechanism. Established in 1990 when Britain joined the ERM, sterling’s rate 
against the Deutschmark came under massive attack from macro hedge funds led by George 
Soros’ Quantum Fund that had built up a short position in sterling over the summer of that 
year to the tune of about $10 billion. Although the Bank of England raised interest rates on 
16 September 1992, following weeks of spending huge amounts of its foreign exchange reserves 
(about $15 billion), it was forced later that day (‘Black Wednesday’) to admit defeat and take 
the pound out of the ERM. The pound’s immediate depreciation against the Deutschmark 
brought immediate profits for the hedge funds and other speculators with Soros alone making 
an estimated profit of about $1 billion. The same speculative tactics were used five years later in 
the summer of 1997, when the Thai baht and subsequently a number of other Asian currencies 
were forced off their dollar pegs through the massive short selling of these currencies, the 
 resulting devaluations again generating substantial windfall profits for Soros’ Quantum Fund 
and for other macro hedge funds. 

 By the mid-2000s, hedge fund assets were not only more evenly divided between the 
 directional and market neutral strategies but also more evenly spread across the different 
 subcategories. Thus ‘macro’ strategies accounted for only about 12 per cent of assets in 2007, 
compared to 55 per cent a decade earlier, while arbitrage and event driven strategies increased 
their share to 26 per cent and 21 per cent respectively (Blundell-Wignall, 2007). This shift 
towards a greater diversity of hedge fund strategies was only one of the manifestations of the 
new competitive pressures in the hedge fund industry accompanying the increase in the  number 
of firms operating within it (this number doubled between 2002 and 2007, from 5000 to the 
10,000 figure noted above). Other important manifestations of the new competition were the 
increased use of derivatives and other sophisticated financial instruments in the execution of 
investment strategies (such instruments barely figured in the currency speculation episodes of 
the 1990s described above) and the exploitation of new advances in computerised trading 
 technology. 

 Of particular importance in respect of this last point is the advent of High Frequency 
 Trading, a subset of Automated Trading (the other subset comprising of Algorithmic Trading) 
conducted primarily, if not exclusively, by the hedge funds so as to extract profits from any 
price disturbances in the major equity markets. As such disturbances, typically associated with 
the equity portfolio balancing trades of mutual funds and other large institutional investors, are 
likely to be very small (due to an assortment of price-minimising trading techniques deployed 
by these investors that include the use of crossing networks and dark pools, the ‘slicing and 
dicing’ of large orders and their simultaneous routing through multiple trading platforms) hedge 
funds programme their computers to trade the same stocks many times over, as many as forty 
or fifty times a day, so as to extract any profits from these trades. This fact helps to explain why 
hedge funds currently account for a very large percentage of the daily trading in the major 
equity markets even while they hold a much smaller fraction of the total shares outstanding 
(Stowell, 2012). 

 Not all hedge funds can consistently deliver above average returns and thus justify their 
above average fees, and when those that do, it is not only because of the sophistication of their 
investment strategies or because of the superiority of their knowledge and technical expertise. 
It can also be because, unencumbered by the moral or ethical considerations that constrain 
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other more socially responsible investors, hedge funds can pursue return maximising strategies 
that go beyond what is normally considered acceptable. 

 A good illustration of this point is the deal called ABACUS 2007-AC1 arranged between 
Goldman Sachs and the hedge fund manager John Paulson. Paulson approached Goldman Sachs 
in late 2006 saying that he wanted to bet against risky subprime mortgages using derivatives. 
Goldman Sachs knew that the German bank IKB was willing to buy the exposure that Paulson 
was looking to short but that IKB would only do so if the mortgage securities were selected by 
an outsider. Thus in January 2007, Goldman approached ACA Management LLC, a bond 
insurer, which agreed to work with Paulson in constructing a portfolio of subprime-backed 
securities (CDOs) that would then be marketed by Goldman Sachs. IKB took some $150 million 
of the portfolio’s risk exposure while ABN Amro, a Dutch bank recently acquired by a 
 consortium led by Royal Bank of Scotland, took $909 million of exposure. What Goldman 
Sachs (that had received a $15 million fee from Paulson) never told ACA or IKB and ABN 
Amro is that Paulson had shorted the toxic securities that he himself had picked, a clear  example 
of conflict of interest (ACA was in fact led to believe that Paulson wanted to own some of the 
riskiest parts of the securities). In the summer of 2007 with the outbreak of the subprime crisis, 
IKB lost all of its $150 million investment while RBS in late 2007 unwound ABN’s position in 
ABACUS by paying Goldman Sachs $840.1 million. Most of that money went to Paulson 
who made a total profit of about $1 billion. Interestingly, when Paulson appeared before a US 
 congressional hearing on the financial crisis in December, 2008, along with other hedge fund 
leaders including George Soros, he claimed that he knew nothing of the highly toxic nature of 
the CDOs that were at the epicentre of the crisis (Kirchgaessner and Sender, 2008). 

 A more general form of unethical behaviour on the part of hedge funds is the notorious 
‘hold-up’ strategy, one which has understandably led those hedge funds that use this strategy to 
be categorised as ‘vulture funds’. This strategy refers to the practice whereby hedge funds buy 
the bonds of indebted countries cheaply, resist their debt restructuring proposals, and then sue 
for full repayment. One example is when Themis Capital and Des Moines Investments Ltd won 
a case concerning $18m of debt from the Democratic Republic of Congo, in which they had 
invested. A New York judge ordered the country to repay the investors the full amount 
 borrowed plus interest, an amount that came to $70m, as the debt originated from the early 
1980s under the Mobutu regime. Another example is that when Greece restructured almost 
€200bn of bonds in 2012, hedge funds holding €6bn worth held out against the deal, and were 
repaid by Greece in full. Yet another example concerns the Argentinian government’s 
 continuing resistance against the litigious attempts of certain hedge funds, such as the US based 
Elliot Associates controlled by Paul Singer, to be paid the full face value plus interests of 
 Argentinian government bonds issued in 2001 even though these had been purchased by the 
hedge funds at a fraction of their face value. A powerful blow against the ‘hold-up’ strategy 
deployed by hedge funds was delivered in September, 2014, when the United Nations General 
Assembly voted overwhelmingly to adopt a new global framework for sovereign debt restruc-
turing, one that would strengthen nations’ right to seek protection from creditors.  

  Benefits and costs of hedge funds 

 Hedge funds are said to confer a number of benefits, the foremost of which concern market 
liquidity and financial innovation. In addition to High Frequency Trading, many of the other 
hedge fund strategies that were outlined above involve heavy trading with the result that the 
share of hedge funds in the daily trading volumes in many financial markets is out of all 
 proportion to the size of their assets. Thus the hedge funds’ share of trading represents a high 
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ratio not only in the major stock exchanges, but also in the bond markets (Institutional Investor, 
2012). The trading behaviour of hedge funds is said to be beneficial in that by improving the 
liquidity of the financial markets they thereby enhance price discovery and reduce the possibility 
of pricing inefficiencies all of which in turn helps to lower the costs of financing for  corporations. 
Hedge funds are also said to have a beneficial impact on the financial markets insofar as they 
force the pace of development of new financial instruments and technologies that can in turn 
facilitate a more efficient allocation of risk across market participants and a better management 
of risk within portfolios. 

 On a wider note, hedge funds are said to help promote economic efficiency by virtue of 
acting as a vital intermediary medium through which market discipline is imposed on govern-
ments. Thus when George Soros’ Quantum Fund and other hedge funds came under criticism 
for making substantial profits from speculating the British pound out of the ERM in 1992 and 
from speculating the Asian currencies off their dollar pegs in 1997, their standard line of defence 
was that the targeted governments had no business in setting exchange rates according to 
 political priorities rather than according to market fundamentals and that all that their speculative 
actions had done was to allow these fundamentals to reassert themselves. Similarly, those 
 ‘hold-out’ hedge funds that today face heavy criticism from their attempts to extract maximum 
pay-outs from indebted governments typically argue that, as this indebtedness was invariably 
the result of poor economic governance in the past, the up-side of their hold-out strategy is to 
force better economic governance in the future. 

 On the cost side of the equation, the chief dangers posed by hedge funds are that they can 
greatly increase market volatility and systemic risk. Take first market volatility. As already stated, 
hedge funds account for a substantial proportion of trades in many markets and while the 
spreading of trades across assets can help improve liquidity and price efficiency it is also possible 
that a particular event or disturbance can lead to ‘herding’ i.e. the concentration of trades on 
particular assets or the convergence in particular strategies, which can subsequently amplify the 
effects of the original disturbance. A good example of this type of problem was the US’ stock 
exchanges ‘flash crash’ of 2010, when on 6 May of that year, shortly after 2.00pm, the Dow 
Jones Industrial Average fell by about 1000 points (9 per cent) before a near full recovery was 
made a few minutes later. Although the initial decline was triggered by a mutual fund selling an 
unusually large number of financial contracts tied to the S&P 500, that decline was subsequently 
amplified by the hedge funds’ high frequency trades of the same contracts. 

 Take next systemic risk. Hedge funds are still comparatively small in size, but their heavy 
use of leverage means that should one fail at any time this could create contagion across asset 
classes as its positions are unwound. Furthermore, the failure of a highly levered hedge fund 
could have a general destabilising on the banking system as a consequence of interlocking 
financial ties. The difficulties of Long-Term Capital Management in 1998 illustrates the point. 
Founded in 1994 by John Meriwether, a former bond trader at Saloman Brothers, and having 
amongst its principal partners Myron Scholes and Robert Merton (future Nobel Prize  winners 
for their work on the pricing of options derivatives), this hedge fund specialised in using 
complex  derivatives to leverage up absolute-return trading strategies. The principle  instrument 
traded were government bonds, and the principal bet was that government bond prices would 
tend to converge in the new era of the ‘great moderation’ and globally integrated financial 
markets. However, following first the Asian crisis of 1997 and the Russian rouble crisis of 
1998 (when the Russian government defaulted on its bonds), the price differences between 
emerging  market bonds and advanced market bonds widened significantly as investors sought 
the safety of the latter. As a consequence, far from making substantial profits, LTCM quickly 
ran up a debt of over $3 billion on its derivative exposures. Its collapse may or may not have 
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brought down the US banking system, but the fact remains that Alan Greenspan, the then 
chairman of the US Federal Reserve, was not prepared to take the risk. Under his  supervision, 
an agreement was reached on 23 September 1998 under which 16 leading US banks put up 
a $3.6 billion bailout fund. While LTCM survived thus eliminating its threat to the US 
 banking, the firm was  eventually closed down two years later. Another, more recent example 
of the potential systemic risk posed by hedge funds is provided by the events surrounding the 
subprime crisis and the immediate after effects over the period 2007–08. Although the  collapse 
of the conduits and of other shadow banking vehicles were in this period the  principle source 
of the pressures that threatened the very survival of the banking system and that required heavy 
government intervention to fend off this threat, another important source of that pressure was 
the collapse of some 3500 of the 10,000 hedge funds operating at that time (King, 2011). 

 In addition to the economic costs of hedge funds there are also the social costs, chief amongst 
which are those connected with wealth redistribution. If the unprecedented levels of wealth 
concentration amongst the world’s high net worth individuals represents the single the most 
important source of hedge fund’s finance, so do the latters’ investment activities help to further 
accelerate this global wealth concentration. Thus when Paulson pocketed for himself and his 
wealthy clients about $1 billion profit from the ABACUS deal, the bulk of that money (over 
$800 million) had come from British taxpayers inasmuch as it was the British Labour  government 
that had bailed out RBS when it faced bankruptcy owing to its exposure to that disastrous deal. 
Taxpayers were also similarly hit when hold-up hedge funds succeeded in extracting billions of 
dollars from Greece and other indebted countries in the more recent period. That this  represents 
wealth redistribution on a large scale becomes even more clear when one takes into account 
that it is the low to mid income households who bear the majority of the tax burden given that 
they simply do not have the means of exploiting the same sophisticated tax avoidance or tax 
minimising schemes as do the very high income individuals.  

  Role of the hedge funds in the subprime crisis 

 The realisation that hedge funds have the potential to seriously disrupt the financial markets has 
prompted calls for these private investment vehicles to be made subject to the same  disclosure 
standards and regulatory constraints as are currently binding on the public  investment vehicles. 
While these calls began to be made before the outbreak of the subprime crisis in 2007, they 
became louder and more insistent after the crisis. Given that what began as a crisis in the 
 market for subprime-backed securities rapidly mutated into the worst global economic crisis 
since the Great Depression, it stands to reason that the hedge funds would have been clamped 
down very quickly had it been generally recognised that these institutions bore the major 
responsibility for the growth of the toxic securities. However, this was not the case. Rather, 
the general  consensus was that it was the banks and their associates who created the structured 
finance CDOs that were chiefly responsible for the subprime crisis. Even in  continental 
Europe, where the drive towards closer regulation of the hedge funds is at its most powerful, 
it is still widely accepted that the hedge funds played a secondary, amplifying role in the crisis 
rather than a primary, causal one. To quote from a report published in February, 2009, by the 
High-Level Group on Financial Supervision in the EU: ‘Concerning hedge funds, the Group 
considers they did not play a major role in the emergence of the crisis. Their role has largely 
been limited to a transmission function, notably through massive selling of shares and short- 
selling transactions’.  2   

 This conclusion is wrong. The hedge funds may have played no part in the actual  construction 
of the CDOs that were at the epicentre of the crisis but this is not the point. The point is that 
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had it not been for the hedge funds’ unique intermediary position between the investors  seeking 
yield on the one side and the banks who created the high yielding securities on the other, the 
supply of these securities could never have reached the proportions that were critical to causing 
the collapse of the whole financial system. There should never have existed a mass market for 
CDOs given that their complex and opaque structure broke all the rules of  commodity exchange 
and without the hedge funds such a market would not in fact have existed. Wealthy individuals 
did not have the requisite expertise to participate in this market while liquidity and other 
 considerations prevented institutional asset managers from having more than a limited 
 participation. In both cases, the preferred solution to the yield problem which was becoming 
increasingly acute after 2001 was to pour money into the hedge funds who in turn believed that 
one of the surest ways of satisfying the demand for yield was to  redirect substantial proportions 
of this money into CDOs.  3   

 By the end of 2006, there was approximately $3trillion worth of CDOs outstanding with 
about one-third of this sum comprising of ‘cash’ CDOs and the other two thirds comprising 
of ‘synthetic’ CDOs (Borio, 2008). It has been estimated that the hedge funds held about 
60 per cent of the cash CDOs and about 30 per cent of the synthetic CDOS while the banks, 
insurance companies and pension and mutual funds held the rest.  4   After the subprime crisis, the 
hedge funds played the role of the innocent and gullible investor,  5   but far from being lured by 
the banks into buying the CDOs they on the contrary pressured the banks into accelerating the 
rate of supply of these products, particularly of the super senior and senior variety.  6   They did 
so because these triple-A rated products served a double purpose for the hedge funds in that on 
the one hand they generated a higher return than did US treasuries even while having the same 
rating and on the other hand they could be used as collateral in credit arrangements on account 
of their high rating. Given that hedge funds borrow heavily from their prime brokers to 
 leverage up their various exposures it was only logical that they should use CDOs as collateral 
to reduce borrowing costs, while the prime brokers for their part were obliged to accept the 
CDOs as collateral in reverse repos given that it was they themselves who helped to create 
these  structured credit products in the first place.  

  Regulation of the hedge funds 

 The privileges that are unique to hedge funds and certain other types of private investment 
vehicle have traditionally been divided into two categories: (a) they have not been subject to 
strict disclosure rules regarding their investment strategies and (b) they have not been subject to 
tight restrictions regarding the financial products and practices that they can use to implement 
these strategies. The fact that policymakers acknowledged the complicity of the hedge funds in 
the subprime crisis means that these vehicles will henceforth lose the first of their traditional 
privileges. Thus, following the enactment of the Dodd–Frank act in July 2010, hedge funds 
operating in the United States are required to register with state or federal financial authorities 
and to comply with their guidelines regarding transparency and disclosure.  7   Similarly in Europe, 
hedge funds will in the future only be allowed to operate across all of the Member States of the 
European Union if they register with the newly created European Securities and Markets 
authority and agree to comply with its reporting standards.  8   

 However, the fact that policymakers continue to believe that the hedge funds did not play a 
major causal role in the subprime crisis means that these institutions will not lose the second of 
their traditional privileges. Although financial authorities will have the right to impose restrictions 
on hedge funds’ use of certain products (e.g. swaps and other derivatives) and trading practices 
(e.g. short selling) whenever deemed necessary, the more substantive point is that the hedge 
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funds will continue to be generally exempt from the constraints that are currently binding on 
the activities of other financial vehicles such as pension and mutual funds.  

  Hedge fund resurgence 

 Following a temporary stall in the immediate post-subprime crisis period, assets under hedge 
fund management have again started to grow at a rapid pace. This hedge fund resurgence is 
likely to continue for the foreseeable future for two sets of reasons, one to do with enablement 
and the other to do with motivation. 

 The key enabling factor is that hedge funds will, as has just been observed, continue to face 
far lighter regulation than do other types of institutional investor. Hedge funds may find the new 
transparency and reporting constraints to be an unwelcome nuisance, but these constraints will 
do little to hamper their use of unconventional, and often unethical, techniques and strategies to 
generate above average yields, which is what after all gives hedge funds their raison d’être. It 
should be further noted that hedge funds have escaped heavier and more effective regulation 
not only because they were largely absolved from complicity in causing the subprime crisis but 
also because of the political weight that they carry in the two major countries where they are 
based, the US and the UK. If the Republican Party in the US is opposed to any further 
 tightening of hedge fund regulation, this is not a little to do with the fact that hedge funds are 
an important donor of funds to the Party as holds true in the case of the UK’s Conservative 
Party where hedge funds, together with private equity firms, now account for about 27 per cent 
of all donations (Mathiason and Bessaoud, 2011). 

 Foremost among the motivating factors driving hedge fund resurgence is the parallel 
 resurgence of global wealth concentration. While the combined wealth of the world’s high 
net worth individuals fell from about $40 trillion in 2007 to an average of $36 trillion in 
2008–09, that wealth has again grown, reaching $56.4 trillion in 2014 (Capgemini-RBC 
Wealth  Management, 2015). Much of this wealth is stored in an assortment of relatively safe 
assets (ranging from blue chip corporate securities and government bonds to real estate and 
cash), but a significant proportion continues to be allocated to the higher yield-higher risk 
alternative investments class, including hedge funds. Another, equally important driver 
behind the new phase of hedge fund growth are the extremely low yields on major govern-
ment securities, a fact that recalls similar developments in the run up to the financial crisis. 
The problem is that although the global demand for safe haven US treasuries and other 
advanced economy  government bonds continues to rise in the current era of low economic 
growth and heighted uncertainty, the rate of supply of good quality investable government 
bonds has been  constrained by fears that overstepping a specified government debt to GDP 
threshold (the Reinhart–Rogoff  90 per cent threshold figure being the most widely invoked) 
would spell disaster. As if these fears did not have a powerful enough dampening effect on 
government bond supplies, and thus on bond yields, what has served to make matters even 
worse is the reliance on monetary policy, in the form of Quantitative Easing, as a major way 
of lifting domestic economies out of  recession. With bond yields at or close to zero by virtue 
of central bank bond purchases, it is little wonder that institutional investors such as pension 
and mutual funds who have to meet obligations to their clients are increasing their  investments 
in hedge funds in a desperate attempt to find extra yield. There can be no better illustration 
of this desperation than the fact that, despite facing heavy criticism in bartering its moral 
principles for material gain, the Church of England has recently increased its exposure to 
hedge funds from about 4 per cent of its £600 million pension fund to over 10 per cent 
( Jones, 2012).  
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  Conclusion 

 The fundamental question that arises out of the above discussion is whether hedge funds are 
necessary to the functioning of the contemporary financial markets and thus to the continued 
development of capitalism. Aside from the hedge funds themselves, there is a body of academic 
and official opinion that answers this question in the affirmative.  9   However, the peculiar 
 circumstances surrounding the emergence and subsequent growth of the hedge funds point to 
a different answer. The idea of hedge funds may have originated in 1949 when Alfred Jones 
went long in some assets to hedge his short positions in other assets, but they only became 
properly established as private pools of capital in the 1980s with the shift towards neo-liberal 
macro policies and the consequent rise in the scale and concentration of private wealth. Since 
that time the hedge funds have grown in tandem with the growth in the number of high net 
worth individuals and in the volume of assets owned by them, but if this trend towards the 
increasing concentration of wealth ownership was ever to be reversed the flow of cash into the 
hedge funds originating from this particular source would dry up in an instant. So also would 
the flow of cash originating from institutional investors if bond and other securities markets 
were to become more developed in Asia, Latin America and in other parts of the world. These 
investors would not have become major clients of the hedge funds in the early- to mid-2000s 
had the rate of growth in the global supply of investable securities kept with up with the rate of 
growth in global demand, for in this event the yield problem would not have become as acute 
as it did and consequently the need to rely on the hedge funds for yield would not have become 
as intense. The same line of argument also holds true today in that were the global supply and 
demand for investable securities more evenly matched, there would not be a yield problem on 
the scale forcing institutional investors into the arms of the hedge funds. In the final analysis, 
hedge funds continue to exist and continue to grow because of continuing anomalies in the 
global capitalist system rather than because they constitute an essential part of that system.  

  Notes 

   1 For more detail on this point see Goda, Lysandrou and Stewart (2013).  
  2 The High Level Group on Financial Supervision in the EU (2009).  
  3 For a more detailed exposition of this argument see Lysandrou (2011).  
  4 Blundell-Wignall (2007); House of Commons (2008).  
  5 When the heads of some of the biggest US hedge funds were called before a US Senate hearing on the 

subprime crisis in November, 2008, they declared that they were in no way to blame for the financial 
carnage. The ‘focal point of carnage’, to quote Kenneth Griffin one of the hedge fund chiefs, was not 
us ‘but the regulated institutions, the commercial banks who originated and securitised the subprime 
mortgages and the investment banks who then used these securities as backing for Collateralised Debt 
Obligations and other structured financial products’. By their ‘fanciful’ ratings of these products, to 
quote James Simmons another of the hedge fund chiefs, the credit rating agencies must take particular 
blame for the carnage in that they facilitated the sale of ‘sows ears as silk purses’ (Kirchgaessner and 
Sender, 2008).  

  6 To quote from testimony given by Gerald Corrigan of Goldman Sachs at the 2008 House of  Commons 
hearing on the financial crisis: ‘To a significant degree it has been the reach for yield on the part of 
institutional investors in particular that goes a considerable distance in explaining this very rapid growth 
of structured credit products’ (House of Commons, 2008).  

  7 Under the terms of Article IV of the Dodd–Frank act, only hedge funds with less than $25 million 
assets under management (AUM) will retain private investor exemption. hedge funds with between 
$25 million and $100 million AUM will be required to register with the state in which they operate, 
while hedge funds that operate in over 15 states or have over $100 million AUM will be required to 
register with the Securities and Exchange Commission. A further point worth noting is that in order 
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to limit the potential risks to commercial banks from hedge fund activities, Article VI of the Dodd–
Frank act sets the limit to bank shareholdings in hedge funds at 3 per cent.  

  8 The initial position of some EU states, including France, was to require foreign hedge funds operating 
in Europe to register with the financial authorities of each Member State; however, following 
 opposition from the United States and the United Kingdom, which argued that this policy would not 
only be cumbersome but also highly discriminatory, a compromise solution was reached in October 
2010 whereby, after an initial transition period, pan-European marketing rights (the so-called ‘EU 
 passports’) will also be available to foreign hedge funds. See Tait (2010).  

  9 See, for example, McKinsey Global Institute (2007), or Danielsson  et al . (2004), or Stulz (2007).    
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 Offshore finance is a sector that has grown considerably since the 1970s. For the majority of 
banks and a large number of companies, the use of offshore jurisdictions tends to be the rule 
rather than the exception. Offshore economies are not only significant because of their 
 dimensions; in our view, they embody a parallel set of economic rules used by financial and 
economic elites to circumvent democratic rules on financial regulation and the repartition of 
funds. In this  chapter, we will explain the notion of the offshore economy and its related terms; 
introduce some  academic approaches and theories on the offshore sector; describe the 
 development of offshore finance and tax evasion; outline its actors, techniques, dimensions and 
effects; and we will finally address regulation. We underline that offshore and onshore  economies 
are closely linked.  Offshore finance evolved due to sociocultural, economic, political and 
 technical factors. This is why we have chosen an interdisciplinary approach to outline this 
 complex phenomenon. 

  The offshore world: tax havens, secrecy jurisdictions and shadow banks 

 The global financial system has become heavily reliant upon practices and jurisdictions that are 
known as tax or regulatory havens, offshore financial centres, secrecy jurisdictions and shadow 
banking entities. There is not a universally accepted, precise definition for what a tax haven or 
an offshore financial centre is, nor is there broad consensus regarding on what terms this 
 phenomenon should be named. The term  tax haven  – in addition to the French term  paradis 
fiscal , or financial paradise – should evoke positive associations and suggest that a tax haven is a 
desirable place remoted for regulators Yet, tax havens are currently associated with tax evasion 
and criminality; therefore, most tax havens prefer to call themselves ‘offshore financial centers 
(OFCs)’ (Hampton and Christensen, 2007; Palan, 2003, pp. 18–21; for a definition see Palan, 
Murphy and Chavagneux, 2010, pp. 23–8 and Zoromé, 2007). OFCs have become the 
 denotation of choice by international organizations like the Organisation for Economic Co- 
operation and Development (OECD) and the International Monetary Fund (IMF) as well. The 
term offshore denotes all jurisdictions whose regulation and/or taxations vastly differ in 
 comparison to onshore economies (Rixen, 2009, p. 11). The very term ‘tax haven’ suggests that 
tax avoidance and tax evasion are the only problems that can arise through these jurisdictions. 
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Yet, since the early 1960s, they also laid the foundation for a new phenomenon: the occurrence 
of the little regulated Euromarket (see paragraph  The Evolution of Offshore Finance ) and unregu-
lated financial institutions, or so-called shadow banks. Offshore jurisdictions make it possible for 
financial institutions to circumvent domestic supervision and regulation (Palan and  Nesvetailova, 
2014). This is why the Tax Justice Network (TJN), a coalition of researchers, non-governmental 
organization (NGO) staff members, and activists prefer the term  secrecy jurisdiction  to articulate 
that the problems extend far beyond taxation, and that such jurisdictions ‘provide facilities for 
people or entities to get around the rules, laws and regulation of other jurisdiction, using 
secrecy as their prime tool’ (TJN, 2013a). 

 Other researchers use the terms  tax haven  and  regulatory haven  to distinguish between havens 
that are used for tax evasion and avoidance purposes from those that are used to circumvent 
financial supervision and regulation (Schmidt and Ötsch, 2014; Rixen, 2013, 2009; Troost and 
Liebert, 2009).  Tax havens  are then defined as jurisdictions that offer low or nil taxation in 
addition to secrecy provisions, such as banking secrecy laws, and they are used by non-residents 
to avoid and/or evade taxes (Palan, Murphy and Chavagneux, 2010, pp. 30–5). Moreover, 
there is no or restricted exchange of information about non-residents with other jurisdictions 
(Rixen, 2009, p. 10).  Regulatory havens  are characterized by lax financial regulation, e.g. the 
nondisclosure of beneficial ownership, a lack of interest of the national supervisory authority, 
and the possibility to circumvent regulatory capital requirements (Troost and Liebert, 2009, 
p. 79); the majority of financial institutions are controlled by non-residents and the scale of the 
financial sector exceeds the needs and the size of the home economy (Rixen, 2009, p. 10). Tax 
and regulation aspects often complement each other (Schuberth, 2013, p. 126) – the tax system 
favours the financing of investment via debt capital, especially since interest payments can be 
deducted as costs, whereas dividend payments cannot. Secrecy jurisdictions exacerbate the debt 
bias of investments in two ways: the circumvention of capital requirements enables higher debt 
levels (regulatory aspect), and the (higher) interest payments lower the onshore tax burden, 
maximizing the offshore profit (tax aspect). 

 Recently, the Asian crisis and the global financial crisis revealed another set of alternative 
conduit spaces and entities that emerged in the offshore world: so-called shadow banks. 
Although secrecy jurisdictions and shadow banks are two different phenomena, they are closely 
connected: financial actors use shadow banks to circumvent financial regulations, and a majority 
of shadow banks are located at secrecy jurisdictions (Rixen, 2013, p. 435). The term  shadow 
banking  is relatively new and is commonly credited to Paul McCulley, who observed in a 2007 
speech to the Federal Reserve Conference a growth of ‘unregulated shadow banks that (unlike 
regulated banks), fund themselves with uninsured short-term funding . . .’ (McCulley, 2009, 
p. 257). In examining the financial crisis, some researchers conclude that the shadow banking 
system played a major role in the crisis, or it may even lie at the heart of it (Palan and  Nesvetailova, 
2014; Rixen, 2013, 2009; Stewart, 2013; Troost and Liebert, 2009; Murphy, 2008). 

 In this chapter we will use the terms  tax  and  regulation havens  as per their described  definitions. 
From our understanding, tax and regulatory havens are subcategories of secrecy jurisdictions or 
offshore jurisdictions, respectively, as they are defined by the TJN.  

  Research on offshore finance 

 Despite the high losses in tax income and the enhanced financial market instability, until the 
crisis of 2008, there was only little research on offshore banking. Research was conducted by 
international institutions (e.g. Bank for International Settlements (BIS), Financial Stability 
Board (FSB)/Financial Stability Forum (FSF), IMF, OECD, United Nations, United Nations 
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Conference on Trade and Development) and civil society actors, especially by the TJN. The 
database is fragmentary due to political considerations and the lack of political will to collect 
data (Sullivan, 2007a); in addition, there are also methodical difficulties associated with  collecting 
data on illegal businesses and markets (Beckert and Wehinger, 2013; Palan, Murphy and 
 Chavagneux, 2010, p. 47). There are also legal grey areas and an ignorance of the issue of 
 offshore markets that do not fit into standard economic models (Palan and Nesvetailova, 2014, 
p. 28). Some authors gave an overview regarding the phenomenon of offshore economies and 
societies (Urry, 2014; Chavagneux and Palan, 2012; Shaxson, 2011; Brittain-Caitlin, 2005; 
Palan, 2003; Hampton and Abbott, 1999; OECD, 1998; Hampton, 1996), as well as regarding 
offshore or shadow banking (FSB, 2011; Pozsar, Ashcraft and Boesky, 2010; Ricks, 2010; 
 Errico and Musalem, 1999). Until the point of the financial crisis, international institutions 
conducted research with a regulatory purpose that – up until the financial crisis and the 
 consequent rise of public critique – was characterized by political considerations due to the 
pressure of lobbies and certain countries. As a consequence, institutions, such as the OECD, 
had to moderate demands, revise definitions, and so on (Ötsch, 2012, pp. 32, 35) (we will 
mention the most important body of the literature on regulation below). 

 The international TJN, founded in 2003, has special merits in research and advocacy in 
international taxation and secrecy jurisdictions, with a focus on tax havens. When the network 
began, there was little systematically collected information on the offshore economy. The 
 network compiled key data on the dimensions, techniques and strategies, and actors and 
 regulations of these economies. Furthermore, the TJN developed a method through which to 
rank secrecy jurisdictions based on data pertaining to the score of secrecy jurisdictions, and 
on the scale of its financial activities. The resulting list is called the ‘financial secrecy index’ 
(for more, see explanations about offshore jurisdictions below; TJN, 2015, Christensen, 2012). 
It also contains country reports. Researchers associated with the TJN underlined the negative 
impact of secrecy jurisdictions on developing countries in the overall overview of global 
 financial flows (Cobham, 2012; Shaxson, 2011, pp. 147–65; Palan, Murphy and Chavagneux, 
2010, pp. 153–88; Missbach, 2009, pp. 104–5; Henry, 2003; Oxfam, 2000). 

 It is not easy to summarize academic debates about offshore banking given that for a long 
time, mainstream academia neglected the offshore economy. Research was performed by a 
diverse group of academics from different disciplines, such as international political economy 
(IPE), geography, international development and relations, law, accounting, economics, sociology 
and history. 

 Literature from the field of IPE especially deals with the role of the state and its  transformation, 
the role of capitalism, law, professional groups and elites. Susan Strange inspired an important 
strand of research. She assumed that in a competitive situation in which states aspire to attain 
the largest possible share in global markets, economic actors increasingly escape the control of 
the state, whereby financial services dominate other parts of the economy (Strange, 1998, 1996, 
1988, 1986). As a consequence of laissez-faire politics, and rather than active regulation, forms 
of non-state governance emerged – namely in the field of organized crime (illegal markets and 
banking, especially money laundering) and as tax and regulatory havens (Strange, 1998, 
pp. 123–38). This finally undermines democratic institutions (Strange, 1998, pp. 179–83). 

 Based on empirical historic studies on the evolution of offshore legislation, Sol Picciotto 
(1999a, 1999b, 1992) describes ‘offshore statehood’ as a catalyst for the restructuring of the 
international state system. According to Picciotto, the scope of effective exercise of states’ 
powers, ‘far from being circumscribed in precise and mutually exclusive terms’ is  ‘flexible, 
overlapping and negotiable’ due to the economic and social relations that transcend state 
boundaries (Picciotto, 1999a, p. 44). International investors, especially transnational companies 
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(TNCs), and their advisers exploited ‘the elastic scope of state sovereignty’ (Picciotto, 1999b, 
p. 1) and created, initially supported by state authorities, an ‘offshore statehood’ that provides 
the legal structures ‘for routing global flows through the use of artificial persons [e.g.  corporations] 
and transactions’ (Picciotto, 1999a, p. 43). Picciotto further elaborated upon the propositions 
for global regulation, including global taxes and the unitary taxation for TNCs (Picciotto, 
1999b). 

 Ronen Palan takes up this strand of research by explicitly focusing on the offshore economy. 
In his book,  The Offshore World , he stresses the importance of tax havens for modern political 
economy and draws the attention to the powerful, who take ‘advantage of opportunities’ 
(Palan, 2003, p. XII). He provides an overview of the different forms of offshore economy 
(offshore finance and tax havens, export processing zones, flags of convenience, electronic 
 commerce, online sex, casinos and so on) and ‘its ability to expand into new realms’ (Palan, 
2003, p. 7), as well as its history and dimensions (Palan, 2003). In the book  Tax Havens , Palan, 
Murphy and Chavagneux (2010) provide more technical details and an updated and system-
atized description of tax havens. 

 Like Picciotto, Palan dissociates himself from a simple dichotomy of the states versus the 
economy. In his view, the offshore economy did not emerge because of rising taxation and 
regulation; rather, it ‘enabled onshore, or the modern nationally based state, to emerge in the 
first instance’ (Palan, 2003, p. 11). Once the modern national state emerged, the ruling classes 
were keen to avoid conflict with financiers and introduced extra rules for international investors, 
which resulted in a ‘bifurcation of law’ (Palan, 2003, p. 10). One of Palan’s (2003, 2002) core 
concepts is ‘commercialized sovereignity’. This means that ‘offshore jurisdictions are offering 
sovereign protection or a right of abode, whether real or fictional, and using this as a source 
of revenue’ (Palan, 2003, p. 59, pp. 175–8). Recently, Palan and Nesvetailova proposed a 
 Veblenian approach to the offshore economy based on the ideal type of businessman who, in 
Veblen’s view, is a central actor in capitalism. The businessman’s key competence is in buying, 
selling and avoiding the competition as much as possible. The ‘most likely source of rent-seeking 
opportunities’ would be the state and the law (Palan and Nesvetailova, 2014, p. 29). When 
applied to offshore business, providers and users of offshore services try to use the technique of 
sabotage – in this case, using the law ‘to secure some special advantage or preference, usually of 
a business-like sort’ (Palan and Nesvetailova, 2014, p. 27); thus, they use legal mechanisms, but 
not in the spirit of the law (Palan and Nesvetailova, 2014, p. 34). 

 Approaches from sociology draw attention to further conditions explaining the  phenomenon 
of offshore economies. In contrast to a pointed idea regarding globalization-based market 
behaviour, Matthew Donaghy and Michael Clarke (2003) suggested to also consider factors that 
culturally constitute markets. They proposed five heuristic tools to conceptualize OFCs and to 
understand their diversity and dynamics – namely, (1) monetary ambience, which is a type of 
cultural form that is used to deal with money, especially at the micro-level in social interactions; 
(2) onshore patronage, which represents the relations between an onshore state and a specific 
offshore jurisdiction; (3) legal culture relating to ‘collective philosophies, ideas and practices’, 
including informal practices; (4) regulatory jingoism, a tactic of OFCs to circumvent inter-
national pressure; and (5) local embeddedness, which encompasses the ability of institutions to 
adapt to immediate local conditions (Donaghy and Clarke, 2003, pp. 385–91). John Urry inter-
prets ‘offshoring’ as a strategy of class warfare from above, which encompasses hiding activities 
of organized crime, corruption, and ‘white-collar financial crime’ (Urry, 2014, p. 16). He relates 
these concepts to the role of secrecy in society, modelled after Georg Simmel’s concept of 
money. Urry interprets ‘offshoring’ as an advanced form of secrecy that is challenged by new 
claims for visibility (Urry, 2014). Other authors point to the role of discourses and the effects 
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of a deeply anchored figurative and metaphorical language and discourses used to gain social 
acceptance of the non-democratic offshore system (Ötsch, 2016, 2014; Ötsch and Di Pauli, 
2009). Regarding elites, professional groups, and their influence and preserving power, Prem 
Sikka assumes that accountancy firms, which earn income from consultancy services in tax 
avoidance and privatization (which is necessary due to declining public revenues and the 
 resultant need to raise private funds, or to replace public by private services), have a special 
impact on the offshore economy (Mitchell and Sikka, 2011; Sikka, 2008, 2003; Sikka and 
Hampton, 2005). Brooke Harrington draws the attention to the profession of trust and estate 
planning (including tax avoidance) and its impact on inequality (Harrington 2012). 

 Researchers in geography, anthropology and international relations have provided  significant 
contributions towards better understanding the phenomenon of offshore economies from the 
1990s onwards. Instead of dealing with abstract flows of money, researchers put an emphasis on 
‘place as socially constructed and dynamic’; hence, transactions depend upon ‘trust among 
 various actors out of processes of competitive deregulation’ and ‘places are remade and their 
borders redrawn by a wide variety of local and extra-local actors’ (Hudson, 1998, p. 915). 
Researchers provided an overview of offshore economies by bringing together perspectives 
from economics, geography, international law and international politics (Hampton and Abbott, 
1999); by assembling empirical data from case studies on secrecy jurisdictions; and by discussing 
regulation and its impact on different spaces, regions, or types of jurisdictions, and the different 
local actors involved (Sharman, 2012, 2011, 2010, 2006; Wainwright, 2011; Hampton and 
Christensen, 2007, 1999; Rawlings, 2004, 1999; Roberts, 1995). Secrecy jurisdictions as 
‘small island economies’ and their relationship to onshore states are widely discussed 
(Hampton and Christensen, 2011, 2007, 2002; Sharman, 2010, 2009; Maurer, 2008; Van 
Fossen, 2008; Vlcek, 2008, 2007; Rawlings, 2005; Cobb, 1998). In many cases, regulatory 
pressure from the OECD is criticized because larger developed countries would be in a 
better situation than small jurisdictions (Vlcek, 2008, 2007), and as the strategy of ‘naming 
and shaming’ focuses on small jurisdictions with little political power, whereas offshore 
institutions located within OECD states are not listed, although their regulation might be 
less effective or might contain elements of typical offshore jurisdictions (Haberly and 
Wójcik, 2014; Sharman, 2011, 2010, 2009; Maurer, 2008). Thus, research should focus on 
the effects of power (Sharman, 2011). More recent contributions in geography propose to 
take a closer look at the interconnections between global financial and global production 
networks – and thereby on the co-evolution of globalization and financialization (Coe, Lai 
and Wójcik, 2014; Palan and Nesvetailova, 2014; Hall and Leyshon, 2013) – and connect 
the literature on financial geographies, advanced business services, world cities and offshore 
financial centres (Wójcik, 2013). 

 Discussions of offshore jurisdictions are usually missing from economic textbooks. According 
to Palan and Nesvetailova, the mainstream economy often uses a simple dichotomy of the state 
as a regulator and as a business that maximizes its profits; this dichotomy does not depict inter-
connections. Abstract economic theory usually does not address the difference between pre- or 
post-tax profits (Palan and Nesvetailova, 2014, p. 29). Nonetheless, heterodox economists 
 provided useful insights in debates on tax competition that were related to offshore jurisdictions 
(Genschel and Schwarz, 2011; Genschel, Rixen and Uhl, 2007), and they also contributed to 
questions of regulation (Zucman, 2014; Johannesen and Zucman, 2014; Rixen, 2013, 2011, 
2008; Kudrle, 2008). Jim Stewart provided insights into the offshore legislation in Ireland, 
namely in the field of tax evasion (Stewart, 1989), tax incentives, and financial flows in multi-
national companies (MNCs) (Stewart, 2005), as well as in terms of high profits and minor 
employment effects in treasury management firms (Stewart, 2008). These firms receive fees for 
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administration functions (Stewart estimates that local expenses do not exceed 3 per cent of total 
administrative expenses), whereas the respective Financial Vehicle Corporations are per-
formed outside the secrecy jurisdiction (Stewart, 2008, pp. 8–10). Stewart showed how off-
shore  legislation destabilizes the financial system, which was at the forefront of the crisis 
(Stewart, 2008). The shadow banking sector is often located in secrecy jurisdictions, where 
regulatory requirements such as equity-to-assets ratios and transparency regarding the owner-
ship of assets are low. Above, they offer quick procedures to register funds. Banks located 
onshore purchased Special Purpose Vehicles registered in secrecy jurisdictions (such as Ireland) 
and speculated using high gearing ratios and often short-term forms of refinancing. A subsid-
iary of the German Depfa Bank registered in Ireland acted as an insurance company without 
fulfilling the requirements for insurance companies (Stewart, 2008). Once the speculation 
went wrong, Financial Companies without banking license had no access to central bank 
money. As a consequence, their owners (often banks located in places with stricter supervi-
sions and legislation) had to take over the losses in their balance sheets. So, offshore legislation 
and practices affected regulated financial centres. Economists and accountants also compiled, 
analysed, and presented data from a wide variety of sources and helped to better estimate the 
various dimensions of the offshore economy, the direction of monetary flows, and the effec-
tiveness of regulation (Zucman, 2013; Rixen, 2013, 2011, 2008; Desai, Foley and Hines 
2006; Desai, 2005).  

  The evolution of offshore finance 

 According to Palan, Murphy and Chavagneux., the fundamental instruments for systemati-
cally circumventing regulation and taxation have been created since the late nineteenth century 
(Palan, Murphy and Chavagneux, 2010, pp. 107–11). American corporate law, which emerged 
from the 1870s–90s, was a blueprint for several juridical forms of the offshore economy. To 
attract firms from New York and Massachusetts, New Jersey introduced the legal form of the 
corporation, removing restrictions concerning size, market share, time limits on corporate 
 charters, mergers, acquisitions, and purchases, and permitted the corporation to own equity in 
other companies – a legislation that facilitates profit shifting within one corporation (Palan, 
Murphy and  Chavagneux., 2010, p. 110). Similar legislature was copied and elaborated upon in 
Delaware. 

 With regard to taxation, Picciotto (1992) outlines that conflicts emerged with the rise of 
direct taxation and the appearance of TNCs after 1914. While in principle, countries like the 
United States apply the source principle – which means that taxable revenue is taxed at the 
source where it is generated – other countries, such as the United Kingdom, use the residence 
principle, which is based on taxing individuals who reside in the country. Once the impact of 
TNCs increased, the authorities were confronted with questions about how to tax these 
 corporations while avoiding double and non-taxation (Picciotto, 1992, p. 14). In an important 
case in 1929, a British court decided that a company – even if registered in the UK – is not 
liable to pay taxes there if the company is controlled from abroad (Picciotto, 1992, p. 14). 
That specific decision on ‘virtual residences’ led to the appearance of a number of tax havens, 
due to the fact that the policy was applied to British colonies such as Bermuda, the Bahamas 
and, later, the Cayman Islands, as well as to Hong Kong (Palan, Murphy and Chavagneux, 
2010, pp. 112–15). Moreover, countries negotiated bilateral taxation agreements that should 
prevent double taxation. 

 Some scholars refer to the important role of the trust. The legal construction of the trust is 
rooted in the important status of the professional secret in Anglo-Saxon law from the  fourteenth 
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century (Strange, 1998, p. 130). In a trust, ownership and control is separated, and lawyers 
control the trust and thus conceal the real owners (Zaki, 2010, pp. 75–7). Banking secrecy is 
another key instrument for a different kind of offshore jurisdiction. One important step was 
the introduction of the Swiss banking law in 1934, which forbids the transmission of any kind 
of relevant information about bank accounts and their clients. The law was introduced 
 following a banking crisis and served as a concession for the banks’ agreement on tightened 
banking supervision (Palan, Murphy and Chavagneux, 2010, pp. 120–2). Other jurisdictions 
such as Beirut, the Bahamas, Liechtenstein and Panama took over similar legislation, and 
 Luxembourg and Austria introduced an even stronger kind of banking secrecy (Palan, Murphy 
and Chavagneux, 2010, p. 122). 

 The creation of the Eurodollar market in London in the 1950s was an important step towards 
establishing and extending offshore banking to bypass regulation and the Bretton Woods system 
(Burn, 2006, 1999). According to Gary Burn:

  the advent of a new international money market . . . marked the beginning of a fundamental 
shift in international financial relations, from one directed towards the furtherance of 
 distinct ‘national’ regimes of accumulation, based on a system that was almost wholly 
 regulated, to one that is today mostly responsive to the demands of global speculation and 
almost wholly unregulated. 

 (Burn, 1999, p. 226)   

 In the 1950s, the Bank of England did not intervene once London bankers began to treat 
 financial transactions between non-residents (in terms of foreign currency) as if they did not 
fall under the British banking regulation, even when the transactions took place in London 
(Burn, 1999, p. 230). As Burn writes, the ‘prefix “Euro” is a misnomer, in that it defines what 
is an   offshore currency , held and used  outside  the country where it acts as legal tender, and 
traded in a market which exists outside the system of state-prescribed banking jurisdiction’ 
(Burn, 1999, p. 226). As a consequence, the inflow of money in British financial services rose, 
and because of the ‘politically independent’ decision-making power of the Bank of England 
in terms of  monetary policy, the monetary policy corresponded to the interests of London’s 
financial  services, whose members were heading the Bank of England (Burn, 1999, p. 248). In 
the  following decades, those that engaged in the British financial service tried to improve 
favourable  legislation in the dependent territories (Palan, Murphy and Chavagneux, 2010, 
pp. 135–40). 

 From the beginning of the 1960s, the volume of offshore finance increased significantly 
(Palan, Murphy and Chavagneux, 2010, pp. 140–9). In the late 1960s, Singapore established 
an offshore market of the Asian Currency Unit, which operates similarly to the Euromarket 
to attract banks. From 1998 onwards, the government of Singapore introduced further 
 legislation, such as tightened banking secrecy (which is in comparison to Switzerland), aim-
ing to become the leading financial centre in Asia (Palan, Murphy and Chavagneux, 2010, 
p. 142). Beginning in the 1980s, Hong Kong started to abolish taxes on different kinds of 
financial transactions and interest, and its market subsequently grew to become the second 
largest financial centre in the Asian region (TJN, 2015; Palan, Murphy and Chavagneux, 
2010, p. 143). 

 Further, the European offshore finance system became more established. The Netherlands 
identified MNCs as a target group, lowered their taxes, and created shell companies (Van Dijk, 
Weyzig and Murphy, 2006). Ireland established the Irish Financial Centre in Dublin in 1987, 
known for its lax or non-existing regulation (Stewart, 2013, 2008; Troost and Liebert, 2009). 
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Luxembourg tailored ‘specific legislation in sector after sector through a “light touch”, tax light, 
rather secretive “offshore” model’ (TJN, 2013b; see also Zucman, 2014, pp. 39–41, 50–2, 
96–102). 

 Although the United States (or its federal states such as Florida, Wyoming, Delaware and 
Nevada) rarely appears as an offshore centre in official records, they play an important role in 
offshore business (TJN, 2015; Zaki, 2010). States such as the Virgin Islands and the Marshall 
Island have close links to the US financial services sector (Shaxson, 2011, pp. 18–21, 166–92). 
Shaxson outlines that the American offshore sector played a role in the deregulation related to 
subprime crisis by circumventing maximum interest rates from the 1980s, and in introducing 
regressive tax advantages for big banks (Shaxson, 2011, p. 170), by allowing shadow banks to 
engage in the insurance sector and by facilitating the creation of trusts and lowering the protection 
of creditors (Shaxson, 2011, pp. 184–92).  

  Today’s offshore jurisdictions 

 From time to time, institutions like the OECD, the IMF or the European Commission and 
national tax authorities publish lists for research reasons, to ‘name and shame’ offshore jurisdictions 
or to implement sanction within the national legislation. In many cases, the criteria used to 
classify jurisdictions are not made public. While in the 1990s, indicators such as low taxes were 
used (OECD, 1998), other approaches have compared numbers from national accounts, tax 
payments, and the declared profits of companies (Bach, 2013; Jarass and Obermaier, 2005), or 
their liabilities and assets (Lane and Milesi-Ferretti, 2010). Lane and Milesi-Ferretti (2010) 
counted that only 32 small international financial centres (IFC) with a population of not even 
13 million people had – as per their gross international balance sheet (the sum of their external 
assets and liabilities) – over 18 trillion US dollars in 2007, as the net asset value of the Cayman 
Islands was over 2.2 trillion US dollars, and that of the British Virgin Islands was 1.6 trillion US 
dollars (Lane and Milesi-Ferretti, 2010, p. 23). These IFCs do not even include Switzerland, 
Luxembourg, Ireland, Cyprus, Hong Kong, or Singapore. Based on Lane and Milesi-Ferretti’s 
method, as well as based upon datasets from the Swiss National Bank, Zucman argues that in 
regard to international investment statistics, there are two anomalies that probably originate in tax 
evasion: (a) the high amount of European securities without an identifiable owner; and (b) from 
the 1990s onwards funds flow from poor to richer countries (Zucman, 2013, p. 1322). 

 The TJN uses secrecy indicators (legal barriers to prevent information flow to the relevant 
authorities, which include tactics such as banking secrecy or anonymous forms of ownership) 
and the scale of financial flows to rank financial secrecy jurisdictions (TJN, 2015; Christensen, 
2012). The world’s ten largest secrecy jurisdictions in the index in 2015 are: (1) Switzerland; 
(2) Hong Kong; (3) the USA; (4) Singapore; (5) Cayman Islands; (6) Luxembourg; (7) Lebanon; 
(8) Germany; (9) Bahrain; and (10) the United Arab Emirates (TJN, 2015). However, national 
categories depict the phenomenon of offshore only to some degree. If secrecy jurisdictions were 
regarded in terms of their functional interaction, the network consisting of British banks and 
financial enterprises headquartered in London, and the financial enterprises and services 
 registered in dependent territories and former colonies, would be at the top (TJN, 2015; 
 Shaxson, 2011, p. 15). It is striking that unexpected offshore jurisdictions appear in the index; 
these jurisdictions have legal devices for financial secrecy that, up to now, have often been 
overlooked (for Germany see Meinzer, 2015). 

 Secrecy jurisdictions usually cooperate with one another. According to Zucman (2014, p. 43), 
60 per cent of the foreign assets invested in Switzerland come from tax havens using letterbox 
companies such as Panama or the British Virgin Islands. Thus, unlike what the common 
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assumptions and several tax haven lists suggest, offshore economies are not only a matter of 
small islands or countries; rather, they are legal instruments that were introduced or tolerated by 
offshore and, apparently, onshore jurisdictions. Onshore and offshore finance economies are 
closely interconnected, especially when considering shadow banking and onshore banking 
(Palan, 2003; Errico and Musalem, 1999), the use of correspondent accounts (see techniques of 
avoidance), the fact that most states have tax legislation offering advantages to specific sectors 
(TJN, 2015; Palan, Murphy and Chavagneux, 2010, pp. 40–5. For Gemany see Meinzer 2015), 
the financial flows of foreign direct investment between offshore and onshore jurisdictions 
(Haberly and Wójcik, 2014), ‘real’ and financial economies (Coe, Lai and Wójcik, 2014; Palan 
and Nesvetailova, 2014; Hall and Leyshon, 2013), or in the taxation of TNCs in grey areas of 
legality (Troost, 2013b; Picciotto, 2012). Given the interconnectedness of offshore and onshore 
finance, it is not enough to simply look at jurisdictions; instead, it is important to take a closer 
look at actors, especially MNCs and TNCs, owners of capital, and the professional groups 
involved in offshore services.  

  Actors 

 According to the FSF (2000, p. 10), offshore jurisdictions are used by (1) international  companies 
to maximize profits, protect assets and issue securitized products through special purpose 
 vehicles (SPV); (2) individuals to protect assets from potential claimants; (3) financial institutions 
to minimize income and withhold tax to avoid regulatory requirements, and to assist  customers 
in minimizing income and withholding tax; (4) insurance companies, to accumulate reserves 
and avoid regulatory requirements; and (5) criminals and others to launder proceeds from 
crimes through the banking system. 

 Banks seem to use secrecy jurisdictions more extensively than non-financial companies. 
They have particularly large number of subsidiaries in secrecy jurisdictions (TJN, 2009) and 
they seem to primarily employ schemes for profit shifting for tax avoidance (Merz and Overesch, 
2014). Based on the empirical analysis of subsidiary-level bank data from the international bank 
database, Bankscope, Julia Merz and Michael Overesch (2014) found that the ‘magnitude of the 
tax sensitivity of reported profits [of multinational bank subsidiaries] is almost twice compared 
with effects found in previous studies for MNEs [multinational enterprises] outside the financial 
sector’ (Merz and Overesch, 2014, p. 3). Offshore jurisdictions are further used by shadow 
banks (Rixen, 2013, p. 435). The shadow banking system is huge in size: the FSB estimates that 
in 2011, its assets made up about 67 trillion dollars, which accounted for 25 per cent of the 
global financial system (FSB, 2012, p. 3). 

 According to Sikka (2003, p. 365) professional intermediaries, such as accountants and law-
yers, play a key role in secrecy jurisdictions as well. The Big Four accounting firms (KPMG, 
PricewaterhouseCoopers, Deloitte & Touche and Ernst & Young) are present in all of the 
world’s significant tax havens (Palan, Murphy and Chavagneux, 2010, p. 13). According to 
Mitchell and Sikka (2011, p. 4), they are in fact the driving force behind the creation of global 
tax avoidance schemes.  

  Techniques of avoidance 

 There are many techniques that underlie the use of the offshore economy. Many avoidance 
models are complex and combine instruments from several jurisdictions. To circumvent new 
regulation, the techniques constantly change (for more specific information about avoidance 
techniques, see country reports of the financial shadow index TJN, 2015, 2013a; AABA, 2014; 
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Tax Research, UK, 2014; and websites of providers of offshore services). Two major tools for 
tax evasion are the banking secrecy and legal forms that enable anonymous ownership or, more 
precisely, ‘entities and arrangements – whether trusts, corporations, foundations or others – 
whose ownership, functioning and/or purpose is kept secret, and sometimes where the very 
legal basis of ownership becomes muddied’ (TJN, 2014). 

 In a jurisdiction that adopts banking secrecy, banks are not allowed to forward information 
about an account holder and/or account information to the responsible authorities (except in 
special cases, which vary in each jurisdiction – e.g. once criminal proceedings are already in 
progress). Until now, most secrecy jurisdictions do not respond to ‘fishing expeditions’ (that means 
the request for information about the data of a group of persons with special  characteristics – e.g. 
from tax authorities) but only to a degree of ‘reasonable suspicion’. These requests are a little 
promising; thus, authorities need to know (for example) what amount of money is in an 
account, so as to provide reasons why a holder is suspected of holding untaxed or illegal money. 

 In entities with an anonymous ownership structure, capital can be hidden because owner-
ship and control are often formally separated (Zaki, 2010, pp. 75–8). In the case of a trust, 
ownership is transmitted to a nominee, who manages it for a third party (Palan, Murphy and 
Chavagneux, 2010, p. 92). Furthermore, there is no register for these transactions and the 
 persons involved; as such, the legal constructs imply that the entities and persons involved are 
registered in different jurisdictions, and that avoidance models use shell companies (Zaki, 2010, 
pp. 156–8). According to TJN (2014), there is still a third avoidance strategy – namely, a kind 
of sabotage of information exchange. Even if there are agreements on information exchange, 
jurisdictions do not dispose of information because they do not collect locally-held information. 

 Correspondent banks are important facilities to transfer money from offshore to onshore 
legislations and vice versa. Correspondent accounts are based on agreements between banks 
from different countries. The original function is to provide banking services in foreign 
 countries to the banks’ clients without establishing a subsidiary in the country in question. 
 Correspondent accounts are misused for money laundry and tax evasion which is possible 
because the authorities of one of the partner banks have low transparency standards (see 
Meinzer, 2015, pp. 80–1; US Senate Committee on Homeland Security & Governmental 
Affairs, 2001). 

 Tax avoidance by companies is an important issue, as value creation increasingly shifts to the 
field of intangible assets. Enterprises manipulate the local allocation of profits or the capital 
structure of the MNC/TNC in tax systems that are still tailored to the production of goods. 
A large amount of tax evasion is not conducted in the spirit of the law; rather, it is formally 
legal. Enterprises especially use double taxation agreements (Troost, 2013a). Originally, these 
bilateral agreements should prevent taxpayers from being taxed twice. Usually in practice, 
authorities do not systematically control whether companies misuse double taxation  agreements. 
As a result, some enterprises do not pay taxes in any country. The European Commission (EC) 
now speaks of double non-taxation (EC, 2014). According to Merz and Overesch (2014, p. 5), 
due to their special business model, banks have additional strategies for profit shifting – namely, 
‘interest margins, allocation of services and hedging instruments’ and the ‘disclosure of loan loss 
provisions’.  

  Dimensions and effects 

 The existence and size of secrecy jurisdictions have various impacts. First, tax havens that are 
used for tax evasion and avoidance consequently lead to  tax loss  in the residential countries. 
There is little data about the amount of money channelled through secrecy jurisdictions. Since 
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2003 when, according to Palan, Murphy and Chavagneux (2010, p. 61), not even rough 
 estimates on these values were available, researchers have undertaken various approaches to 
provide concrete figures (Zucman, 2014; Henry, 2012; Palan, Murphy and Chavagneux 2010; 
Sullivan, 2007b). The tax loss caused by tax avoidance and evasion of companies is estimated at 
2 per cent to 2.5 per cent of the gross domestic product (GDP) (Palan, Murphy and  Chavagneux., 
2010, p. 66), corresponding to an annual tax loss of 270 to 335 billion dollars in the European 
Union. James Henry (2012, p. 4) calculated that up to 32 trillion dollars (about 26 trillion euros) 
of unreported private financial wealth was held offshore at the end of 2010 by high-net worth 
individuals. These figures only include financial wealth and therefore exclude real estate, yachts 
and other non-financial assets. Zucman (2013, p. 1323) estimated that 8 per cent of the private 
financial wealth (about 5.8 trillion dollars) of wealthy individuals is being stashed away in tax 
havens, leading to an annual tax loss of 130 billion euros under the assumption that 75 per cent 
of the wealth is untaxed. However, the figures only refer to private financial wealth, whereas 
tax losses through tax avoidance by MNCs are not included. According to Troost (2013a, 
p. 13) the tax losses that are encountered through the tax avoidance strategies of MNCs are 
twenty times higher than those associated with the tax evasion of wealthy individuals. More 
than 80 per cent of the 100 largest publicly-traded US corporations have subsidiaries in tax 
havens (GAO, 2008, p. 4). 

 Aside from the actual tax loss, the existence and size of offshore jurisdictions also have 
important and indirect implications. According to Genschel and Schwarz (2011) and Genschel, 
Rixen and Uhl (2007), tax havens contribute to an  international tax dumping.  An analysis by the 
IMF (2014) on ‘spill-overs’ in international corporate taxation (the impact that one country’s 
tax practices has on another) arrives at the conclusion that these effects on corporate tax bases 
and rates through profit shifting are significant and sizeable (IMF 2014, pp. 19–20), especially 
for developing countries. In some cases, the IMF found that tax losses through weaknesses in 
the international tax regime reached up to 15 per cent, relative to all tax revenues. Palan, 
 Murphy and Chavagneux (2010, p. 157) concluded that tax havens contribute to a  distributional 
shift in taxation; wealthy individuals and MNCs reduce their tax bills, whereas the general 
public, including small- and medium-sized businesses that compete with MNCs, has to 
 compensate for these tax losses (through higher income and consumer taxes). 

 Due to the financial crisis, there is another aspect of secrecy jurisdictions that demands 
 attention: the consequences of secrecy jurisdictions on financial stability. International 
 organizations, regulatory and supervisory authorities, as well as the European Commission have 
analysed the risks of the shadow banking systems on financial stability (see European  Commission, 
2012; FSB, 2011; Pozsar, Ashcraft and Boesky, 2010 and Ricks, 2010 for the Federal Reserve 
(Fed); IMF, 2010). However, according to some authors, the offshore aspects of the shadow 
banking system (and, therefore, of the financial crisis) were overlooked in recent studies (Palan 
and Nesvetailova, 2014, p. 4; Stewart, 2013, p. 2). The authors argue that secrecy jurisdictions 
are central to the daily operation of the global financial system, and that they keep threatening 
overall financial stability. There are numerous linkages between the shadow banking system and 
the offshore system, although studies on these linkages are still in their early stages (see e.g. 
Beyer and Braeutigam, 2014; Rixen, 2013; Stewart, 2013; Schmidt, 2012). First, the offshore 
world and the shadow banking system overlap significantly (Rixen, 2013, p. 437). Second, the 
risks for financial stability, which are referred to by researchers and international organizations 
as the shadow banking system, apply to secrecy jurisdictions as well; secrecy jurisdictions 
 reinforce each of these individual risks (Schmidt, 2012, pp. 212–14). These risks include the 
significant growth of assets and liabilities in secrecy jurisdictions, as well as the numerous linkages 
to onshore banks that increase the risk of contagion effects. Furthermore, secrecy jurisdictions 
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abet the suspected growth of the off-balance-sheet activities of financial institutions (FSF, 2000, 
p. 1). The lax oversight and lack of cooperation with onshore jurisdictions enables financial 
institutions to hide the risks involved in their offshore subsidiaries from regulators (Rixen, 
2013, p. 438) and, therefore, restrains the global regulation and supervision of the financial 
system (FSF, 2000, p. 1). 

 Tax avoidance and regulation are often reduced to a problem of missing state revenue. In 
fact, the very nature of offshore economies means that there is a loss of democratic decision-
making, namely in terms of financial regulation, in opportunities for public investment (this is 
relevant because of the allocation of resources for desired projects and due to macroeconomic 
effects) and the incentive effect of taxes (e.g. environmental taxes). A shift away from the  public 
sector to private households and enterprises also means that political spending and decision- 
making power decreases. Missing revenues are only partly compensated for by charity, whereby 
benevolent persons exercise more power than others (Hartmann, 2013). Different authors 
speak of a tendency of  ‘re-feudalization’ due to a growing inequality enforced among others by 
offshore economy (Neckel 2010; Kissling, 2008). The rich withdraw their wealth from taxation 
using private trusts, whereas average citizens’ tax money is used to bailout banks (Neckel, 2010, 
p. 14). The moral background of the bourgeoisie (embodied by Josef Schumpeter’s ideal type 
of the entrepreneur) is replaced by the rentier. Owners bear no risk and belonging or success 
beat achievement (Neckel, 2010).  

  Regulation: reality and requirements 

 Until recently, the use of offshore economies was seen as a peccadillo. Thus, regulation was 
merely lax and politicians did not use pressure to exert power over this issue (Ötsch, 2013, 
pp. 80–93). However, since the financial crisis, the debate on how to tackle tax and regulatory 
havens has deepened because of two different reasons. First, some researchers argue that 
 regulatory havens, together with the shadow banking system, keep on threatening the overall 
financial stability (Palan and Nesvetailova, 2014; Rixen, 2013, 2009; Stewart, 2013; Troost and 
Liebert, 2009; Murphy, 2008); therefore, tight regulation is necessary. Second, tight national 
budgets, as well as increased media attention on tax avoidance and tax evasion, have led to new 
initiatives to tackle the offshore economy (Ötsch, 2014, p. 57; for an overview on long-term 
regulation processes see Dietsch and Rixen, 2016, pp. 1–24). The G20 announced a bundle of 
requirements to regulate secrecy jurisdictions (G20, 2013, pp. 12–13; G20, 2008, p. 3) – 
namely, (1) promoting automatic information exchange (AIE); (2) dealing with beneficial 
 ownership; (3) addressing base erosion and profit shifting by MNCs; and (4) addressing the risks 
posed by the shadow banking system, while protecting the financial market against illicit finance 
risks arising from non-cooperative jurisdictions. 

 Here, we mainly focus on the use of offshore jurisdictions for tax evasion and avoidance. 
Hence, we focus on (1) AIE; (2) beneficial ownership; and (3) addressing base erosion and profit 
shifting. Regarding the use of offshore tools for the avoidance of financial market regulation, 
we refer to the chapter on shadow banking in this book. However, we would like to mention 
that according to Rixen (2013), the regulatory response towards secrecy jurisdictions and 
shadow banks fall short of what would be needed. Rixen argues that the regulatory reform is 
only incremental rather than radical, serving more a symbolic purpose than having any actual 
effects. 

 We will focus on the regulation that was implemented starting in the late 1990s, especially 
since secrecy jurisdictions did not attract much attention by international politics, media or 
professional literature before then, although there were rare exceptions. Historically, the years 
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from 1998 to 2000 saw the beginning of international efforts to tackle tax havens (see Palan, 
Murphy and Chavagneux, 2010, pp. 203–25 for a detailed overview), as national governments 
delegated the responsibility to tackle tax and regulation havens to international organizations 
(for an overview on the concerned institutions and their responsibilities, see Gonzales and 
Schipke, 2011, p. 44). 

  Automatic information exchange 

 According to Itai Grinberg (2012) there are three stages concerning the evolution of tools for 
international taxation. The basic instrument of choice is AIE, a major instrument that is used to 
prevent tax evasion. The first phase is exchange upon request (pp. 6–11), the second is the 
anonymous withholding of taxes (pp. 12–31), and the third phase includes AIE (pp. 33–62). In 
the case of exchange upon request, authorities need to give reasons as to why a specific holder 
of an account is suspected of holding illegal money. In international negotiations states agreed 
upon withholding taxes and fixed certain tax rates. Banks and authorities of the offshore 
 jurisdiction then collect the money and transfer the aggregated sum to the home country of the 
holder of an account. As the holders are kept anonymous, authorities cannot verify whether the 
amount originally deposited into the account was taxed, or whether it was illegal money. On 
the contrary, AIE means that ‘jurisdictions obtain financial information from their financial 
institutions and automatically exchange that information with other jurisdictions on an annual 
basis’ (OECD, 2014, p. 3) Therefore it is a systemic and periodic transmission of taxpayer 
 information by the source country to the resident country (OECD, 2012, p. 3). It concerns 
various categories of income (e.g. dividends, interest, royalties). In the past, the OECD and its 
Global Forum had promoted information exchange upon request, and they claimed that the 
AIE was technically not feasible (Meinzer, 2014, p. 97); however, they changed their position 
in a report published in 2012, arguing that ‘automatic exchange of information proves to be a 
useful way to implement enhanced international tax-cooperation’ (OECD, 2012, p. 2) and that 
they will develop a multilateral platform to facilitate that practice. The OECD (2012, p. 18) 
argues, that AIE has a number of benefits: (1) it can provide timely information on non- 
compliance; (2) it can help detect non-compliance where tax authorities have had no previous 
indication of non-compliance; (3) it has deterrent effects and therefore increases voluntary 
compliance; (4) it can educate tax payers in their reporting obligations and (5) leads to higher 
tax revenues and ensures that all tax payers pay their fair share of tax. However, the success of 
AIE depends on the quality of information that is exchanged and on low related costs through, 
for instance, common standards and processes (OECD, 2012, p. 2). In 2013, the G20 accepted 
the AIE as the new single global standard, expecting that their members would begin to imple-
ment it by the end of 2015 (G20, 2013, p. 13). 

 In the past, tackling tax evasions has been of secondary importance in the EU. Yet in 2003, 
a Saving Tax Directive fixed the AIE as standard (European Commission, 2003). However, the 
directive has loopholes and limitations: first, EU member states with a banking secrecy  (Belgium, 
Austria and Luxembourg), as well as its dependent territories, are allowed to apply a withholding 
tax during a transitional period. Second, the directive only applies to interest payments, whereas 
other capital returns (e.g. dividends, royalties) are not included. Finally, it only applies to 
 individual persons, whereas other legal entities (e.g. private companies and trusts) are excluded. 
In 2014, an amendment was approved (European Commission, 2014). The revisited directive 
should be adopted by member states by 2016, in an attempt to close several of those loopholes. 
It adopts the new global standard on Automatic Exchange of Information (AEOI) developed 
by the OECD. The Foreign Account Tax Compliance Act (FATCA), a US federal law that 
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was issued in 2010, has increased the pressure towards the introduction of the AIE as well. It 
requires foreign financial institutions to report information-related assets that are held overseas 
by US persons to the revenue service of the US government (Grinberg, 2012); yet FATCA has 
been criticized because the information exchange is not fully reciprocal.  

  Beneficial ownership 

 The effectiveness and efficiency of AIE depends upon the disclosure of beneficial owner 
 information, which is currently rarely collected and transmitted (OECD, 2014, p. 3). In particular, 
trusts and similar constructions are often not obliged to document the true beneficial owners 
that benefit from the ownership, even though its ownership is in the name of another entity, 
often a trustee. Although the use of a trustee does not change the position regarding tax liability, 
these constructions are used to evade taxes. To prevent this, countries must require the collection 
and disclosure of beneficial ownership and share this information with other countries by making 
it public (Troost, 2013b, p. 10). On behalf of the disclosure of the beneficial owner, a new 
proposal for a directive on the prevention of the use of the financial system for the purpose of 
money laundering and terrorist financing (European Parliament, 2014) represents a significant 
advantage. It states that Member States should ensure that beneficial ownership information is 
stored in a central register and that this information is made available to competent authorities, 
obliged entities and other persons with legitimate interest (e.g. investigative journalists). How a 
legitimate interest is defined will probably be at the heart of legal disputes (Meinzer, 2015, 
p. 103). The proposal commits legal entities and corporations to collect information of the true 
beneficial owners if they hold more than a 25 per cent share (Troost, 2013b, p. 10). Yet, the 
Member States can decide that a lower percentage may already be an indication of ownership 
or control. The proposal turned in the fourth Anti-Money (AML) Directive that will take effect 
from June 2015 (European Commission, 2015). EU countries will have two years from then to 
implement the rules. However, it should be noted that the directive will not impact non- 
European tax havens.  

  Base erosion and profit shifting 

 The still ongoing crisis of the public finances in Europe, as well as the spectacular cases of tax 
evasion and avoidance by corporations (e.g. Google, Starbucks, Amazon and Apple), turned 
the focus to base erosion and profit shifting via MNCs. In 2013, the G20 charged the OECD 
with analysing the problem. The OECD focused primarily on the analysis of the misuse of 
double-tax treaties, the taxing of the digital economy, as well as on the abuse of transfer prices 
(OECD, 2013, pp. 10–23). To tackle the tax avoidance through MNC, a variety of measures 
has been discussed (e.g. the Base Erosion and Profit Shifting Initiative of the OECD). Some of 
these measures, e.g. unitary taxation or country-by-country reporting would imply fundamental 
changes in the international tax system. 

 For instance, a fundamental change in the international tax system would be achieved by 
engaging in a shift towards assessing MNCs on a unitary basis, coupled with a principled basis 
for appointing tax liability. Current OECD international guidelines are based on the arm’s-
length principle, meaning that transfer prices between companies of MNCs are the same as if 
the two companies involved were indeed two independent companies, and not part of the same 
corporate structure. This ensures that transfer prices are established on a market value basis. 
However, MNCs have been able to misapply those rules to ‘separate income from the  economic 
activities that produce that income and to shift it into low-tax environment’ (OECD, 2013, p. 19). 
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The OECD analysed that this is achieved, in part, by transferring intangible assets and other 
mobile assets for less than full value (p. 19). In contrast, a unitary approach is based on the 
assumption that the income of a firm is earned by that firm as a whole and that tax should 
be paid where the economic activities take place (Picciotto, 2012, p. 10). A unitary tax base 
is then taxed with the national tax rate. A coordination of these tax rates could be necessary 
to reduce the incentive for states to offer low tax rates in an attempt to attract investment 
 (Picciotto, 2012, p. 13). 

 A so-called country-by-country reporting could be a first step to unitary taxation and would 
require that MNCs name each country in which it operates, disclose all subsidiaries and their 
performances, and disclose details on the costs, tax charges, assets, and employees (Palan, Mur-
phy and Chavagneux, 2010, p. 246). Therefore, income could be taxed where its economic 
activity was produced, eventually even based on an international unitary taxable base. 

 Unitary taxations already exist in certain states of the US; in the EU, some discussions about 
this have taken place since the 1990s (Troost, 2013b, p. 6). The European Commission tabled 
a proposal for unitary taxation, the so-called Common Consolidated Corporate Tax Base 
(CCCTB) to apply to all companies within the EU (Picciotto, 2012, p. 15). The new Capital 
Requirement Directive of the EU, which started in 2015, contains an obligation for country-
by-country reporting that pertains to credit institutions and investment firms that hold  residence 
in one or more of the EU Member States; it also applies to companies with activities in the 
extractive industry and those that log primary forests (Troost, 2013b, p. 5), as these companies 
are often associated with a great source of wealth in resource-rich developing countries. An 
analysis of this first country-by-country reporting of 26 EU based banks suggests, that they 
overstated profits in identifiable low tax and offshore jurisdictions and under-reported them in 
those places they mainly operate (Murphy, 2015).   

  Conclusion 

 The field of research on offshore economies and societies is not yet systematically evolved. 
There are many valuable contributions from different disciplines, but these approaches do not 
form a coherent body of research on tax havens and offshore practices (except in regard to the 
TJN). Whereas literature and policy actions on tax evasion and avoidance through offshore 
jurisdictions have increased since the financial crisis in 2008, there is still a lack of research on 
(1) the consequences of secrecy jurisdictions for financial stability and (2) possible linkages 
between secrecy jurisdictions and the shadow banking system. International organizations, 
 regulatory and supervisory authorities have analysed the risk of the shadow banks on financial 
stability, yet they might have overlooked the offshore aspect of the shadow banking system. 
The studies on linkages between the shadow banking system and secrecy jurisdictions are still 
in their early stages. It might be useful to combine research on tax evasion and avoidance as well 
as on financial stability from different fields such as regulation and technical issues, economics, 
sociology, public finance, politics and finance. 

 Concerning policy action and connected areas of future research, we conclude that the use 
of secrecy jurisdictions is increasingly discredited in public opinion, and that politicians and 
regulatory bodies announce measures to tackle the problem. Yet, an evaluation of the reform 
politics following the financial crisis has produced mixed results. Tax evasion for private persons 
has become more difficult in certain jurisdictions, especially due to enforced Automatic 
 Information Exchange. Moreover, the regulation of corporate taxation on the international 
level is a crucial issue, because if corporate tax base erodes, the taxation of individuals will also 
be at question, as individuals likely would invest in companies. In regard to the political process, 
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regulatory approaches such as country-by-country reporting, beneficial ownership and the 
mid-term implementation and configuration of unitary taxation will probably be on the agenda 
of civil society, researchers and regulators. 

 Nonetheless there seems to be a shift towards less regulated jurisdictions ( Johannesen and 
 Zucman, 2014; Zucman, 2014, p. 11; TJN, 2015). Furthermore, even if at the moment there 
seems to be a political will to tackle tax evasion and avoidance, it is not sure whether politics will 
maintain that pressure. Regarding complex issues of the taxation of international  companies, it is 
possible that politicians take missing international coordination as pretext to pursue a  politics of 
competition between jurisdictions by offering tax advantages. On the other hand, there is a danger, 
that announcements concerning tackling secrecy jurisdictions are, first and foremost, symbolic, and 
that the measures will get diluted once put into practice. This likely has to do with the public’s low 
level of interest in finance; the pointed interest of professional groups, lobbyists, companies and 
other users; as well as the amount of collaboration of certain  authorities and politicians with  offshore 
jurisdictions and actors. Therefore, Zucman asks for far-reaching measures – namely, (a)  progressive 
taxation of wealth on the global level; (b) a worldwide  registry for finance; and (c) a radical reform 
of corporate taxation (Zucman, 2014, p. 15, pp. 85–116). Additionally, economic and financial 
sanctions should be used to address tax  evasion (Zucman, 2014, pp. 85–116). Regulation of  offshore 
practices is an area of continuous development. The regulation of offshore finance is not only a 
technical question, it is also a question of political will and of the overall economic structure; thus, 
onshore and offshore economies and society are closely linked. The increasing complexity of tax 
and financial systems poses a threat to the democratic control of these systems. How can these 
 systems be steered according to democratic decisions if there is no international political 
 coordination, if those who can afford paying for expertise have advantages in using regulatory gaps 
and influencing politics and if the affluent use know-how to push through special interests?  
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  Post-crisis regulatory objectives: de-risking and re-capitalizing 
banks for a safer financial system 

 Major regulatory initiatives after the 2007 banking crisis aim to make banks safer for depositors 
and taxpayers by introducing measures to de-risk and re-capitalize banks. The Basel III frame-
work amended the pre-crisis Basel II risk algorithm for capital adequacy and increased the 
required amount of loss absorbing capital for banks. Basel III also includes a de-risking element 
in the form of liquidity management for safer funding. National regulatory initiatives aim both 
to de-risk banks by measures that separate risky investment banking from the utility retail bank-
ing and to re-capitalize them by strengthening the Basel III capital requirements. To achieve the 
latter objective the Liikanen Review in the EU proposed higher risk weights for bank assets 
than Basel III, the Vickers Report in the UK proposed higher minimum capital required than 
Basel III and the Dodd–Frank Act in the US empowered the newly created Financial Stability 
Oversight Council to impose a tougher leverage ratio than Basel III on banks that are deemed 
to pose systemic risk. Although all these three structural reform initiatives have not been imple-
mented in full for various specific reasons in these three jurisdictions, the driving principles of 
these reform initiatives – de-risking banks through de-leveraging/re-capitalizing and reducing 
reliance on wholesale funds – remain intact despite various types of resistance to these reforms. 

 The section 619 (the Volcker Rule) of the Dodd–Frank Wall Street Reform and Consumer 
Protection Act banned proprietary trading in investment banking units (Dodd–Frank Act, 
2010b). In the UK, the Vickers Report (ICB, 2011) ring-fenced the utility retail banking from 
risky investment banking. This ring-fencing by the Vickers Report constituted the core of the 
UK coalition government’s Financial Services (Banking Reform) Bill of 2013 (HM Treasury, 
2013). In the EU, the Liikanen Review in principle followed a similar path to the Dodd–Frank 
Act and the Vickers Report and proposed protection of vulnerable retail clients of banks. The 
White House website announced the Dodd–Frank Act with the following statement:

  To make sure that a crisis like this never happens again, President Obama signed the Dodd–
Frank Wall Street Reform and Consumer Protection Act into law. The most far reaching 
Wall Street reform in history, Dodd–Frank will prevent the excessive risk-taking that led to 
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the financial crisis. The law also provides common-sense protections for American families, 
creating a new consumer watchdog to prevent mortgage companies and payday lenders 
from exploiting consumers. These new rules will build a safer, more stable financial system – 
one that provides a robust foundation for lasting economic growth and job creation. 

 (White House, 2010)   

 The 2,319-page-long Dodd–Frank Act aimed to de-risk the banks through a combination of 
supervisory surveillance, curbing certain bank activities and creating a legal framework for an 
orderly winding down of complex banking giants (Dodd–Frank Act, 2010a). The Liikanen 
Review in the EU too primarily aimed at curbing ‘excessive risk taking’ and stated that: ‘The 
risk-taking was not matched with adequate capital protection, and strong linkages between 
financial institutions created high levels of systemic risk.’ (Liikanen, 2012). 

 Both the Dodd–Frank Act and the Liikanen Review are more comprehensive than the Vick-
ers’ report in the sense that the former two aim for a more comprehensive structural reform of 
banking. However, the Libor scandal forced the politicians in the UK to increase the scope of 
the Vickers Report and a Parliamentary Commission on bank standards was set up in the UK. 
The final legislation on banking reform, The Financial Services (Banking Reform) Act 2013, 
therefore kept the Vickers Report’s ring-fencing as its core logic of banking reform in the UK. 
The Liikanen Review proposes a bank resolution programme in the EU, bail-in bonds to sup-
plement risk absorbing capital, improving risk weights used in calculating minimum capital 
under Basel, and improvement to governance mechanism at banks (Liikanen, 2012). As such all 
these post-crisis regulatory interventions in banking imagine a safe banking system for the soci-
ety. Regulators accessorize their regulatory frameworks with various forms of stress testing that 
emphasize the priority of the safety of the banks and the banking system. 

 The Basel capital adequacy accord adjusted its risk algorithm for loss absorbing capital after 
the crisis and proposed re-capitalization of banks by increasing the minimum capital required 
against risk and also by redefining what qualifies for capital. Re-capitalization of banks under 
Basel III addresses both micro-prudential bank level risks and macro-prudential systemic risks 
(BCBS, 2011). In addition to the re-capitalization of banks Basel III also aims at de-risking 
highly leveraged banks by proposing a liquidity coverage ratio that encourages less reliance on 
short-term volatile funds to finance bank assets (BCBS, 2013). Basel’s epistemic approach to 
banking is neutral to size and unlike the national banking reform initiatives covered above Basel 
does not directly and explicitly deal with too-big-to-fail problems in banking. As long as banks 
keep sufficient risk weighted capital and the right kind of liquidity, the size does not seem to 
matter for the Basel framework. 

 The implementation of these post-crisis initiatives aiming to de-risk the banks and to create 
a safer banking system naturally has been subject to a set of nationally specific resistances, debates, 
interpretations and delays. Although the Dodd–Frank and the Vickers initiatives have finally 
become legislative rules to reform banking in the US and the UK, the Liikanen initiative in the 
EU has still not been converted into a legislative form. In the EU, the Credit Requirement 
Directive IV (CRD IV) and Credit Requirement Regulation address the capital adequacy, 
leverage and liquidity related de-risking issues. The Bank Recovery and Resolution Directive 
complements the de-risking measures by aiming to protect the taxpayers and national finances 
from future bank failures. The EU Commission sees these de-risking measures as pieces in the 
bigger puzzle of the Banking Union (European Commission, 2014). However, the Commission 
still acknowledges that the Liikanen Review’s aim to structurally reform the Eurozone banking 
by separating risky investment banking from the utility retail banking has not been addressed by 
the Banking Union framework:
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  Nevertheless, some EU banks may still remain too-big-to-fail, too-big-to-save and too-
complex-to-resolve. Further measures are therefore needed, notably a structural separation 
of the risks associated with banks’ trading activities from its deposit-taking function. Today’s 
proposals aim to strengthen the resilience of the EU banking sector while ensuring that 
banks continue to finance economic activity and growth. 

 (European Commission (a & b), 2014)   

 Although all major post-crisis structural reform initiatives in the US, the UK and the EU that 
aim to de-risk the banking system have not been fully implemented and have experienced and 
continue to experience dilutions, delays and resistances their key philosophical tenets regarding 
the location of systemically important risks in banking firms have not been questioned. Our 
objective in this chapter is to argue that systemically important risks in banking are product of 
bank business models and as such their locations within the banking firm tend to conjuncturally 
vary as bank business models change. Therefore the starting point of any structural reform 
framework should be the business models of banks rather than their ephemeral risk profiles and 
capital structures. In the next section we will explain financialized business models of banks and 
then we will give examples of potentially systemic risks that financialized bank business models 
are capable of producing and that escape the analytical insights of the major structural bank 
reform initiatives in the post-crisis period.  

  Financialized bank business models 

 The financialization literature covers a cross-disciplinary space in academic research that includes 
political economy, sociology, management studies, cultural studies and geography (Zwan, 2014; 
Engelen and Konings, 2010; Treeck, 2009, Ertürk  et al ., 2008). In this chapter we are interested 
in exploring the behaviour of financialized banking firm and therefore will draw upon the work 
of CRESC researchers in Manchester on financialization where the political and cultural econ-
omy critique of the shareholder-value principle in present day capitalism is the major focus 
(Engelen  et al ., 2011, Ertürk  et al ., 2008, Froud  et al ., 2006). Maximization of shareholder value 
in firms with dispersed ownership is both prescribed by mainstream corporate finance books 
and consultancy firms and practiced by the management. Froud  et al . (2006) discuss the main-
stream finance inspired work of consultancy firms that sold to and implemented shareholder-
value practices in corporations in the neo-liberal era since the 1980s. Lazonick and O’Sullivan 
(2010) explore the historical rise of shareholder-value maximization principle as the dominant 
corporate governance practice in the US corporations where distributing profits to shareholders 
through high dividends and share buybacks is preferred to retaining profits for long-term invest-
ments. Share price is influenced immediately by current cash payments to shareholders. Retaining 
profits to invest, on the other hand, does not have the same immediate effect on share price. 

 Such behaviour was exhibited by Citigroup in 2006 when Citigroup’s profitability alone 
could not drive the share price up. The relative financial performance of the Citigroup was dis-
appointing in 2006 and therefore a $7 billion share buyback was carried out to increase the share 
price to compete in shareholder-value creation with other banks. Share buyback helped to deliver 
a 20 per cent appreciation in share price: ‘Our total shareholder return was nearly 20 per cent for 
the year, a level that placed us in the middle of the pack of a group of financial services companies’ 
(Citigroup, 2007). In the same year Deutsche Bank proudly announced to its shareholders that ‘(t)
hese outstanding results enable us to deliver excellent value to our shareholders. Our share price 
rose 24% during the year, outperforming both the DAX and the Euro-STOXX banks indices, . . .’ 
(Deutsche Bank, 2007). In the post-crisis environment Deutsche Bank, like almost all banks who 
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suffered significant reduction in market value, could not deliver a meaningful share price 
increase. But this did not stop Deutsche Bank from announcing shareholder-value maximiza-
tion as its top priority: ‘While we’re pleased with the year-on-year improvement, we’re not 
satisfied with this level of profitability. We have the potential to deliver more for our sharehold-
ers, and Strategy 2015+ is designed to deliver that potential’ (Deutsche Bank, 2013). The prin-
ciple of shareholder-value maximization is adopted even by the UK government who bailed 
out Royal Bank of Scotland at a record cost to the taxpayer at £46 billion in 2008. The remu-
neration package of the CEO Stephen Hester for the 80 per cent state-owned bank included 
£6.4 million worth of long-term incentives that were linked to an increase in share price (BBC 
News, 2009 ). The UK government saw the taxpayers as shareholders in RBS and believed that 
an increase in the share price that generated an £8 billion return was a justifiable performance 
target. 

 In a financialized economy corporations compete in the stock market to deliver shareholder 
value and banks are no exception to this financialized form of competition even under state 
ownership as the case of RBS in the UK shows. In Anglo-Saxon economies and to a certain 
extent in coordinated market economies (CMS) like Germany and France the objective of the 
publicly listed company’s management is to maximize shareholder value, which is measured by 
the performance of share price in the stock market. There is a sizeable literature on whether 
coordinated market economies like Germany and France, where banks are believed to be pro-
viders of patient capital to productive firms and not to prioritize return to shareholders, are 
becoming financialized or not like the firms in Anglo-Saxon economies, where stock markets 
demand quarterly reported financial performance. It is beyond this chapter’s scope to cover these 
debates. But as the Deutsche Bank example above demonstrates, CME-based public firms also 
prioritize shareholder-value maximization, especially when they have institutional shareholders 
from Anglo-Saxon economies that demand shareholder-value-driven corporate governance. 

 In a financialized economy where the hegemonic corporate governance form requires firms 
seeking maximization of shareholder value and the remuneration of the managers is linked to 
the achievement of this objective then return on shareholders’ funds becomes the key financial 
metric to measure firm performance. Consequently, return on equity has become a universal 
metric to measure financial performance in all publicly listed banks including the ones in CMEs. 
Both academics like Engelen  et al . (2011) and regulators like the Bank of England’s economist 
Haldane (Haldane, 2009) agree that high, unrealistic returns on equity targets in shareholder-
value-driven banks that compete in stock markets encouraged excessive risk taking by manage-
ment. Haldane, in one of his post-crisis writings on the causes of the crisis, comments that:

  First, the downward slope is consistent with global banks targeting a ROE, perhaps bench-
marked by peers’ performance. The Bank’s market intelligence in the run-up to crisis 
suggested that such ‘keeping up with the Jones’s’ was an important cultural influence on 
banks’ decision-making. Second . . . banks kept up in this competitive race by gearing-up. 
Banks unable to deliver sufficiently high returns on assets to meet their ROE targets 
resorted instead to leveraging their balance sheets. 

 (Haldane, 2009)   

 Engelen  et al .’s (2011) empirical research into returns on equity in pre-crisis banking finds that 
there is a consensus rate of 15 per cent that banks universally aim to achieve.  Figure 15.1  
demonstrates how between 2002 and 2007 the average return on equity of the Eurozone banks 
caught up with that of Anglo-Saxon banks in the kind of competition that Haldane describes 
above based on his insights as a regulator.  
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 Since the crisis in 2007 banks have had difficulty in achieving the pre-crisis return on equity 
profitability of 15 per cent and above. But the industry still uses return on equity as a shareholder-
value-creating performance metric and a new post-crisis consensus rate of about 11 or 12 per 
cent seems to be emerging:

  Deutsche’s new co-chief executives are expected to make a decisive break with the decade-
long era of Josef Ackermann, their predecessor, when they will drop a target of generating 
a 25 per cent pre-tax return on equity. Analysts estimate that the new goal could be in the 
region of 12 to 13 per cent ROE after tax – a benchmark more commonly looked at by 
investors than the pre-tax figure. Two weeks ago, the new chief executive of Deutsche’s 
main European rival Barclays lowered the bank’s target to at least its cost of equity, currently 
11 to 11.5 per cent. ‘A return on equity target of 12 per cent would be a very good number 
for a top tier investment bank in the current environment,’ said Kian Abouhossein, analyst 
at JPMorgan. 

 (Wilson, 2012)   

 There are also other key metrics that are used by bank equity analysts such as fee income and 
cost ratio to evaluate a bank’s financial performance in a financialized economy. Before the 2007 
crisis the growth of bank balance sheets and mergers and acquisitions to create banking con-
glomerates were also encouraged by the stock market in creating shareholder value. And the 
regulators were not discouraging such stock market-driven creation of large complex financial 
institutions. RBS, which was the largest corporate failure in the UK in terms of losses suffered, 
was congratulated by the markets when it bought ABN-Amro because it had finally joined the 
global league of super-sized banks. 

 Too-big-to-fail is an  ex post  risk that regulators today try to deal with through various de-risking 
and re-capitalization measures. However, before the crisis stock markets encouraged banks to 
increase size through acquisitions and leverage. Belgian, Austrian and Italian banks went on a 
spending spree to buy banks in Eastern Europe to achieve both higher return on equity in these 
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Figure 15.1  Convergence to 15% ROE in pre-crisis banking 
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higher margin banking markets and asset growth. When acquisitions were not possible for 
aggressive growth for a small regional bank like Northern Rock in the UK, Northern Rock 
instead used securitization to finance aggressive asset growth. Basel II risk algorithms did not 
regard Northern Rock’s collateralized real estate lending as risky. Northern Rock, which had to 
be bailed out by the UK government after a run on the bank in 2008, exploited the internal 
rating-based methodology for risk calculation under Basel II and operated with lower capital 
when the bank was taking more credit risk in the mortgage market and liquidity risk in whole-
sale funding markets.  Figure 15.2  shows how Northern Rock reported its lower capitalization 
under Basel II internal rating-based methodology.  

 Northern Rock had relied heavily on securitization of its mortgage assets to finance the phe-
nomenal growth of its mortgage book that was praised by the bank analysts. Thus, according to 
ING in September 2006, ‘Northern Rock has managed to transform itself into one of the UK’s 
top residential secured lending powerhouses. . . We expect asset and profit growth to continue to 
outpace the market, and Northern Rock is the envy of its peers’ (Sarangi, 2006). In announcing 
its 2006 preliminary results Northern Rock stated that ‘Northern Rock has four distinct funding 
arms enabling it to attract funds from a wide range of customers and counterparties on a global 
basis. In recognition of our broad and innovative access to a cost effective and diverse capital 
markets investor base, Northern Rock was awarded the prestigious International Financing 
Review’s 2006 Financial Institution Group Borrower of the Year award’ (Northern Rock, 2007). 

 Not only did the securitization of its mortgage loans provide liquidity to fund its phenome-
nal growth, it also allowed Northern Rock to achieve favourable capital adequacy ratios under 
Basel II. Residential mortgages constituted 77 per cent of the total assets of Northern Rock in 
2006 and securitization under Basel II meant, as  Figure 15.2  demonstrates, their risk weights were 
significantly reduced. Since management compensation in financialized banks is determined by 
share price in the stock market where the equity analysts’ and activist hedge fund shareholders’ 
opinions on bank strategy, as the Northern Rock example above shows, are crucially important, 
actual risk taking behaviour is not likely to be influenced by the regulators’ views on risk. 
Academics like Bebchuk and Spamann (2009) who study corporate governance and optimal 
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executive remuneration contracts draw regulators’ attention to this fundamental gap in regula-
tors’ thinking about risk in banking: ‘Moreover, as long as management’s incentives are tied to 
those of shareholders, management might have an incentive to increase risks beyond what is 
intended or assumed by the regulators, who might often be one step behind banks’ executives. 
Regulators should attempt to make management incentives work for, rather than against, the 
goals of banking regulation’ (Bebchuk and Spamann, 2009). 

 Since the introduction of the Basel capital adequacy accords from the late 1980s onwards, the 
calculation of return on equity in banking has become more creative. The regulatory focus of 
Basel is optimum equity allocation against balance sheet and off-balance-sheet risks in banking. 
Basel capital adequacy accords have developed an algorithm where each bank activity, both on 
balance sheet and off balance sheet, has a precise risk weight that determines how much capital 
a bank keeps against this quantified credit or market risk. For example, under Basel I, banks had 
to keep $8 capital against $100 loan to a private company with no credit rating. However, lend-
ing to the national government through the purchase of sovereign bonds, according to Basel 
I risk algorithm required zero capital because sovereigns are assumed to have zero default risk. 
Similarly, lending to other banks is assigned a 20 per cent weight because shorter-term lending 
to other banks compared with corporate lending is considered to be one-fifth less risky. With 
Basel II, credit derivatives were allowed to be used as credit risk mitigation methodologies and 
banks started to buy large amounts of credit default swaps to shift the credit risk on their balance 
sheets to the insurance companies. 

 Therefore banks could enhance their return on equity ratio by reducing their denominator, 
as the OECD economists Blundell-Wignall and Atkinson (2010) have shown, by creatively 
applying the Basel risk algorithm that is influenced by modern finance theory. As Engelen  et al . 
(2011) have argued, bank business models are driven by the objective of maximizing share price 
in the stock market in financialized capitalism. Stock markets universally demand 15 per cent 
return on equity from banks. Therefore financial innovation tends to create lower risk weighted 
assets for banks to achieve this metric. Credit derivatives and securitization were examples of 
such financial innovation before the crisis. Sovereign bonds, interbank lending and real estate 
lending too were lower risk weighted than corporate and SME lending. Since the crisis, central 
bank monetary policies aim to cheaply fund SMEs and corporations to spur economic growth 
by keeping cost of funds to the banking system very low. However, banks are unwilling to lend to 
SMEs and corporations because such banks, assets are subject to higher risk weight under Basel 
capital rules and hence tend to reduce return on equity. In the UK especially the government’s 
funding for lending scheme that aimed to improve credit flow to SMEs has been spectacularly 
unsuccessful causing public criticism of new Basel capital rules by the coalition minister for 
business Vince Cable (Ridley, 2013). Not only do the re-capitalization efforts under Basel III 
discourage capital flow to SMEs and to the industry, according to the OECD economists 
Blundell-Wignall, Atkinson and Roulet, ‘Basel risk weighting and the use of internal bank 
models for determining them leads to systematic regulatory arbitrage that undermines its effec-
tiveness’ (Blundell-Wignall  et al ., 2013). 

 Bank business models increasingly attract the critical attention of economists who problema-
tize the analytical soundness of bank risk modelling by the regulators. Ayadi and de Groen 
(2014) studied the relationship between bank business models and financial instability in the 
European Union to gain a better insight into systemic risk properties of different bank business 
models. Roengpitya  et al . (2014) studied a larger sample of banks including non-European banks 
to see whether bank business models have changed after the crisis. They found that there is a 
tendency towards commercial banking business models that are associated with less earnings 
volatility. Although such studies emphasize the importance of studying business models in 
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banking in order to develop more nuanced and effective regulatory frameworks, they do not 
include in their analysis how stock market valuation of these business models influences the risk 
taking activities. Bank managers shape bank business models and bank strategies to satisfy share-
holder value in the stock market rather than serving regulators and other stakeholders. After a 
survey of banking executives in 2013  The Banker  magazine concluded that ‘banks can use the 
process of complying with new regulations to inform strategy and steer it in the direction of 
securing sustainable returns for shareholders’ (Alexander, 2014). 

 In the following section we will present three post-crisis case studies where in pursuit of 
generating high return on equity, shareholder-value-driven banks have relocated risks to areas 
that were not covered by the post-crisis de-risking regulatory initiatives. In all three cases banks 
suffered losses that were not insignificant. The case of Barclays is chosen to argue that post-
crisis regulation fails to address explicitly (a) re-located risks that arise from new forms of 
regulatory arbitrage and (b) moral hazard that arises from unregulated financial innovation. The 
J.P. Morgan Chase case is chosen to argue that the post-crisis regulation has failed to address the 
risks that arise from modelling and reporting of risks in non-investment banking activities in 
large financial conglomerates that aggressively pursue 15 per cent return on equity. The third 
case study involves UK retail banking where the mis-selling of financial products rather than 
risky investment banking activities caused incalculable losses that erode the capital base of sys-
temically important financial institutions. In the UK the ring-fencing of retail banking under 
The Financial Services (Banking Reform) Act 2013 assumes that the source of fragility in the 
financial system lies in investment banking activities of banking conglomerates. Similarly, the 
Liikanen report in the EU ignores the potential systemic destabilizing risks against which 
there are no regulatory re-capitalization measures. The failures in risk management in banking 
in proprietary trading and investments in CDOs in the investment banking units of banks were 
the major concerns of all post-crisis regulatory frameworks. However, these three case studies 
involve two banks, Barclays and J.P. Morgan Chase, which came out of the crisis with their 
investment banking activities receiving praise in risk management. Bob Diamond who was the 
head of Barclays Capital, the investment banking unit of Barclays, was promoted to become the 
CEO of Barclays as his unit continued to deliver high return on equity within the bank and for 
the bank. J.P. Morgan Chase’s CEO Jamie Dimon boasted about his banks’ mastery of risk 
management in investment banking in the aftermath of the crisis.  

  Post-crisis examples of relocated risks in shareholder-value-driven banks 

  Case study 1: Barclays’ Protium SPV 

 The de-risking measures that are introduced by the major regulatory initiatives since the crisis 
are likely to be one or two steps behind the banks’ ability to manufacture returns, generating new 
risks that become possible in a field of conjunctural market and regulatory arbitrage opportuni-
ties. One example of such conjunctural regulatory arbitrage opportunities is the creation by 
Barclays of Cayman Islands-based fund called Protium Finance LP. In order to improve its capital 
adequacy ratio under Basel II and reduce the volatility of reported earnings under mark-to-
market accounting rules soon after the banking crisis of 2007 Barclays moved $12.3 billion 
(£7.5 billion) of its toxic assets (residential and commercial mortgage-backed securities, collat-
eralized loan obligations, and so on), which had to be otherwise mark-to-market with huge 
potential losses, from its balance sheet to a special purpose vehicle called Protium (Salz, 2013). 
And then a group of Barclays managers left the bank, as part of the deal, to set up a fund 
management company called C12 to manage the assets of Protium. Barclays lent a 10-year loan 
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of $12.6 billion to Protium, slightly more than the value of credit assets transferred to Protium, 
for Protium to buy the toxic assets from Barclays (Barclays PLC, 2010a). Basically a $12.3 billion 
(£7.5 billion) of toxic mortgage-backed securities on Barclays’ balance sheet were replaced by 
a loan of almost the same amount, which required less capital under Basel II, and improved 
Barclays’ reported return on equity. Barclays justified the transaction at the time by explaining 
how it would ‘enhance shareholder value in three ways’ by (1) reducing volatility of earnings, 
(2) increasing risk adjusted returns on equity and (3) securing long-term access to a specialist 
management team (Lucas, 2009). According to the  Financial Times , this accounting trick allowed 
Barclays to pay less tax and to report higher profits as well as avoiding capital deficit. 

  Tax experts say that aside from dodging potential short-term impairment and capital 
charges, the benefit for Barclays’ bottom line – bigger profits in 2009 – allowed the bank to 
crystallise a large volume of tax losses racked up amid the financial crisis. Hence the bank’s 
tiny £113m corporation tax bill in a year when it made a record £11.6bn in pre-tax profits. 

 ( Jenkins and Murphy, 2011)  

 In the face of growing post-crisis public and political criticism of banks Barclays rather arro-
gantly stated in its 2009 Annual Report that ‘Regulation needs to be strengthened but it must 
not result in a financial system that cannot serve the needs of the global economy’. It was 
dubious though how an accounting trick like Protium, as the  Financial Times  described it, could 
be of service to the global economy (Barclays Plc, 2010b). The new capital adequacy accord of 
Basel III removed the regulatory arbitrage advantages of Protium under Basel II and in 2010 
Barclays bought back the toxic assets from Protium at £6 billion, incurring a loss of about 
£1.7 billion in the process (Jenkins, 2011 and Murphy; Barclays Plc, 2012). According to the 
 Wall Street Journal , new Basel III rules would triple the capital that Barclays had to keep against 
the loan to Protium and would reduce Barclays’ return on equity impacting negatively its share 
price (Nixon, 2011). But the Barclays managers who left Barclays to manage Protium contin-
ued to receive their guaranteed fees. Basel III could not stop the moral hazard that benefited 
the managers at the expense of shareholders and taxpayers. The legal structure of Protium was 
such that Barclays ended up paying a total amount of £735 million to wind down the special 
purpose vehicle. 

 Although the losses incurred by Barclays in the Protium saga were not high enough to cause 
insolvency, the example shows that the de-risking initiatives of national regulators fail to see the 
location and nature of new risks in complex financial institutions that harm taxpayers but 
are financially beneficial for bank managers and have potential systemic risk implications because 
markets can overreact to the loss consequences of complex and opaque financial transactions. 
This example also shows how bank managers can circumvent bonus caps by re-hiring them-
selves at favourable terms as fund managers to manage the toxic assets that they themselves in 
the first place created. Barclays have not fully disclosed the structure of Protium and the deals 
agreed with the ex-Barclays managers. The media coverage of the Protium deal suggests that 
senior managers at Barclays’ Structured Capital Markets division who helped Barclays to arbi-
trage and mitigate tax in the past were involved in the creation of Protium, and that these senior 
managers financially benefited from the Protium structure (Sunderland, 2013). Post-crisis regu-
latory initiatives aim to have living wills from large complex banks but are very unlikely to 
prevent the creation of off-balance-sheet mechanisms like Protium that can threaten the well-
being of a complex bank. Also, there are no provisions in the ring-fencing regulation in the UK 
against legitimate accounting tricks that banks employ to re-locate and represent risks in pursuit 
of high return on equity. In its 2011 Annual Report Barclays stated that:
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  Our primary objective is to maximise returns for shareholders and in doing so, we aim to 
deliver top quartile TSR (total shareholder return). . . . Over the past five years there has 
been a clear relationship between TSR and return on equity (RoE) with the market value 
of the shares improving with higher reported RoE. 

 (Barclays Plc, 2012)    

  Case study 2: J.P. Morgan Chase’s ‘Big Whale’ trading losses 

 In the example of Barclays’ Protium the new risk was manufactured in a legitimate regulatory 
arbitrage space that was created by risk accounting rules and Basel II capital adequacy rules. In 
the case of J.P. Morgan Chase, on the other hand, the risk did not arise at the proprietary trading 
desks that the Dodd–Frank Act aims to remove from banks but in mundane investment of excess 
cash in the Chief Investment Office (United States Senate, 2013). Usually excess cash at 
J.P. Morgan Chase would be invested in safe assets like government bonds. But the quantitative 
easing policies of the Federal Reserve that aim for zero-interest rates for economic recovery 
reduced returns from such liquid safe assets. Financial media have reported that J.P. Morgan 
Chase had a different view on the riskiness of such safe assets and its CEO Jamie Dimon publicly 
stated, ‘If you own Treasuries folks, you could be taking a lot of risk’ (Makan, 2012). Therefore, 
in this context of subjective risk perceptions, in order to achieve higher returns the investment 
officers at J.P. Morgan Chase had invested in credit derivatives and then hedged the risk by 
shorting their long positions. It was such complex hedging activities outside investment banking 
that caused the loss, which was estimated to be around $6 billion. But the exact size of the loss 
could not be calculated accurately by J.P. Morgan Chase. J.P. Morgan Chase first announced 
that the loss was $2 billion and then gradually increased the size of the loss to $6 billion, creating 
uncertainty in investors and regulators regarding J.P. Morgan Chase’s ability to control the risk 
of the portfolio. Although like Barclays’ Protium the reported loss was not big enough to 
threaten insolvency for J.P. Morgan Chase, it nevertheless showed that a bank like J.P. Morgan 
Chase, which had come out of the banking crisis of 2007 with flying colours in risk management, 
might not after all be good at managing and reporting risk under the conjunctural market con-
ditions created by quantitative easing policies of the Federal Reserve. 

 Jamie Dimon, the CEO of J.P. Morgan Chase explained, in the bank’s 2012 Annual Report, 
that the failings in risk management were due to complacency created by high returns in CIO: 
‘Given the portfolio’s success over time, we had become complacent, and we weren’t as rigorous 
and sceptical as we should have been’ (J.P. Morgan Chase & Co, 2013). 

 However, the portfolio’s problems were known by the outsiders in the credit derivatives 
market before J.P. Morgan Chase publicly acknowledged it. The  Wall Street Journal  reported the 
market rumours on 6 April 2012 (Zuckerman and Burne, 2012). The CEO Jamie Dimon 
responded to the media reports of J.P. Morgan Chase’s risky trading portfolio a week later by 
describing them infamously as ‘a complete tempest in the teapot’ (Benoit, 2012). It was only a 
month later, on 10 May 2012, that J.P. Morgan Chase admitted that they made a loss from the 
reported trades at the bank’s Chief Office of Investments. J.P. Morgan Chase’s first estimate of 
the loss in May 2012, was $2 billion, but this figure was later raised to $5.8 billion, in July 2012, 
creating uncertainty over the actual size of the loss. 

 Value at Risk (VaR) in  Figure 15.3  is an estimation of losses from the investment portfolio 
in the Chief Investment Office of J.P. Morgan Chase. Big banks like J.P. Morgan Chase are 
trusted by the regulators to use their own risk measurement models. Similarly, under Basel 
capital adequacy rules regulators allow banks to use their own internal rating based risk weights 
in calculating required regulatory capital. The lines in  Figure 15.3  show the probabilistic tail end 
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losses from the investment portfolio at CIO. One of them shows the losses under the old Value 
at Risk (VaR) model that was used until January 2011 and the other shows the losses under the 
new VaR that was implemented after January 2011. Starting from January 2011 the investment 
portfolio at the CIO was making losses that were higher than the allocated capital can support – 
the level shown by the VaR Limit line in  Figure 15.3 . J.P. Morgan Chase changed its model in 
January 2011 to hide the losses. The losses reported under the new VaR model were less than 
the limit. But even under the manipulated new model losses were exceeding the VaR limit and 
J.P. Morgan Chase had to disclose its losses and made them public after having denied earlier 
rumours reported in the media.  

 This case did not involve risk trading that is financed by wholesale funds or over-the-counter 
derivatives that the post-crisis Basel liquidity regulation and the Dodd–Frank Act aim to control. 
J.P. Morgan Chase was using its own liquidity, customers’ deposits, to generate extra returns in its 
CIO, not in its investment banking division. It is not an accident that such high risk trading 
happened at a bank that aggressively pursues shareholder value and reports 15 per cent return on 
equity as its target profitability (J.P. Morgan Chase). At the time of the London Whale trade saga 
J.P. Morgan’s competitor US banks like Bank of America Merrill Lynch and Citigroup were 
investing in safer US government guaranteed bonds of 85 per cent and 49 per cent of their avail-
able for sale assets against J.P. Morgan Chase’s 30 per cent (Makan, 2012). J.P. Morgan Chase’s 
annual reports regularly show the share price performance of J.P. Morgan Chase against its compet-
itors. Of course, the higher share price performance of J.P. Morgan Chase could be due to variety 
of other factors. But since risk and return are positively correlated in financial markets higher 
profits at J.P. Morgan Chase must be associated with higher risks as the London Whale trade case 
has shown. But the risk management models that are not regulated by the Dodd–Frank Act can be 
manipulated by banks with aggressive shareholder-value-driven business models to hide the risk 
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and return relationships in transactions. The US Senate Permanent Subcommittee on Investigations 
that investigated the J.P. Morgan Chase’s Big Whale trades concluded that J.P. Morgan Chase had 
manipulated risk models to reduce capital requirements for higher risk derivatives trading:

  In contrast to JP Morgan Chase’s reputation for best-in-class risk management, the whale 
trades exposed a bank culture in which risk limit breaches were routinely disregarded, risk 
metrics were frequently criticized or downplayed, and risk evaluation models were targeted 
by bank personnel seeking to produce artificially lower capital requirements. 

 (United States Senate, 2013)   

 In shareholder-value-driven bank business models reporting high return on equity is the pri-
mary objective, as discussed earlier in this chapter. And, as  Figure 15.3  shows, the unregulated 
risk modelling allows banks to report artificially low required capital, resulting in higher return 
on equity. Ertürk  et al . (2013) analyse such bank behaviour to show that capital adequacy regu-
lation unintentionally provides opportunities for banks to report high artificial return on equity 
rather than adequately capitalizing banks against risks. De-risking banks is not likely to be mean-
ingfully achieved without regulators seriously evaluating bank business models that publicly 
promise the consensus unrealistic and unsustainable return on equity of 15 per cent that the 
stock market in a financialized economy demands from banks for shareholder value.  

  Case study 3: Mis-selling by the UK retail banks 

 After the banking crisis of 2007, between 2009–14 the UK retail banks collectively have paid 
£17 billion to their customers in redress because they mis-sold payment protection insurance 
(PPI). PPI is an insurance product that enables consumers to insure repayment of loans if the 
borrower dies, becomes ill or disabled, loses a job, or faces other circumstances that may prevent 
them from earning income to service the debt. The UK retail banks sold such products to cus-
tomers who were not qualified and/or who were not properly informed about the product. 
Morgan Stanley estimates that the total cost to the UK banks could reach £27 billion by the end 
of 2016 ( The Economist , 2015). This amount is larger than the £24 billion loss that RBS suffered 
in 2008, which was then the largest loss in UK corporate history. 

 Mis-selling costs weaken the capital base of the UK banks because both actual costs and 
provisions against probable future claims by customers reduce retained earnings and hence the 
equity. Therefore the post-crisis regulatory measures to re-capitalize the UK banking system to 
make it more resilient against economic shocks and possible deteriorating economic conditions 
in the future are hampered by high and incalculable costs of mis-selling. Lloyds Banking Group 
suffered most financially in mis-selling PPI by providing £9.8 billion between 2011 and 2015, 
and the bank is unable to estimate accurately the total cost of mis-selling: 

  The total amount provided for PPI represents our best estimate of the likely future costs, 
albeit a number of risks and uncertainties remain, in particular complaint volumes, uphold 
rates, average redress costs, the scope and cost of proactive mailings and remediation, and the 
outcome of the FCA Enforcement Team investigation. The cost of these factors could 
differ materially from our estimates, with the risk that a further provision could be required. 

 (Lloyds Banking Group, 2014)  

 Such a high cost of mis-selling weakens Lloyds Banking Group’s capital base and the bank was 
one of the three banks in the UK out of a total of eight that could not pass the Bank of England’s 
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2014 stress test (Bank of England, 2014). Mis-selling is a result of banks’ goal to increase fee 
income that stock markets demand for higher share price performance. Fee income generating 
activities of banks usually are not risk weighted under Basel capital adequacy rules and therefore 
do not require risk capital to back them. Fee income increases return on equity as the numera-
tor can increase without a corresponding increase in the denominator. Also, fee income tends 
to be non-cyclical unlike trading and interest income. The Financial Conduct Authority’s inves-
tigations into mis-selling at Lloyds TSB and Bank of Scotland between 2010 and 2012 found 
that when the customer demand for investment products fell after the crisis these banks adjusted 
their business models to sell more insurance products. At Lloyds TSB, during that period, sales of 
cyclical investment products decreased by 54 per cent but sales of protection products increased 
by 65 per cent (Financial Conduct Authority, 2013). It is not unusual for shareholder-
value-driven banks to act aggressively in search of fee income generation. Retail banks have an 
advantage over investment banks in generating fee income because they have a much larger 
retail banking customer base and a much bigger sales force. Bank staff in branches are incentiv-
ised to sell products to their financially illiterate retail customers. The UK Financial Conduct 
Authority reported that:

  We were concerned to find that incentive schemes with high-risk features and the potential 
for sales staff to earn significant bonuses were common across the firms we assessed. Most 
firms did not have effective systems and controls in place to adequately manage the increased 
risks of mis-selling arising from their incentive schemes. 

 (Financial Services Authority, 2013)   

 Mis-selling happened both before and after the crisis. Between January 2010 and March 2012 
Lloyds Banking Group (Lloyds TSB, Halifax and Bank of Scotland) mis-sold over one million 
products to nearly 700,000 customers (Financial Conduct Authority, 2013). The financial cost 
of mis-selling to the UK retail banks is significant and weakens the capital base of these banks 
when the regulatory initiatives aim to re-capitalize them for a safer banking system. As Ertürk 
and Solari (2007) have argued, the business models of shareholder-value-driven retail banks 
require aggressive selling of retail products to financially illiterate customers because in a finan-
cialized economy banks are likely to achieve high share prices in the stock market if they meet 
the required financial performance metrics in return on equity and fee income. An equity 
analyst report by Deutsche Bank in 2006, before the crisis, commented positively on the cross 
selling of retail banking products by ‘retrained branch staff ’ at Lloyds TSB: 

  The focus thus far has been improving the customer proposition through the branch net-
work and increasing the sales performance of branch staff. Although we believe this will 
ultimately result in an increase in current account and other major product sales, one 
immediate uplift has been to the cross sell of life, pensions and long-term savings products. 
This has been achieved as the product range was simplified and the branch staff retrained. 
This is a positive development and is key to the strategy of taking an increasing share of 
each customer’s wallet. 

 (Deutsche Bank, 2006)  

 Lloyds TSB’s stock market valuation is influenced by such analyst reports on bank business 
models, and the bank management responds to such reports to deliver shareholder value. After 
the crisis, however, what Lloyds TSB had taken away from each customer’s wallet has to be 
returned to the customers’ wallet with great cost to the stability of the banking system in the UK. 
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As reported above, mis-selling at Lloyds Banking Group continued after the crisis between 2010 
and 2012. Shareholder-value-driven bank business models shape the incentive and remuneration 
systems in banking and the post-crisis regulatory initiatives do not have analytical frameworks 
to deal with such business model risks. 

 None of the post-crisis bank regulatory frameworks has explicitly addressed the risks in 
sales-driven retail banking. The US Consumer Financial Protection Bureau and the UK Financial 
Conduct Authority were established after the crisis to protect consumers through minimizing 
informational asymmetries, promoting transparency in pricing and aiming to punish misbehaving 
financial intermediaries. However, the risks to the financial systems that arise from sales driven 
business models in retail banking are not adequately addressed. Selling mortgages to subprime 
borrowers at teaser rates was a retail banking business model before the crisis that the stock 
market rewarded handsomely. In the post-crisis UK the government encourages competition in 
retail banking and retail banks compete for customers by marketing deposit products at intro-
ductory rates without disclosing the real long-term costs and benefits. The assumption in 
post-crisis regulatory initiatives that retail banking has to be ring-fenced and protected from 
risky investment banking needs to be revisited as retail banking rather needs to be ring-fenced 
from the unrealistic return on equity expectations of stock markets.   

  Conclusion 

 This chapter aimed to argue that the post-crisis regulatory initiatives that are meant to de-risk 
and re-capitalize banks to create financially sound individual banks and consequently a stable 
financial system do not take into account return on equity-driven bank behaviour in a finan-
cialized capitalism. In a financialized economy banks compete in the stock market to maximize 
shareholder value. Investors in the stock market identify key financial performance metrics that 
influence market capitalization of banks. In banking return on equity is the primary metric and 
a rate of 15 per cent was the pre-crisis norm. Remuneration of managers in a financialized 
economy is tied to the delivery of shareholder value. Therefore bank managers are incentivised 
to achieve a high return on equity ratios in banking and Basel capital adequacy rules allow man-
agers to carry out regulatory arbitrage to achieve high return on equity targets. In retail banking 
high fee income is another important financial metric that influences market capitalization of 
banks. Mis-selling in the UK retail banks is a consequence of financialized bank behaviour that 
aims high fee income through cross-selling. 

 By using three post-crisis case studies, two from investment banking and one from retail 
banking, we argued that shareholder-value-driven banks re-locate risks to areas that remain in 
the blind spot of post-crisis de-risking and re-capitalizing regulatory initiatives. To achieve a 
safer financial system bank regulators need to specifically address the regulatory challenges of 
financialized bank business models. To this effect we would propose that investment banking 
and retail banking have to be completely separated for both risk and stock market purposes. 
Investment banking is a higher risk cyclical business and therefore would offer a different risk 
and return proposal than less risky and less cyclical retail banking to stock market investors. Less 
risky utility retail banking should not come under pressure from the stock market to deliver 
unrealistic and unsustainable 15 per cent return on equity. However, we need to exclude propri-
etary trading from investment banking as proprietary trading is a higher risk activity than cus-
tomer driven investment banking activities like underwriting bond and equity issues. Proprietary 
trading and similar high risk investment strategies would be more appropriate for hedge fund 
like intermediaries. Modern finance theory argues that risk diversification can be and should be 
done by investors themselves not by the companies, and modern corporate and investment 
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practices reflect this rationality. However, if large complex banks exist for national political pur-
poses rather than for economic purposes, as the CEO of J.P. Morgan Chase Jamie Dimon said 
recently (Glazer, 2015), and as we have observed in creation of national giant banking firms 
through mergers and acquisitions since the early 1990s, then we need to think of a totally new 
kind of governance and ownership structures for them that need to be democratically discussed 
for the benefit of taxpayers. If risky banking conglomerates are a political choice for nation states 
then they should not be managed for shareholder value in a financialized economy, and it is not the 
re-capitalization but the re-design of capital structure and governance that we need (Blun-
dell-Wignall and Atkinson, 2010).  
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  Introduction 

 Financial market policies and regulation are inherently political issues, the implications of which 
run wider from markets themselves and their robustness or fragility, to encompass questions of 
political authority (technocrats or politicians?). Yet, in the long run-up to the financial crisis 
beginning in 2007, the governance of financial markets was accepted as being ‘beyond’ demo-
cratic direction. The first objective of this chapter is to explore aspects of de-democratisation, as 
it emerged historically in the UK and became a model for the EU. The second objective is to 
ask whether the crisis provided an opportunity to extend the perimeter of democracy to cover 
questions of the design of financial markets, or whether the converse occurred. A final objective 
is to think about the (potentially diverse) normative stances that might be taken within financial 
markets, and within international regulatory networks, vis-à-vis the prospect of democratic 
control. An important proviso is that it is not the purpose of the paper to argue for ‘more 
 regulation’, or for ‘less’, indeed it is argued that the posing of regulatory questions in more or 
less terms obscures the more important underlying issue of ‘regulation by whom’. 

 Classic commentaries on crisis, including those by Harold Minsky and Joseph Schumpeter, 
share the view that the tendency to crisis is inherent in the market system (Minsky, 2003; 
Schumpeter, 1939). Such ideas are now commonly shared by a wide range of commentators – 
market liberals, neo-Keynesians, neo-Marxists and central bankers – all of whom accept that 
fragility is the inherent condition of finance. Where commentators differ hugely is over what 
(if anything) should and could be done about the instability of financial markets: enjoy the thrills 
and spills, put some sand in the wheels, imagine a transformed system, or what? 

 Of course, different schools of thought deploy different assumptions, languages and forms of 
evidence. However, at the core of the debate is one fundamental question, which is about 
 analytical breadth: narrow or wide – mono-disciplinary or interdisciplinary? This question is very 
much up for grabs. Although classical economics, with its notions of equilibrium, is no longer in 
vogue, regulators still seem broadly to assume that a reformed economics can provide a master 
framework. That continuing assumption, be it implicit, apologetic or explicitly declared, carries 
with it a considerable exclusionary effect, since most policymakers – let alone citizens – soon glaze 
over. Economics as a discipline reinforces and polices the perimeter against democratic intrusions. 
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 Happily, against that mono-disciplinary tendency, there is much contemporary work that 
develops a much wider perspective. Some of this wider corpus tries to build bridges between 
economics and sociology (Pixley  et al ., 2013), between market theory and law (Pistor, 2013) or 
between political economy and crisis management (Gamble, 2014). To take as an example 
Gamble’s 2014 book,  Crisis without End? The Unravelling of Western Prosperity , he attempted to 
take into account contemporary issues around governance and legitimacy (troubling), expecta-
tions of continuing growth (dashed) and states’ fiscal conundrums (dire). All of which clearly 
loom large in the wake of the crisis from 2007 onwards, particularly in the Eurozone. On 
governance and legitimacy, Gamble remarked as follows in an interview:

  We’ve become so used to technocratic economic management. For a lot of the time 
 democratic electorates were quite willing for responsibility to be ceded to technocratic 
elites. But that sense that so many voters have that there’s nothing to choose between the 
mainstream parties any longer – which has always been there in the background but in the 
last years or so has become particularly strong in western states – is reinforced when it 
seems that the only solutions are technocratic ones which all point in the same direction. 
That is breeding a big problem about democratic consent and it’s leading to some political 
manifestations, like the surge in populism, which to a technocratic, cosmopolitan elite look 
highly irrational and atavistic. But actually a lot of it is the product of bewilderment at the 
sort of world we seem to be entering, one in which no one is really in control. People have 
lost a lot of confidence in the ability of technocrats to guide us and to solve problems. 

 (Andrew Gamble interviewed by Derbyshire, 2014)   

 Such remarks locate the starting point for the present chapter: the structural discontinuity 
between democratic processes and financial market regulation. Historically, three opportunities 
to address this separation were passed by (Dorn, 2014). First, at the time of the UK general fran-
chise in 1918, private regulation of financial markets sidestepped the realm of public politics. 
Second, after the Second World War, private regulation adopted a public guise at home and a 
networked persona internationally. Third, within the European Union, recent signs have not 
been entirely encouraging, mechanisms being put in place to save the Eurozone and its banks, 
and to expand capital markets, whilst binding its citizens.  

  ‘A regime removed from politics’ 

 Consider the following extract from the minutes of the Court (non-executive directors) of the 
Bank of England, meeting in 2008, in the context of a realisation of the seriousness of the then 
financial crisis:

  In relation to defining a special resolution regime, there was a discussion about the  Treasury’s 
current thinking and  how it fell short  of the Bank’s view. HM Treasury were largely 
 considering options centred on their own role and issues concerning the transfer of  property 
rights from shareholders. The present draft legislation amounted to adapting the emergency 
powers that had been taken for Northern Rock. HM Treasury were considering the 
mechanical instructions that would be required to enact the powers that ministers would 
have,  which therefore politicised the process  of dealing with failing banks. In the Bank’s view, 
what was required was  a regimen removed from politics  with well defined processes and 
 responsibilities rather than one centred on ad hoc decisions by the Chancellor of the day. 

 (Bank of England, 2008, p. 194, italics added)   
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 These and other minutes of the Court of the Bank of England from 2007 to 2009 were released 
in early 2015, triggering widespread and sometime ironic commentaries on the  competency 
(or lack thereof) of the Bank’s non-executive directors in exerting any meaningful check or 
control over the executives of the Bank (see, for example, Giles, 2015). Andrew Tyrie, Member 
of Parliament and chairman of its Treasury Committee, lambasted both the executives and 
non-executives of the Bank for ‘groupthink’:

  There is very little sign from the minutes of any differences of view among the senior 
 executives of the Bank who were informing the Court about what was happening. Nor did 
the non-executive directors attempt to examine the different policy positions that might 
have been considered. The Bank appears to have been a very hierarchical organisation, with 
clear signs of ‘groupthink’ among its leadership. The executive rarely acknowledged possible 
weaknesses in its views or, other than grudgingly, admitted that it might have been  unprepared 
for the crisis. . . . The Court does not seem to have challenged the executive strongly. Even 
after the crisis, the Governor’s view (in the draft strategy for his second term) that monetary 
policy should remain the main purpose of the Bank, and that financial  stability work should 
be merely ancillary to monetary policy, was examined only mildly, with a suggestion that the 
Bank’s financial stability role be given more emphasis. The non-executives acted on occasion 
more as cheerleaders for the executive’s views, and accepted its policy priorities. 

 (Tyrie, 2014)   

 Mr Tyrie’s comments underline the extent to which policymakers’ concerns, which initially 
focused on financial markets and their conduct, widened to encompass the regulators and  their  
conduct. What specifically comes out of the chairman of the Treasury Committee’s observations 
on the governance of the Bank of England – leaving aside the irony with which they are 
expressed – is the sense conveyed of the  cognitive interiorality  of the regulator. Much mention was 
made in the years following the financial crisis of the possibility that regulatory capture of the 
regulator by the industry may have played a part – although this accusation is often softened by 
reference to cognitive capture rather than revolving doors and corruption. On reflection, how-
ever, the idea of openness conveyed by references to capture may, rather ironically, be wide of 
the mark. The regulator – or rather, the regulatory community, blending into national, regional 
and international networks and bodies – may be too self-contained, too self-referential. As the 
present author has put it elsewhere:

  [R]egulators ‘crowd’, ‘herd’ and sometimes merge, so mimicking and exacerbating financial 
market tendencies towards similarity and contagion, and drawing regulators and markets 
into the same vortex. . . . Crowding comes to the fore when regulators become reliant on 
similar mindsets, information sources and regulator rationales and objectives. Such was the 
case in the long period of complacency prior to the crises of 2007 onwards (Engelen  et al ., 
2012). It was not just that the regulatory mindset models were wrong but rather that they 
were so similar; hence allowing the same basic business model to proliferate so widely. More 
diversity would have been safer. There was a temporary disruption in the convergence in 
regulatory thinking, as the response to crisis precipitated some radical re-thinking. ‘Post 
crisis’ re-thinking then quite rapidly re-coalesced around the new notion of macroprudential 
regulation, which recognizes that problems arise not only with specific firms and trades but 
also systemically, in the interstices, connections and similarities. A similar recognition is 
needed in relation to regulation itself. 

 (Dorn, 2015, p. 162)   
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 Such a recognition may haunt the minds of the brightest regulators. However, the implications 
would be far from being easily digested by either regulators or policymakers (by which is meant 
here elected politicians). The conclusions that have been drawn from the crisis have been too 
limited, concerned too much with regulatees (firms, markets and their interconnectedness and 
herding) and insufficiently with regulators (and  their  interconnectedness and herding). 

 As far as conceptual interconnectedness within regulatory systems – and cut-outs between 
them and politicians and their constituencies – are concerned, the ‘post-crisis’ record is  decidedly 
mixed. Initially, chastened by the depth and persistence of the crisis and subsequent depression 
(particularly in Europe), regulators themselves made their apologies, admitted that they had blind 
spots, pointed to lessons learned and to new tasks acknowledged, and promised to do better in 
future. In doing so, regulators made themselves yet more powerful. There has been a deluge of 
regulation and a stepping up of cooperation at national, regional and international levels (see 
Chapters 15, 17, 18 and 19 in this volume and for a useful EU compendium, Lannoo, 2015). 

 So, are we now safe in their hands: is the problem solved in principle? Not quite, because the 
problem is not one that can be adequately specified or answered in terms of the amount, detailed 
content or vigour of regulation; rather it concerns underlying assumptions concerning  regulatory 
thinking and governance. Although having been cast into doubt by the crisis, the assumption 
that  expertise  can steer the ship is remarkably tenacious. ‘Econocrats’ (Froud  et al ., 2012, p. 44) 
formulate policies in relation to financial markets, so supposedly safeguarding economies, states 
and citizens. Technocratic steering goes hand in hand with an upward drift of agenda making, 
from the national (or more specifically city) level, to international networks. What have been the 
results? There has been an international convergence of regulatory thinking and of rule making, 
levelling the playing field. This may have been to the advantage of large transnational financial 
market participants – but at the same time it provided the conditions for an  exacerbation of market 
herding, too-similar business strategies, connectedness, contagion and the potential for crisis. 

 In short, regulatory autonomy (from social and political systems) and herding (with each 
other) sanctioned the same characteristics in financial markets. 

 Admittedly, there have been some counter-pressures, notably in resolution planning, where 
the need for states to ensure manageability of restoration and/or resolution of entities within 
their jurisdictions has led to what Ben Bernanke refers in an interview as ‘national treatment’:

  The Federal Reserve moved recently in the direction of enhancing its oversight of foreign 
subsidiaries and foreign banks that are located in the United States. So there is some 
 movement towards so called national treatment. Banks complain that that’s going to 
 Balkanise the capital markets. But, as Mervyn King [former governor of the Bank of 
England] said so beautifully, banks live globally and die locally. So, for that reason if no other, 
there’s some case for having regulators look at the subsidiaries of foreign firms, as well as 
their own domestic firms. 

 (Bernanke, in interview with Wolf, 2015, p. 3)   

 Such toleration of so-called Balkanisation is, however, still regarded as exceptional in the US and 
EU financial markets, being accepted only insofar as it seems necessary to achieve  resolution, as 
Bernanke’s acceptance of it makes clear. The more general tendency is to strive for close align-
ment of national and regional regulatory systems, if not harmonisation (the clearest  example 
being in the Eurozone). Why this is so has something to do with the interests of large, would-be 
global financial firms but also has to do with the dynamics between regulatory systems and 
politics. Following the onset of the financial market crisis, when it became clear that expertise 
had been illusionary, the regulatory community hastened to declare that expertise must be 



Financial market regulation

293

re-built. This was welcomed by policymakers who – having been genuinely scared by  regulatory 
failures and having been obliged to be seen as being in the driving seat in the years immediately 
following the crisis in the mid to late 2000s – thereafter became fatigued by having to devote 
some much time to these perplexing matters. So, by the mid-2010s, policymakers were keen to 
step back and to let regulators take up the reigns once more. The financial markets themselves, 
having been subjected to considerable re-regulation, hardly objected to de-politicisation of 
regulation and to the return of something approaching regulation-as-normal. 

 Thus, on all sides there have been pressures for resumption of the pre-crisis mode of 
 regulation – and for some fine-tuning of its content, backing away from aspects politically 
agreed in the heat of crisis and its immediate aftermath, yet found burdensome by the industry. 
Some examples follow. In the US, UK and wider EU, policy intentions for bank separation 
and/or ring-fencing were softened at implementation stage (Binham and Dunkley, 2015; 
 Hardie and Macartney, 2015). The UK Fair and Effective Markets Review (HM Treasury  et al ., 
2015) effectively re-cast market conduct issues in terms of partnership. A UK policy  proposal 
that would have laid the onus of proof on senior managers to show that they had taken 
 reasonable steps to prevent regulatory breaches was dropped (Pinsent Masons LLP, 2015; HM 
Treasury 2015). These retreats from what had been seen as ‘banker-bashing’ were underlined 
by a change at the top of the Financial Conduct Authority (Fortado  et al ., 2015). 

 The EU Capital Market Union (CMU) underscores the intention to rehabilitate banks, shadow 
banks and securitisation processes between them. As part of the construction of CMU, the 
European Commission invited the industry to submit evidence of crisis-era regulation that 
might, perhaps through interactions between the admittedly by now extensive and complex 
rules, have ‘unintended consequences’ (European Commission, 2015). As presented by 
Commissioner Lord Hill, this is to be more of a regulatory tidying-up exercise than a bonfire 
(Hill, 2014a). As he put it when speaking as Commissioner-designate in hearings before the 
European Parliament: ‘If, during this process [of review of regulation], evidence appears that we 
have not got it quite right, we should not be afraid to make quick and effective adjustments’ to 
regulation (Hill, 2014b, 3). CMU generally – and the broad regulatory review process that it 
entails – clearly give some satisfaction to those in the industry who hanker after the lighter 
touch they enjoyed prior to the crisis (Van Steenis, 2014). Depending on political contingencies 
in the late 2010s and beyond, there is indeed considerable de-regulatory potential, especially 
when these matters are taken within the European Commission’s broader ‘better regulation’ 
agenda (Pesendorfer, 2016). 

 Considering the mid-2010s signs at national and EU levels – and the controversies no doubt 
to be generated by the backing-away from some prior policy commitments – we can expect a 
continuation of arguments over ‘more’ or ‘less’ regulation. What we have referred to as the quan-
tity perspective on regulation seems set to continue to frame the policy argument. 

 These are important issues; however, this chapter is not primarily concerned with ‘more’ or 
‘less’, regulatory toughness or slackness, or signs of (re-emergence of) capture. The main concern 
here is the return of regulation to its pre-crisis conditions of cognitive interiorality and political 
autonomy. Temporarily put in question by the crisis, since then these conditions have been 
almost totally restored. 

 This restoration is partly but not completely explicable in terms of relations between regula-
tors, policymakers and the markets. What about political parties? Looking at the contexts within 
and levels at which financial market regulation occurs – the restricted disciplinary circles 
involved, regional and international networking and detachment from party politics concerns – 
one notices the low level of political parties’ interest in and engagement with financial market 
regulation before the crisis. Even following the outbreak of the crisis, financial market issues were 
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politicised very unevenly, despite the lives of so many in the US, the EU and in particular the 
Eurozone having been deeply touched by down-turns in investment and by austerity measures 
(the latter being deepened as a consequence of bailouts of holders of senior bonds of troubled 
banks). There has been public anger, yet this has taken the forms of ‘banker bashing’ and wide-
spread cynicism over elites, rather than attempts to move banking and other financial services 
into the centre of political debate and democratic decision-making. 

 It has been left to new political parties and hitherto (but no longer) ‘fringe’ parties to engage 
with citizens on issues around financial markets, paying for failure, austerity and so on. With the 
exception of the more distressed Eurozone countries, where the issues were so stark as to be 
unavoidable, established mainstream political parties have sought to avoid party political debate 
around financial markets. They focus and defer ‘upwards’ to elite policy and regulatory circles, 
rather than ‘downwards’ in a debate with citizens. Thus the latter are presented with decisions 
already taken rather than with an agenda for debate (cf. Dyson, 2013 on austerity policies). The 
moving of financial market regulatory issues off the political agenda stems from mainstream 
political parties’ acceptance of the technocratic proposition that, whilst financial markets may 
have political effects, these effects, the processes that lead to them and the choices to be made are 
matters to be understood by experts. 

 How has this handover of political responsibility come about? The origins of financial 
market regulation’s political detachment and herding tendency can be located within a historical 
 perspective.  

  From city clubs to offshore networks: a short history 

 In the UK in 2014, in the context of very serious debate on constitutional reforms, notably for 
Scotland, a more light-hearted debate was fabricated on the question of whether London should 
declare independence from the United Kingdom. According to an online poll, one in five of 
those Londoners answering said that it should (Moore-Bridger, 2015). Meanwhile, there is a 
feeling in other parts of the UK that London is already another country, with its own distinct 
economic, cultural and political arrangements, facing more out to the rest of the world than in 
to the rest of the UK (for one perspective on this, see O’Brien, 2012). Thus London, including 
the financial markets which make it a world city (Sassen, 2007), seems autonomous. 

 There is a historical truth in this, which can be traced through centuries, through trade guilds 
and the professions (condensing Dorn, 2014). Up until the twentieth century, rule making and 
enforcement in such groups were rooted in direct social contacts between traders, who were 
clustered in geographically and culturally specific communities. Each of these economic com-
munities had its own cultural, moral and (self-) regulatory coherence. Max Weber referred to 
such communities as ‘status groups’ and as ‘closed clubs’ – language that led to the notion of 
‘club regulation’ (Weber, 2000, pp. 326–7; see also Preda, 2005, p. 455). Such self-organisation 
served practical purposes within economic communities (resolution of disputes, and so on) and 
it also had political boundary-maintaining purposes, in two senses. The economic activities in 
question were reserved for those who had been accepted into the group (guild, club, cartel). 
Moreover, club regulation or private regulation (as we would call it today) kept at bay outside 
interference in the rules of the game. 

 According to noted economic historians Cain and Hopkins (1987), London’s financial 
 markets ‘were regarded as being beyond the realm of party politics’. As Daunton (1989, p. 154) 
has put it ‘The ancient right that the monarch could not enter the City without the permission 
of the lord mayor survived and this privilege had, in a sense, been inherited by the commercial 
and financial institutions of the City’. Replace the word ‘monarch’ in Daunton’s statement with 
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‘parliament’ and one arrives at a definition of financial market regulation that proved resilient in 
the face of the emergence of democracy. The general franchise of 1918 did not touch financial 
market club regulation, whose autonomy was defended by sectoral cartels and by the Bank of 
England. Democracy had arrived, yet financial market self governance carried on as before, the 
two running in parallel universes. Other authors have made broadly similar observations-for 
example, George Gilligan (2014, p. 21) refers to the ‘relative autonomy’ of City of London, 
whilst Pixley  et al . (2013, p. 33) refer to a dynamic between public control and ‘re-privatisation’ 
of the Bank of England. 

 In the post-Second World War period, the governance arrangements arrived at for London 
financial markets made a journey into the state – to be clear, market governance entered the 
state, not the other way around – and from there on to the European Union and international 
networks and bodies. The Bank of England began a slow process of opening up banking to 
international competition, with attendant loosening of historical, locally determined and 
 culturally embedded modes of self-regulation. This was the beginning of a transition in 
 occupational culture and style of self-regulation, from the quite specific, localised, socially-
grounded club form, to diverse and more free-wheeling forms (Schooner and Taylor, 1999; see 
also Kerr and Robinson, 2012). The Bank gave (initially cautious) assent to financial innovation 
and to the new players (especially foreign ones) who were willing to drive it. These new forces 
were allowed to be even more self regulating than the established banks had been. 

 The Bank also aligned its agenda with a pro-market vision of the European Community, 
going as far as ‘technical’ involvement in planning for monetary union ( Guardian , 1989). And the 
Bank initiated, encouraged and shaped international networking between regulatory peers, such 
networks functioning as channels for diffusion of views and regulatory influence (Moran, 1994, 
p. 162). By widening its networking, from local to European and international channels and 
whence back down to national, the Bank played a key role in maintaining and elaborating financial 
regulation as a de-politicised space. Through these means, City firms and the Bank of England 
together re-invented London, within a global perspective, as a kind of ‘offshore’. 

 This internationalisation was driven from the 1950s onwards by the City and the Bank more 
than by government. Only after the main outlines had been laid and found to work – from the 
point of view of providing London with a considerable international competitive advantage – did 
the state step in, from the 1970s onwards, to consolidate, generalise and formalise arrangements 
(resulting in the so-called Big Bang, a Securities Investment Board and eventually the Financial 
Services Authority, which inherited banking regulation from the Bank of England). These 
 historical developments had a consistently democracy-excluding effect, which was deepened by 
international networking and convergence of thinking amongst regulators. The resulting intro-
version provided the breeding ground for transatlantic regulatory herding and hence for crisis.  

  Could international regulatory networks be reconciled with democracies? 

 Following the crisis from 2007 onwards, Western-led regulatory clubs were somewhat discredited. 
At the same time, the drop in competitive advantage of US and European banks vis-à-vis their 
global peers opened up regulatory spaces – such as the Basel Committee on Banking Supervision 
and the Financial Stability Board – to wider international membership (Helleiner and Pagliari, 
2011). It has been suggested that the opening up of such regulatory nodes may not necessarily 
mean fragmentation; rather it could be understood, and to some extent managed, as ‘cooperative 
decentralization’ (ibid., p. 196). In such a scenario, tasks falling to the international levels would 
include ‘looser forms of cooperation such as principles-based international standards, information- 
sharing, research collaboration, international early warning systems, and capacity building’ 



Nicholas Dorn

296

(ibid., p. 196). Yet that possibility raises many issues. For example, ‘information sharing’: what 
information and for what purposes? Consider also ‘international early warning systems’. There 
is already a big impetus to collect and share information about trading, through exchanges of 
data depositories between regulators, supported by legislation in the US and EU. Equally, 
‘capacity building’ (Helleiner and Pagliari, 2011) might sound anodyne to some; however the 
political science literature on the role played by international organisations in country devel-
opment suggests otherwise. 

 These apparently technical and information-orientated endeavours raise issues about inter-
pretation (at what levels and against what objectives?) and about who makes the  recommendations 
for action (and on what basis?). Encapsulating such issues in as neutralised terms as ‘information 
exchange’ hardly does justice to the questions raised. If information is power, then information-
centralising proposals merit political scrutiny. 

 What should be the basic policy design for financial markets, in the service of which infor-
mation should be collated? The Warwick Commission on International Financial Reform found 
that countries have ‘different national political priorities, financial structures and institutional 
capacities’, which should be safeguarded:

  It seems heretical to argue against ‘level playing fields’, but in certain areas of finance, an 
unlevel playing field has merit. . . . We need a financial system that is robust to shocks, and 
that requires diversity, not homogenous behaviour derived from the blanket application of 
the same rules and standards on valuation, risk and trading. An unlevel playing field between 
countries is also desirable so as to best take into account different national political  priorities, 
financial structures and institutional capacities. 

 (Warwick Commission, 2009, p. 9)   

 The question of capacity ‘for what’ requires particular careful scrutiny in the context of  sensitivity 
to the risks posed by similarity. It is arguable what forms of  techne  could safely be adopted at the 
top, then routed down to regional and country levels and hard-wired in, so becoming universal 
templates for the forward development of regulatory institutions, skills and thinking. If an 
in-principle acceptance of democracy is accompanied by an in-practice  programme of capacity 
building that assumes a common core, then the former may be  enveloped and trumped as the 
latter expands. Apparently soft modes of international cooperation may have rather hard effects, 
especially on thinking. 

 To make these observations is not to argue that information, capacity building and cooperation 
cannot be public goods. Rather, it is to point to some difficulties of defining, in an operational 
manner, their relation to regulation, democracy and protection of the potential for diversity in 
financial markets. Debate is needed on whether international regulatory networking is best driven 
in a top-down manner, through elite networking and technical expertise; bottom up, through 
some system of representation of democratic choices (which international organisations and 
also it seems regional organisations have yet to find a way to facilitate); or via some mix of the 
two (which, although messy, might remain more transparent and open). There are some serious 
intellectual and institutional design challenges here.  

  Could market participants be reconciled with democracies:  cui bono ? 

 This chapter has offered a historical account of technocratic regulation of financial markets and 
has allied itself with those calling for democratic direction in the interests of stability. We now 
open up the question of how market participants might take sides on this: on what grounds 
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might market participants think that democratic direction of market regulation is either worth 
facilitating or opposing? This is partly a question about interests in the narrow sense – hence the 
section heading used above,  cui bono  – but it also potentially opens up normative questions, 
 concerning market participants’ wider senses of societal structure and right and wrong. 

 The remarks offered here will be very tentative. There is no general answer about market 
participants’ acceptance or rejection of the claim that financial market regulation should be 
embedded within and subordinated to democracy. Much remains contingent, so there is much 
to play for. On the one hand, one cannot say that financial markets are ‘naturally’ in opposition 
to democracy. On the contrary, witness, for example, the pro-democracy role of financial mar-
kets in developing countries, in ex-communist states and in countries acceding to the European 
Union, where George Soros’ foundation is notably active (for a critical review of  Soros’ think-
ing, see Major, 2008). Yet in earlier years, this same Soros successfully bet against the British 
pound sterling, forcing the UK out of a precursor to the euro. In retrospect, Soros might be seen 
as having done the UK a favour; however he hardly did so in a spirit of helping or democrati-
sation. The relations between financial market participants and democracy are not cast in stone. 

 It is not difficult to find signs of disinterest in, exasperation with and even contempt for the 
democratic process. For example, in the context of public discussions in Brussels, the present 
writer witnessed middle-level finance industry executives bemoaning the so-called Meroni 
 doctrine – which to some extent has circumscribed the ability of officials of the European Commission 
and of the European Supervisory Agencies to make decisions without reference back to the 
European Parliament (for an update, see Pelkmans and Simoncini, 2014). The efforts expended 
in lobbying the European Parliament are considerable (Corporate Observatory Europe, 2014) 
and it might be more convenient for the industry to be able to focus on the European Commission 
and on regulatory authorities. Even so, at the present the European Parliament to some extent 
 contains  debate, thus acting as a substitute for wider polities. Those financial market executives 
whose political impatience is such that they would circumvent the parliament should perhaps 
be careful what they wish for. 

 Cutting across these somewhat polarised attitudes – pro and anti-democracy – there are no 
doubt many aspects of financial markets that we could characterise in terms of  indifference  
to democratic process – unless the latter seem to get in the way, when hostility may arise. 
Consider, for example, venture capital and private equity. Venture capital generally operates at 
or near the point of business start-up, providing speculative funding to develop and bring to 
market new product or services. Venture capital shades off into wealthy individuals who act as 
business angels; and into crowd-sourcing, through which many individuals of modest means 
come together to back projects that appeal to them (and/or whose products they may want to 
adopt). Somewhat by contrast, private equity targets mature and allegedly flabby firms. It came 
to public attention from the 1980s onwards, deploying leverage to buy out underperforming 
industrial firms and restructure them, so changing the industrial landscape and also labour 
markets. As a UK parliamentary report put it, there has been ‘a debate in the case of some large-
scale private equity takeovers about how much of the profit can be attributed to financial engi-
neering compared with value extraction and creation’ (House of Commons Treasury Select 
Committee, 2007, p. 3). 

 On the one hand, there seems little reason to think that such firms, individuals or loose 
collectivities would be sympathetic to democratic claims over financial market regulation. On 
the other hand, there might be some contingencies when such market participants themselves 
champion democratic principles, albeit for purely tactical and self-serving reasons. Consider for 
example the following statement by the British Private Equity and Venture Capital Association 
(2014, p. 226):
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  It is vital that ESAs [European Supervisory Authorities] do not have the ability to introduce 
through guidance and technical standards legislative provisions which were rejected during 
Level 1 negotiations. For example, the European Securities and Markets Authority (‘ESMA’) 
AIFMD Remuneration Guidelines apply the remuneration rules to delegates, a concept 
not provided for in the Level 1 Directive. If confidence in ESMA is not to be undermined 
it is vital that it is subject to proper constitutional arrangements and does not have the 
ability to legislate ‘through the back door’. Its apparent ability to do so seriously under-
mines regulatory certainty and means that firms cannot be sure that the position set out in 
Level 1 or Level 2 materials will be the final position.   

 Here the Private Equity and Venture Capital Association waves the flag of constitutionality in 
order to block what it sees as back-room, intra-regulatory and unmerited rule-making. This is 
an interesting spectacle. Whilst there is quite a distance between sectional self-defence and an 
in-principle commitment to democratic steering of financial market regulation, there may be 
times when at least interesting conversations can be attempted, on a tactical basis. 

 Finally, it is important to acknowledge the possibility of ideational, cultural and political 
cleavages within sectors and within financial markets. Differences in terms of background, 
 experience, ages and position within firms may also sometimes be important. These are under- 
researched areas. Focusing on private equity, Froud  et al . (2012) reported on social relations 
between partners of firms, portraying these relations in terms of ‘strong assertion of absolute 
trust [which is] accompanied by an equally strong assertion of uncompromising exclusion of 
anybody who infringed that trust’ (Froud  et al ., 2012, p. 4). The context is that private equity has 
time horizons that are relatively long – up to a decade, certainly much longer than in investment 
banking – over which time key relationships have to be maintained. By contrast, in the words of 
one of Froud  et al .’s private equity interviewees, investment banking is regarded as having ‘lost 
its moral bearings [and] short-term gain. . . . People are contemplating longer careers here [in 
private equity], so that means more of a relationship, less the transactional’ (interviewee cited by 
Froud  et al ., 2012, p. 17). Thus, ‘while there is public distrust of private equity, this does not mean 
that there is no personal trust within the organization’ (ibid., p. 7). 

 As for whether private equity, or other sectors of financial markets, have a sense of a public 
interest, it is difficult to say. Probably not much, once self-serving rationalisations and public 
 communication strategies are set aside. Even so, differentiation between sectors might occasionally 
offer opportunities for tactical alliances with democratic forces.  

  Conclusion: persistence of expertise and of the quantity perspective 

 To summarise the argument, there are two broad perspectives from which regulatory failure can 
be approached. The first, which after 2008 became the conventional view, focuses on the 
 quantity and intensity of regulation. Within a quantity perspective – or quantity delusion, as the 
current author would describe it – regulation is described in ‘too little’ or ‘too much’ terms. 
Many  maintained before the crisis, and some still after it, that there is too much regulation (see 
Mayer, 2014). In the years following the outbreak of the crisis the consensus became that there 
had been too little regulation; that regulatory forbearance, de-regulation, under-regulation and 
insufficient regulatory cooperation and expertise open the door to crisis. The implication was 
taken that what is needed is more regulation, better and more extensive information, filling 
lacunae more robustly and more evenly implemented across all jurisdictions. Although that mode 
of thinking has been dominant since the emergence of the financial crisis, it has been impeded by 
some practical difficulties and conundrums – for example, in connection with bank resolution, 
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where subsidiarisation may assist regulators in dealing with what would otherwise be tightly 
interlocked parts of complex international groups (see Bernanke quote above and, for a critique 
of subsidiarisation, see Myles, 2014). Within a quantity perspective on regulation, such difficulties 
are seen as specific sticking points, whilst the broader drive is towards continuing internation-
alisation of regulation. 

 A distinct view, advanced here, focuses not on quantity of regulation but on the historical 
de-politicisation of financial market regulation and on contemporary prospects for its politicisation 
(we cannot say re-politicisation, for the historical reasons set out above). In concrete terms, 
politicisation implies shifting systemic regulatory oversight responsibilities away from independent 
agencies, to government bodies and/or departments, which are not simply held accountable to 
their parliaments and electorates (Bianculli  et al ., 2015) but are strongly driven by the latter. This 
would offer citizens some voice and decision-making power in relation to ‘their’ financial 
 markets and – highly relevantly in the context of austerity policies – in relation to any public 
subsidies (Haldane, 2010) that they might wish to make available to particular categories of 
market participants. 

 These two perspectives – on quantity or intensity of regulation and on its relationship to 
democratic political processes – are competitive. That is to say, a focus on quantity implies that 
there is an ideal level of regulation, which can be determined on technical grounds: if so, public 
scrutiny is properly restricted to post-hoc accountability of regulators to administrations and 
parliaments, by way of giving justifications for what has been decided. In that case, party politics 
and citizens do not make policy inputs. By contrast, politicisation of financial market regulation 
is based on the proposition that there need not be one unitary regulatory approach, applied 
across all justifications. To the contrary, a global patchwork of regulatory difference may be 
 valued – both normatively, because it reflects the (still) national basis of democracy, and function-
ally, because diversity of regulation avoids the all-eggs-in-one-basket danger inherent in expertise-
based regulatory convergence. 

 How one appraises recent developments in the structure and functioning of regulation 
depends on which of the above two perspective one takes. Since 2008, there have some signifi-
cant changes, especially within the EU. From a quantitative perspective, these changes may drive 
broadly in the right direction, whilst from the politicisation perspective, they unfortunately go in 
the wrong direction. The EU, which before the onset of the crisis had an institutionally complex 
but functionally rather loose financial market regulatory structure, has moved further in the 
direction of centralisation, under three Authorities: national regulators keep their place at the 
table but are more tightly bound together than hitherto (Moloney, 2014). Unsurprisingly, the 
crisis functioned an opportunity to push forward on market integration. This has gone furthest 
in the Eurozone: Banking Union provides for more centralised governance than in the case of 
securities regulation or insurance regulation. However, in all these areas there is considerably 
more dense regulation than prior to the crisis. 

 Clearly, the quantity perspective on financial market regulation has carried the day. Yet, 
despite more regulation and more convergence, the crisis continues and indeed deepens in 
Europe, with zombie banks, negative economic growth, unemployment and associated dissent. 
The economic and political connotations of the Eurozone and of Banking Union have changed – 
from excitement and achievement, through ambiguity, to disillusionment and distress. Capital 
Markets Union provides a policy motif that is at least less  distressing  than is the Eurozone (Sandbu, 
2015), yet it is if anything more politically distant. We might ask if CMU could be more 
 inclusive in the sense of citizens’ involvement in its design. The extent to which this comes 
across as a frankly silly question is a measure of something very fundamental not having been 
learnt by European technocratic elites. The reference points and detail of consultations on 
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CMU are well attuned to market stakeholders but, needless to say, would go well over the heads 
of citizens – were they to try to engage. Which they do not, not surprisingly, since neither do 
the political parties that seek to represent them, so fundamental design issues are never brought 
to citizens. 

 This is a multi-level failure: political parties fail to engage with questions of what financial 
markets are for and how they should be structured; this leaves governments free to deal with 
such issues off the political agenda, in the context of industry lobbying and regulatory claims; 
and except at turning points, regulators are generally left to sort these issues out between them-
selves. Citizens are conceptualised, if at all, as eventual beneficiaries: all decided, nothing to 
worry your head with. If we take a bird’s eye view, such as one that might be adopted in the 
context of international country development, then flown-in international advisors and com-
mentators would wag their fingers and draw attention to the need for elites to foster wider 
debate, in order to satisfy the requirements of democratic legitimacy and also to generate ‘local 
ownership’.  Chez nous , there is a long way to go. Regulatory ownership is indeed the issue, its 
current direction being normatively objectionable and functionally dangerous. Historically, 
London has a lot to answer for; however, that does not excuse continuation of the game according 
to the historic rules.  
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 Some of the most significant changes in banking law since the global financial crisis involve 
attempts to make banks more financially stable through more rigorous requirements about how 
they finance their lending and investment activities. Central to this is the growing use of 
 quantitative models by banks and their regulators to conduct financial war games that simulate 
how a bank would fare under adverse market conditions. These models – known as “internal 
models” because they are often proprietary and non-public – attempt to simulate how future 
states of the market would impact a bank’s financial structure, in particular its ability to absorb 
losses without interrupting operations. 

 Regulators first approved these internal models in the 1990s to track some of the risks in 
bank investments held for trading. Since then, regulators have authorized model-based 
approaches for a wider range of financial risks – including credit and liquidity risks – and for 
some nonbank financial entities, like broker-dealers. Today, many banks use these models to 
comply with prudential regulation about safety and soundness. 

 During the past financial crisis, however, these models did not perform as expected. In 
 particular, the models did not estimate how severe the market downturns would become and 
how much value assets would lose during these extremal conditions. To resolve illiquid and 
insolvent banks, governments had to spend large sums, leaving the public wondering why bank 
risk management and regulatory oversight had not worked as planned. The resulting legal 
reforms have emphasized regulatory capital, increased liquidity requirements, and added new 
constraints on the use of internal models. In particular, banks must now periodically “stress-test” 
these models by running them through adverse market scenarios to better appreciate how banks 
would weather large losses. 

 Though questions remain about their efficacy, model-based approaches to compliance and 
regulatory oversight are here to stay. Therefore, this chapter provides a framework for under-
standing model-based stress-tests. The first section introduces the regulatory capital framework 
in which these stress-tests take place. The second section reviews the current state of stress-testing 
practices and uses those of the Federal Reserve as an example. The final section concludes with 
some observations on a market stress that has once again become relevant for the banking sector – 
rising interest rates. 
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  Internal models for prudential oversight 

 The backdrop to these developments is the growth during the past thirty years of a global 
 regulatory bureaucracy that has engineered a uniform approach to prudential standards for 
banks, formerly the province of domestic legislation. This process gathered momentum in 1987, 
when central banks active in the Basel Committee on Banking Supervision proposed the Basel 
 Capital Accord (Accord) (1996).  1   The Accord introduced a “risk-based” framework that tied a 
bank’s minimum capital to a variety of risks assigned to their asset portfolios. Stress-testing of 
internal models grew out of the Accord and its major revisions in 1996, 2004, and 2010. First 
intended for globally active banks, these risk-based standards have become a default rule for 
most banks. 

  Risk-based approaches to regulatory capital 

 Conventionally, banks distinguish between two kinds of loss: expected and unexpected. Insofar 
as banks can anticipate the loss in underwriting loans and other investments, this expected loss 
is provisioned for by siphoning off current earnings to set up a reserve intended to absorb these 
losses. This way, when the expected loss materializes, it is recognized for accounting purposes 
along with an offsetting charge to the loss reserve, thereby minimizing any impact on current 
earnings. In contrast, unexpected loss refers to risks implicit in the same portfolio of investments 
but incapable of being meaningfully estimated during the underwriting process. When these 
unprovisioned-for losses materialize, they must be absorbed out of current or retained earnings 
or an impairment of capital. 

 Private firms deal with unexpected loss by having an equity capital cushion that partially 
insulates creditors from the risk of loss. Similar to market capital standards, regulatory capital also 
addresses unexpected losses, in particular those caused or amplified by the bank’s role in inter-
mediation. A bank’s equity capital reassures regulators that the bank will be able to weather 
unexpected losses that could threaten its operations. More so even than in private firms, these 
losses loom prominently in banks because—to serve their role as credit intermediaries—they 
intentionally maintain a mismatched balance sheet in which short-term, effectively floating rate 
funds finance long-term assets like mortgages and investments in securities. 

 The deep structure of the Accord’s approach to provisioning for unexpected loss as estab-
lished by the Accord is a pro forma regulatory balance sheet intended to capture the financial 
risks faced by the bank. This pro forma balance sheet is derived from the financial balance sheet 
by making some regulatory adjustments to the bank’s financial balance sheet. 

 Imagine a bank with the financial balance sheet in Figure 17.1.  2    
 The goal of the regulatory capital balance sheet is to estimate the bank’s ability to absorb 

unexpected losses. The first step in doing this is to deduct assets with no actual liquidity with 
which to absorb loss, in this case goodwill. To balance the deduction on the asset-side, the 
equity account must also be adjusted dollar-for-dollar, because equity bears the first loss arising 
from asset loss. Thus, the balance sheet “shrinks up,” increasing the bank’s leverage as measured by 
 regulatory metrics. 

 The next step is to classify assets—or fractions of assets—based on their risk of unexpected 
loss. Admittedly, this is a somewhat contradictory proposition because what makes a loss 
 unexpected also makes it difficult to measure in a meaningful way. Nevertheless, the Accord 
introduced factor weights that assigned different degrees of risk to assets: 0 percent, 25 percent, 
50 percent, and 100 percent. The greater the perceived risk of unexpected loss in the asset, the 
higher would be the applicable risk factor. The gross value of the asset multiplied by the 
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respective risk factor produced the asset’s “risk-weighted” value. These are the values to be 
booked, carried, and funded on the (pro forma) regulatory balance sheet. 

 In our example, the cash and the government securities are deemed so free of risk that a bank 
could fund them entirely with debt rather than with any equity. Hence, they get a 0 percent 
risk-weight. No portion of their value appears on the regulatory balance sheet. Like the 
 deduction for intangibles, the deduction of risk-free assets also results in an offsetting deduction 
on the right-hand side of the balance sheet, this time taken from the liabilities at the top. These 
deductions for risk-weighted assets produce the opposite effect of the intangibles deduction 
by reducing the bank’s leverage because the same amount of equity capital remains to support 
less debt. 

 Residential assets, however, entail more risk of loss than either cash or government securities, 
so the mortgages receive a risk-weight of 50 percent, which means that one-half of their value 
is booked on the regulatory balance sheet. Only risk-weighted assets (or the fraction of whole 
assets remaining after the factor discounts) appeared on the regulatory balance sheet and became 
subject to capital standards. In this example, half of the mortgage entry can be funded entirely 
by debt, but the remaining half must be funded by some qualifying blend of debt and equity. 
Getter (2012, pp. 3–10) suggests that although sorting assets into four different risk “buckets” 
made the capital standard more responsive to a bank’s risk, this scheme still lets banks game the 
weighting by letting them pick riskier assets—with a better chance of return—within each risk 
bucket. The all-in regulatory capital cost for the mortgages would reflect this blend of blends, 
i.e. the weighted average of (1) the all-debt financing and (2) the equity-stopped debt financing. 
The loans and debentures receive a risk-weight of 100 percent, which means that the entire 
amount of the bank’s investment in them must be funded—for regulatory purposes—by 
 equity-stopped debt. For example, assuming that a firm had to set aside $8 of equity for every 
$100 of risk-weighted asset exposure, an asset in the 100 percent bucket (like the unsecured 

BANK'S FINANCIAL BALANCE SHEET

Assets Liabilities

Cash 2,450,000 Demand Deposits 5,000,000

US Treasuries 1,500,000 One year CDs 1,000,000

Medium-term notes 1,000,000

Residential mortgages 2,000,000 Subordinated debt 2,400,000

Unsecured loans 2,000,000 Equity

Corporate debentures 2,000,000 Noncumulative perpetual preferred
stock

200,000

Goodwill 50,000 Common stock 400,000

Total 10,000,000 Total 10,000,000

 Figure 17.1 Bank’s financial balance sheet     
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loan) would have to be financed by qualifying equity capital up to 8 percent of its value. The 
rest of its value (92 percent) could be financed by borrowing. 

 This system still left banks with discretion in terms of how assets would be classified. Insofar 
as a bank could convert high risk-weighted investments into assets with lower risk weights, i.e. 
a 0 percent factor rather than a 50 percent one, the bank could reduce its regulatory requirement 
to issue equity. Because equity costs the bank more than borrowing, doing so would reduce the 
bank’s overall funding costs. 

 The Accord also classified capital by its ability to bear unexpected loss. Debt obligations that 
involve contractual obligations have no capacity to bear loss since any deviation from the 
 contractual terms exposes the bank to breach. In contrast, balance sheet values assigned to 
 common stock can absorb loss because the stockholder cannot force the corporation to make 
any distribution. Instruments in between debt and equity—like preferred stock—had some 
loss-bearing capacity based on the permanence of the capital contribution. 

 After calculating the risk-weighted assets and the amount of qualifying regulatory capital (net 
of intangibles deducted), the regulatory balance sheet (which will never balance because of the 
risk-weighting) is complete (Figure 17.2). It is this pro forma balance sheet that is tested against 
capital adequacy standards and—as discussed in the section below—“stressed” to see how it 
holds up in different states of the world.  

 By today’s standards, the approach was relatively simple. It focused on credit risk rather than 
the various other kinds of risks to which banks are subject. The mathematics involved were 
straightforward: subtracting or discounting assets and dividing subsets of equity by the resulting 
asset values to determine the equity cushion. The framework also converted off-balance-sheet 
items to on-balance sheet equivalents, but—though the assumptions used to measure these con-
tingencies could be disputed—the calculation was simple. In effect, this framework imposed 
across-the-board capital requirements for banks, which were left with relatively bounded 
 discretion to manipulate the capital evaluation process. 

 For example, banks were expected to have at least 8 percent of Tier I capital, a category of 
equity deemed to absorb loss well. Dividing the qualifying capital by the risk-weighted asset 
base results in Tier I equity ratio of 11 percent (the sum of the preferred and common). The 
rest of the risk-weighted asset base (89 percent) is funded with borrowed money. Assuming 
that the minimum required of Tier I equity is 8 percent, the bank substantially exceeds the 

REGULATORY BALANCE SHEET —
NET OF INTANGIBLES, WRITE OFFS, AND DEBT-FUNDED ASSETS AND LIABILITIES

Risk-Weighted Assets Regulatory Capital

Residential mortgages 1,000,000 Preferred stock 200,000

Unsecured loans 2,000,000 Common stock 350,000

Corporate debentures 2,000,000

Total 5,000,000 Total 550,000

 Figure 17.2  Regulatory balance sheet – net of intangibles, write offs, debt-funded assets, and 
liabilities     
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minimum. Its risk-weighted leverage ratio is about 1:8, i.e. the bank borrows $8 for every $1 
of equity. 

 This tiered approach to classifying and measuring bank capital would become a permanent part 
of the Basel framework. The standard way of calculating capital would also become a  permanent 
part of regulatory capital architecture. Soon, however, regulators would introduce a major change 
by letting banks use internal models that provided more discretion when  determining whether the 
bank’s capital was sufficient.  

  Model-based approaches to evaluating risk 

 The Accord framework was not inflexible because it gave regulators discretion to adjust the 
amount of regulatory capital—and the consequent compliance burden on banks—in four ways. 
Excluding intangibles from the requirement that they be deducted relaxed the regulatory 
 burden. Adjusting the risk-weightings determined what share of a bank’s assets needed to be 
considered for regulatory capital purposes. Accepting hybrid instruments as forms of regulatory 
capital gave banks more flexibility in financing themselves. Finally, calibrating the final ratios that 
established capital adequacy let regulators reduce or increase the brunt of regulatory capital 
requirements. 

 Despite this internal flexibility, business practices soon overtook the Accord and began to 
challenge its conceptual integrity. Banks resisted the leverage constraints that regulatory capital 
imposed. Regulators also wanted more freedom to respond to changing conditions. Before 
banks participated extensively in securitizing credit, a bank’s assets could be divided into separate 
asset “books” with distinctive risk qualities. The bank’s credit book held its real estate, commer-
cial, and personal loans. It also included contingent credit commitments like letters of credit or 
credit lines which—once drawn upon, would mature into assets. This book was exposed to 
credit and interest-rate risk. Separately, the bank also had investments and securities, some held 
for active trading and some intended to be held to maturity. The “trading” or securities book 
was exposed to market risk, which included interest rate risk and other risks related to price 
movements in the secondary markets for these investments. 

 As banks participated more in securitization, however, this neat division between the credit 
book and the trading book broke down. Banks began to convert whole loans into a more 
 heterogeneous blend of assets: long-term, short-term, and structured in different ways with 
different risks. Whole mortgages would remain exposed to interest rate risk during the relatively 
long term of the mortgages. A bank that made a loan with an eye to securitizing still assumed 
credit risk based on the borrower’s creditworthiness. However, securitization would have 
reduced this risk by shortening the horizon for default while on the bank’s books. 

 The certificates issued by the securitization vehicle in the secondary market, however, 
were viewed as separate products subject to market risk. So the bank was now dependent on 
the ongoing functioning of secondary markets for securitized products. In effect, the 
 originate-to-distribute model changed the risk profile of banks by making market risk more 
important.  Market risk—also known as “price risk”—referred to changes in interest rates, 
equity prices, commodity values, and foreign exchange rates. A better way of tracking market 
risk was needed. 

 To this end, in 1996, banking regulators modified the Accord to provision better for market 
risk in the bank’s trading book (Basel Committee on Banking Supervision, 1996). This became 
an opportunity for proponents of more quantitative, though arguably subjective, approaches to 
bank capital to challenge the mathematically simple approach of the 1987 Accord. It was in this 
context that regulators first let banks use internal models to comply with prudential regulation. 
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 Using quantitative models to estimate financial risks was nothing new. For example, the 
International Monetary Fund had been using model-based stress-testing since the 1990s as part 
of its Financial Sector Assessment Program, which evaluated a country’s exposure to financial 
risks (Blaschke  et al ., 2001). The 1996 market risk amendment, however, would be the begin-
ning of a process in which internal models came to dominate both private compliance by banks 
and prudential oversight by regulators. Securities regulators would later allow some large 
broker-dealers to use a similar model-based approach to comply with capital regulation.  3   

 These internal models grew out of probability theory, in particular the branch that addresses 
“stochastic” processes, i.e. those that involve random outcomes. Probability assigns a likelihood 
that a distribution of future random outcomes will occur. In this case, the future random  outcomes 
were price movements in interest rates, equity prices, foreign exchange rates,  commodities 
prices, and options. Market risk included two elements: price movements affecting the market 
as a whole (general market risk) and movements that affected the particular instrument, issuer, 
or position (specific risk). 

 The 1996 market risk amendment provided a default system for measuring these market 
risks. Banks could also request permission from their regulator to use their own internal risk 
models to measure market risk. Value-at-risk (VAR) became the most common technique used 
in these internal models. VAR estimated the maximum loss that a bank would be likely to incur 
for a given confidence interval, i.e. 99 percent of the time. When financial simulation suggested 
that a bank’s risk of unexpected loss increases, the bank could provision for this increased risk by 
increasing its equity capital. For example, the bank might decide not to issue dividends that 
could otherwise be retained by the bank to bear unexpected loss. 

 In order to secure regulatory approval to use these internal models, banks had to satisfy qualita-
tive criteria to ensure that these models were sound and that they were integrated into a firm’s risk 
management.  4   One of the requirements for regulatory approval was that the bank subject these 
models to further stress-tests to ensure that they estimated the impact to the bank of major market 
disturbances (Basel Committee on Banking Supervision, 1996, pp. 46–7). Stress-testing attempted 
to model what happens to banks during “extreme” situations that occur infrequently but that 
involve exceptionally serious consequences to the bank’s financial stability. Typically, these involve 
market conditions in which asset prices fell, loan defaults increased, and macroeconomic conditions 
worsened, while the demands on the bank to provide liquidity and credit increased. 

 A stress-testing exercise involved three distinct steps essentially similar to those involved in 
VAR analysis. First, the exercise would identify states of the world deemed so extreme that they 
would pose material risks to a financial firm or a sector. These scenarios could be based on 
 historical scenarios or hypothetical ones involving financial crises or economic crises that 
impacted the financial sector. For example, stylized scenarios posit certain price movements 
deemed extreme in themselves, for example interest rate movements greater than 100 basis 
points or stock index movements greater than 10 percent. Hypothetical scenarios consider the 
impact on prices of nonfinancial events, such as earthquakes, wars, or terrorist attacks. 

 After identifying the target scenarios, the stress-test predicts what would happen to asset 
prices or cash flow during each one of these alternative extreme states of the world. The predic-
tions depended on assumptions about how price movements in the market were correlated. 
Once completed, this phase of the exercise would have generated a map of hypothetical market 
prices. The final step of the stress-test was to estimate how a particular portfolio or firm would 
behave in these alternative states of the world. This part of the analysis would require  assumptions 
about whether losses could be hedged or shifted. 

 Stress-testing and VAR both involve attempts to estimate how the bank’s financial structure 
would respond to changes in market conditions, but they operate at different probability ranges, 
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with stress-testing emphasizing more remote outcomes. Berkowitz (1999) suggests that the 
notions of value-at-risk models and stress-testing have developed on separate tracks, but there is 
no necessary theoretical difference between the two. Stress-testing should enhance VAR analysis 
by considering four distinctive conditions that may be missed by VAR: (1) to model market 
shocks that have never occurred; (2) to model shocks that are more likely to occur than  suggested 
by historical observation; (3) to model market conditions in which traditional price co-relations 
between asset classes break down; and (4) to model “structural breaks” that could occur (Berkowitz, 
1999). 

 In 2004, Basel II modified the Accord to expand the use of these internal models, which 
could thereafter be used for credit risk as well as market risk. Banks that opted for models could 
rely on statistical assumptions provided by regulators or develop their own assumptions.  5   In 
effect, Basel II gave banks substantial discretion in picking how their regulatory capital would be 
calculated. Some banks welcomed this discretion because it allowed them to comply with 
 regulatory capital rules more cheaply.   

  Post-crisis enhancements to stress-tests 

 In the years leading up to the financial crisis of 2007, the occurrence of several extreme events 
created more interest in stress-testing.  6   However, it would take the vicissitudes of the crisis—
more than twenty years after the 1996 market risk amendment to the Accord—for regulators to 
require banks to take these qualitative and stress-testing requirements seriously. In part, this was 
because the financial crisis of 2007 highlighted the shortcomings of these internal models. 
A report of the Bank for International Settlements (2009) found that the scenarios in the stress-
tests used before the crisis did not anticipate extreme conditions, that firms had not integrated 
stress-testing into governance, and that critical risks—including those from securitization—had 
been overlooked. It would seem, then, that these models failed to estimate the losses in precisely 
those extreme situations for which these models had supposedly been designed. 

 In particular, the models had failed to internalize the risk that certain markets would freeze 
up. One of the markets where this was most relevant was the interbank funding channel in 
which banks adjusted their short-term position. In particular, secured borrowing—for example, 
repurchase agreements—within this market displayed price and liquidity shortages that  surprised 
observers. The same was true about secondary markets for securitized credit. When secondary 
market demand for credit dried up, whole loans became stranded on the balance sheets of orig-
inating banks, which found that—making matters worse—they also had to fund contingent 
credit commitments made to a variety of other financial intermediaries. 

 Having crossed the Rubicon in terms of approving these models, however, regulators opted 
to fine-tune them rather than return to the standardized approaches first put in place by the 
Accord. Regulators have also validated the model-based approach by using it to conduct system-
wide regulatory assessments of the financial sector. The following discussion examines how the 
new round of stress-tests work and focuses on some of the initiatives of the Federal Reserve 
(Fed) in this area. 

  In general 

 In response to the global financial crisis, many financial regulators resynthesized their financial 
regulation paradigm to take better account of lessons learned from the crisis. This resulting 
 regulatory consensus continued to include pre-existing ideas like the emphasis on tracking 
counterparty credit risk and on promoting sound capital structures. After the crisis, however, 
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macro-prudential regulation provides the frame for these ideas, which are now subsumed under 
the goal of promoting financial stability and managing systemic risk.  7   The same is true about the 
renewed interest in stress-tests. Macro-prudential disturbances often form the basis of the scenarios 
used in these stress-tests. Also, stress-tests are intended to help regulators assess how the financial 
dynamics of individual firms and sectors can contribute to financial stability. 

 During the crisis, banking regulators conducted stress-tests to evaluate the status of the banking 
sector.  8   Building on these experiences, after the crisis regulators have made stress-testing a routine 
aspect of their programs. Compared with their policies before the crisis, however, regulators have 
now become more directive about these tests by mandating the content of the scenarios, when 
the tests should be conducted, and how the results are to be made public. 

 In effect, these changes are remedial efforts that tacitly recognize that the 1996 market risk 
amendment did not fully succeed in implementing effective supervisory oversight of internal 
models. After all, stress-testing techniques predated the global financial crisis. What the crisis 
helped to underwrite was the political resolve to put teeth into regulators’ original supervisory 
guidance about using internal models. 

 Regulators in several jurisdictions, including Hong Kong, Ireland, Japan, Sweden, the European 
Union, and the United States, now perform some form of stress-testing at least annually, although 
they vary substantially across jurisdictions (Bank of England, 2013, p. 11). Internationally active 
banks may be subject to these requirements in more than one jurisdiction, for example in the 
United States and the European Union. In general, the stress-tests form part of a more compre-
hensive assessment by regulators of the financial health of the banking sector. For example, the 
European Central Bank (2014b) performed a comprehensive assessment of the banking sector, 
including results of stress-tests into its overall analysis of the sector. Some regulators publicly 
disclose the methodology used to conduct these tests while others have kept that information 
confidential. Some regulators require banks to publicly disclose the results of their stress-tests, 
but the majority of regulators publish only the results of system-wide aggregate stress-tests. For 
example, the press release of the European Central Bank (2014a) about its comprehensive assessment, 
revealed capital shortfalls at several banks and required substantial discounting of bank assets. 

 Most stress tests involve scenarios identified by the regulator as well as scenarios developed 
by the individual bank. When setting out the adverse scenarios that banks should use, regulators 
take pains to stress that the scenarios are not meant as forecasts. Regulators intentionally  consider 
the results of several kinds of scenarios and models because they are trying to gain a more 
nuanced view of how firms might be affected by financial instability. Rather than functioning as 
a static evaluation of one point in time, the goal is for regulators to trace the path of how a firm 
or market may behave during an entire cycle (Bank of England, 2013, p. 10). Moreover, regulators 
recognize that differences between individual banks will influence how they are affected by 
adverse scenarios. Regardless of whether any particular stress-test accurately anticipates how 
adverse market conditions will affect a bank or a market, the process of being regularly engaged 
in these financial war games may leave regulators better prepared to deal with adverse scenarios 
when they do materialize. 

 The stress-tests used by regulators reflect different risk philosophies. For example, for its 
2015 stress-tests, the Fed used an approach that combines stylized and hypothetical scenarios 
by  building them around stylized scenarios based on recessions in the US that took place after the 
Second World War (Board of Governors of the Federal Reserve, 2015, p. 23). The Fed’s 
approach includes both adverse and severely adverse scenarios. In the adverse scenario, at the 
global level there is a “weakening” in economic activity and the US experiences a mild recession. 
In the severely adverse scenario, globally there is a substantial reduction in economic activity and 
a drop in asset prices and in the US there is a severe recession with unemployment rising 4 percent 
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to 10 percent. These scenarios are based on a problem with the real economy—a recession—
that goes on to impact the financial sector. In contrast, the scenario put forward by the Euro-
pean Banking Authority scenario is built more directly on trends in financial markets 
(European Systemic Risk Board, 2014). In the exercise designed by the European Systemic 
Risk Board, a flight to quality from long-term debt leads investors to sell assets, which spills 
over into the real economy.  

  Federal Reserve stress-tests 

 To provide more granularity, the following discussion takes up how the Fed operates its stress-
testing program. The Dodd–Frank Act of 2010 (the primary post-crisis law reform in the United 
States) imposed several stress-testing requirements. Each year the Fed releases the supervisory 
scenarios that will form the basis of the stress-tests. 

 The particular stress-tests vary with the size of the banking institution. All financial companies 
with $10 billion or more in assets regulated by a federal financial regulator must conduct annual 
internal stress-tests. The Fed must conduct annual stress-tests for all systemically important 
 companies under at least three scenarios: baseline, adverse and severely adverse. These companies 
must also conduct semiannual internal stress-tests. Also, the Fed may also require stress-tests for 
non-systemically important companies. Community banks are effectively exempt from these 
stress-tests. Banks with total assets between $10 billion and $50 billion are subject to the basic 
stress-tests. Banking organizations with more than $50 billion in assets are subject to additional 
requirements. 

 The stress-tests form part of a more interventionist strategy about bank capital on the part of 
regulators, who now seem willing to impose more substantive limits on bank capital policy, risk 
management practices, and the business model. Much as legal capital rules limit when a corpora-
tion can issue dividends to its shareholders, the new regime puts in place a series of conditions 
that must be met before the bank reduces its equity capital base. In effect, the new rules attempt 
to standardize dividend policy for banks. For example, the Fed rule suggests a rule of thumb that 
a bank must reinvest at least 70 percent of its after-tax net profit rather than release it to share-
holders through dividends. Banks subject to the Fed’s jurisdiction must also now develop and 
codify capital policies that comprehensively address the sources and uses of capital (Board of 
Governors of the Federal Reserve, 2014, p. 17). The Fed would seem to be backtracking from 
the broad discretion previously given to banks to estimate their capital. 

 Ongoing changes in bank business practices that blur neat divisions between different kinds 
of risks continue to influence how these regulations are designed. The Fed’s instructions to 
banks on how to prepare their capital plans reflect notions of financial risk that transcend the 
market risk-credit risk dichotomy. These instructions draw special attention to the financial 
risks from securitization, loan syndication, and bank exposures that are particularly vulnerable to 
market risks (Federal Reserve, 2014, p. 18). The notion of “pipeline risk,” for example, combines 
market and credit risk into an expression typical of securitization. In particular, this warning 
addresses the risk that changes in market conditions (in particular investment demand for secu-
ritized credit in the secondary market) may cause the bank’s balance sheet to expand as more 
credit products linger or become stranded in the pipeline. 

 Will these new requirements work? Only time will tell whether the Fed uses its stated 
authority over qualitative business process, but, taken at face value, the admonitions to banks 
about qualitative assessments appear to signal a willingness to look deeply at whether a bank has 
meaningful internal controls about capital. However, if the past is a precedent, the Fed may be 
somewhat reticent to use the full measure of its prudential authority.   
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  Rising interest rates 

 One of the major potential stresses facing banks is rising interest rates, coming after a long 
period in which central banks kept money loose to help stabilize financial markets. Stress-testing 
addresses this scenario by simulating how the bank’s financial position would change if rates 
change a certain amount over a one-year interval, e.g. a 200 basis point increase or decrease in 
a one-year period. How would rising interest rates affect the banking sector? In this case, the past 
may not be a precedent. Historically, banks tended to welcome rising interest rates because they 
increased their net interest margin, thereby boosting the bank’s net profit. Due to changing in 
bank funding and investment patterns, today it is less certain how tighter money will impact any 
particular bank. In large measure, it depends on the bank’s particular asset-liability mix. This key 
factor must be kept in mind when conducting or interpreting stress-tests. 

  The return of tight money 

 For many years, central banks have implemented highly accommodative stances in monetary 
policy. Many central banks have kept nominal interest rates at near zero interest rates, typically 
through open market operations involving short-term public debt. To supplement this loose 
money policy, central banks also provided additional liquidity to banks and other firms through 
large-scale asset purchases (“quantitative easing”) in which central banks purchased long-term 
rather than short-term government debt. Especially during 2008, central banks also provided 
nonbank financial intermediaries with supplemental liquidity by making last resort lending 
available on the strength of nonconventional collateral. 

 For example, in the United States the Fed did not raise rates between 2008 and December 
16, 2015, a period during which the target policy rate (the nominal Fed funds rate) did not rise 
above .25 (25 basis points). Moreover, United States banks also enjoyed extraordinary access to 
low cost funding from the Fed, which allowed them to stockpile reserves at the central bank, 
which, in addition to portending inflation risk, have kept banks liquid. The Fed’s modest increase 
on December 16, 2015 of .25 to the target federal funds rates could signal the start of a new 
period of less accommodative monetary policy. The risk that interest rates will rise is not an 
extreme risk but, rather, a quite routine risk. The extreme risk involved is that rates will rise 
steeply or reach an unusual point or that financial markets will respond to these routine interest 
rate increases in an unexpected manner. 

 Forecasting the likely path of rising rates involves two major issues. First, how high might 
interest rates climb during the short term, often measured for this purpose as a one-year period? 
When imagining shocks to interest rates, many stress-tests use a 200 basis point increase within 
one year. Though it might seem high, such an increase is more common than one might imagine. 
Interest rates went up by at least 200 basis points in over 30 percent of the one-year periods 
between 1995 and 2008; during this same period, interest rates went up by at least 300 basis 
points nearly 16 percent of the time (Federal Deposit Insurance Corporation, 2010). Given the 
frequency of these substantial intra-year rate increases, using the 200 basis point standard in a 
stress-test may understate the real risk to the bank. 

 A second set of issues concerns how the yield curve responds to rising rates. Interest rates 
can rise in at least three major patterns, each of which impacts the bank’s net interest margin 
in different ways. If both the short-term and the long-term rates rise in tandem, then the yield 
curve simply moves up to establish a parallel curve above the previous one. In this situation, 
the bank’s borrowing costs have increased but so have the rates that the bank can charge its 
borrowers. 
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 However, if short-term rates rise without a concomitant increase in long-term rates, the yield 
curve gets flatter, losing its normal upward-sloping shape. This means that the bank will have to 
pay more for its short-term borrowing but may not be able to increase its long-term lending 
rates. For banks that borrow at short terms and lend at long terms (the traditional maturity 
intermediation model), a flattening yield curve reduces profits, eats into capital, and, if it continues, 
may undermine the bank’s financial stability. 

 In the converse situation, long-term rates rise more than short-term rates and the yield curve 
steepens. In this case, the bank’s short-term borrowing costs rise, but these increased funding 
costs are more than offset by the additional profit made by charging more for long-term loans 
and investments. For many banks that borrow at short-term rates but lend at long-rates, this last 
outcome is the best because it will increase the bank’s net interest margin. 

 Scenarios that test increase rate changes often assume a simple parallel shift upward. For better 
stress-testing results, however, interest rate scenarios should also consider how yield flattening 
and yield steepening will impact the bank’s financial position. Moreover, the yield curve may 
reflect all three modes—parallel shifts, flattening, and steepening—as market interest rates adapt 
to the central bank’s monetary policy decisions. 

 As central banks implement the shift from loose money to tight money, they may rely on 
relatively new policy tools to manage the exit from accommodative policies. For example, after 
the 2007 financial crisis, the Fed and the Bank of England began paying interest to banks on 
their excess reserves, i.e. amounts on deposit with the central bank in excess of the regulatory 
minimum. Several other central banks, including the European Central Bank and the Bank of 
Japan, also remunerate banks for their reserve deposits (Bowman, Gagnon, and Leahy, 2010). 
During the crisis, paying interest on bank reserves gave central banks a tool with which to 
 establish a floor for interest rates. Similarly, raising the rate paid on excess reserves will help these 
central banks to influence market interest rates on their path upward. 

 The Fed and, perhaps, other central banks will also draw on open market operations to 
absorb monetary liquidity (that way making money more dear) through reverse repurchase 
agreements. In a reverse repo, the Fed “sells” a security to its banks and nonbank intermediaries, 
thereby absorbing monetary liquidity from these counterparties and leaving the bank less 
liquid because they have traded cash for government securities, still a highly liquid asset but less 
so than cash or central bank reserves. The Fed induces counterparties to enter into these deals 
not by fiat but by the price mechanism, i.e. the central bank must pay a market premium for the 
securities. In the aggregate, that market premium helps to increase interest rates. By determining 
the term of the reverse repo, i.e. deciding whether to roll-over the sale each day, the central bank 
can use these open market operations to adjust the overall liquidity supply.  

  Implications for banks 

 Historically, banks have not welcomed long periods of low interest rates. This was so because 
low interest rates depressed the bank’s return on credit assets more than they lowered the bank’s 
borrowing costs. So, low interest rates lead to persistent compression of the funding margin, 
cutting into bank profits. Consequently, the conventional wisdom is that banks welcome rising 
interest rates because it enhances their net interest margin. Rising interest rates may increase a 
bank’s funding costs, but, to a larger extent, these rising rates mean that the bank can charge even 
more for making loans. 

 However, how banks fund themselves has changed in the years leading up to the 2007 financial 
crisis. Core deposits, which remained relatively stable even as rates rose, have been replaced with 
wholesale funds belonging to other financial intermediaries that will reallocate these funds to 
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better earning investments as interest rates rise. Some banks have also issued more variable-rate debt 
whose servicing costs will increase as interest rates rise. At the same time, the asset composition of 
many banks has also changed. The decline of secondary market demand for structured credit 
 products like asset-backed securities and collateralized debt obligations means that banks have 
had to hold on to assets—many of them issued at fixed-rates—longer than intended. These shifts 
in funding and asset composition will impact how rising interest rates impact any particular bank. 

 Moreover, going forward banks will have to contend with some important new funding con-
straints introduced in Basel III and implemented in national legislation: the liquidity  coverage 
ratio and the net stable funding ratio. The former requires the bank to keep a minimum amount 
of its investments in lower-yielding liquid assets; the latter requires the bank to reduce its reliance 
on short-term debt by borrowing at longer-terms, an improvement in the bank’s leverage struc-
ture that is certain to cost more than relying on short-term debt. The concurrent application of 
these ratios may render banks more liquid and more stable but, perhaps, less poised to exploit 
their traditional advantage in a rising rate environment to increase their net interest margin by 
funding high yield, long-term illiquid assets with low cost, short-term borrowing. 

 Given these changes in bank asset–liability structure, are rising interest rates still expected to 
increase the bank’s interest margin? The answer is less clear, in part because interest rate increases 
impact a bank’s financial structure in independent, somewhat offsetting ways. As a result, the net 
impact of any interest rate increase will depend on the particularities of a bank’s balance sheet. 
Stress-tests should help to understand how the idiosyncratic financial structure of any particular 
bank will respond to such an increase in interest rates. 

 In order to understand the overall effect of an interest rate increase, consider how it will 
impact three key aspects of a bank’s balance sheet: (1) its proportion of fixed-rate assets; (2) its 
reliance on rate-sensitive wholesale funds (“hot money”); and (3) its existing fixed-rate borrowing. 

 Insofar as the bank holds floating-rate assets, rising interest rates are less likely to result in loss 
because the coupon rate paid on these assets steps up to the new market rate of interest. As rates 
rise, however, the market value of the bank’s fixed-rate assets (including loans and securities) will 
decline. Accounting rules may not require the bank to recognize unrealized loss on certain assets, 
but in real terms these unrealized losses reduce the bank’s net worth. Moreover, prepayments on 
these fixed-rate assets will also decline as borrowers prefer to keep their lower-rate debt; as a 
result, the maturity of these fixed-rate assets will increase as they linger on the balance sheet 
longer than intended by the bank. The bank may be able to securitize these assets, but cashing 
out discounted assets means that the bank will have to recognize any built-in losses. 

 Rising interest rates also impact the other side of the bank’s balance sheet, i.e. the bank’s 
funding. To the extent that the bank has a strong deposit base, funding costs may not rise signifi-
cantly because these depositors may not demand a corresponding increase in return as the 
market rate of interest climbs. Wholesale lenders, however, invest in the bank at arms-length 
(without the benefit of deposit insurance). Keenly aware of changes in market rates, wholesale 
lenders are likely to withdraw funds from the bank as soon as a better rate becomes available 
from another investment. To induce these lenders to roll-over any maturing investment in the 
bank, it may be forced to pay more interest, thereby increasing its funding costs. 

 In contrast, rising interest rates will not impact the bank insofar as it has previously borrowed 
at fixed-rates. Just like its own borrowers who refrain from prepaying mortgages and loans taken 
at previous interest rates that were lower, the bank will benefit from any long-term debt taken 
on when rates were low. Because rates have been low for some time, however, it may be that few 
banks have been able to lock-in sizeable amounts of fixed-rate, long-term debt. 

 To appreciate how these separate financial effects of rising interest rates converge in any 
 particular bank, assume two different bank business models. The first one reflects the traditional 
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maturity intermediation model: the bank’s assets are long-term, fixed-rate, and illiquid; and its 
funding comes from core deposits and some wholesale lenders. As rates rise, this maturity 
 mismatch, insofar as it has not been hedged away, will eat into the bank’s profitability. In this 
case, its outstanding mortgage and securities inventory will be repriced downward insofar as it 
contains fixed-rate obligations. As its short-term borrowings mature, the bank will have to pay 
more to rollover its funding, especially that coming from wholesale lenders. Insofar as the bank 
makes new loans, however, it can exploit the rising rates by charging more, that way enhancing 
its net interest margin. 

 The second business model also has a maturity mismatch, but the asset-liability pattern is 
different from the traditional model: this bank invests in more short-term, liquid assets and it has 
issued more long-term, fixed-rate debt. Alternatively, its basic funding profile may be like the 
one above but the bank may have used swaps, credit transfer mechanisms, and other financial 
derivatives to replicate a balance sheet with liquid assets and long-term debt. 

 A bank in this position can profit from the increase in rates because of the favorable maturity 
mismatch. As short-term investments mature, the bank can lock in a higher return on new assets 
paying a market rate of interest. Because its assets mature faster than those of the traditional 
model, this bank will be able to favorably reprice its asset portfolio more easily. At the same 
time, the longer term of its borrowing means that the bank need not reenter the short-term 
funding market (in which rates are rising). Instead, it can wait until borrowing conditions are 
better. In many ways, this is the funding model that the new Basel funding rules point towards: the 
Liquidity Coverage Ratio will increase the bank’s short-term liquid assets while the Net Stable 
Funding Ratio will increase the term of the bank’s liabilities. 

 * * * 

 In effect, post-crisis legal reforms of financial markets amount to a substantial re-regulation of 
banking that, implicitly at least, recognizes that previous light-touch strategies for supervising 
banks did not work as expected. In particular, post-crisis reforms have changed the way that 
banks must track and provision for financial risks. The stress-testing techniques examined in this 
chapter are one important example of this re-regulation. Properly administered, stress-testing 
under prudent parameters should help banks and their regulators spot growing fragility in bank 
balance sheets before it ripens into a liquidity or solvency crisis. That said, since these stress-testing 
requirements are being implemented during a period in which banks must contend with several 
major regulatory and market shifts, these new requirements will probably require ongoing 
 modification to make good on their promise.   

  Notes 

   1 The Committee’s original members were Belgium, Canada, France, Germany, Italy, Japan, Luxembourg, 
the Netherlands, Spain, Sweden, Switzerland, the United Kingdom, and the United States.  

  2 In this chapter, the stylized balance sheets used to illustrate regulatory capital requirements make several 
simplifying assumptions such that they do not reflect actual capital requirements for these portfolios.  

  3 Firms regulated as broker-dealers had had to comply with net capital standards imposed by the Secu-
rities and Exchange Commission. In response to lobbying by financial conglomerates that included 
both banks and broker-dealers, in 2004, the Securities and Exchange Commission amended the net 
capital rule to allow some broker-dealers to meet their net capital requirements using these internal 
risk-management models. The requirements to use this method are found in Appendix E to 17 CFR 
240.15c3-1. The change grew out of a pilot project conducted by the General Accounting Office 
(1998, p. 14) with six large securities firms that used proprietary risk models to estimate risks in their 
over-the-counter derivatives portfolios.  
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  4 Because this technique attempts to measure how a bank’s financial position would change based on 
changes in market conditions, the quality of the data used is key. An insurmountable shortcoming in 
the data is that it is not possible to accurately anticipate what the future states of the world will be. 
Concretely, this shows up in the limited ability to predict price behavior during the most important 
periods—extreme periods that show up as the negative tails in a normal distribution.  

  5 In the basic and more conservative approach, the bank would estimate the probability of a default on 
its assets and the regulators would provide the expected loss given default, the bank’s exposure at 
default, and the maturity at exposure. Using the advanced approach, the bank would use its own values 
rather than those of the regulator.  

  6 These events include Black Monday (1987), the Asian financial crisis (1997), Russia’s debt default 
(2001), and the terrorist attacks on the United States (2001). Each of these events impacted financial 
markets in important ways. There were also “extreme” events that turned out not to have much impact, 
for example the Century Date Change.  

  7 In addition to these stress-tests, Basel III imposes two other funding requirements that involve stress-
testing liquidity and funding. Before the crisis, regulators imposed relatively “soft” expectations on banks 
with respect to how they managed liquidity. Though not called stress-tests, two other new regulatory 
requirements also involve simulations of bank financial conditions: the liquidity coverage ratio and the 
still inchoate stable asset funding ratio. By virtue of the Liquidity Coverage Ratio and the Net Stable 
Funding Ratio, global regulators have codified these liquidity norms as binding requirements, akin to 
the regulatory capital norms on which they are modeled.  

  8 For example, as part of the Capital Assistance Program conducted under the Emergency Economic 
 Stabilization Act of 2008, the US Treasury and the Fed ran stress-tests of the 19 largest bank holding 
companies (Congressional Oversight Panel, 2009, pp. 8–27).    
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  Introduction to judgement-based supervision 

 The years since 2008 have seen much public blaming, naming and shaming of a wide range of 
individuals and institutions. These include senior management of financial institutions, individ-
ual traders in certain wholesale financial markets as well as those both within out side regulatory 
bodies who set the intellectual tone and strategic direction for financial regulation prior to the 
financial crisis of 2008. That latter category has encompassed the regulator’s political masters, as 
well as the regulators themselves, insofar as a virtue was made by certain politicians of the 
 competitive advantage of the ‘light touch’ and ‘principles based’ regime of financial regulation 
that pertained in the UK prior to 2008, and indeed of the initial political judgement of New 
Labour in the UK that led to the creation of the FSA as a unitary financial regulator in 1998 and 
the removal of direct powers of bank supervision from the Bank of England that accompanied 
it. Indeed, even the UK Queen was reported to have expressed interest and concern in the 
effectiveness of the powers of financial supervisors to achieve their objectives in an observation 
made during a recent visit to the Bank of England, that the Financial Services Authority did not 
have any ‘teeth’ (Rayner, 2012). 

 She was far from alone in reaching this conclusion and the UK has redesigned its regulatory 
architecture to confer direct powers of bank supervision on a new regulatory body that forms 
part of the Bank of England, the Prudential Regulatory Authority (PRA) that seeks to achieve 
a general objective to promote the safety and soundness of those whom it authorises.  1   A wholly 
separate regulatory body, the Financial Conduct Authority (FCA), has assumed responsibility for 
the licensing and supervision of institutions carrying out exclusively or primarily non-wholesale 
financial market business as well as integrity and conduct of business issues. Both FCA and PRA 
are subject to the powers of direction and recommendation by an important new Committee 
of the Bank of England, the Financial Policy Committee (FPC), which is tasked with guarding 
against risk to the financial system as a whole and will perform the difficult task of macro- 
prudential financial regulation remaining vigilant to the multifaceted yet persistent reality of 
systemic risk. 

 The UK pre-crisis operating framework of financial regulatory supervision was often char-
acterised by both the FSA itself and by academic commentators as being risk driven and risk 
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responsive (Black, 2004), but this descriptor has been displaced post-crisis by the need for 
supervisory action to be informed by and responsive to  judgements  formed by supervisors as to 
the risks posed by regulated institutions and key individuals working within or associated with 
them. 

 Giving primacy and practical effect to the judgements formed within the new UK financial 
regulatory bodies, the Financial Policy Committee (FPC), the Prudential Regulation Authority 
(PRA) and the Financial Conduct Authority (FCA), was identified by the UK government as 
being essential in order to achieve the core objective of a more stable and efficient financial 
system (HM Treasury, 2011, 1st para. foreword). ‘Judgement’ is seen to be synonymous with 
‘expertise’ and it is the judgements of the aforementioned three new expert regulators, rather 
than risk scorecards, that are to form the driving force of the post-2008 financial regulatory 
system. Despite the centrality of judgements to the way in which regulators exercise their super-
visory and intervention powers there has been little discussion of what distinguishes ‘judgement’ 
from its range of possible alternates (depending on context), such as ‘opinion’, ‘view’, ‘decision’ 
or ‘step’. The OED defines ‘judgement’ as a quality, being an ability to ‘make considered  decisions 
or come to sensible conclusions’. But on what basis are such judgements made safely? And at 
what point in time? judgements can of course be formed about the past, present and future and 
can be based on all manner of things. The increasing use of the term ‘judgement’ by financial 
supervisors may be one of several examples where there is room for misunderstanding between 
those from different disciplines and culture with supervisors (especially those with a background 
primarily in financial economics) and lawyers using the term to mean different things, thereby 
attaching different degrees of importance to the various components of a ‘judgement’.  

  Necessary links between micro and macro prudential supervision 

 The new legislation lays the foundations for closer and more intense scrutiny of those financial 
institutions to be authorised by the PRA. This is so not only from the perspective of their indi-
vidual prudential health but also from the contextual perspective of their place in the firmament 
of the wider financial system. For the PRA is directed to seek to achieve its general objective 
with an eye to potential impacts or adverse effects upon the stability of the UK financial system.  2   
It is thus clear that micro-prudential supervision of PRA-authorised institutions looks set to 
involve judgements being made that will necessarily require the application of macro-prudential 
or system wide factors to the case of a specific institution under PRA supervision. For if there 
is one central policy lesson that emerges from the global financial crisis it is the need for regu-
lators to marry up and follow through with concrete practical actions and interventions the very 
many layers of abstraction in which financial risk can be manifest, from the level of broader 
global macroeconomic indicators right down to the level of the culture on the trading floor or 
failures in IT data systems within a specific business division of a regulated firm (Turner Review, 
2009). Therefore it is important to bear in mind in any discussion of how the PRA should 
deliver judgement-based supervision that some of the underlying judgements to supervisory 
action will inevitably include judgements about sources of systemic risk that lie in the broader 
financial and economic environment beyond the influence, and sometimes even beyond the 
awareness, of specific authorised institutions. But the force and immediate effect of PRA super-
visory action will be felt at the micro-level of the institution subject to supervision and it is at 
this juncture that we see one of the main obstacles to a judgement-led approach to supervision 
emerging in practice. The second part of this chapter considers this issue in greater detail along 
with other potential obstacles in response to some of the questions of practical policy of 
 relevance to regulatory data gathering in particular, which were raised in the course of scoping 
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out the BoE/CCBS workshop from which this paper developed. The first part of the paper 
summarises what the PRA has outlined as being the essential qualities and mechanisms of 
‘judgement-based supervision’ but first examines its origins.  

  Origins of judgement-based supervision 

 When supervisors first began in this most recent round of wholesale regulatory reform to identify 
the need for a more judgement-led approach to their role it became clear that the term was 
being contrasted with a formulaic, mechanistic ‘box-ticking’ approach to supervision. Paul 
Tucker of the Bank of England, contrasted the two supervisory modes and emphasised the pro-
spective, forward-looking nature of supervisory judgement when he began to publicly think 
through the implementation of macro prudential regulation. He emphasised:

  [T]he necessity of reviving supervision. By that, I do not mean checking compliance with 
rules after the fact, punishing breaches; punishing offenders does not bring back to life a 
bank or the customer businesses that have collapsed with it. I mean forward-looking 
judgements about the prudence of a firm’s management and the resilience of its business. 

 (Tucker, 2009, p. 4)   

 However, as the UK Turner Review pointed out, the approach to supervision employed by the 
FSA in the period leading up to the financial crisis was never stated to be a light touch checklist 
of compliance with rules (Turner Review, 2009, p. 86). Instead the FSA’s whole approach to 
financial supervision had been carefully developed, crafted and refined to be expressed and 
implemented within a sophisticated risk-based operating framework within which both 
firm-specific and environmental risks were expressed and scored against broader risk categories 
that related to risks to the FSA’s original four statutory objectives. This ARROW supervisory 
framework was employed by the FSA within a broader risk-based philosophy of regulation that 
worked alongside then prevalent intellectual assumptions now revealed to have been flawed. 
Turner saw these as being threefold: first, a belief in the ability of markets to accurately price and 
smoothly clear financial risk; second, the view that the appropriate primary responsibility for 
business risk be with the firm and not the regulator; and third, an assumption that a combination 
of lightly regulated and vigorous wholesale markets with conduct of business regulation applied 
mainly in retail financial markets would better protect financial customers than would product 
regulation or direct intervention in markets. 

 In many ways then it is unfair to characterise the pre-crisis supervisory approach of the FSA 
as being mechanistic and box-ticking in contrast to the more subtle and nuanced judgement-led 
approach now being developed. For the ARROW supervisory framework developed by FSA 
could hardly be described as being about checklist type compliance with rules. It was always 
intended to be much more than that and indeed its was presented as being far more multidi-
mensional and broader in the reach and focus of its inquiry about the regulated subject than 
approaches to financial regulation that preceded it. Indeed, if we recall the origins of the FSA as 
a unitary financial regulator, it is worth noting that its disparate predecessor bodies charged with 
financial regulation from 1988 until 2001 were castigated by another Chancellor of the Exchequer 
in another political era as ‘not delivering the standard of supervision and investor protection that 
the industry and the public have a right to expect’.  3   One of the most infamous examples of 
supervisory failure came to light in 1991 with the orchestrated and large-scale theft from the 
occupational pension fund of Mirror Group Newspapers by the founder of the Mirror Group. 
The supervisor then charged with the responsibility for the two investment management 
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companies that ran the MGN pension funds was the Investment Management Regulatory 
Organisation. Its supervision of the companies concerned, Bishopsgate Investment Management 
Ltd. and London and Bishopsgate International Investment Management plc, was criticised as 
revealing an approach to supervisory monitoring that was too mechanistic, insufficiently critical 
and failed to spot emerging problems and sources of risk.  4   Delving even further back in time to 
the periods preceding the emergence of formal systems of statute-based financial regulation in 
the UK, in the Banking Act 1987 and Financial Services Act 1986, the rigour and effectiveness 
of largely self-regulatory and informal supervisory mechanisms in force in the 1970s and early 
1980s attracted criticism too and led to the formal empowerment of the Securities and 
 Investments Board (SIB) in 1988 (Gower, 1984). Much was then made of the enhancement to 
supervisory effectiveness that would flow from the SIB’s statutory basis and its potential to use 
the power of formal law as opposed to suasion and regulation by membership contract. 

 And so every regulatory era grapples with the problem of how to supervise to bring about 
better outcomes. Each era has its dominant mood music being sounded by supervisors and it is 
clear that that of the coming decades is set to be ‘judgement-led supervision’ just as that of the 
past two decades has been ‘risk-based supervision’ within its attendant framework of ‘principles-
based regulation’ as considered by Black (2010). This latter term has been conflated by politicians 
with ‘light-touch’ regulation in crisis demonology and does not feature at all in the reformed 
post-crisis legislative and regulatory framework.  

  Components of the new supervisory approach 

 It is possible to engage in extensive debates about the differences between ‘regulation’ and 
‘supervision’ for the two terms are often used interchangeably but they do actually refer to dif-
ferent things. Regulation is an empty vessel and little more than dangerous window dressing 
without the myriad of day-to-day steps and processes that give it its legs and intelligence base. 
Those steps and processes constitute supervision. Regulators can know nothing and decide 
nothing unless they engage in continuous supervision of those to whom they have admitted to 
a regulated sector. The term ‘monitoring’ was used more often in the early days of UK financial 
regulation but this suggests a degree of passivity that no good regulator can afford. Supervision 
suggests a more dynamic and engaged regulator and not a mere bystander doing little more than 
watching and recording. Supervision can also be distinguished from enforcement, rule-making 
and many of the other functions that a regulator must undertake. The legislative framework 
requires the PRA (and indeed the FCA too) to maintain arrangements for the supervision of 
those whom it authorises  5   and these arrangements are contained in the more detailed handbook 
of rules and guidance that operates at the regulatory level to set the parameters of the legal 
framework in which the new supervisory approach will take place (FSA, 2011).  6   

 Although the supervisory process is a continuous one, the key ‘bite points’ for PRA supervi-
sion, the points in time at which supervisory judgements will be made or reviewed and at which 
the legal powers of supervisory intervention may be exercised, are at authorisation in assessment 
of whether or not a firm meets the stipulated Threshold Conditions for PRA authorisation  7   and 
upon approval of individuals undertaking PRA-controlled functions  8   (certain critical roles 
within an authorised firm where the conduct and tone set by that individual could have an 
impact on the prudential culture within the firm – these are mostly characterised by the legislative 
framework as ‘significant influence’ functions). These are not simply one-off events but subject 
to regular review and continuing supervision, and the PRA’s powers to modify the extent of 
a firm’s authorisation or even cancel outright should the PRA judge it to have fallen below 
the expected conditions are seen as key backup mechanisms to following through on its 
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judgements should less formal action and dialogue with the firm fail. Information gathering and 
investigation in the course of supervision are clearly vital processes, for good judgements depend 
on becoming and being kept well informed. The data challenges to effecting judgement-led 
supervision are considerable and are considered further below in the context of obstacles to 
judgement-led supervision. Suffice it to note at this point that legislative powers of information 
gathering and investigation have been amended in order to support a broader and more intensive 
data collection effort by supervisors.  9   The special reporting responsibilities of auditors of authorised 
firms (whereby auditors are placed under certain notification obligations intended to support 
supervisors in their role) have been extended to include auditors of recognised investment 
exchanges.  10   

 The language of risk, however, has not disappeared from the framework being developed for 
PRA supervision, for judgements must be made  about  something and it is at this point that risk 
features again in the new supervisory framework. For in elaborating the elements of its new 
supervisory approach the PRA sees judgements about risk to its objective being made about 
firms both as regards current risks and also those that could ‘plausibly arise in the future’, and 
will focus its efforts on firms and issues according to the risk they pose to the stability of the UK 
financial system, thereby necessitating another set of judgements that entail risk assessments 
(Bank of England, Prudential Regulation Authority, 2012, p. 6). 

 This change in focus to the language of judgement and to a more prospective and forward-
looking mode of viewing risk acknowledges the inherent and essential uncertainty about an 
unknown future world. Thus it seems a more realistic and appropriate descriptor for the task 
facing the supervisors than does the language of assessment. 

 The PRA will supervise institutions by making judgements about risks that might be posed 
to its objectives of safety and soundness and stability. In so doing it will consider three categories 
of risk – those that arise from the external economic context and the business model of the firm, 
but it is clear that the  key  judgement that matters most in determining the intensity of supervi-
sion is of the potential impact that a firm could have on financial stability.  11   The five categories 
by reference to which the significance of a firm to the stability of the UK financial system will 
be judged are differentiated by the extent to which its size, complexity, interconnectedness and 
business type have the capacity to cause disruption to the UK financial system by the firm’s 
failure or its carrying on business in an unsafe manner.  12   These are the judgements that will be 
hardest for the PRA to make and may leave the greatest room for disagreement with those 
subject to them. Having made a judgement about the ‘Gross Risk’ surrounding a firm, the PRA 
supervisors will net off certain ‘Mitigating factors’ having also made judgements about these. 
Although the three categories of mitigating factors - Operational (management and governance, 
risk management and controls), Financial (Capital and liquidity) and Structural (Resolvability) - 
are all within a firm’s control, any firm that is a Category 1 High Impact firm cannot escape 
intensive supervision by being squeaky clean with respect to all the mitigating factors. This is 
because the PRA has stated that it will still direct a wider range of its supervisory tools to High 
Impact firms regardless of the mitigating factors it identifies.  13   The FSA learned the hard way 
about the dangers of wrongly estimating the probability that a potentially High Impact firm 
could fail when the consequences of the categorisation of Northern Rock under the ARROW 
framework as a High Impact/Low Probability firm became clear (FSA, 2008). One lesson that 
emerged from the subsequent enquiry into its supervision of Northern Rock was that had the 
probing of Northern Rock’s business model, financial strategy, liquidity coverage and so on been 
more extensive and a more critical and sceptical mindset been applied to the results of those 
probes (this is the ‘judgement’ part that was lacking) then a rather different risk categorisation 
might have been made. So it seems that despite a High Impact firm’s record as regards the 
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Mitigating factors in the risk matrix that reduce its ‘Gross Risk’ to PRA objectives, it will still be 
subject to the same supervisory tools and checks as others in the same category without its 
talent for mitigation. In a financial system where even the best run, soundly capitalised and 
speedily resolvable firm may be brought down by external shock and the resulting contagion it 
makes sense for the supervisor to subject it to more intrusive supervision than a firm whose 
profile and position raises no systemic risk. Hence Low Impact firms are to be subject to only a 
minimal baseline level of supervision. 

 When the FSA first proposed the introduction of what are now very extensive rules and 
guidance on expected arrangements for senior management responsibilities, governance and 
risk management within an authorised firm was at pains to reassure firms and their advisers that 
they would not be seeking to impinge on the business judgement of firms or prefer any business 
culture over another (FSA, 1999). Indeed it made clear it did not expect to see any detailed plans 
relating to the firm’s business strategy and it talked of the need to embed and support develop-
ment of a compliance culture throughout the firm (FSA, 1999). Prudence and stability were 
never uppermost in its mind in what it had to say about culture and business strategy. The 
supervisory approach of and expectations the PRA will have in relation to the way in which a 
firm sees, lives and breathes its business could not be more different. For the PRA makes clear 
that its supervisors will be looking for and expect to see evidence that a firm has learned the 
lessons of 2008 and can withstand future siren calls of lucrative risky strategy and practices that 
may have external costs. Indeed this task of watching out for and countering any future back-
sliding on the priority attached to prudence and safety is seen by the PRA as being the key task 
of prudential regulator. Just as the FPC will seek to lean against the prevailing winds of the 
economic cycle in its directions and recommendations to the PRA and FCA as to how best to 
counter systemic risk, so too will the PRA provide the micro prudential counterweight to a 
firm’s own internal cycle of growth. Clearly supervisors cannot and will not be at every Board 
meeting but they will be very much across the details of what is making a firm tick now and 
how it will meet the future, especially High Impact firms:

  [t]he PRA will aim to understand a business model’s sustainability and vulnerabilities . . . 
[f]or those firms posing greater risk to the stability of the system, the analysis will be more 
detailed. It will include a review of the drivers of profitability, risk appetite, performance 
targets and underlying assumptions, and a firm’s own forecasts and their plausibility . . . [and] 
if the PRA believes that mitigating measures alone cannot adequately reduce material risks 
to the safety and soundness of the firm, it will require the firm to change its business model. 

 (Bank of England, Prudential Regulation Authority, 2012, p. 17, paras 56–7)   

 There are many other examples that could be highlighted of how and where judgement-led 
supervision looks set to be more intrusive than its predecessor. Another aspect of a more 
 forward-looking supervisory perspective is that intervention action, in order to be effective in 
countering prospectively judged future risks, will often occur at an earlier stage and to a greater 
extent than it in the past. The planned ‘Proactive Intervention Framework’ (PIF) through 
which PRA supervisory intervention will be modelled and escalated necessarily involves 
assessment of risks to the viability of the firm. It will be placed in one of five categories of 
‘proximity to failure’ and this category will determine the nature and pace of supervisory 
action. The potential impact of a firm on stability of the UK financial system and its resolv-
ability will not be used in placing a firm on the PIF scale since these two factors tell us nothing 
about an individual firm’s viability, unlike the external context, business risks, operational and 
prudential factors specific to a firm. It is at this point then that ‘doing well’ on its mitigating 
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factors in reduction of its gross risk may reward a firm with a lower PIF categorisation. This is 
similar to the probability part of the Impact x Probability calculus used by the FSA in its cat-
egorisation of firms under the ARROW framework. For obvious reasons the PRA is not 
proposing to publish its PIF categorisation of a firm – not even to the firm itself in case this 
should trigger an obligation on the firm to disclose it to the market. We can thus expect to see 
much comparative activity, sharing of intelligence about life under the new supervisory regime 
and educated guesswork as firms try to form a view of how they are perceived by the PRA as 
opposed to how they see themselves. 

 The PRA makes it clear that its senior staff will be regularly involved in the risk assessments 
that feed into its judgements about supervisory action, and major supervisory judgements will 
be taken by experienced staff. In conveying its views and judgements to the firm as part of the 
ongoing supervisory process it is clear that, although it acknowledges that it expects to see the 
firm take the lead in ensuring good regulatory outcomes are delivered, if need be it will direct 
the firm how to act.  14   It will inform the firm what it judges the key risks and concerns relevant 
to that firm to be, will share its ‘root cause analysis’ of why this is so and how supervisory inter-
vention can address the causes of PRA concerns about financial stability.  15   PRA intends to 
involve the Audit Committee of a firm and its non-executive directors in ensuring follow up 
action is taken by the firm in response to the issues raised by PRA.  

  Obstacles to a judgement-led approach to supervision? 

  People 

 While resourcing and staffing supervisory bodies for any high skill/high remuneration sector is 
acknowledged to be a perennial problem, it is a particular problem for a model of supervision 
that relies to such an extent on judgement. Getting hold of and retaining a sufficient number 
of the right mix of people with the right mix of skills and seniority to implement this more 
nuanced approach to supervision was identified as a potential problem by many witnesses 
before both the Joint Parliamentary Committee that scrutinised the (now enacted) Draft Finan-
cial Services Bill (hereafter referred to as the ‘Draft FSB Committee’) ( Joint Committee on the 
draft Financial Services Bill, 2011).  16   It described the human resources challenge facing the 
PRA thus:

  Forward looking supervision is a key cultural change for the regulators and it will require 
a different approach and skillset. Effective judgement led regulation will require intellectual 
capability, an understanding of the complexities of financial markets and a willingness and 
confidence to challenge senior staff within firms. The lack of senior, experienced regula-
tory staff able to exercise judgement in an increasingly complex financial services market 
may constrain a shift in this direction. 

 ( Joint Committee on the draft Financial Services Bill, 2011, para. 199)   

 It recommended the human capacity of the supervisors be kept under regular review and that 
both bodies publish their plans to ensure both that they have the right calibre of staff and 
develop a public service ethos in which is embedded a career development trajectory around 
supervision, publishing progress updates in their annual reports.  17   The government’s response 
to this recommendation, while fully alive to the importance of the ‘people question’ to a 
 judgement-led approach to supervision, preferred instead to see this as an issue that fell within 
the operational autonomy of a supervisor, and respecting that autonomy was itself a pre-requisite 
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of enabling the conditions for judgement-led supervision to flourish.  18   More recently the 
 Parliamentary Commission on Banking Standards in its questioning of witnesses has voiced 
concerns about the new Supervisors’ ability to attract and retain the right kind of staff, given the 
inevitable pay differentials between regulator and regulated and the fact that the need for industry 
to adjust to the new regulatory environment is adding to the problem of shortages of skilled risk 
and compliance staff who might be useful to supervisors (Cohrs et al., 2012, Q. 61–85). One 
interesting witness response to the perennial problem of incentives for a career in public service 
emphasised the intellectual demands and challenge of a ‘career’ in regulation as opposed to a ‘job’ 
in banking, and suggested that more be made of the differential in non-pecuniary rewards (Cohrs 
et al., 2012, Q. 40). 

 But there is more to this ‘people question’ than technical skills and experience for, as the 
Draft FSB Committee acknowledged, the changes in culture and philosophy needed for 
 forward-looking supervision requires staff with the right approach and attitudes as well as 
 experience. The new supervisory framework calls for vision and imagination. Supervisors will 
be needed with a capacity for broader and holistic vision as well as an ability to handle detail and 
technicality. So too will they need to be able to imagine different (perhaps highly unlikely and 
even far-fetched) futures and then think through their practical implications. 

 The need to see ‘emergent risks’ suggests an acuity of vision, which is the sum of more than 
just market experience and being quick on the uptake. It calls not just for one-dimensional 
lateral thinking but also an ability to see connections between apparently disparate institu-
tions, markets, products and indeed across time. If judgements are to be formed that can be 
based on the kind of counterfactual insights that were missing in recent supervisory decision-
making then there is a need to see not just plausible risks but also envision even implausible 
ones. For it is in the nature of decision-making under conditions of uncertainty that what 
may appear implausible, and even fanciful, viewed prospectively can turn out to be devastat-
ingly real in hindsight. O’Malley, a leading commentator on the problems that risk and 
uncertainty present for governance, has talked of a need to ‘beauraucratise imagination’ and 
recommends a greater willingness to use other disciplines and mindsets than those that have 
traditionally prevailed in any particular supervisory domain in order to do this (O’Malley, 
2012, p. 44 himself quoting from National Commission on Terrorist Attacks Upon the United 
States (2004), p. 344). 

 Yet the importance of imagination as a quality in efforts to develop the kind of counter-factual 
thinking that supervisory judgements may need to employ is missing in PRA’s explanation of 
its approach to staffing (Bank of England, Prudential Regulation Authority, 2012, pp. 40–1). 
After all, lawyers, auditors, regulators and financiers who will still inevitably dominate the 
supervisory game, even under a judgement-led approach to supervision are essentially utterly 
practical people charged with solving problems, building structures and value chains and 
refereeing and managing expectations. They are used to real world games played in the here 
and now, the lived present, basing action and inaction on realised events and observable data 
rather than dreams, guesses and ‘mere’ fancy. Even economists, as they develop more imagi-
native stress and scenario testing techniques to use in the course of supervision, can be 
defeated by the sheer outlandishness of chance. For the predictive techniques of economics 
are bound by the endogeneity of the game we already know (Danielsson, 2000; Sollis, 2009). 
By way of example, O’Malley highlighted imagination as being the missing ingredient in the 
morass of intelligence data and possibilities that resulted in the failure to foretell 9/11 
(O’Malley, 2012). The same could yet be true of efforts to make sense of the deluge of super-
visory data and intelligence that will come the way of the PRA under its new approach to 
supervision. Yet what may seem to be an intractable information challenge to our predictive 
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vision posed by the unknowable that surrounds systemic risk, may equally be a result of our 
own failure to treat the process of imagination as seriously as that of scientific theorising and 
reasoning.  

  Data challenges 

 Among the many questions that arise around supervisory data is how intrusive should a super-
visor be in order to operationalise a more forward looking and judgement-led approach to 
supervision? Clearly, as Tucker remarked when, in 2009, he began to sketch out some of the 
practical challenges to placing judgements (as opposed to rules) at the heart of macro-prudential 
regulation, this new approach to supervision will be a ‘data intensive endeavour’ (Tucker, 2009). 
The Financial Services Acts of 2010 and 2012 have made changes the net effect of which is to 
strengthen the supervisor’s formal data collection powers, but these formal powers are only one 
part of the toolkit used to compile the databases used to feed into supervisory judgements. The 
PRA will be receiving a vast amount of data under firms’ reporting obligations, will make use 
of information about firms already in the public domain, and has signalled it intends to involve 
senior and operational staff of firms in helping it compile information. It will request from time to 
time firm-specific information such as management information and forecasts and will make use 
of risk, compliance and internal audit functions within the firm to help it identify risks pertinent 
to judgement formation (Bank of England, Prudential Regulation Authority, 2012, paras 173–6). 

 It is clear then that the PRA envisages many different channels of data flow which will yield 
both the routinely reported data that has been prepared for the specific purpose of inclusion in 
regulatory returns but also more raw and potentially sensitive information (such as management 
information or internal audit reports) that, under a less intensive supervisory regime may not 
have been accessed by a supervisor in original form if at all. The challenge for the PRA will be 
ensuring that in seeking to ensure ‘firms . . . submit sufficient data of appropriate quality, to 
inform their judgements about key risks’ (Bank of England, Prudential Regulation Authority, 
2012, para. 173), it does not become overwhelmed and submerged with data flow from firms of 
a quantity and quality from which it is all but impossible to extract meaningful information. 
There was considerable discussion of this risk by witnesses before the Draft FSB Committee, 
which highlighted the poor quality of much risk data held within firms prior to 2007 and 
 recommended the development of information standards for use within industry be a formal 
duty of the PRA.  19   Although this recommendation did not find its way into the legislation, the 
development and use of data standards within the financial sector is very much seen as key to 
getting better quality data to supervisors and this is discussed below in the context of the LEI 
initiative. The challenge for the PRA will be winning firms over to an understanding that, 
despite the fact that their own data collection and reporting obligations have increased signifi-
cantly with the introduction of a common European framework for supervisory and financial 
reporting,  20   the PRA will still ask, from time to time, for additional information from different 
parts of the firm and will expect it to be applied within a very short time frame. Such requests 
will not always be welcome or even, seen from the perspective of the firm, may not seem 
 relevant or appropriate. However, there are distinct advantages in having the ability to dig around 
different departments of a firm and make specific further data requests for raw internal informa-
tion rather than receiving information in a state prepared for a reporting template. The collapse 
of Barings plc illustrates this, for had the Bank of England had access to the Internal Audit report 
prepared in July 1994 within the Barings group containing its assessment of the activities of its 
Singapore subsidiary it may have led it to closer scrutiny of Barings plc and perhaps averted or 
at least reduced the scale of Barings 1995 collapse.  21   
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 Obviously, supervisors would prefer that any specific request for information they make of 
an authorised person generates voluntary compliance. But the  in terrorem  value of the formal 
supervisory power contained in section 165 FSMA 2000 to require the disclosure by autho-
rised persons of either specific or generic information and documents was recognised in the 
extension of the ambit of its reach in 2010 with the insertion of s165A, by which the power 
to seek information encompasses those beyond the regulatory perimeter where the informa-
tion sought is considered relevant to financial stability.  22   The Draft FSB Committee recognised 
the value of such a power to the objective given to the Financial Policy Committee in survey-
ing sources of systemic risk that might arise outside of the regulated sector and that there 
might be circumstances where the FPC would need to be able to use such a power directly 
itself to examine the murkier corners of shadow banking rather than relying on the PRA to 
gather the information sought.  23   The government response to the Draft FSB Committee’s 
recommendation that the FPC be given a reserve power to use the s165A tool directly (rather 
than via the PRA) was to amend the legislation so as to preserve the hierarchy as to the use 
of the power but to reduce the potential for delay whenever the FPC makes a recommendation 
that the PRA be given power to look beyond the regulatory perimeter for information perti-
nent to financial stability. 

 It will be interesting to see how far outside the regulatory perimeter this power is used, for 
it affords the PRA and FPC a potentially very useful tool to gather data from a wider range of 
intermediaries, middlemen, advisors and some of the newer forms of financial intermediation 
which populate a changing financial system. Since the legal basis for its use will owe much to a 
supervisor’s assessment of the relevance of specific information or classes of information to 
financial stability it may be difficult to gain acceptance for the use of this power and legal chal-
lenges to its use may be made. Firms will resist any requests they feel are mere fishing expedi-
tions and may probe the reasoning that links information held or generated within their 
(unregulated) business to broader systemic stability. Although it did not involve the s165A 
power, the way in which the Court of Appeal was asked recently in Financial  Services Authority 
and others v Amro International and Goodman Jones LLP (interested party)   24   to probe the exact 
extent of the FSA’s powers to require information and disclosure from third parties in the 
course of an investigation carried on behalf of an overseas regulator, shows the kind of resis-
tance that might yet emerge to the use of s165A. More intrusive and frequent data requests of 
those who lie beyond the immediate jurisdiction of the supervisors based on judgements about 
the possibility that they may help plot wider systemic risk will not be universally popular. And 
yet they may provide some of the most vital sources of data to fill in missing links in any useful 
map of systemic risk. 

 There has been a growing trend to harness the skills and perspective of third parties, be they 
obvious gatekeepers such as auditors of regulated firms, or expert skilled persons able to con-
duct forensic inquiries and review exercises within firms to assist supervisors. Singh (2003) has 
considered the genesis of third party involvement in bank supervision along with some of its 
advantages and disadvantages. The use of auditors’ reports and skilled persons’ reports has 
increased in recent years, with the statutory responsibilities conferred on auditors providing a 
potentially invaluable tool to supervisors insofar as auditors may disclose to regulators not just 
relevant information which arises in the course of his appointment but also opinions on that 
information.  25   Since interpretation of data is the key to forming supervisory judgement it 
behoves the supervisors to solicit and garner others’ reading of data, especially where those 
others are closest to its source. Although such a suggestion would meet with howls of protest 
and defences of legal professional privilege the imposition of similar requirements, or at least 
the use of s165A(2)(d) in relation to law firms which act for systemically important financial 
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institutions might afford the PRA, which can often understand and see potential risks posed by 
a firm’s business model more clearly than can the firm itself, another channel into the network 
of advisory relationships. 

 The Draft FSB Committee regretted the weakening of the kind of close working rela-
tionships between bank auditors and supervisors than had existed prior to the transfer of 
banking supervisory responsibility from the Bank of England to FSA and highlighted the 
fact that:

  In 2006 there was not a single meeting between the FSA and the external auditors of either 
Northern Rock (PwC) or HBoS (KPMG), and only one meeting between the auditor of 
RBS (Deloitte) and the FSA. In 2007 there was only one FSA/auditors meeting with each 
bank auditor. 

 (Draft FSB Committee Report, 2011, para. 234)   

 Their recommendation of a statutory duty for the PRA to meet regularly with bank auditors 
was not adopted, being seen instead as a matter of operational autonomy for the supervisor. 
However, the PRA has indeed signalled it expects firms’ auditors’ to fully engage and assist in its 
prudential supervision of firms and will be looking to them to disclose any ‘emerging’ concerns 
they may have about firms and will see such disclosures as being within their responsibilities 
under the Code of Practice governing the relationship between supervisor and external auditor, 
which provides guidance as to the extent of auditors’ responsibilities under supervision rules 
(Bank of England, Prudential Regulation Authority, 2012, para. 177).  26   

 The PRA plans greater use too of the Skilled Persons reporting mechanism to complement 
other channels through which it can obtain supervisory data (Bank of England, Prudential 
Regulation Authority, 2014, para. 178 PRA). Amendments have been made to the existing 
section 166 FSMA 2000 pursuant to which skilled persons can be appointed so that the regulator 
may now make a direct appointment of an appropriate third party to report to it on matters of 
interest relating to an authorised person rather than requiring the authorised person itself to 
commission the report. This shortened and more direct mandate for such experts will further 
enhance their use by regulators.  27   So too will the new s166A, which enables regulatory use of the 
skilled persons reporting mechanism as a useful follow-up regulatory tool for verification of 
firm data where a firm has failed to collect the data itself. Firms are obliged under the legislation 
to cooperate with and make full disclosure to skilled persons so appointed to investigate and 
report into their affairs or to collect and update data they hold. Nonetheless recent litigation, 
during the course of which pre-trial discovery has been sought of skilled persons supervisory 
reports into their affairs by investors and counterparties seeking to establish breach of common 
law or statutory duty on the firms’ part, has not ruled out the possibility that such reports or 
information in them may be discoverable in certain circumstances.  28   This may mean that the 
conduct of skilled persons enquiries may in the future assume the tenor of a more formal inves-
tigation rather than the full and frank exchange of queries and information that a supervisor 
might prefer. 

 The discussion so far presumes that, in order to make full use of these enhanced powers 
and more various channels of data gathering, the regulator will know, or at least have a good 
idea as to what categories of data to request and of whom. While this may be true of catego-
ries of data pertinent to micro-prudential firm specific concerns, it is important to remember 
the macro-prudential objective inherent in the PRA’s mission and its need for data to help it 
compile a systemic risk map. This adds a whole new dimension to the use of data collection 
and request powers. But in order to know what data firms may be in possession of that can 
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meaningfully populate and illuminate that systemic risk map further the PRA must first 
have a view of the likely shape of the risk map itself – and forming those initial shapes 
involves a different kind of data exercise, which firms may at first have difficulty in seeing 
the need for. It is at this stage that the new Legal Entity Identifier initiative or ‘LEI’ comes 
into its own.  

  LEIs and the data challenge 

 Haldane (2012a) has vividly illustrated the need for policy to shift thinking about the behaviour 
of financial systems from accepting normality in terms of reversion to a mean to the way in 
which networks behave and build up in a financial system characterised by non-linear dynamics, 
self-organised criticality, preferential attachment in a way that incubates fat tail risk and contagion 
effects of catastrophe (Haldane, 2012a). 

 Clearly the data challenges to constructing the kind of multidimensional, jurisdictional and 
temporal systemic risk map needed (Haldane, 2012a), in order to effect macro-prudential super-
vision are very considerable indeed. The variety and kinds of indicators and data points needed 
to populate such a map of the financial system are infinite. Additionally, in order to be at all 
useful in gauging factors such as connectedness and contagion risk, lines will need to be drawn 
between apparently disparate data points separated by time, jurisdiction, product and legal entity 
for risk patterns to emerge to, in turn, be subjected to different interpretations and scenario tests. 
Only then can reasoned and grounded judgements be formed. Haldane recently employed the 
metaphor of the challenge facing Captain Kirk on the Star ship Enterprise making sense of the 
meanings behind the ever changing galaxies before him on the Observation Deck.  29   Supervisors 
have to do more than star gaze for patterns of connectivity or clustering of risk around nodes of 
activity but have the advantage of the ability to be able to work across jurisdictional borders 
through judicious use of their data collection powers across and beyond the perimeter of the 
regulated industry so as to begin to standardise and organise the morass of disparate transactions 
that appear systemically innocuous when viewed individually but, when aggregated, reveal pat-
terns that cause supervisors concern. 

 In any attempt to understand and map systemic risk it seems crucial to disentangle and 
understand the legal interconnectedness of regulated financial institutions themselves. While 
this is certainly important, systemic risk has a further dimension which calls for minute and 
forensic plotting of the legal status of all entities which are, at any stage and in any point 
in time, privy to or otherwise exposed to a risk originated upon the creation of financial 
security. For it was the failure to appreciate the systemic risk created by the extensive use of 
off-balance-sheet special purpose entities in lengthy chains of securitisation which apparently 
insulated the parent entity from risk while, in reality, it created channels of contagion and 
risk concentration that represented perhaps  the  greatest intellectual failures of the crisis. 
Mason and Rosner (2007) show that what made perfect sense from an individual bank’s 
perspective created the perfect conditions for systemic risk to spread by decoupling returns 
from responsibilities. 

 In order to better inform the regulators in the future a proposal for a Legal Entity Identifier 
(LEI) was developed by the Financial Stability Board (FSB) (2013). The aim of this initiative is 
to make transactions between legal entities more transparent and thus it represents the first 
step towards mapping the legal interconnectedness which in turn ought to help plot economic 
links. While the early stages of the LEI framework was facilitated by the FSB in conjunction 
with an advisory panel drawn from industry and the International Standards Organisation, the 
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G20 summit on 5 November 2012 agreed to empower a Global LEI System Regulatory Over-
sight Committee (ROC) to progress the LEI initiative. An LEI should comprise ‘the official 
name of the legal entity, the address of the headquarters of the legal entity, the address of legal 
formation, the date of first LEI assignment, the date of last update of the LEI, [and] the date of 
expiry’ (Financial Stability Board, 2012, p. 16), together with a unique 20-digit code to clearly 
identify any entity. So, every company, every subsidiary and every proprietary entity will carry a 
unique LEI to be quickly identified as such. During the collapse of Lehman Brothers regulators, 
competitors and even the Lehman’s management could not identify their exact financial expo-
sures to one another on a timely basis which contributed to the systemic effects of its demise 
(Office of Financial Research, 2012). One aspect of the LEIs is especially useful to gaining a 
broader picture of systemic risk since the use of special purpose entities ought to become more 
transparent as ROC charter also requires ‘[f]or entities with a date of expiry, the reason for the 
expiry should be recorded, and, if applicable, the LEI of the entity or entities that acquired the 
expired entity’ (Financial Stability Board, 2012, p. 16). 

 The concept and definition of the LEI represents an attempt to begin to construct a stan-
dardised taxonomy for the financial sector along the lines of the barcode for financial transac-
tions recently suggested by Haldane (Haldane, 2012b). Similar to a unique barcode attached to 
consumer goods, the supply chain would be made more transparent to all participants, including 
the final consumer at the end of the chain, the originator of the investment, intermediaries such 
as institutional investors scattered along the chain across jurisdictions and, of course, supervisors 
at national, regional and global level with an interest in using the LEIs to help more accurately 
map pockets of systemic risk. 

 However, LEIs will be worse than useless and could confuse an already confused picture 
should there not be clear agreement across all jurisdictions as to consistent use of the concepts 
underpinning the LEI. The fact that different national laws afford legal personality in different 
ways to entities that might seem on the face of it identical could yet limit the utility of the LEI 
unless there is a consensus that is then respected by national Courts as to the meaning of one 
type of legal entity as opposed to another. For if a legal entity faces challenges from creditors 
as to its validity and ability to be recognised in law then this is of potential significance to issues 
of ownership of assets, security taken and liabilities owed much further along the supply chain. 
A degree of independent legal expertise will be needed to verify any data submitted in com-
piling LEIs so that they do not become conduits for legal risk along the chain of financial 
intermediation. 

 As the LEI framework develops it may assist supervisors to formulate specific data requests to 
understand better how finance supply chains are constructed, but a considerable data collection 
and verification exercise is needed to compile, maintain and verify the data within the LEI 
framework itself first. 

 Product Identifiers would be a logical extension of the rationale behind LEIs but the granu-
larity of the legal issues involved and hence the challenge of collecting component data to such 
product codes cannot be overstated. Proposals that have been made for common origination 
criteria for asset-backed finance shows just how detailed the legal issues that arise in tracking risk 
levels and patterns in just one lending sector are.  30   The more transaction-specific and proprietary 
any data sought by supervisors (or indeed any industry standards body that may take on the role 
of developing product standards) is the harder it will be to prise out of lenders and borrowers. 
Yet such product identifiers, if they could be superimposed onto chains and networks of LEIs 
could be an immensely powerful informational tool to provide context for the exercise of 
supervisory judgement.  
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  Contestability of judgements 

 Legalism is the enemy of supervision and litigators can and will from time to time throw sand 
in the wheels of judgement-led supervision. The PRA acknowledges the risk that supervisory 
judgements will be open to contest:

  Firms will sometimes disagree with the PRA’s decisions. This is inherent in a forward-looking 
system. 

 (Bank of England, Prudential Regulation Authority, 2012, p. 34, para 195)   

 When such judgements have to be made by a supervisor  ex ante  on the basis of aggregations, 
disaggregations, combinations, re-combinations and finally interpretations of pieces drawn from 
a vast data cloud comprised of units and levels that come from many different sources and vary 
over time then the potential for real and genuine disagreement is compounded about what 
constitutes a ‘plausible risk’ and thus a proper use of supervisory power. 

 Tucker (2009) foresaw the increased litigation and reputational risks of this new mode of 
supervisory decision-making when he warned:

  If we are to tolerate supervisors where necessary substituting their judgement for that of 
managers and boards, then commentators, appeal tribunals and even parliamentarians will 
need to give supervisors the benefit of the doubt occasionally. 

 (Tucker, 2009, p. 5)   

 When a firm feels the force of a supervisory intervention power following a judgement about 
the risk it might plausibly pose to a PRA objective of stability of the financial system it may well 
wish to probe the evidence bases and interpretive processes that led to that judgement. When 
the judgement results from a complex and finely balanced mapping of macro systemic risk anal-
ysis with micro analysis of factors specific to that firm then the firm itself may well argue that it 
sees the contours of the map very differently. It may argue that the map data could not possibly 
be said to reveal the risk pattern on which the supervisory judgement is based and hence could 
not possibly signal an emergent risk or a plausible risk to any PRA objectives. Under the previous 
UK legislative and regulatory framework such a challenge has already been made to supervisory 
intervention in 2008 in relation to the Icelandic banks. In a challenge to the UK government’s 
Transfer Order made under the Banks (Special Provisions) Act 2008 in relation to deposits held 
by Kaupthing Singer & Friedlander (KSF) the UK subsidiary of Kaupthing hf, arguments were 
advanced about lack of proper evidence for any specific threat posed by KSF to the stability of 
the UK financial system.  31   The argument was made for the Icelandic bank that no attempt was 
made by HM Treasury to attribute any  specific  threat to UK financial stability arising from KSF’s 
difficulties, and that it was therefore highly unlikely that KSF’s difficulties were specifically 
responsible for any loss of consumer confidence in UK banking that may have been taking root 
in October 2008, especially given the enormity of emergency assistance measures for much 
larger UK deposit-takers announced at the very same time as the intervention in KSF. In other 
words, in the grand scheme of things that could be said to be responsible for rocking the sys-
temic stability of the UK banking system in late 2008, the events at KSF were of relative insig-
nificance. Looking forward to a judgement-led model of supervision it is likely that the constant 
need for supervisors to conjoin macro- and micro-prudential regulation could result in far more 
interventions based on judgements about the way in which macroeconomic and macro-
prudential factors might plausibly affect safety and soundness of a specific firm or firms, and in 
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turn how micro issues pertinent to a firm or firms may feedback into the financial system so 
as to raise broader systemic stability concerns. As Tucker put it ‘[w]hat all this amounts to is 
framing micro prudential regulation and supervision to deliver  macro  prudential objectives’ 
(Tucker, 2011). 

 To some extent the recent legislative changes made to the jurisdiction of the Upper Tribu-
nal  32   in relation to references of supervisory notices made by the PRA and FCA will go some 
way to limiting the ability of those aggrieved by a supervisory judgement to unpick its under-
lying reasoning. For, should it disagree with a supervisory decision, the Tribunal now may not 
make its own determination for that of the appropriate regulator but instead may simply refer 
the matter back for the regulator’s determination with directions as to fact, law, matters to be 
taken into account in decision-making or procedural steps to be taken.  33   Crucially it may not 
substitute its own judgement on the supervisory issue in dispute for that of the regulator. In 
response to criticism made by those likely to be affected by this curtailment of the efficacy of a 
right to independent review  34   the Draft FSB Committee accepted the government’s and regu-
lators’ arguments that ‘allowing the Tribunal to substitute its own opinion for that of the regu-
lator would undermine the principle of judgement-based regulation’.  35   

 However, the marriage of macro and micro that judgement-led supervision demands could 
yet engage the legal process, much as it may seek to exclude it, since wherever competing inter-
pretations or multiple accounts of reality are possible lawyers have a tendency to test the argu-
ments by way of legal challenge and indeed this is seen as one of the many virtues of ‘The Rule 
of Law’. It is easy to see more such challenges to supervisory intervention coming before the 
Courts once the legal profession adjusts to thinking and arguing probabilistically in terms of 
systemic risk and picking holes in systemic risk analysis underlying supervisory judgements. 

 The PRA is clearly cogniscent of this very real risk and at this stage can do little more than 
counter it with the assertion that its supervisory decisions ‘will be rigorous and well docu-
mented, consistent with public law’ with the ‘most significant’ of its supervisory judgements to 
be taken by its full Board headed by the Bank Governor with the discipline of a framework of 
accountabilities to parliament, the MPC and FPC (Bailey, 2012, p. 356). 

 The dawn of the regulatory state has been accompanied by a culture of vigorous pubic law 
litigation into which Human Rights jurisprudence has now taken root and employed at an 
increasing rate in the financial sector.  36   This makes it almost inevitable that the analysis and 
interpretation underlying PRA judgements on such highly contestable concepts as the reflexive 
relationship of systemic risk with a specific firm will mean that at some stage when the stakes 
are sufficiently high, supervisory interventions will come under the scrutiny of public law.   

  Conclusion 

 The reformulated legislative framework within which judgement-led supervision will operate 
has been crafted to allow for a prospective and highly discretionary form of decision-making to 
trigger intervention. But its success will hinge not just on the logistics of gathering, maintaining 
and verifying some very big data indeed across jurisdictions and across time but also on the 
vision and expertise of those charged with its interpretation. Some of that expertise will need 
to be granular and highly specialist legal expertise to unpick the transactions that constitute 
products and entities in a financial chain. There will be a need to spot how legal uncertainties 
within data being fed into the risk mapping exercises of the supervisor can affect the quality 
and value of those maps. There will be a need also to ensure that judgements are made and 
presented in a way that makes them robust enough to withstand challenges that delay their 
effectiveness.  
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  28  Real Estate Opportunities Ltd v Aberdeen Asset Managers Jersey Ltd and others  [2007] EWCA Civ 197;  Zaki 

and others v Credit Suisse (UK) Ltd.  [2012] EWCA Civ 583.  
  29 Comments made in Keynote address at Centre for Central Banking Studies (2013) Workshop, the 

future of regulatory data analytics. Bank of England, 17 January 2013.  
  30 Clifford Chance LLP, Commercial Mortgage Lending – a need for Common Origination Criteria. 

November 2012.  
  31  R v HM Treasury ex parte Kaupthing hf  (High Court 2009).  
  32 The Financial Services and Markets Tribunal was abolished and its functions transferred to the 

Upper Tribunal by the Transfer of Tribunals Functions Order 2010 (SI 2010/22) as part of a broader 
re-organisation of the Courts and Tribunals service.  

  33 S 133 (6) and (6A) FSMA 2000.  
  34 Written evidence of BBA to the Joint Parliamentary Committee on the Draft Bill – quoted by Com-

mittee in Joint Committee on the draft Financial Services Bill (2011), at para. 347.  
  35 Ibid., at para. 348.  
  36 Such as the challenge by Harbinger Capital Partners (to the Upper Tribunal’s refusal in  Northern Rock 

Applicants v (1) Andrew Caldwell (2) HM Treasury  [2011] UKUT 408 (TCC) to set aside the valuation 

http://www.parliament.uk/documents/joint-committees/Draft-Financial-Services-Bill/Government-Response-FSB.pdf
http://www.parliament.uk/documents/joint-committees/Draft-Financial-Services-Bill/Government-Response-FSB.pdf
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assumptions used to determine compensation payable to Northern Rock shareholders, see Financial 
Times (2013) Northern Rock appeal in court. 20 January,  www.ft.com/cms/s/0/fca32d10-6303-
11e2-8497-00144feab49a.html#axzz2KVOjowpJ .    
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 In the aftermath of the mortgage lending debacle of 2007, which generated a recession for the 
US and world economies, former US Treasury Secretary Paul Volcker urged the restoration into 
banking regulations of the Glass–Steagall Act. This Act, initially passed in the aftermath of the 
Great Depression, prohibited the financial organizations in the US from engaging in both 
investment and commercial banking. Subsequent to its repeal in 1999, large mergers occurred 
and major banks in the US, such as J.P. Morgan Chase, and Bank of America (now including 
what had previously been Merrill Lynch), and Citibank expanded their business portfolios to 
encompass derivatives, commercial loans, and mortgage and consumer banking. The irony of 
these banks appearing to spend some of their government’s “bailout” money for lobbying against 
the passage and enforcement of new banking regulations, occurring alongside Volcker’s urging 
that the Glass–Steagall Act and its earlier restrictions on such expansions be reinstituted, has not 
gone unnoticed. 

 Our image of institutions, such as the Glass–Steagall Act, as powerful and legitimate for-
tresses impervious to change, is deceptive; such stability simply does not exist in the vast major-
ity of institutional settings. Lawrence and Suddaby’s (2006) challenge to the presumption of 
their permanence, calling for the examination of the process and dynamics of the creation, 
maintenance, and disruption of institutions refocused attention on actors’ agency and inten-
tionality with respect to institutional change. Instead of the myth of negotiated agreement, the 
perception that the settlement of earlier conflicts is permanent generally opens a window of 
opportunity for institutional entrepreneurs, whose primary motivation is to disrupt, often to 
their own advantage. 

 In this chapter, we present a case that demonstrates how a new legal and regulatory framework, 
passed with strong public support, may provide coercive and mimetic legitimacy and yet—despite 
apparently achieving “taken-for-granted” status—remain vulnerable to contestation, continued 
resistance, and eventual defeat. We find the settlement of a conflict in the public arena to be like 
a truce, rather than a permanent reframing that alters the cognitive mapping of those adversely 
affected by the outcome. That is, apparent settlement through regulation does not necessarily 
forestall the possibility that the parties that lost out in the conflict might mobilize their structural 
and symbolic resources to resist and reverse the new status quo. In so tracing the case of Glass–
Steagall, we utilize Greenwood, Suddaby, and Hinings’ (2002)  theorization framework  for mapping 
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an institutional change, and extend it to incorporate the simultaneous and subsequent efforts by 
resisters—at each stage from adoption to completion—to “retheorize” the change by developing 
narratives, discourse, and rhetoric to ultimately reimage and reverse it. In this chapter, we trace the 
rise and fall of Glass–Steagall, noting how, despite a 60-plus-year history, it was easily dismantled 
during the Clinton administration, and has little chance of being reinstituted. 

 The institutional change we trace, the Banking Act of 1933, commonly known as Glass–
Steagall after its primary sponsors, mandated the division of commercial and investment banking 
in the United States after the Great Depression. This bundle of legislation was subject to con-
testation for over half a century before its de-institutionalization by the US Congress in 1999 
through the passage of the Gramm–Leach–Bliley Act. Of particular interest is how, after 60 years 
of mandating that a “wall” separate securities writing, commercial banking, and insurance sales 
operations, the law was still subject to successful attack by the bankers that were constrained by 
its regulations. The repeal of this legal framework, which had appeared to strictly control the 
actions of bankers and to have attained a taken-for-granted legal standing, suggests that the 
agency of actors is highly resilient, while the institutions they target are more prone to change 
than previously considered (Funk and Hirschman, 2015). 

  The Glass–Steagall Act: Passage and de-institutionalization 

 The public image and legitimacy of bankers in the United States hit its all time low at the 
beginning of the Great Depression. “Near-hysterical public rage” was reported towards banks and 
bankers (Bentson, 1990), who, according to newly elected President Franklin Roosevelt (1933), 
stood deservedly “rejected by the hearts and minds of men” while “pleading tearfully for restored 
confidence.” This bust had been preceded by the post-First World War “Jazz Age,” an era marked 
by virtually unregulated markets in many domains. In the financial services industry, this period 
brought sustained economic growth, increasing banks’ scope of operations, and leading them to 
create and market new types of securities. During the late 1920s, the number of banks engaged 
in underwriting equities and originating bonds doubled and tripled (respectively); between 
1892 and 1931, the number of national banks with securities affiliates had risen from ten to 114 
(Kroszner and Rajan 1994). This was the age of universal banking, whereby financial institutions 
could operate almost unfettered in any and all combinations of investment and deposit-taking 
activities. 

 After the stock market crash of 1929, the banks’ particular combination of deposit-taking and 
underwriting businesses raised questions about potential conflicts of interest. Of major concern 
was the easy access commercial banks had to the uninsured savings of a large number of unso-
phisticated depositors, which raised a question of moral hazard: banks could play with their 
depositors money and enjoy the upside with minimal downside risk, all of which was borne by 
the unsuspecting depositor. Argued Senator Robert Bulkley in 1932:

  The banker ought to be regarded as the financial confidant and mentor of his depositors. 
Obviously, the banker who has nothing to sell his depositors is much better qualified to 
advise disinterestedly and to regard diligently the safety of depositors than the banker who 
uses the list of depositors in his savings department to distribute circulars concerning the 
advantages of this, that or the other investment. 

 (Congressional Record, May 10, 1931, p. 9912, cited in Kroszner and Rajan, 1994)   

 To alleviate this potential conflict of interest, the US Congress passed the Glass–Steagall Act 
in 1933. This legislation bifurcated these two sides of banking, assigning the collection of 
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now federally insured deposits to commercial and thrift banks, while leaving to investment 
banks the more risky and uninsured businesses of underwriting and selling stocks and bonds. 
While the banking industry at the time did not have the political wherewithal to prevent the 
successful enactment of this high-profile legislation, it certainly did not support the Act or its 
intent. So began a 66-year long campaign to discredit and deinstitutionalize the restrictions 
imposed by Congress. 

 In analyzing the rhetoric of both supporters and critics of the Glass–Steagall Act and tracing 
how the balance of power shifted over time, we investigate the purposive actions of individuals 
and organizations aimed at retaining or altering support for continuation of this institutionalized 
regulatory framework. We examine the moves made as well as the ideologies, interests, and 
histories that agents drew upon to drive their aims forward. We focus on the institutional strat-
egies followed by Glass–Steagall’s resisters to dissociate it from its moral foundations (Lawrence 
and Suddaby, 2006), and otherwise delegitimate it through acts of manipulation, assault, and 
defiance (Oliver, 1992). In James Thompson’s classic terms (1967, p. 24), we trace how the agents 
of opposition succeeded in converting the regulation from an unwelcome “constraint” to a more 
manageable “contingency,” and finally to a manipulable “variable.”  

  The theorization and retheorization of banking regulation 

 The separation of the banking industry that resulted from the Glass–Steagall Act evolved in a 
way that closely models the six stages of institutional change described in Greenwood, Suddaby, 
and Hinings’ (2002) theorization model:  precipitating jolts; deinstitutionalization; preinstitutionaliza-
tion; theorization; diffusion; and reinstitutionalization . The jolt that shook up the longstanding insti-
tution of universal banking was the stock market collapse on October 24, 1929, a day on which 
at least 11 well-known bankers committed suicide. The crash triggered a four-year implosion 
of American financial markets, during which 40 percent of the nation’s banks failed or were 
merged out of existence (Bentson, 1990), and the national unemployment rate hit 25 percent. 
These jolts shook the foundations of both the financial services industry and public perceptions 
of its trustworthiness, severely diminishing its social identity. 

 At the same time that the financial services field became so significantly delegitimated during 
the Great Depression, the seeds of a new kind of banking system were being planted. The per-
vasive image of bankers during this period was one of greed, imprudence, and the absence of 
self-control. President Hoover, who downplayed the consequences of the Great Depression that 
marked his single term in office, nevertheless saw the country’s economic turmoil as the result 
of the darker aspects of human nature. “The economic system cannot survive unless there are 
real restraints upon manipulation, greed, and dishonesty,” he wrote (Hoover, 1952, p. 24), reflect-
ing a broadly accepted theorization of the roots of the crisis. Greed was to be blamed, and greed 
needed to be controlled. This change in public perception ultimately led to the  deinstitutionaliza-
tion  of the institution of universal banking. 

 During the stages of  preinstitutionalization  and  theorization , policymakers sought to understand 
the causes of the Great Depression, as well as potential solutions that might revitalize the Amer-
ican economy. During the hearings held by the Pecora Commission, a congressional inquiry 
into the causes of the great crash, fallen bankers (and not-quite-yet-fallen bankers) submitted to 
fierce questioning and constant media ridicule. Ferdinand Pecora worked closely with Senator 
Carter Glass to identify potential legislative reforms, recognizing a need to separate businesses 
that could steer the unwitting consumer’s deposits into investment securities underwritten, pro-
moted, and sold by the same bank. It was this process of theorization that eventually led to the 
drafting and passage of Glass–Steagall. 
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 Justifications for Glass–Steagall were drawn from what legislators saw as a need to protect 
consumers from bankers and bankers from themselves. Neither bankers nor their customers 
were to be trusted to make responsible decisions, instead the state’s role was to create a safe 
banking system, where neither banks nor their customers were in danger of taking on too much 
risk. It was this theorization of the causes of the Great Depression, which led Senator Glass, 
co-author of the Glass–Steagall Act, to state that “I think something should be done to deprive 
people of the privilege of mortgaging their homes and their futures to buy stocks on margin and 
to keep blowing up bubbles that are certain to break in their faces” (quoted in Ayres, 2014, 
p. 94). The goal of depriving individuals of their “privilege” of taking unsound risks, and of banks 
of profiting by encouraging such risk-taking, was at the heart of the Glass–Steagall Act. 

 This  theorization  of the causes of the Great Depression as described by Glass, Pecora, and 
others of like minds resulted in the  diffusion  of a new system of banking, one in which the activ-
ities of creating securities and managing loans and deposits were to be conducted in separate 
firms, thus mitigating the potential for serious conflicts of interest. The legislation brought the 
process of banking reform to the final step of Greenwood and colleagues’ theorization model; 
the institutional change represented by the Glass–Steagall Act redefined the legitimate and legal 
framework of the financial services industry,  reinstitutionalizing  it in the form of two distinct 
organizational forms. 

 At the  reinstitutionalization  stage, the innovation or reform ought to become objectified by 
gaining cognitive legitimacy and social consensus around its pragmatic value (Suchman, 1995). 
Accordingly, the Glass–Steagall Act’s legal framework was implemented and became reified 
through regulatory enforcement for the next half century. Consumers grew accustomed to 
what became a taken-for-granted system in which they got loans and saved money with one 
organizations, but bought stocks, bonds, and mutual funds from another.  

  Deinstitutionalizing Glass–Steagall 

  In the financial world, the players think of their business as a never-ending game. Deals can 
always be renegotiated. They often work to change the circumstances to change the odds. 

 (Abolafia, 2010)  

 If institutions are the result of compromises between actors with divergent interests, then coer-
cive and normative legitimacy can be fleeting, and cognitive legitimacy can be a liability. Once 
a set of actors takes for granted an institution, there will likely be another set of actors waiting 
to pounce. Cognitive legitimacy creates vulnerability by reducing vigilance and maintenance by 
the actors whom an institution benefits; this opens an opportunity for opponents to challenge 
the institution and catch its defenders off guard. Greenwood  et al . (2002) recognize this potential 
for institutional adversaries to create conflict, noting that the appearance of an institution’s sta-
bility “is probably misleading.” Lawrence and Suddaby’s (2006) conceptualization of institutional 
work, with its focus on the agency of actors required to create and maintain institutions, similarly 
recognizes that such work can create conflict among parties with divergent interests who will 
“consequently work when possible to disrupt the extant set of institutions” (see also Bourdieu, 
1993; Bourdieu and Wacquant, 1992; DiMaggio, 1988; Abbott, 1988). 

 Because examples of successful attempts at institutional disruption are rare, institutional work 
often appears straightforward and problematically unconstrained. A closer inspection of institu-
tions, however, would reveal them to be the outcome of long series of compromises among 
willful, pro-active actors with divergent interests. The balance between the efforts of one set of 
institutional actors to create institutions on one side and the efforts by another set of actors to 
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disrupt them on the other results in a series of momentary truces or negotiated settlements. 
When investigating the creation, maintenance, or disruption of institutions, therefore, under-
standing the conflicts among institutional actors is essential to comprehending the results of their 
institutional work. While coercive and normative legitimacy may be found as a reinstitutional-
ized change comes close to becoming taken-for-granted, its cognitive acceptance as legitimate 
by all parties remains problematic. In the case of the Glass–Steagall Act, its deinstitutionalization 
was the result of what Lawrence and Suddaby aptly call continuous “backstage” negotiations. 
Their unfolding also involves parallels with and invite comparisons to the stages of theorization 
that the Act’s passage followed. 

 The institutionalization and eventual deinstitutionalization of Glass–Steagall serve as a 
demonstration of the role of compromise in the creation of institutions and the liability of cog-
nitive legitimacy. Commercial bankers, investment bankers, insurance companies, commercial 
bank customers, corporate investment banking clients, insurance policy holders, and policymak-
ers were all vying to create a legal framework that best represented and promoted their interests 
above those of competing stakeholder groups. Despite its apparent cognitive legitimacy and 
taken-for-grantedness, even after a half-century of working under the restrictions of the Act, 
commercial bankers were still capable of resisting it and, eventually, disrupting it. Understanding 
why the legal framework remained intact as long as it did, and why it was finally discarded when 
it was, requires an analysis of both the structural balance of power among the various actors in 
the financial services field and the effectiveness of their strategies for gaining legitimacy.  

  Conflicting bankers’ agendas delay unified push for repeal 

 The long life and seemingly abrupt end to the Glass–Steagall Act can be traced to the delicate 
balance of power among the trio of industries it regulated: investment banks, commercial banks, 
and insurance brokers. Although each of these industries sought to increase their power and 
reduce the limitations imposed on their businesses by the legislation, they were each extremely 
wary of any deregulation that would allow one of the other industries access to their closely 
guarded domain. A newsletter from the American Banking Association, a lobbyist group for 
commercial banks, described the struggle this way in 1997:

  For the last two decades, legislation to modernize the banking system has had a Perils-
of-Pauline sort of story line, occasionally passing one chamber, only to fail in another, often 
because of the competing lobbying by the three powerful industries. 

 (McConnell, 1997)   

 Investment banks feared that allowing commercial banks to sell securities would invite compe-
tition for the business of creating and selling securities, while commercial banks feared they 
could not compete if risk-seeking investment banks were allowed to line their coffers with retail 
customers’ deposits. Consequently, each tried to work around a full repeal of Glass–Steagall, and 
instead sought one-way deregulation that would allow one side to take advantage of the other. 

 For example, investment banks often argued that allowing commercial banks the ability to 
underwrite securities would undermine the safety of the banking system. “The notion that bank 
securities caused the 1929 stock market crash . . . is a myth propagated by the securities industry 
to assure Glass–Steagall a perpetual life,” wrote legal historians (Isaac and Fein, 1988). The major 
lobbying organization for investment banks told the Federal Reserve Board in 1995 that “peril-
ous underwriting operations and stock speculation” was the cause of the Depression and recom-
mended that Glass–Steagall’s ban on universal banking be upheld. Nevertheless, while investment 
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banks, including Merrill Lynch and First Boston, were making such claims to limit the activities 
of commercial banks, they were also making aggressive efforts to get into the business of com-
mercial banking by acquiring “nonbanks” (an interesting nomenclature), organizations that were 
permitted to offer deposit-like cash management accounts. Investment banks were relying on 
Glass–Steagall to keep commercial banks away from their own business, while at the same time 
siphoning some business from commercial banks through the acquisition of “nonbanks.” 

 The hastening of the proliferation of nonbanks was in part a function of the Federal Reserve’s 
Open Market Committee’s (FOMC) reaction to inflationary pressures in the 1970s, spurred by 
increasing government spending on social welfare programs and the Vietnam War. To manage 
inflation, the FOMC increased the discount rate to increase the cost of credit, which had the 
secondary effect of causing savers and investors to pull money out of savings deposits and to 
invest in federal and commercial bonds. Higher discount rates also encouraged banks to borrow 
dollars from abroad, which was enabled by the emergence of Eurodollar deposits, or dollar-
denominated assets held in foreign countries. Consequently, the Federal Reserve allowed banks 
to begin borrowing from each other, creating the Federal Funds market by the late 1960s, and 
deregulated large and long-term CDs in 1974. These reforms in turn enabled practices such as 
commercial banks meeting funding requirements via brokerage houses, larger investors, and 
foreign subsidiaries, an unanticipated consequence; commercial banks therefore began to behave 
more like investment banks (Hammond and Knott, 1988). 

 In addition to the emergence of nonbanks and other practices, which blurred the long-upheld 
distinction among different types of financial institution, new technologies in both deposit taking 
and lending that appeared starting in the 1970s tipped the balance in the political arena from the 
traditional beneficiaries of geographical restrictions—small banks—towards more expansion-
minded large banks. This swung power towards the large banks, which favored deregulation. Con-
sequently, we see stronger efforts towards deregulation in states with fewer small banks, where 
small banks were financially weak, and with more small and bank-dependent firms (Strahan, 
2003). Moreover, the presence of strong insurance lobbyists forestalled deregulation, particularly 
when it came to injunctions against banks could competing for the sale of insurance products. 
The relative strength of potential winners (large banks and small firms) and losers (small banks and 
the rival insurance firms) from deregulation can therefore explain the timing of reform. 

 Despite the efforts of investment banks to bolster support for Glass–Steagall, by the late 
1990s, commercial banks had gained a powerful ally in the United States Office of the Comp-
troller, which began to allow commercial banks to reach beyond their charters and start offering 
securities. This prompted investment banking lobbyists to object that such actions were “a one-
way street,” arguing that the Comptroller’s allowances would “allow banks to have a full range 
of securities activities’ but would do “nothing for the securities firms that want to offer banking 
products” (quoted in Wayne, 1998). After both commercial and investment banks and their reg-
ulators had chipped away at Glass–Steagall independently of new legislation in the US Congress, 
a consensus developed which resulted in their successful joint effort to delegitimate the Glass–
Steagall Act more fully. This was hastened when the merger of commercial bank Citicorp and 
insurance giant Travelers was announced, unchallenged by government regulators, notwith-
standing its apparent violation of the Glass–Steagall Act’s injunction against merging these par-
ticular business segments.  

  Retheorization: from safety to efficiency 

 Upon settlement of their internal differences, a new coalition of financial industry participants was 
formed, overcoming the differences of their ultimately contradictory earlier campaigns against one 
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another to topple the Glass–Steagall Act. Actually, they overturned only parts of the legislation, 
preserving those elements which best served their interests. Their purposive efforts to retheorize 
regulation and universal banking closely follow Lawrence and Suddaby’s (2006) strategy for 
disruption by actively dissociating Glass–Steagall from its moral foundation through the suggestion 
that the issues it addressed were merely technocratic and no longer salient due to improved banking 
technology. In this way, they relied heavily on a teleological rhetorical strategy (Greenwood et al., 
2002) to valorize “modernization” (deregulation) and demonize the old-fashioned Glass–Steagall 
legal framework. 

 The rhetoric of surrounding Glass–Steagall shifted from a logic that emphasized protecting 
individuals from human greed and encouraged restraint to a logic that focused on efficiency, 
innovation, and flexibility. The mythologies adopted for and against Glass–Steagall were not 
based on diametrically opposite arguments, but rather on completely different sets of values. For 
instance, arguments in favor of Glass–Steagall emphasized the need for consumer safety, but 
arguments against Glass–Steagall rarely discussed safety at all. Instead, they emphasized the need 
for efficiency in the service of consumers. In this way, proponents of deregulation decoupled the 
meanings of Glass–Steagall and reattached new meanings through mythologizing, valorization, 
and demonization of a different set of values (see  Table 19.1 ).  

 Prior to deregulation, the mythologized history of Glass–Steagall was that the Great Depres-
sion was caused by greed that caused bankers to sell consumers investment products that were 
not in their best interests, and that caused consumers to take on excessive risks. According to this 
mythology, the result was a superheated economy that spun out of control and eventually 
imploded. This theorization demonized bankers and portrayed consumers as helpless victims of 
their manipulation. Thus, the solution to the Great Depression was to put in place restraints that 
prevented bankers from capitalizing on their avarice. The political bases for altering financial 
markets were that bankers needed to be protected from their own bad judgments, and consum-
ers were also in need of protection from their imprudent decisions, which Senator Glass articu-
lated as “something should be done to deprive people of their privilege of mortgaging their 
homes and their futures to buy stocks on margin and to keep blowing up bubbles that are certain 
to break in their faces” (1927). 

 The arguments in favor of deregulation turned the argument for protection on its head. Its 
advocates balked at depriving people of their privilege to take whatever risks they wanted. 
Where Glass–Steagall promoters argued for restraint and protection, those in favor of deregula-
tion argued instead for freedom and flexibility. The ban on universal banking was depicted as 
an unnecessary burden. The main argument was that technological advancements in the field of 
finance had innovative new ways of managing risk precluded any need to protect consumers or 
bankers. 

 Table 19.1 Rhetoric dissociating the Glass–Steagall Act from its moral foundations 

 Regulation  Modernization 

   Moral argument    Safety  Freedom 
   Mythologized human nature    Greedy  Creative 
   Valorization    Protect  Enable 
   Demonization    Human morals, bankers  Restrictions 
   Theorization    Need to protect citizens and 

businesses from their own folly 
 Need to enable citizens and 

businesses to find the best 
solution 
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 This undermining of beliefs and assumptions, noted by Lawrence and Suddaby (2006) as an 
effective strategy to destabilize an existing institution, was evident in the arguments of high 
executives in the US government. Commissioner of the Securities and Exchange Commission 
Evans (1982, p. 7) stated that “whatever the case may have been in 1933, today with modern 
technology there is no  natural  dividing line between investment and commercial banking,” and 
that continuing to “force an arbitrary division would impose economic costs far in excess of any 
benefits.” The “outdatedness” of the law was also underlined by Alan Greenspan, former Chair-
man of the Federal Reserve (1995):

  There is, I think, general agreement on the forces shaping our evolving financial system—
forces that require that we modernize our statutory framework for financial institutions and 
markets. The most profound is, of course, technology: the rapid growth of computers and 
telecommunications. Their spread has lowered the cost and broadened the scope of finan-
cial services, making possible new product development that would have been incon-
ceivable a short time ago, and, in the process, challenging the institutional and market 
boundaries that in an earlier day seemed so well defined.   

 The ability of both competition to limit avarice—consumers would surely find the least exploit-
ative banks—and financial innovation to improve the quality and equity of financial services was 
valorized by financial services lobbyists. These voices touted product diversity, innovation, and 
efficiency, all derived from entrepreneurs’ incentives to take on risk, and the ability of competi-
tion to ensure a form of self-regulation through restraint and cost-cutting. At the same time that 
they valorized freedom of choice and convenience for customers, deregulation supporters 
demonized strict government control as a burdensome nuisance. Bank lobbyists begged Con-
gress to give them “regulatory relief,” and regulators began to balk at the idea of enforcing 
restraint, despite the fact that their power derives from the ability to enact controls. On the one 
hand, SEC Chairman Arthur Levitt boasted to Congress that his agency had offered firms a 
“flexible, voluntary regulatory framework” (Levitt, 2000); on the other, an executive from 
JP Morgan explained that “regulatory diversity has served our industry well” (WayneNightly 
Business Report, 1998). 

 The crux of the deregulation argument was a teleological theorization in which, through 
experimental innovation, bankers would create newer and better financial products and services 
while removing barriers to competition would ensure that the cost for these improved services 
would remain as low as possible. Hence, much of the rhetoric surrounding deregulation adopted 
a strategic vocabulary that emphasized “modernization.” The rhetoric around regulation switched 
from a moralistic stance founded on the need for “protection” to a technologically-driven 
euphoria for the potential for human invention to overcome moral shortcomings. This rhetoric, 
combined with the new alliance among financial services firms, worked by shifting the focus of 
attention from safety to convenience, from moral hazard to technological advancement, and 
from control to flexibility. It worked by allowing Congress “in the name of modernization to 
forget the lessons of the past, of safety and of soundness,” as explained by Senator Bryon Dor-
gan, one of the eight who voted against the Financial Services Modernization Act (quoted in 
Labaton, 1999). 

 Of course, the teleological rhetoric, to some extent, did reflect real developments within the 
financial industry. New technologies, such as software that enabled the instantaneous pricing 
of complex securities, and financial innovations, such money market mutual funds, reshaped 
the technical environment in which banks operated. The argument that new technologies 
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diminished the need for financial regulation, however, was a rhetorical construction, rather 
than a foregone conclusion. Take, for example, Evans’ (1982, p. 7) acknowledgement that:

  it has been suggested that the one way to deal with [new financial technologies] would be 
to clarify and strengthen the Glass–Steagall Act in order to establish a clear barrier between 
investment and commercial banking . . . In my opinion, the proper approach is to remove 
the antiquated anti-competitive prohibitions.   

 Lobbyists arguing for removal of Glass–Steagall created a teleological argument that made their 
agenda not only the correct one, but an inevitable one. 

 The utilization of such teleological rhetoric emphasized how technological innovation 
served to undermine past assumptions, creating a need for change. It worked by allowing Con-
gress “in the name of modernization to forget the lessons of the past,” as explained by Senator 
Bryon Dorgan (quoted in Labaton, 1999), one of the eight who voted against the Financial 
Services Modernization Act, the carefully-named legislation which ultimately repealed Glass–
Steagall. When the bill passed, Treasury Secretary Lawrence Summers said, “With this bill, the 
American financial system takes a major step forward toward the 21st Century—one that will 
benefit American consumers, business, and the national economy” (quoted in  New York Times , 
November 13, 1999). The theorization of deregulation as “modern” was so thorough that the 
irony that this legislation actually brought the financial sector back to a time before the Depres-
sion was lost. 

 The greater convenience for consumers gained by loosening the boundaries separating com-
mercial from investment banks was valorized by the advocates of “modernization,” largely ignor-
ing the “regulation” proponents’ concern that eliminating these barriers removed the provisions 
intended to protect consumers. Their rhetoric reframed this moral argument by celebrating the 
capacity of financial “one-stop shopping” to provide “greater access to the broadest array of 
financial products” (a bank lobbyist quoted in Jonathan Glater,  Washington Post , February 28, 
1995). This argument was further echoed by policymakers, such as Treasury Secretary Robert 
Rubin, who said:

  As an individual depositor I don’t think I’d react one way or the other [to deregulation]. 
You still have the federal guarantee. But if I were the bank or brokerage customer, I would 
be likely to get greater conveniences as a consequence of more competition and efficiency, 
and probably lower prices. 

 (Daniel Kadlec, February 28, 1995,  USA Today )   

 Employing a second type of institutional work, deregulation supporters dissociated the moral 
foundation position of the law’s defenders (Lawrence and Suddaby, 2006) by both ignoring it 
and emphasizing the “convenience” of their alternative, demonizing strict government control 
as unnecessary and burdensome. Press headlines across the country cited the new freedom banks 
would enjoy when Glass–Steagall was finally repealed (e.g. “Law Frees Banks” [ Sun Sentinel , 
November 13, 1999, p. A1]; “Unfettered Banking” [ Arizona Daily Star , November 11, 1999, p. A1]; 
and “Walls Tumble Down” [ Akron Beacon Journal , November 13, 1999, p. G1]). “We think bank-
ing organizations ought to have the choice of the most effective way to conduct their activities,” 
said the Comptroller of the Currency in 1998 (Wayne, 1998). Similarly, the chairman of the 
SEC, Arthur Levitt, boasted to Congress that his agency had offered firms a “flexible, voluntary 
regulatory framework” (Levitt, 2000). As an executive from J.P. Morgan explained, referring to a 
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bank’s ability to choose its regulator by rewriting its charter, “regulatory diversity has served our 
industry well” (Wayne, 1998) Thus, legislation that had been enacted as a means to restrain 
industries and protect consumers was undermined through rhetoric that moralized the liberties 
of companies to choose their own regulatory standards. 

 Disconnecting sanctions and rewards is the third mechanism identified by Lawrence and 
Suddaby (2006) contributing to the deinstitutionalization of an established and “taken for 
granted” rule. In the case of the Glass–Steagall Act, the most vivid example of this devolution was 
the merger of two giant firms, whose combination it barred. This merger, of Citibank with the 
Travellers Insurance Company in 1998, created the largest financial company in the world, and 
(once allowed) set off a wave of additional combinations which all crossed the dividing line 
drawn by the Glass–Steagall Act between commercial and investment banking. To reap the 
rewards and avoid sanctions specified by this law, the  New York Times  (April 8, 1998) reported 
“within 24 hours of the deal’s announcement, lobbyists for insurers, banks, and Wall Street firms 
were huddling with Congressional banking committee staff members to fine tune a measure 
that would update the 1933 Glass–Steagall Act.” Rather than moving to discipline the compa-
nies for violating rules, politicians acted to change the law to enable the merger. One insurance 
lobbyist noted that while this legitimated the merger after the fact, it would enable Congress to 
appear as leading the modernization of the industry, rather than the financial executives leading 
the charge against Glass–Steagall. The lack of law enforcement was evidence that actors within 
the industry had successfully disconnected the sanctions for bridging the Glass–Steagall divide. 
Within seven months, Congress officially repealed the Act.  

  Consensus and compromise in disruptive institutional work 

 The long life and eventual end to the Glass–Steagall Act can be traced to the delicate balance of 
power among the trio of industries it regulated—investment banks, commercial banks, and 
insurance brokers—and the three government powers that controlled them – Congress, courts, 
and regulators (especially the Federal Reserve and the Office of the Comptroller of the Cur-
rency (OCC)). Although each of the industries sought to increase their power and reduce the 
limitations on their businesses enforced by the Depression Era institution, they were all extremely 
wary of any deregulation that would allow one of the other industries onto their closely guarded 
turf. According to the  Washington Post , “Lobbyists from the well-heeled banking, securities, and 
insurance industries have spent an untold number of hours and tens of millions of dollars push-
ing financial overhaul legislation, but until now were defeated by their own in-fighting, as each 
sought to enter the other’s business while continuing to try to bar entry into their own.’ Invest-
ment banks feared that allowing commercial banks to sell securities would invite competition 
for the business of creating and selling securities, while commercial banks feared they could not 
compete if risk-seeking investment banks were allowed to pad their coffers with retail custom-
ers’ deposits. As a result, commercial and investment banks and insurance sellers and companies 
tried to work around a full repeal of Glass–Steagall and instead sought one-way deregulation 
that would allow their own sides to take advantage of the other. 

 In the decade prior the 1998 passage of the Financial Modernization Act, which officially 
repealed Glass–Steagall, there were significant but failed attempts by lobbyists and sympathetic 
members of Congress to make sweeping deregulatory changes. The first crack in Glass–Steagall 
appeared in 1988, when the first version of the Financial Modernization Act, which granted 
broader powers to commercial banks to issue securities, was passed in the Senate but failed in the 
House. “Something on the order of a quarter-million letters and post cards went to members of 
Congress from bank employees, officers, and directors,” boasted the American Banker Association 
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( ABA Journal , November 1988). The bill’s main proponent was Senator William Proxmire who 
argued that “Technology is rapidly revolutionizing the credit industry.. . . Instead of promoting 
safety, Glass–Steagall has promoted a monopoly environment” and noted that “greater competi-
tion is the benefit” of the repeal ( Herald Tribune , February 14, 1988). Despite the rhetorical efforts 
to reframe the debate, the legislation got caught up in the House of Representatives, where 
lobbyists for community banks argued that the bill would concentrate power in the hands of a 
few large banks. Insurance lobbyists wavered; at first they opposed the bill because it enabled 
banks to sell insurance, but when this new power was restricted to only the home state of a bank 
holding company, they supported the legislation. Added to the arguments among the finance 
industry sectors were the bill power disputes between legislative committees (Hendrickson, 
2001). In the end, a compromise could not be reached before Congress adjourned for the session. 

 A second failed attempt at deregulation occurred in 1991, during the fallout from the savings 
and loans crisis. Investment banks and insurance companies claimed that deregulation would 
bring greater solvency to the industry, but this argument was again lost to disputes among leg-
islative committees. In particular the “jurisdictional rivalries” (Skidmore, December 23, 1991) 
between the House Energy and Commerce committee and the House Banking Committee, 
which had drafted different versions of the bill (Skidmore, December 23, 1991). Some pundits 
faulted the first Bush Administration’s unwillingness to compromise with non-investment bank-
ing interests: “I don’t know whether they could have done it, but I think they should have tried 
to cut a deal with some of the forces lined up against them,” said William Seidman, former 
chairman of the FDIC (quoted in Skidmore, December 23, 1991). The Associated Press reported, 
“With no compromise in advance, each of the financial interests involved—small banks, large 
banks, securities firms and insurance companies—proved to have enough influence to block 
legislation they disliked, but not enough to pass what they advocated.” 

 The third attempt at a full repeal happened in 1995 and, unlike the previous efforts, was under-
taken by Congress in response to moves made by regulators. The Comptroller of the Currency, 
Eugene Ludwig, ruled that banks in small towns could offer insurance. Furthermore, the Federal 
Reserve Bank, under Alan Greenspan, signaled that it would increase the amount of bank holding 
company business that could be generated through securities affiliates. These moves by regulators 
demonstrated to Congress that reform needed to be addressed legislatively. Representative Jim 
Leach, a Republican from Iowa, championed legislation that would create financial services hold-
ing companies that would allow firms to control both securities and commercial banks and permit 
them to provide mutual funds, investment advice, and corporate underwriting, among other 
 services. The bill was strongly supported by large commercial and investment banks, but failed due 
to resistance by the insurance industry, which feared banks would have an unfair advantage in cross 
selling insurance and traditional commercial banking products, and small bankers, who feared 
competing with banking Goliaths that could profit from securities and savings and loans activities. 
Although insurance agents did not provide the amount of campaign donations that banks  provided, 
they had significant power and influence. As Representative Barney Frank explained:

  They can beat the banks and the securities firms and the insurance companies put together, 
because everybody has insurance agents in their district, and their corporate culture is, “Hi, 
how are ya? I’m your friend”—I mean, you know, they’re door-to-door salespeople. 

 (quoted in the  New York Times , May 5, 1995)   

 In a compromise, the House added a barrier that prevented national banks from further entry 
into insurance sales, but in the end, both commercial banks and insurance brokers balked at the 
concessions and the attempt at repeal failed. “We need to see industry groups lined up in some 
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kind of accommodation before we can go anywhere,” said Representative Bill McCullum, 
“If there is no agreement reached then, there may be no proposal or only parts” (Bradsher, 1995). 

 A fourth Congressional attempt to repeal Glass–Steagall happened the next year. The 
urgency of effort was somewhat lost, however, because of a pending Supreme Court decision on 
whether banks could sell insurance. Congress took a wait-and-see approach (Hendrickson, 
2001) until the Court decided to allow banks’ insurance sales in March, 1996. After the decision 
in the banks favor was announced, insurance agents and companies took a very stanch stance 
that they would not support any reform that didn’t place stronger restrictions on banks’ moves 
into insurance. Once these were added to the bills, the primary industry that had been calling 
for reform—commercial banks—refused to support them because they threatened to limit the 
insurance sales that had just been approved by the court. For members of Congress, this meant 
that a vote either way on the repeal would alienate important industries during an election year 
(Hendrickson, 2001). Over 75 amendments were proposed to the House bill before its sponsor 
decided the deadlock could not be broken. 

 As a result of the congressional stalemate, regulators, who were not responsible to all three 
industries and therefore could side with one or another, took it upon themselves to further 
address increased mixing between banks, securities firms, and insurance (Hendrickson, 2001). 
The Office of the Comptroller of the Currency (O.C.C.), which oversaw about one-third of the 
US banks, citing the deadlock in Congress (Hershey, 1996), issued a regulation enabling banks 
under the OCC’s jurisdiction to expand into securities, insurance, and other non-banking busi-
nesses. The move was met with hostility by insurance and securities lobbyists. The American 
Council of Life Insurance stated: “At a time when all financial-service providers were ready to 
make peace, the O.C.C. has decided to renew the war, forcing people into old, entrenched posi-
tions” ( New York Times , June 1996 “Glass–Steagall Over”). The securities industry was quick to 
point out that this piecemeal approach to deregulation resulted in banks gaining privileges that 
investment firms did not have. 

 In 1997 and 1998 Congress again made attempts to repeal Glass–Steagall with no success. 
Undeterred by previous failures, the Clinton Administration proposed that all sections of the 
financial industry be regulated by the same federal agency. This caused the commercial banks 
to balk because they had gotten around much of the Glass–Steagall obstacle with help from their 
regulator, the OCC. Without the support of the commercial banks, the repeal attempt went 
nowhere. The reform attempt was reenergized after the Citibank-Travellers merger, but again 
failed when Treasury Secretary Robert Rubin told President Clinton to veto the bill because it 
transferred his department’s regulatory power over banking to the Federal Reserve. 

 Deinstitutionalization of the Glass–Steagall Act finally prevailed in 1999. In that year the  New 
York Times  reported that moves by insurance, commercial banks, and securities firms onto each 
others’ turf had already blurred the line between to the industries to the point that “industries 
once at odds are now largely in accord on most of the central issues” ( July 1, 1999). Similarly, a 
lobbyist for the American Insurance Association noted that the consensus had formed because 
“the market has advanced so that everyone has decided it’s in their interests to have this bill” 
(quoted in the  New York Times , July 1, 1999). “We have become each other,” said Mark Brickell, 
a managing director at J.P. Morgan & Co. “There has been a convergence of our commercial 
activities and our political interests” (quoted in the  Washington Post , 1999).  

  Conclusions 

 The story of the ups and downs of Glass–Steagall is of theoretical significance. By understanding 
the conflict that surrounded the institutionalized banking system, it becomes possible to understand 
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both why this system persisted as long as it did in its divided form and why it eventually changed 
to a universal banking system. Even institutions that have outlived their creators can be vulnerable 
to disruption, because institutions are always tentative arrangements among actors with divergent 
interests. This observation could apply to many institutional settings. “Winners” may come to rest 
on their laurels, while “losers” may benefit from upsetting institutional arrangements. In light of 
recent financial events, we see that the deregulation which was so highly sought after has lost its 
appeal when the institutional actors who sought it have again lost their legitimacy. 

 The void created by financial services’ deregulation in the United States has been linked to 
significantly negative outcomes with far-reaching consequences. Regulations might have 
helped prevent recent scandals, including that of collusion among banks to systematically mis-
state their borrowing costs for the purposes of gaining more favorable trading terms in the Libor 
scandal of 2008, and the global financial crisis of 2008, which has been attributed to excessive 
risk taking, engagement with complex financial products. The failure to disclose conflicts of 
interest, and the failure of regulators, credit rating agencies, and the markets to rein in excesses 
have led to calls for greater supervision, along with continued strong lobbying efforts to prevent 
it from coming to pass. Even Alan Greenspan, who oversaw the dismantling of Glass–Steagall, 
noted the failure of this course of action, stating that “Those of us who have looked to the 
self-interest of lending institutions to protect shareholders’ equity, myself included, are in a state 
of shocked disbelief,” in front of the House Committee on Oversight and Government Reform 
(Andrews, 2008). 

 Yet, in 2014, the banking lobby succeeded in convincing Congress to weaken the substance 
of the very legislation designed to help prevent a repeat of the global financial crisis of 2008. 
Banks’ success in this case is typical of the power this industry has to define the terms of its 
regulation and to have its members appointed to the very governmental positions that are sup-
posed to monitor and rein in their excesses. There are few industries in which a revolving door 
between regulators and practitioners swings more widely or smoothly; between early 2009 and 
mid-2010, 148 former employees of financial regulatory agencies registered as lobbyists. Top 
positions at financial market regulators—and even within Congress—have increasingly become 
occupied by former big bank executives. As a result of this revolving door, regulators are seen 
to defer to bankers within their social and professional networks, and with and for whom they 
may want to work in the future. 

 Given the nature of the relationships among what are now universal banks and regulators, it 
is unclear from where the next stakeholders invested in deinstitutionalization and institutional 
work might emerge. The stakeholders most likely to be negatively impacted by the effects of 
deregulation and the new institutional order are individual investors and businesses, as well as 
small financial institutions. These are notoriously difficult groups to mobilize because of their 
relatively low status and power, the degree to which they are dispersed, and their essential con-
servatism. What will spur the next wave of institutional contestation in this domain? We can but 
hope that it is not another serious financial crisis.  
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 This chapter argues that the unique historical and economic circumstances of the United King-
dom and of the United States underlie the development of global finance as we have it today. 
These circumstances, rather than primitives such as technological change and/or the informa-
tion revolution, explain the current shape of globalized financial institutions and practices. The 
apparent technological necessity of a super-leveraged, risk-shifting global financial complex is a 
mirage; this complex, anchored in the cities of London and New York, has emerged due to 
unique circumstances, most notably, these cities’ host nations’ sponsorship of gold-based global 
currency systems, and more recently the 30-years’-long current-account deficit/capital-account 
surplus that has made the US a global liquidity sink. The chapter presents some empirical evi-
dence suggesting that this turn toward globalized finance has been associated with reduced 
development-finance capability, in these two nations. 

  We had everything before us, we had nothing before us, we were all going direct to Heaven, 
we were all going direct the other way – in short, the period was so far like the present 
period, that some of its noisiest authorities insisted on its being received, for good or for 
evil, in the superlative degree of comparison only. 

 (Charles Dickens,  A Tale of Two Cities, Book the First – Recalled to Life )  

  Has anyone bothered to study the cumulative effect of all these things [the new regulations 
on capital adequacy, mortgage standards, and so on, being considered after the 2008 sub-
prime crisis]? Do you have a fear, like I do, that when we look back and look at them all, 
that they will be a reason it took so long that our banks, our credit, our businesses and, most 
importantly, job creation started going again? 

 ( Jamie Dimon, CEO of J.P. Morgan Chase, questioning Federal Reserve Chair Ben 
Bernanke at an Atlanta monetary conference on June 7, 2011)  

  Introduction 

 Many economic historians and development economists have recognized that a step-change in 
income and employment growth – that is, successful national or regional development – requires 
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an effective means of financing investment.  1   This means, almost invariably, a functional system of 
finance. As this chapter is written, Europe (including the UK), the US, and Japan all are suffering 
through prolonged periods of stagnant growth and recession. Each of these growth slowdowns 
was triggered by a major collapse in these countries’ financial systems. Japan’s stagnation com-
menced with the 1990 collapse of an asset bubble fed by the speculative behavior of its financial 
institutions, including the largest and most sophisticated. The economies of the US and Europe, 
on the other hand, were laid low by financial practices that treated the securitization of high-risk 
mortgages and other credit instruments, as well as unregulated and unrestrained zero-sum deriv-
ative bets on these instruments’ market valuations, as virtually riskless – until the possibility of 
revaluation without crisis was already foreclosed. 

 A profound irony of the current fix is that these national areas’ positions of global leadership 
in per-capita income and wealth stems from periods of extended industrial and commercial 
development that depended on the capacity to successfully finance large-scale investments in 
infrastructure and industrial development. So what went wrong? How did once-successful sys-
tems of finance become so dysfunctional? 

 We argue here that this turn to dysfunctionality can be attributed to the deregulation and 
globalization of financial practices in an era of declining national governmental power. This 
decline has, in the past century and a quarter, been the most profound for the UK and the US, 
both of which have laid claim to having the world’s strongest economy, and both of which had 
hegemonic currencies – that is, currencies valued above all others for stability and dependability. 
Each nation’s currency has in this time frame been strong enough to be fixed in value relative 
to gold. And these nations’ periods of global currency dominance had transformative institu-
tional implications – these periods witnessed the growth of firms that could broker deals and 
arrange payments in different currencies, that could underwrite cross-border risks, store reserves, 
and so on; and alongside them grew a set of national regulatory agencies whose scope of author-
ity ended with national borders, but whose actions affected the character and volume of finan-
cial transactions in many nations. 

 In effect, global currency hegemony required the creation of the elements of a financial cen-
ter, or  hub ; these hubs’ principal players were well positioned to spread innovative practices and 
instruments along their global networks, even after those national currencies were no longer as 
good as gold; and these innovative practices and instruments have sometimes entailed net trans-
fers from the rest of the world to these hubs’ principal players. These transfers were enabled by 
the protections these players enjoyed because of their privileged access to globally-hegemonic 
currencies. 

 We not only focus on the US and the UK because they issued the hegemonic currency of 
their times, but also because the scope and reach of these two centers’ activities has shaped 
financial-system evolution around the world. It is their financial hubs, the City of London and 
Wall Street, that have been driving globally integrated finance in its purest form. Both have 
uniquely operated with hegemonic power in global currency markets, for extended periods of 
time; and both have been progenitors of the deregulation and marketization that have swept 
much of the global economy.  2   

 In some fundamental sense, then, the Great Financial Crisis, as some have called it, was a tale 
of two cities. Our analysis, like many of Dickens’ novels, is a cautionary tale. Our analysis of these 
two hubs suggests that financial innovations arising in global financial hubs not subject to the 
same regulator are difficult, if not impossible to control. It follows that these regulatory difficul-
ties will only multiply as the number of global financial hubs under different regulatory regimes 
expands. But even in the current post-crisis period, new generations of aggressive young bankers 
are itching to transform their home cities into new hubs which can “insist,” as Dickens puts it 
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in the passage cited above, “on its being received, for good or for evil, in the superlative degree 
of comparison only.” The fact that the way to stake out such a claim is to take tail risks that more 
prudent players have shied away from or overlooked only adds to the challenge. 

 Finally, we show the overall impact of these two nations’ financial evolution on their systems’ 
functionality and on development banking therein. We define development banking as the pro-
vision of the finance needed to build and sustain the asset base required for robust industrial and 
commercial activity, and for secure residential life. A financial system is  functional  when it carries 
out the textbook functions of finance efficiently, and  also  makes adequate provisions for devel-
opment banking. This financial function can be performed in different ways, but it must be 
performed. Bank credit is just one of the possible forms of development banking. It can also be 
supplied by public authorities, private enterprises, and individuals. In effect, every sustainably 
growing region or nation needs development banking, as defined here. A system is  dysfunctional  
when it systematically creates systemic risk and when its operational failure or collapse generates 
costs that must be borne, directly or indirectly (through the intermediation of government bail-
outs) by citizens. 

 We proceed as follows. The next section describes the growth of globalized finance in the 
United Kingdom, focusing on the City of London; the following section does the same for the 
United States and Wall Street. These two sections, which go as far as the crisis of 2007–08, also 
discuss the implications this growth had for system functionality. The next section then considers 
whether these two financial hubs’ behavior and structures have changed in the post-crisis period. 
The final section briefly concludes.  

  Evolving financial practices and structures in the United Kingdom 

 In recent financial history, only the UK and the US have had currencies that anchored gold-
linked global currency systems – the British gold standard (1816–1914) and the US Bretton 
Woods system (1946–71) – and then became global reserve currencies. Both nations have long 
traditions of intertwined military and industrial development. And each has hosted one of the 
two dominant global financial hubs in the twentieth and now twenty-first centuries. It is these 
hubs that host the megabanks and now shadow banks that are driving the pace of cutting-edge 
financial innovation in this industry’s organizational forms, technologies, and practices. 

 British economic development, based on the twin pillars of overseas trading/resource-
extraction ventures (especially via joint-stock companies, often with Royal charters) and 
domestic industrialization based on coal and rail, featured the pursuit of public purposes 
through privately-held enterprises. The Bank of England itself was privately-owned until 1946. 
Soft-touch regulation among privileged “gentleman” stakeholders prevailed as the preferred 
behavioral norm in British banking. English high-street banking has been dominated by a 
small number of institutions – five in 1918, four today – for the past 100 years. For example, 
whereas US banking was transformed by a series of banking laws in the 1930s, British banking 
survived those years via a series of publicly-guided mergers and acquisitions of distressed banks, 
without significant changes in banking laws. Only in 2012 did parliament pass the Financial 
Services Act, which established the Financial Conduct Authority and the Prudential Regulation 
Agency as “twin peaks” agencies to look after the safety, soundness, and competitiveness of UK 
financial institutions. 

 The international experience and relationships of many of the core institutions in what has 
become known as the City of London – the nexus of domestic and foreign banking and non-
bank financial institutions centered in London – have a long history, rooted in the management 
of the far-flung British empire (Sutherland, 2013). These commercial and financial linkages were 



Dymski and Kaltenbrunner

354

deepened during Britain’s century administering its gold standard. Britain’s key geopolitical 
position after the Second World War permitted it to bolster its position as a dominant global 
financial hub despite the fading importance of British industry and the struggles of the pound 
sterling. There have been three crucial steps in the contemporary emergence of the City of 
London. The first was the creation of an active Eurodollar (offshore money) market in the early 
1960s. London became the preferred global hub for what Machlup (1970) famously termed 
“stateless money.” And as Coakley and Harris (1983) pointed out, by the late 1960s the City of 
London had become a supranational enclave managing the Eurocurrency (offshore) financial 
system, largely independently of domestic industry. The Eurocurrency business, most denomi-
nated in dollars, created risk for the banking entities involved and undercut the global compet-
itiveness of British industry.  3   

 The second definitive step for the City was the “big bang” deregulation of the London 
Stock Exchange – including the ending of fixed commission charges and of traditional trading 
practices – in October 1986. As Lambie puts it:

  the USA became the world’s “hegemon” after the Second World War, but London retained 
its power in finance; well placed to challenge the post-war Keynesian regulatory consensus 
in favor of globalizing interests, theoretically and politically served by the rise of neo-liberal 
ideology. 

 (Lambie, 2013, p. 239)   

 The combination of the tradition of “soft touch” regulation, experience in managing the 
exchange-rate and other risks of offshore financial relationships, and the deregulation of activ-
ities and roles, proved a boon in the 1970s and 1980s, during which Great Britain (and other 
European nations) found it impossible to maintain quasi-fixed exchange rates with the chron-
ically strong German economy. As Warsh (2011) recounts, Europeans’ continually frustrated 
efforts to maintain their integrity as an economic bloc without exchange-rate slippage even-
tually led to two grand ideas: a single market, which would solidify Europe’s status as a 
megamarket; and a single currency, which would require macroeconomic harmonization. In 
the end, Britain joined the single market – the European Union (EU) – but not the single 
currency – the European Monetary Union. This was the third element in solidifying the cap-
ital of post-hegemonic Britain as a global financial capital. Arnold and Fleming (2014) have 
reported that more than 250 foreign banks locate their main European subsidiaries there as a 
base for wholesale (investment and corporate banking) European operations in the EU single 
market – investment and corporate banking. Indeed, the combination of EU membership and 
Eurocurrency experience, in the era of deregulation, meant that London could function as an 
ideal base for offshore and onshore financial activities for large multinational firms and the 
banks that service them. As Palan (2002) and Palan  et al . (2009) document, many small nations 
commercialized their sovereignty and teamed with City firms to create tax havens that permit-
ted the creation of financial activities that could escape from regulation and taxation even 
while being conducted within the same physical space. 

The special place of Great Britain’s banking industry is readily seen when contrasted with 
global competitors.  Figure 20.1  shows that whereas the size of the largest banking firm relative 
to gross domestic product (GDP), in the six nations shown, grew steadily in every case between 
1989 and 2012, a UK bank was consistently at or near the top of this list.  4    Figure 20.2  shows 
that the UK’s export earnings from its financial/insurance industry are far greater as a share of 
its exports than for other nations.  Figure 20.3  makes the same point, in terms of the contribu-
tion of financial/insurance exports as a share of British GDP.  Figure 20.4  shows that Britain has 
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a relatively high level of financial/insurance-related imports, illustrating its financial openness; 
however, the import ratio is far less than is the export ratio.

 Whereas the UK’s large banks thrived on the global operations facilitated by London’s role 
as leading financial centre, development banking was left at the wayside.  5   Britain’s economic soft 
spot lay in the areas that had formed the basis of its industrial strength in an earlier day – its great 
Midland and Northern industrial cities, with their mines, mills, and shipyards. Britain had no 
development bank to steer a renaissance for these areas.  6   What passed for an industrial policy 
involved Northern relocations of City back-office operations and government bureaucracies, 
and a housing boom fuelled by the Building Societies Act of 1986, which de-mutualized Britain’s 
building societies and opened the way to deregulated mortgage lending. The subprime lending 
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and securitization methods perfected in the United States were adapted and spread throughout 
the United Kingdom by building societies, in competition with high-street British banks. The 
special competence of City bankers in using over-the-counter instruments to hedge exchange-
rate and other risks came to the fore as subprime securitization instruments spread across bor-
ders. City of London firms thrived as the markets for global financial instruments expanded. 
London grew ever more prosperous (and its real-estate ever more pricey) on the back of its 
global financial industry, even while the remainder of the British economy stagnated 
(Chakrabortty 2013).  Figure 20.5  shows that British high-tech manufacturing declined substan-
tially as a share of all exports in the 2005–12 period.  7    

 While significant numbers of small loan-brokers and funds selling the undercollateralized, 
unpayable mortgages of the subprime era began failing early in 2007, the subprime crisis proper 
began with the failure of the Newcastle-based building society, Northern Rock. A significant 
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number of UK building societies failed or were merged. Two of the UK’s “big five” banks – the 
Royal Bank of Scotland and Lloyds – needed huge infusions of public money to avoid insol-
vency. The Labour government of PM Gordon Brown, which was in power when the Shearson 
Lehman meltdown occurred, briefly considered nationalizing the problem banks; but instead 
opted to inject public funds without nationalization.  8   So the central role accorded to megabanks 
in the UK contributed to the dysfunctionality of the financial system in two ways: first, by cre-
ating competition for smaller, regional banks; second, by generating contagion and requiring 
bailouts in the subprime crisis. 

 With the election of a Conservative government in 2010, led by PM David Cameron, 
any discussion of nationalization remained off the table. However, this was not due to the 
private-sector banks’ lively reaction to the crisis. To the contrary: the big banks were not 
lending. This was due to the fact that they were riddled with bad loan problems, and con-
cerned with recapitalization; initially, in the wake of the crisis, loan demand was low as well; 
but eventually this condition changed. Vince Cable, an influential politician and advocate 
for effective financing of business, proposed a business bank. This was eventually passed, but 
at a very modest scale of £300 million. Justin Welby, the Archbishop of Canterbury, called 
for establishing a set of regional development banks (Goodley, 2013). Meanwhile, the big 
banks didn’t resume lending, and their monopolistic control of the market – 90 percent of 
business loans and 85 percent of business current accounts (Fleming, 2014) meant that busi-
ness expansion was strangled in the UK.  

  Evolving financial institutions and practices in the United States 

 As Ha-Joon Chang (2002) has reminded us, during the period of its geographic expansion, the 
US was a developing nation. Investments from abroad provided much of the financing for its 
railroads and its canals; and it capitalized on infant-industry protections to build the industries 
that made it rich, and permitted its growth into a continental giant. No federal development 
bank was established prior to the 1930s. Instead, however, the continual spatial expansion was 
undertaken in the context of state supervision of banks: between 1836 – the demise of the 
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Second Bank of the United States – and 1914 – the Federal Reserve – states governed bank 
chartering, or in some cases permitted “free banking.” The upshot was that financing – including 
whatever development banking was feasible – was provided through state-chartered, often 
unstable or unreliable banks. These provided the finance needed to continue the nation’s west-
ward push. 

 The Great Depression brought two significant developments, for our purposes. One was a 
huge increase in the size and scope of federal expenditure. Among the purposes served by this 
expanded budget were aims associated above with development banking. In 1932, President 
Hoover sponsored the creation of the Reconstruction Finance Corporation (RFC), which 
provided subsidies and loans to distressed state and local governments, and which provided loans 
and capital to US non-financial businesses and banks threatened with insolvency. Under the 
New Deal, the RFC focused on bank recapitalization. It functioned until 1957.  9   This entity was 
joined by a variety of federal vehicles for putting Americans to work and building public build-
ings, bridges, parks, and other needed infrastructure. Among these were the National Recovery 
Administration, the Tennessee Valley Authority, the Agricultural Adjustment Administration, and 
the Works Progress Administration. No one of these took the form of a bank: they were mixed 
entities that both generated needed aggregate demand, patient finance for businesses and farms, 
and investment financing for infrastructure projects. The second development stemming from 
the Great Depression was a new set of banking laws aimed at stabilizing the banks and removing 
the threat of destabilizing financial dynamics. These laws provided deposit insurance, split invest-
ment and commercial banking, restricted commercial banks’ geographic and product-line com-
petition, set limits on rates, and so on.  10   

 The demise of the New Deal initiatives was not followed by the creation of a US public DFI. 
Instead, specialized vehicles were used. Development banking support was provided for US 
housing expansion through federally-subsidized and underwritten financial entities.  11   The 
Nixon Administration created a modest Small Business Administration financing program, and 
the Clinton Administration an even more modest Community Development Financial Institu-
tions program. As Mazzucato (2013) and Weiss (2014) have shown, the principal form of devel-
opment financing support for industrial innovation came indirectly through a massive set of 
budgetary supports for nuclear laboratories and for research and development, operated by the 
US’s defense, energy, and national securities agencies. 

 These supports for industrial innovation through the federal-budgetary backdoor grew in 
significance with the Reagan Administration, just as a decade of high inflation and recession, 
along with rising interest rates, had put the fragmented, regulated US banking system under 
severe stress (Dymski 1999). The US entered the 1980s with 14,400 insured commercial banks. 
Deregulation and permissive regulatory oversight fed a bank merger wave that left the country 
with just over 6900 banks by September 2009. The largest US banks were heavily involved in 
consolidation: of the 24 largest US bank holding companies as of 1997, only 10 remained by 
September 2011. Further, the largest US banks grew at a much faster rate than did even mid-size 
banks, as restrictions on bank geographic locations and permitted activities fell through a series 
of deregulation laws in the 1980s and 1990s. 

 These large banks’ growth was fueled by four additional intertwined factors (Dymski, 2009). 
One was the collapse of the US’s thrift-based housing-finance system in the 1980s; it was 
replaced by a securitization-based system, in which mortgages were originated and then distrib-
uted to investors. Second, the expansion of securitization to encompass high-rate, high-risk, and 
predatory lending (including subprime mortgages), often to households formerly excluded from 
home ownership or credit extension. The third factor in large banks’ growth was the rising 
competition between Wall Street and London, linked to the changing international monetary 
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order. The fourth factor, in turn, was the US’s steady capital-account inflow, a by-product of its 
persistent current-account deficits throughout the neo-liberal period. 

 If the current-account deficits of the latter years of the Bretton Woods system foreshadowed 
the inability of the US to maintain (and reap the benefits from maintaining) an orderly global 
system, the current-account deficits from the 1980s onward marked a post-hegemonic interreg-
num. The US’s contribution to global economic order was no longer to insure worldwide 
prosperity, but instead to provide residual aggregate demand for the increasing number of nations 
trying to export their way to renewed growth, especially after crisis episodes. In effect, the US 
current-account deficit became an entrenched part of global economic functioning – albeit a 
largely unacknowledged one, as this contradicted the policy orthodoxies of the IMF and of the 
increasingly dominant Classical approach to macroeconomics. As a crucial side benefit for the 
declining US economy, the dollar’s role in currency reserves and cross-border transactions was 
thereby preserved. The Doobie Brothers’ phrase, “What were once vices are now habits,” could 
be reworked to capture this situation: “What once undermined policy now reinforces policy.” 

 The broad-based deregulation and large bank holding companies’ expansion put them into 
direct competition with large non-bank Wall Street firms. Given the ocean of reserves seeking 
investment outlets that was pouring systematically into the US financial markets, this competi-
tion focused on the bundling, holding, and sale of subprime paper and of CDOs – and, in turn, 
on the ancillary derivative and underwriting products that could be created in tandem with 
securitized credit. Enhancing the demand for these new products was the multiplication of 
largely unregulated investment funds, including hedge and private equity funds. Wall Street grew 
stronger by the year, as did the megabanks and shadow banks that dominated it.  12   Not coinci-
dentally, large Wall Street firms moved into the lead in numerous areas of “global financial ser-
vices,” and indeed the Wall Street megaplex became seen as a key source of competitive advantage 
for the United States (Franko, 2004). 

 If the City of London’s global-hub role was rooted in its cross-border relationships, Wall 
Street’s role was securitization-based. Of course, each global hub competed to create financial 
products that complemented or competed with the other. Regarding the Eurodollar market, for 
example, Cassis has observed, “While American banking legislation thus strengthened London’s 
international role to the detriment of New York’s, American banks took full advantage of the 
situation, dominating the Euromarkets and integrating them into their global strategy” (Cassis 
2006, p. 227). Wójcik argues that “the degree of commonality, complementarity and connectivity” 
between the two financial hubs is so profound as to justify the term, “the New York–London 
axis” (Wójcik, 2013, p. 2736). 

  Figure 20.2  shows that US exports, like those of the UK, were proportionately very reliant 
on financial/insurance exports in the 2000s, though this reliance was far less relative to GDP 
( Figure 20.3 ). Figures  20.5  and  20.6  show that the US, like the UK, experienced a substantial 
relative decline in high-tech exports between 2005 and 2012, while domestic credit rose steadily 
as a share of GDP through 2007.  

 We defer here any discussion of the details of the subprime episode.  13   We might simply note 
that the rise of subprime-linked securitization in the decade before the crisis set in cemented 
the integration of US megabanks, mortgage-brokers, underwriters, funds, and broker-dealers 
into a financial complex optimized to extract maximum fees from originating, selling, insuring, 
and taking highly-leveraged bets on an ever-expanding stream of securitized credit. The exces-
sive leverage was especially distinctive; it was accomplished through the inter-mixing of contin-
gent and spot commitments, facilitated by exchanges and multiple uses of the same “safe” assets 
as collateral. This “rehypothecation” formed just one method by which shadow banking emerged 
as a fundamental structural element in global financial centers.  14   
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 Once the subprime crisis hit home, the price of the dizzying financial competition of the 
2000s was revealed: in 2008, three of the five largest Wall Street non-commercial-bank firms 
either failed or disappeared through merger (Lehman Brothers, Merrill Lynch, Bear Stearns); the 
other two were converted into bank holding companies. Federal Reserve and Treasury policy 
decisions in these weeks of crisis revealed that the Wall Street complex was fragile, and at the 
same time had to be maintained via any means necessary: its core institutions were too big to 
save, too intertwined with shadow banks and other global behemoths to untangle, and thus 
constituted the new reality of modern money and credit markets. 

 As of December 2009, six megabanks – Bank of America, J.P. Morgan Chase, Citibank, Wells 
Fargo, Goldman Sachs, and Morgan Stanley – stand alone as the commanding heights of US 
banking. The 2008 TARP program that preserved these megabanks’ existence was fully consis-
tent with the broader design of US banking policy. The US government provided subsidies for 
large banks to buy failed savings and loan associations after the 1980s “thrift” crisis, and then 
encouraged their transformation to megabanks through a series of financial deregulation acts. In 
effect, the emergence of the six largest US megabanks through the eventual intersection of Wall 
Street and super-sized commercial banks should be understood not as an accidental by-product 
of the 2007–08 subprime crisis, but as the endpoint of a lengthy period of intentional policy 
choices regarding the activities and market scope of a reshaped, more efficient US banking 
industry. What was unintended was that these megabanks’ final emergence should have required 
such huge public interventions to survive crises of their own making. 

Also not intended was that the US, after a 30-year bank merger wave, would have two essen-
tially distinct banking sectors: a megabanking sector at the hub of the Wall Street financial com-
plex, and a community banking sector in which more than 9 of every 10 US banks have under 
$1 billion in assets. The former sector securitizes at least a third (if not all) of what it lends, while 
the latter does virtually no securitization. And the six dominant megabanks represent an uneven 
mix of two former investment banks, two former retail banks, and two US versions of universal 
banks. Figures  20.7 – 20.9  show the dramatic differences among these six banks’ balance sheets, 
while comparing them with three representative large US regional banks.
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 The shift of US banking toward increasing dominance by a megabanking sector affected 
system functionality in several ways. These megabanks lent less to the non-financial sector, 
imposed systemic instability on the rest of the financial system and on the economy as a whole, 
and undercut the provision of productive finance via harmful competition, even while occupy-
ing a favored position in the US bank merger wave. The extent of the potential dysfunctionality 
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of a megabanking/shadow-banking led financial system would only become clear as the full 
scope of the subprime crisis became clear.  

  The New York–London “axis” after the 2007–08 financial crisis 

 The two previous sections broke off as the Great Financial Crisis of the past several years began 
and then gathered momentum. There is little doubt that the mixture of deregulation, frag-
mented regulation, globally mobile finance, and misalignments between risk-origination and 
risk-bearing, all played their parts. So how much has changed for the New York-London “axis” 
after the crisis? Has legal or legislative action transformed its behavior? 

 The effort to identify the causes of the subprime crisis has taken on a “Rashomon”-like qual-
ity: different analysts seem to have been witnessing completely different events.  15   Some point the 
finger at excessively aggressive behaviors within the New York-London “axis”: hubris, excessive 
leveraging and complexity, the fragmentation between risk-creation and risk-bearing, the capac-
ity to take zero-sum bets on real and synthetic securities, the asymmetric knowledge bases of 
broker-dealers and investors. Others blame government over-regulation, or the lack of adequate 
regulatory oversight. Still others blame greedy home-buyers whose reach exceeded their grasp. 
Others (including this author) have emphasized predatory lenders’ targeting of minorities and 
lower-income neighborhoods that had previously been denied access to mortgage credit. It is 
not important for our purpose to decide shares of blame. It is sufficient here to second the con-
clusion of Wójcik (2013, p. 2736):

  the global financial crisis 2007–09 originated to a large extent in the [New York–London] 
axis rather than in an abstract space of financial markets. The dominance of the axis in 
global finance can be easily underestimated and evidence suggests that, contrary to expec-
tations the axis is not in decline.   
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 The crisis itself was incredibly costly. Estimates of costs vary widely, depending on whether out-
of-pocket costs to taxpayers is being considered, or overall impacts on economic growth and 
financial and non-financial wealth. An IMF report (2009) provided preliminary estimates of the 
costs of the crisis, reporting “upfront government financing” at the following levels of GDP: 
United Kingdom, 18.9 percent; Norway, 15.8 percent; Canada, 9.8 percent; Austria, 8.9 percent; 
United States, 7.5 percent; Netherlands, 6.2 percent; Greece, 5.4 percent; Ireland, 5.4 percent; 
Sweden, 5.2 percent; Belgium, 4.8 percent; Spain, 4.6 percent; Germany, 3.7 percent; Portugal, 
2.4 percent; Russia, 1.7 percent; France, 1.6 percent.  16   Of course, subsequent reports indicated 
smaller eventual payouts, narrowly considered; for example, at the end of 2010, Her Majesty’s 
Treasury (2010) estimated an eventual out-of-pocket taxpayer cost for the UK of £512 billion, 
down from a £955 billion estimate made one year earlier. The figures for “all in” estimates are 
remarkably higher, as they take into account lost GDP momentum, the destruction of equity 
value, and other factors. The IMF (2009) estimated “all-in” global costs at $11.7 trillion; and two 
recent estimates for the US economy put overall losses at $10 trillion (General Accountability 
Office, 2013) and $6 to $14 trillion (Luttrell  et al ., 2013). 

 The crisis was thus a demonstration of the dysfunctionality of the megabank-shadow-
banking-led financial complex. This might be viewed as an exorbitant cost of transiting from 
an antiquated hold-to-maturity loan-based system to a modern originate-and-distribute 
securitization-based system more fully able to exploit the advances in information and com-
munication offered by the technology revolution.  17   In other words, beyond this demonstra-
tion of its dysfunctionality, the question is, is the new system providing needed credit – here, 
our criterion is the provision of credit for development – effectively? We have already alluded 
to the move in the UK to establish a business bank because Britain’s “big five” banks were not 
able or not willing to lend broadly enough to the small and medium enterprises joining in 
the country’s nascent economic recovery. 

 Figures  20.10  and  20.11  provide empirical evidence for the US case.  Figure 20.10  contrasts 
GDP growth and credit growth, for several categories of loan, for economic cycles from 1961 to 
the present.  18    Figure 20.10A  includes data from the four full business cycles (measured trough to 
peak) between 1961 and 1990. Note that average loan growth exceeds GDP growth in every cycle, 
across all categories of credit (commercial and industrial loans (made to non-financial firms), loans 
secured by real estate, and loans to individuals) and for overall lending (net loans and leases). Note 
that average GDP growth declines across these cycles, a pattern reflected in the loan-growth data. 
 Figure 10B  shows data for the three subsequent business cycles, beginning respectively in 1991, 
2001, and 2008 (as mentioned in note 35, cycles are measuring trough-first to permit the inclusion 
of the post-crisis period). The pattern is shockingly different. For one thing, GDP growth rates are 
successively lower, cycle after cycle. But with the exception of loans to individuals, there is no lon-
ger any systematic pattern of credit growth amplifying GDP growth. Real-estate loans, predictably, 
show the excessive lending of the 2000s, followed by the collapse of subsequent years. There is, 
however, virtually no cyclically-responsive growth of commercial and industrial loans.  

 Much was said above about the increasing dominance of US megabanks in US financial 
dynamics.  Figure 20.11  isolates loan volumes for the “Big Four” that have emerged from the 
extended bank-merger period – J.P. Morgan Chase, Bank of America, Citibank, and Wells 
Fargo – and contrasts this with the loan volumes for all other FDIC-insured banks. The period 
2002–13 is depicted.  19    Figure 20.11A  shows that Big-Four real-estate-secured loans are almost 
equal to the total for the remainder of the banking system; and while other banks’ real loan 
volumes have stabilized and even grown slightly in the current recovery, those for Big-Four 
banks have steadily declined.  Figure 20.11B  illustrates a very similar pattern for commercial and 
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industrial loans; in this case, however, other banks’ loan volumes are increasing noticeably, but 
Big-Four loan volumes are not.  Figure 20.11C , depicting loans to individuals, shows the same 
Big-Four/other-bank contrast for the post-crisis years; note that Big-Four banks have accounted 
for over half this loan market since 2004.  

 In short, these data provide an empirical correlate to the conclusion that Minister Cable 
implicitly reached in the UK – the current intermediary structure lacks for something. Specifi-
cally, there is no strong commitment shown by the Big Four banks to support for development 
banking as a means of rekindling industrial and business activity. This sort of initiative at the 
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parliamentary or Congressional levels is, further, ruled out the political power of lobbyists for the 
established banks. Further, there is reason to be skeptical about the possibility that the megab-
ank/shadow-bank complex’s tendencies toward dysfunctionality – and toward spreading costs to 
taxpayers, to the formerly and newly unemployed, and to those dispossessed of homes and busi-
nesses – will end soon. 

 In particular, efforts at financial reform have been stalled, watered down, and largely frus-
trated. The Big Four UK banks have fought aggressively against efforts by the European Union 
to strengthen financial regulation. As Arnold (2014) noted in the  Financial Times :

  The UK has already launched four legal challenges to EU financial services regulation 
including the power to ban short selling; the requirement that clearing houses handling euro 
transactions be based in the Eurozone; the financial transaction tax; and the bonus cap.   

 US megabanks and shadow-banks, in turn, resisted the passage of the Dodd–Frank Act, even 
after their legal departments shaped many of its sections; they have taken measures to slow its 
implementation; and they have worked long and hard to limit its scope via the rule-making 
process (Bair, 2012; Eavis, 2014).  20   In both national capitals, and indeed in Brussels, passing effec-
tive reform legislation is rendered nearly impossible by the often definitive influence of lobbyists 
and experts working for financial interests. 

 The problem of the New York–London axis’ uncontrollability, in short, remains, due to its 
interconnectedness combined with multiple regulatory jurisdictions—a formula for insuring 
that whatever reforms are passed will be subject to Goodhart’s law.  21   As Pozsar  et al . (2013, p. 14) 
demonstrate, shadow banking itself is not external to the megabanks; rather:

  The “internal” shadow banking subsystem refers to the credit intermediation process of 
a global network of banks, finance companies, broker-dealers, and asset managers and 
their on- and off-balance-sheet activities—all under the umbrella of financial holding 
companies. . . . the “external” shadow banking subsystem refers to the credit intermedia-
tion process of diversified broker-dealers and a global network of independent, nonbank 
financial specialists that includes captive and stand-alone finance companies, limited-
purpose finance companies, and asset managers.   

 Consider the evidence of interconnection provided by Wójcik (2012) in his description of the 
pre-crisis period: AIG originated credit-default swaps that were viewed by their purchasers as 
providing insurance against the non-performance of securitized credit bundled into CDOs 
(collateralized debt obligations) created, in part, from mortgages created by Northern Rock in 
Britain and (say) Countrywide Financial in the US, which in turn were invested in vehicles 
registered in offshore tax havens by hedge funds. We can extend Wójcik’s string of interconnec-
tions further: short and long options were created on the basis of these CDOs in New York, 
leading to options swaps in London, and now to new emergent indices and zero-sum hedging 
instruments not yet defined in law. 

 It must be acknowledged that many of these instruments are being forced into trading on 
exchanges in the wake of post-crisis regulatory reforms. However, the game cannot be consid-
ered frozen into place just yet. With so many financial hubs and offshore centers and vehicles 
involved, Goodhart’s Law remains very much in effect – efforts to regulate one financial instru-
ment invite innovations that escape whatever regulatory umbrella was established. To get an idea 
of how this game is being played, consider this passage from a recent  Financial Times  article. The 
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authors, Alloway and Mackenzie (2014), describe the emergence of two new instruments, total 
return swaps and “swaptions”, as follows:

  A total return swap enables an investor to receive a payment based on the performance of 
an underlying basket of assets. Such a strategy in this case enables an investor to leverage 
their exposure to the performance of credit, without owning an actual asset. The downside 
is that any sharp deterioration in the value of credit means an investor would need to com-
pensate the other party in this transaction, usually a bank that arranged the deal. 

 “The new TRS product is really, really interesting in that you do now have a number of 
TRS products referencing credit indices,” says Andrew Jackson, chief investment officer at 
Cairn Capital. “We’re even starting to see options on TRS.” . . . 

 The use of options tied to CDS indices, known as “swaptions”, has grown sharply, buoyed in 
part because the instruments are not required to be centrally cleared. Such swaptions allow 
investors to protect their portfolios from large movements in markets, known as “tail risk”. 

 More than $60bn of CDS index options currently exchange hands each week—up from 
just $2bn traded  per month  back in 2005, according to Citigroup analysts.   

 A further problem in reining in and regulating the “axis” is the transformation of international 
law in the neo-liberal years.  22   What Machlup might have called “stateless interests” have increas-
ingly been asserting, establishing, and protecting their legal rights over the disposition of con-
tracts that extend beyond domestic borders.  23   The problem in the case of securitized credit 
transactions resides in the fact that two contracts are made on the basis of the same cash-flow. 
Offshore purchasers are increasingly asserting their prior rights over financial promises to pay 
based on securities they purchased, regardless of the status of payment by the original borrower 
on the original credit contract.  24   Wójcik notes that these securities take the form of IVs and 
SPEs that are protected by a phalanx of “financial, legal and accountancy firms” (2012, p. 333) 
He writes: “the advanced business services hold considerable power, which they exercise by 
operating legal and financial vehicles designed to escape the control of governmental or inter-
governmental organizations through the use of offshore jurisdictions” (2012, p. 330). 

 The fact that the sovereigns engaged directly (in the case of the US) or indirectly (in the case 
of the nation-state members of the European Union) are now often treated as unworthy bor-
rowers, to be disciplined by markets, adds to the difficulties of reform efforts. Can an entity that 
can be disciplined by market forces also shape markets and their forces? Consider, for example, 
that the not-yet-fully-implemented Dodd–Frank Act was passed in July 2010, four years from 
the time of this writing. The asymmetric pace of regulation and innovation leads some to 
despair. For example, Alloway and Mackenzie (2014) quote Janet Tavakoli, president of an epony-
mous Tavakoli Structured Finance, as follows: “We’ve reformed nothing. . . . We have more lever-
age and more derivatives risk than we’ve ever had.” Others hold out hope of using market 
discipline to rein in excess. For example, Ingo Walter (2012, p. 114) argues:

  Improving the financial architecture in a disciplined, consistent, internationally coordinated 
and sustained manner with a firm eye to the public interest should ultimately be centered 
on market discipline. By being forced to pay a significant price for the negative externalities 
SIFIs generate – in the form of systemic risk – managers and boards will have to draw their 
own conclusions regarding optimum institutional strategy and structure in the context of 
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the microeconomics and industrial organization of global financial intermediation. If this 
fails, constraints on their size, complexity and interconnectedness will be a major part of the 
policy reaction to the next financial crisis.   

 The challenge for such an approach is for regulators to keep pace with market participants’ 
creation of innovations that create systemic risk, not to mention anticipating the scope of this 
risk before its implications have been fully understood. Pozsar  et al . (2013, p. 1) argue that, in any 
case, “increased capital and liquidity standards for depository institutions and insurance compa-
nies will likely heighten the returns to shadow banking activity.” Therefore, they conclude, 
“Shadow banking, in some form or another, is therefore expected to be an important part of the 
financial system for the foreseeable future.” These reflections amplify the point made by Wójcik: 
“if global finance is to change, the New York–London axis has to change” (2013, p. 2736).  

  Conclusion 

 This chapter has provided an account of how the unique historical and economic circumstances 
of the United Kingdom and of the United States and their hegemonic position in the world 
economy underlie the development of global finance as we have it today. Starting with national 
economic circumstances, rather than with primitives such as technological change and/or the 
information revolution, permits us to see that the current shape of globalized financial institu-
tions and practices have evolved from historically specific circumstances. As Thomas Piketty 
(2014) has emphasized in his opus on income inequality, empirical patterns that appear to be 
characteristic of long-term trends in capitalist development have political roots. The apparent 
technological necessity of a super-leveraged, risk-shifting global financial complex is a mirage; 
this complex has emerged, anchored in the cities of London and New York, due to a series of 
events, circumstances, and decisions. Opportunities and crises have both played their part. The 
formation and then dismemberment of gold-based global currency systems played a role, as have 
the 30-years’-long current-account deficit/capital-account surplus that has made the US a 
global liquidity sink (Dymski, 2011). 

 Having highlighted the importance of historical events and institutional developments, 
including the transformation of the global monetary order, it must immediately be acknowl-
edged that the dynamics of global finance include far more than has been captured in this anal-
ysis of two financial hubs. Hubs in France, Germany, Switzerland, Japan, China, and São Paulo, 
among other global cities, do follow the tail-return possibilities left by the cauldrons of innova-
tion in New York and London; one example is large German banks’ purchases of subprime 
securities from Wall Street houses in the waning days of the US housing boom (Lewis, 2010). 
But beyond this follower behavior, these financial hubs have independently created – and con-
tinue to create – new instruments and practices, triggering further behavioral responses in the 
New York–London axis. 

 This last insight makes it all the more clear that acknowledging the historical contingency 
that brought about the current fix – the world of the 1 percent of the 1 percent, as Piketty 
(2014) and his numerous co-authors have emphasized – does not mean that this path-dependent 
path is easily undone. To the contrary; because things are done as they are in this sector – because 
the politicians now understand they must bail out or make special arrangements for “systemati-
cally important institutions,” because the megabanks circulate and recirculate short-term secu-
rities to support their speculative position-taking, because credit can easily flow only when there 
are “investors” willing to absorb securitized loans sold by “banks” – then behaviors in virtually 
every other sector in the economy and society have had to make adjustments. The core question 
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at hand – “what precisely are the economic functions that the banking system performs for the 
other agents in the economy?” – is out of bounds for any polite policy discussion. Yet if this 
question is not asked, then policy discourse will be the equivalent of intermission chatter until 
the audience gathers for the coming of the next systemic, global-economy-threatening crisis. We 
conclude then by paraphrasing Wójcik’s insight: if global finance is to change, the New York–
London axis and the governments and non-financial firms and households that have adjusted to 
the reality of coercive and unproductive global finance has to change. And as Jamie Dimon has 
suggested, in the quote that begins this essay, the place to start is to ask the right questions.  

  Notes 

    1 Among the most insightful works on the relationship between financial development and economic growth 
are Cameron (1960, 1967), Cassis (1994, 2006), Demirgüç-Kunt and Levine (2004), Gerschenkron (1962), 
and Goodhart (1988). These works have the added virtue of recounting national banking histories in far 
more depth than is possible here.  

   2 These are not the only financial hubs: others include Singapore, Tokyo, Hong Kong, and Frankfurt. 
However, New York and London are globally dominant: in part, because of the reach of their financial 
practices Wójcik (2013); and in part, because the integrative global practices they invented or expanded 
led directly to the global financial crisis of 2007–08.  

   3 Making financial transactions denominated in dollars in a pound-sterling home-base in an economy 
that was experiencing chronic current-account deficits put the interests of British industry and inter-
national finance into direct conflict. The City had to maintain a high pound-sterling to maintain its 
margins, exactly the opposite of what industry needed.  

   4 The banking statistics shown in  Figure 20.1  are drawn from various issues of  Business Week  and  Forbes  
magazine, featuring lists of the 1000 or 2000 largest business enterprises across the globe; the data for 
GDP in  Figure 20.1 , as well as the data shown in Figures  20.2 – 20.5  are taken from the OECD.  

   5 More than that, the existence of large systematically important institutions arguably undercut system 
functionality through creating competition for smaller, local players and exacerbating the risk of sys-
temic contagion – most visible in the subprime crisis.  

   6 Britain’s sole development bank, the Colonial Development Corporation, was established in 1948 to 
“develop self-sustaining agriculture, industry and trade in the British empire” ( The Economist  2001). 
The Blair administration transformed it into a public-private partnership that would raise capital 
from the private sector for developing-nation projects that could earn market returns. Its paltry bud-
get of £2 billion (in 2002) made it at best an afterthought in financial markets and development 
planning alike.  

   7 Whilst manufacturing was in decline,  Figure 20.6  shows that domestic credit to the private sector as a 
share of GDP – the majority of which was directed toward housing – rose until 2009 at a pace even 
faster than that in the US.  

   8 The “big five” are HSBC, the Lloyds Banking Group (which includes the Bank of Scotland and TSB 
Bank), the Royal Bank of Scotland Group (which includes National Westminster Bank and Ulster 
Bank), Barclays, and Standard Chartered. Lloyds is 25% owned by the UK government, and the RBS 
Group is 84% owned by the UK government; both however remain active as private-sector entities.  

   9 For histories of the RFC and the New Deal, see Jones and Angly (1951) and Olson (1988).  
  10 See Dymski (1999) for a concise history of twentieth-century US banking. These restrictive new rules 

are viewed by some analysts, even in the wake of the 2008 subprime crisis, as having deleterious effects; 
for example, Neal and White argue that the Glass–Steagall Act limited small-medium enterprises’ access 
to credit and limited investment banks’ capital base.  

  11 The main entities here were two government-sponsored enterprises – the Federal National Mortgage 
Association (Fannie Mae) and the Government National Mortgage Association (Ginnie Mae). Fannie 
Mae was privatized in 1968.  

  12 Jane D’Arista began warning of the emergence of a “parallel banking system” engaged in speculative 
loan-making in the late 1980s and early 1990s – a system which “divided intermediation between two 
separate entities, each of which dealt directly with the public through only one side of the balance 
sheet” (D’Arista 1994, p. 418) – and thus escaped regulation as banks. The term “parallel banking” is, of 
course, a precursor to the term “shadow banking” in use today.  
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  13 Sorkin (2010) gives a blow-by-blow insiders’ account of the Wall Street crisis as it unfolded between 
September and November of 2008.  

  14 Pozsar  et al . (2013) define shadow banking as consisting of “financial intermediaries that conduct matu-
rity, credit, and liquidity transformation without explicit access to central bank liquidity or public sector 
credit guarantees.”  

  15 Dymski (2013) summarizes and provides citations to some of the contrasting views about the causes of 
the subprime crisis.  

  16 Smaller percentages are excluded here; for the full list of countries, see Table 2.1 (IMF, 2009).  
  17 Nobel laureate Robert Shiller expressed at the very commencement of the subprime crisis (Shiller, 

2008) and has maintained it in subsequent writings (Shiller, 2012).  
  18 The bank data depicted in Figures  10A  and  10B  are drawn from the historical banking series of the 

Federal Deposit Insurance Corporation (FDIC; see  www.fdic.gov ); the figures are for all FDIC-insured 
commercial banks. GDP deflator and GDP data are drawn from the Bureau of Economic Analysis 
( www.bea.gov ). All data are annual. The deflator series is used to convert the nominal FDIC data into 
real terms. Since cycles include trough and recovery periods, and since there has been no trough since 
the end of the recession in 2009, cycles are measured from the beginning of a trough to the end of that 
cycle’s recovery. Since cycles vary in length, only the first five years of any given cycle, measured from 
the trough forward, are used in the figures shown. Including full cycles has little effect on the patterns 
shown.  

  19 Since end-of-year figures are used, note that between 2007 and 2008, “Big Four” balance sheets are 
swelled due to their acquisition of two large depositories that failed in Fall 2008. Washington Mutual, 
a savings bank with $307 billion in assets as of June 2008, was acquired by JP Morgan Chase. Wachovia’s 
substantial balance sheet (it was the fourth largest US bank holding company in June 2008, with 
$812 billion in assets) was taken over by Wells Fargo. Washington Mutual’s balance sheet is not included 
in FDIC totals prior to this acquisition; but Wachovia’s is, explaining most of the 2007-to-2008 shift in 
loan totals shown.  

  20 Legal challenges to provisions of Dodd–Frank, including the consumer finance protection agency it 
establishes and its orderly liquidation procedure, have also delayed its implementation.  

  21 Goodhart’s formulation of this “law” is as follows: “Any observed statistical regularity will tend to collapse 
once pressure is placed upon it for control purposes” (Goodhart, 2004, p. 96). Alloway and Mackenzie 
(2014), in the same recent  Financial Times  article quoted below, inadvertently invoke Goodhart’s law in 
that same article when they observe, “in fighting the vanguard of the last financial crisis, regulators have 
missed new areas of danger in the system.”  

  22 Glinavos (2008) argues that this effort has been systematic; he points to the “current promotion of law 
reform by international institutions like the World Bank as the product of neo-liberal economic theory;” 
in his view, “the use of law reform to impose what neo-liberalism considers “rational” solutions under-
mines the legitimacy of democratic institutions in developing and transitional countries’ (p. 1087). Also 
see Chiong, Dymski, and Hernandez (2014).  

  23 Supranational authority over otherwise domestic economic activity, of course, is increasingly being 
asserted via international treaties. The North American Free Trade Agreement (NAFTA) and the EMU 
provide the outstanding examples of such action to date. Such treaties, while not the topic of this study, 
are relevant insofar as they serve to reduce the authority of domestic law over economic transactions.  

  24 The use of legal action by hedge funds NML and Aurelius Capital Management, in their holdout 
against accepting a debt write-down on outstanding Argentinian debt, and the New York court’s 
upholding of these funds’ claim, provides dramatic evidence of the importance of this new terrain of 
globalized legal rights.    
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 The worldwide financial crisis that began in 2007 was set off by the collapse of the subprime 
mortgage market in the US, which caused widespread banking failures in the US and forced the 
federal government to provide a massive bailout to the financial sector. The crisis simultaneously 
reverberated to banks around the world, and eventually brought about a worldwide recession. 
This paper documents why other countries, especially in Western Europe, were so susceptible to 
the housing price downturn. We explore various mechanisms by which the financial crisis might 
have spread including the existence of similar regulatory schemes, government deficits and cur-
rent account imbalances, trade linkages, and the presence of a housing bubble. We present a 
surprising result: European banks went down because they were pursuing the same strategies to 
make profit as the American banks in the same markets. They had joined the market in the US 
for mortgage-backed securities and funded them by borrowing in the asset-backed-commercial-
paper market. When the housing market turned down, they suffered the same fate as their US 
counterparts. Our study makes a broader theoretical point suggesting that subsequent studies of 
global finance and financial markets need to consider the identities and strategies of the banks 
that structure the main markets for different products. This insight has implications for the liter-
atures on financialization, globalization, and the sociology of finance. 

  Introduction 

 Home sales in the United States began to fall in 2006 and defaults on subprime mortgages 
began to increase. Beginning in 2007, this rising wave of defaults spread to the wider mortgage 
market. By the spring of 2008, banks in the United States and Western Europe were announcing 
devastating losses, touching off a financial panic that culminated in a wave of bank failures in the 
United States and at least ten different European nations during September and October of that 
year. By one count, 23 countries experienced a systemic bank crisis by the end of 2009 (Laeven 
and Valencia, 2010). These crises were followed by a deep and long-lasting recession. 

 There are two unusual features of this financial crisis. First, it started in the US. While the US 
has not been immune to financial crises in the post-war era (Kauffman, 2009), they have tended 
to be localized and mostly contained. For example, the savings and loan crisis of the late 1980s 
destroyed a large part of the savings and loan industry and dramatically affected the economy of 
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the southwestern US. Yet it failed to even cause a recession in the US (Barth, 1991). Second, the 
crisis was most severe in the advanced industrial societies and in particular Western Europe. 
Most of the cases of economic contagion in the post-war era have involved less developed coun-
tries, but this crisis did not generally spread to the less developed world. Indeed, one of the most 
stunning features of the worldwide recession precipitated by the collapse of the subprime mort-
gage market in the US was that for the first time since the Great Depression, many advanced 
industrial societies went into a deep and sustained recession together. This economic collapse 
happened in just a little over a year. What theories are useful to explain what happened? 

 In international economics and political economy, economic contagion and the mechanisms 
by which financial crises spread are a central concern (Forbes and Rigobon, 2001; Reinhart and 
Rogoff, 2008, 2009; Claessens, Dornbusch, and Park, 2001; Allen and Gale, 2007; Moser, 2003; 
Forbes, 2004; for a recent review, see Claessens and Forbes, 2004). This perspective has been 
applied to the current crisis (Rose and Spiegel, 2010, Claessens  et al ., 2010). Here, scholars have 
drawn mostly negative conclusions. Surprisingly, there is little evidence that countries that went 
into recession in 2008 and 2009 shared fundamental features that may have left them more likely 
to have a recession or pushed financial investors towards a flight to safety. Rose and Spiegel 
(2010) note that the thing most of the countries that had a deep recession appear to have shared 
in common was that they were amongst the richest countries in the world. 

 Sociologists have tended to focus on how the nature of the linkages between countries has 
fundamentally changed in recent decades, increasingly exposing countries’ economies to shared 
risks through the global market for financial products. Scholars interested in the globalization of 
finance have tried to document the origins and spread of new financial markets, financial 
motives, and financial flows at the national and the international level (Ertürk  et al ., 2008; 
Martin, 2002; Krippner, 2011; Stockhammer, 2004; Fligstein, 2001; Davis, 2009; Zorn  et al ., 
2004; see Carruthers and Kim, 2011 and Keister, 2002 for reviews). Others have focused on the 
role of the various kinds of new financial instruments, particularly the securitization of assets 
such as mortgages, at the core of this integration of global financial markets (Knorr Cetina and 
Bruegger, 2004; MacKenzie, 2006; 2011; Aalbers, 2008, 2009; Zaloom, 2006; Leyshon and Thrift, 
2007; Carruthers and Stinchcombe, 1999; Bryan and Rafferty, 2006). These authors document 
the development and global extent of financial flows and financial products, but they tell us little 
about how those products came to occupy such an important and precarious role at the core of 
the global economy. 

 What is missing in these sociological accounts is a way to understand how American mortgage-
backed securities became so important to the strategies – and the fates – of so many American 
and European banks. We argue that this is because the sociology of globalization and financial 
instruments omit one key factor in their attempts to understand the global financial system: how 
both US and foreign banks made use of asset securitization and organized the US market for 
mortgage-backed securities on a world scale. We use Fligstein’s “markets as politics” (1996, 2001) 
conceptual framework to direct attention to the role of non-US banks on the US mortgage-
backed-securities market and the tactics they employed to finance those activities. The main the-
oretical innovation in this paper is our use of the sociology of markets to understand how many 
of the largest banks in the global financial system came to make their core investment American 
mortgage-backed securities. 

 The main empirical contribution of this paper is to demonstrate the connection between the 
involvement of global banks in US financial products markets and the spread of the global finan-
cial crisis. We present descriptive evidence showing that between 2003 and 2007 banks from 
mostly Western European countries dramatically increased their holdings of US mortgage-backed 
securities and their activities in the asset-backed-commercial-paper market, the sector of the 
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interbank loan market or “shadow banking system” mostly closely linked to the production of 
mortgage-backed securities and exotic derivatives such as collateral debt obligations (see Adrian 
 et al . (2011) and Stigum (1989) for an account of how these markets work). We then test the 
degree to which the level of holding American mortgage-backed securities and asset-backed 
commercial paper were the direct cause of a banking crisis in particular countries and the reces-
sion that ensued. We operationalize the kinds of factors that have been suggested in the econom-
ics and political economy literatures as measures of what might have caused that crisis. We 
reproduce the results presented by Rose and Spiegel (2010) using more elaborated measures and 
show that the contagion factors have little or no effect on banking crises. We demonstrate that 
the strongest predictor of a banking crisis in a particular country was the level of holdings of 
American mortgage-backed securities and their use of asset-backed commercial paper. We also 
demonstrate that these banking crises were the most important explanation of pushing countries 
into recession. 

 This chapter has the following structure. First, we review the literature in economics, political 
economy, and sociology more extensively and develop some hypotheses about potential factors 
that may explain the origins of this particular international banking crisis and recession. We do 
this in two parts, the first focusing on the mechanisms proposed by authors in the economics and 
political economy literature and the second, based on a reading of the more sociological litera-
ture on globalization, the sociology of finance, and the sociology of markets. Next, we discuss our 
data and methods and provide results. In our conclusion we return to the empirical case and how 
our theoretical approach might inform subsequent research on financialization, globalization, and 
the sociology of finance.  

  Theoretical discussion and hypotheses 

 At the core of this paper is an attempt to understand how the downturn in US housing prices 
beginning in late 2006 spread quickly to cause widespread economic devastation in the US and 
mainly Western European countries. Our purpose is not to explain the rise and fall of the hous-
ing market in the US but to treat that event as the catalyst for bank crises in different countries 
and the subsequent global recession. There is now a small mountain of literature on why the US 
mortgage market got so overheated. Recently, for example, Lounsbury and Hirsch (2010) have 
collected two volumes of papers that consider various aspects of that crisis in the US from a 
sociological perspective. Less clear is how the effects of the collapse of the US housing market 
were transmitted other banking systems and other countries’ economies. 

 There are literatures that attempt to explain how financial crises spread across countries in 
economics, sociology, political science, and geography. There is actually quite a bit of agreement 
across disciplines on the mechanisms by which such contagion is possible. Economists have 
generally focused on identifying explanatory factors predicting incidents of financial contagion, 
while sociologists, political scientists, and geographers have tended to study the evolution of 
global finance and financial instruments. But scholars on all sides agree that fundamental condi-
tions in each country make them more or less susceptible to economic crises. They also agree 
that the international integration of financial markets plays a role in creating more direct and 
possibly consequential linkages that can transmit crises from one country to another. 

  Financial contagion in international economics 

 In the economics literature, the word “contagion” is often used to describe how crises in one 
country can spread to other countries (Forbes and Rigobon, 2001; Claessens, Dornbusch, and 
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Park, 2001; for some formal modeling, see Allen and Gale, 2007). However this term is used in 
at least three different ways to describe the mechanisms by which economic problems in one 
society can move to other societies. First, the fate of different countries can be closely linked 
simply by having similar underlying structures to their economy. Hence when something hap-
pens in one economy it quickly occurs in others with similar characteristics because of common 
fundamentals, rather than any mechanism of transmission. Second, financial crises may spread via 
links between countries’ economies. Countries dependent on trade or remittances may experi-
ence spillover effects when their trading partners experience adverse economic conditions. 
Finally, contagion may occur through the actions of financial intermediaries. In the context of 
financial crises, financial investors may perceive the risks in one society as high relative to others 
and therefore they shift their investment strategies by moving funds from one place to another 
in response to extreme uncertainty. Here, the principal mechanism is that investors disinvest in 
the local stock, bond, or property markets in order to reinvest in markets where there is less risk. 
This last form of contagion is more rapid and difficult to predict than the other two, and is 
closest to our common sense understanding of the term. Each contagion mechanism suggests a 
different set of factors that might explain the spread of the crisis that began in 2007. 

  Structural factors:  There are two main underlying structural factors that economists have iden-
tified as exposing countries to the risk of this particular crisis. The first is deregulation in the 
financial sector. Economists have generally thought that the financial deregulations of the past 
30 years have produced a wider availability of credit for all kinds of borrowers, helped create 
jobs, and by implication, economic growth. But some have warned that financial deregulation is 
a two edged sword. Allowing banks to enter into many markets potentially encourages them to 
take more risks (Schiller, 2003; Minsky, 2008; Nesvetailova, 2011). In the context of the current 
crisis, some have argued that deregulation allowed banks to take more risks and left them unpre-
pared to take on the challenges of the downturn ( Johnson and Kwan, 2009; Kaufman, 2009). 
This implies that in countries with higher levels of deregulation, we should observe more bank-
ing crises and a deeper recession. 

  Hypothesis 1: Countries with recent financial deregulation were more susceptible to bank 
crises and recession because of higher levels of risk and indebtedness in those societies.  

 The second and most important structural factor that economists have focused on is the housing 
bubble itself (Reinhart and Rogoff, 2008, 2009). The basic argument is that the financial crisis was 
caused by house prices rising too quickly. This created a speculative bubble that fed on itself. In this 
version of the story, as the bubble grew, banks had a booming business loaning as much money to 
as many people as possible. Borrowers in the housing markets where prices were rising dramati-
cally took out ever larger loans. Many borrowers took out exotic loans that put them in the posi-
tion of having to re-finance every two or three years or face steadily increasing house payments. 
They paid for refinancing out of price increases in the underlying value of the house (Davis, 2009). 
When housing price appreciation started to slow down, this created a wave of defaults on loans. 
These defaults affected the entire banking structure of the mortgage market from loan originators, 
to mortgage banks, commercial banks, and investment banks, and other institutional investors. 
Based on this perspective, we would expect that countries that shared in the rapid appreciation of 
housing prices would be more susceptible to a bank crisis and the resulting recession. 

  Hypothesis 2: Countries that experienced housing price increases between 2000 and 2006 
were more at risk of both a bank crisis and a recession because of their exposure to defaults 
when those prices turned down.  
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  Trade linkages:  In economists’ discussion of contagion through direct linkages between econo-
mies, the dependence of a country on exports for economic growth is commonly seen as the 
most important factor. One of the main ways in which countries can experience economic 
downturn is through a slowdown in economic activity of their principle trading partners. If 
trading partners experience a recession (here induced by the housing bubble bursting followed 
by a systemic banking crisis), then they will simply import less. To the degree that any given 
economy is more dependent on export partners for growth, they are likely to suffer a recession 
themselves. So the most likely countries to be affected by economic recession are those that are 
highly dependent on exports. One could also argue that a high level of trade with the US 
would trigger a bank crisis or a recession as well. Given that the US economy entered a steep 
recession, it follows that countries with lots of exports to the US would experience an eco-
nomic slowdown. 

  Hypothesis 3: Countries with large amounts of exports and exports to the US in particular 
found themselves more likely to have a recession because as the US economy turned down, 
their economies turned down as well.  

  Investor panics:  Finally, true contagion may involve true panicked investors punishing coun-
tries that exhibit neither similar underlying conditions, nor particularly strong connections, 
nor higher forms of risk. Not surprisingly, most economists believe that most of the time, 
contagion is rational, i.e. motivated by actors who experience or surmise similarities in 
underlying conditions or riskiness (see the reviews by Moser, 2003; Forbes, 2004; Reinhart 
and Rogoff, 2008, pp. 240–7). Wherever investors in financial markets worry about the abil-
ity of a given country to continue to avoid a banking crisis or a recession, the dependence 
of a country on external creditors will be a crucial factor. One of the main measures of the 
vulnerability of a particular economy to such crises is the current account deficit (measured 
as the gap between a country’s imports and exports). A second measure of that vulnerability 
is whether or not a government is running a large and unsustainable government debt. 
Countries that are running a high current account deficit or have governments that are deep 
in debt may not be able to raise sufficient funds to keep that debt funded. If debts cannot 
continue to be paid, then defaults will happen. Defaults on government bonds, commercial 
paper, and other loans will weaken a national banking system and may even cause a systemic 
banking crisis. Such a crisis will also precipitate a recession. Investors who are worried that 
a given country will not be able to continue to service its debts, will liquidate their holdings 
and flee to what they view as safer investments. It was this kind of contagion that some have 
argued caused the Asian financial crisis of the late 1990s (Claessens  et al ., 2004; Halliday and 
Carruthers, 2009). 

  Hypothesis 4: Countries that were running a large budget public debts or current account 
deficit were more susceptible to financial crisis as investors sold assets to buy safer assets. 
These deficits thus led to both a financial crisis and a recession as investors sold assets to buy 
safer assets, raising borrowing costs dramatically and making loans less available.   

  Sociological and political economy perspectives on financial crisis 

 Scholars in political science, sociology, and geography have focused less on the factors predict-
ing financial crises and more on how global finance has changed and evolved since the mid-
1970s (Block, 1978; Helleiner, 1994; Frieden, 1991; Strange, 1996; Cerny, 1994; Epstein, 2006; 
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Harvey, 2010; Arrighi, 1994; Montgomerie, 2008). From the perspective of international polit-
ical economy, the American government in the 1970s gave up on a more coordinated approach 
to global finance as indexed by the Bretton Woods agreement (Block, 1978). Instead, they 
encouraged the deregulation of worldwide financial markets and the use of market mecha-
nisms to determine exchange rates and the allocation of capital in general. This American-
led transformation of the global financial system dramatically increased the size of such 
markets and the cross border trade of financial products of all kinds (Montgomerie, 2008; 
Krippner, 2011). It has also spurred the development of new techniques for converting invest-
ments into standardized, apparently reliable financial products (Carruthers and Stinchcombe, 
1999; Leyshon and Thrift, 2007). 

 Over the past 30 years, scholars have amply documented how financial markets, financial 
motives, financial institutions, and financial elites in the operation of the economy and its gov-
erning institutions have become increasingly important at the national and international level 
(see the papers in Epstein, 2006 and Ertürk  et al ., 2008). Harvey (2010) has argued that the 
growth of financial integration in the world economy reflects the fact that after the 1970s, inves-
tors in the richest countries could not find good and safe investments in their own countries. As 
advanced economies matured, the ability to make high returns by investing in domestic manu-
facturing or new services were limited. This pushed investors to look elsewhere for both riskier 
forms of investment with higher returns, including currency, credit, and asset markets. Put 
another way, the breakdown of highly regulated international finance led to a set of new oppor-
tunities that allowed financial investors to seek out higher returns in other places. The result was 
a dramatic expansion of financial flows between rich and poor countries. 

 In this environment, money also flowed into new activities in domestic economies in 
advanced industrial countries. For those interested in political economy, the argument was that 
the “Fordist” form of production had given way to a new set of ways to organize capitalism, what 
came to be called “financialization” (Boyer, 2000). Sociologists have shown that in the US, an 
emphasis on financial market and concepts, such as “shareholder value conception of the firm,” 
came to restructure the relationships between boards of directors, top level managers, and finan-
cial markets (Davis and Stout, 1992; Davis, 2009; Useem, 1996: Fligstein, 2001; Zorn  et al ., 2004). 
Krippner (2011) has shown that the financial sector of the economy increased its prominence 
by increasing its share of profits over this period. It also pushed managers of nonfinancial firms 
to increase their use of financial tools to produce profits. 

 This literature has often viewed what goes on in these markets as speculative and not very 
economically productive (Schiller, 2003; Lipuma and Lee, 2004; Blackburn, 2006; Bookstaber, 
2007). Strange goes so far as to call worldwide financial markets “casino capitalism” implying 
that they serve no useful economic or political function (Strange, 1998). Schwartz (2009) and 
Schwartz and Seabrooke (2008) have recently applied the perspective of comparative political 
economy to housing provision and similarly stress the dangers of speculation concomitant with 
the liberalization of mortgage markets. While some of these judgments differ from economists’ 
views that mostly see these linkages as a good thing, this literature points to a similar set of 
factors at the root of financial crises. These authors mostly agree that policies which deregulate 
the financial sector, create inflation, encourage high indebtedness and current account deficits, 
and favor consumption over production particularly in the consumption of housing, are likely 
to result in an increased risk of either a domestic debt crisis or financial investors removing 
their capital from a particular country, potentially resulting in a downward spiral whereby a 
banking crisis ensues and the economy tips into recession. Thus, their predictions as to the 
potential causes of this financial crisis are in line with those in the economics literature (i.e. 
Hypotheses 1–4).  
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  The sociology of markets and the sociology of finance 

 Several alternative hypotheses can be derived by drawing together other elements of the sociol-
ogy of markets and the sociology of finance. Our basic argument is that there emerged a global 
market for financial instruments linked to US housing prices where banks came to interact with 
one another and use similar market strategies in order to make money. After 2001 the market for 
American mortgage-backed securities and collateralized debt obligations (hereafter, CDOs) 
became populated by not just American banks, but also the developed world’s largest banks. 
Moreover, not only did they come to hold these instruments, but foreign banks used the same 
tactic as the American banks to fund their purchases of mortgage-backed securities and CDOs. 
This involved borrowing money in the asset-backed-commercial-paper market, where credit 
was cheap and short-term, in order to purchase these products, which were long-term invest-
ments. As a result, when the market turned down for the American banks, it also turned down 
for the foreign banks. Because foreign banks were part and parcel of the American market 
for mortgage-backed securities and CDOs, the financial crisis spread directly to the countries 
where they were headquartered, and they suffered the same fate as their American counterparts. 

 The sociology of markets and the sociology of finance both help to unpack this argument. The 
sociology of markets begins with the idea that a market is made up of a set of players who observe 
one another and then position themselves in the market in a role structure (White, 2004; Fligstein, 
2001). Fligstein argues that it follows from this definition that for a market to be global, that  market 
must contain participants from countries around the world who form a field where they watch 
one another and are organized around a recognizable set of rules and strategies (Fligstein, 2001, 
p. 224). Thus if the mortgage-backed-security and CDO markets were truly global markets, then 
we would expect foreign banks to be heavily present in those markets. In order to understand why 
foreign banks might have decided to enter the US mortgage-backed-security and CDO markets, 
it is necessary to consider the sociology of finance. Here we use that literature to suggest how to 
understand the role of the products that undergird this aspect of the globalization of finance. 

 Securitization, one of the core strategies in finance, emerged in the US for the first time in 
1970 when the American government issued the first mortgage-backed-security (Fligstein 
and Goldstein, 2010, p. 37).  1   The US mortgage market remained heavily dependent on the 
government which orchestrated the production of mortgage-backed securities through the 
so-called government sponsored enterprises, otherwise known as Fannie Mae and Freddie Mac 
(Carruthers and Stinchcombe, 1999). Carruthers and Stinchcombe (1999) provide a lucid dis-
cussion of how mortgages, which are contracts made with individuals who live in different 
places and have differing abilities to pay back their mortgages, can be turned into standard prod-
ucts like bonds. They argue that turning mortgages into mortgage-backed securities and using 
bond ratings to describe their riskiness takes messy individual mortgages and turns them into 
standard products whose riskiness and return can be evaluated “objectively.” These products then 
can be easily bought and sold without buyers having knowledge of individual borrowers thus 
allowing a large and liquid market in mortgages (Carruthers and Stinchcombe, 1999). It is not 
just mortgages that can be securitized. Securitization allowed potentially nearly any kind of asset 
capable of generating revenue to be converted into a standardized financial product with an 
expected rate of return and risk. By the mid-1980s, the ability to create the tools to engage in 
securitization were well known in the mortgage market and had spread to credit cards, new car 
loans, manufactured housing, and industrial loans. 

 Securitization strategies and products quickly spread across the world. Leyshon and Thrift 
(2007) view the securitization of assets as one of the key financial innovations underlying the inte-
gration of global finance. Banks in most of the advanced industrial countries used securitization to 
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raise money to buy assets, to create securities based on those assets, and to both hold onto those 
securities and sell those securities to others. Markets for securitized products are amongst the 
largest financial investments worldwide. ABA Alert.com reported that in 2010, there were over 
$93.5 trillion in asset-backed securities worldwide. 

 Aalbers (2008, 2009) argues that the US mortgage market played an important role in the 
expansion of this form of international finance. US mortgage-backed securities and related 
financial products became a huge source of investment for banks around the world particularly after 
2000.  2   In the period 2000–06, interest rates were low in many countries and therefore investors got 
low returns for holding government bonds. What they were seeking out was higher return invest-
ments that were relatively low risk. What they found was products based on American mortgages. 

 The main reason these investments were so consequential is because they were quite large 
and profitable. The mortgage origination market in the US fluctuated between $2–4 trillion a 
year from 2001 to 2007. About 90 percent of these mortgages were being packaged into secu-
rities. This meant there was a tremendous amount of mortgage-backed securities for sale. In 
2003, the American banks that were involved in these markets which comprised about 9 percent 
of GDP and 7 percent of employment in the economy were producing 40 percent of the prof-
its in the economy (Krippner, 2011). If foreign banks saw this opportunity as the sociology of 
markets suggests they would, then we would expect them to emulate the tactics of American 
banks in order to try to make such outsized profits for themselves. 

 The sociology of markets pushes us to ask the question about how banks were making 
money in these markets. Many banks (especially American banks), were making fees off of orig-
inating mortgages and packaging mortgages into securities and selling them. But the bulk of the 
money they were making came from their holding onto the financial products they were pro-
ducing. Gorton (2010) and Brunnermeier (2009) document that American banks were making 
money by borrowing money on short-term loans to buy these securities. Acharya  et al . (2013) 
show that the main place that this money was borrowed was the part of the interbank loan 
market known as the asset-backed-commercial-paper market. 

 The asset-backed-commercial-paper market has a long history (Stigum (1989) tells this 
story). The market was originally created by the Federal Reserve in 1914 in order to provide a 
market so that banks could borrow or lend money on a very short-term basis (usually 1–90 days) 
that was backed by collateral. For much of the history of the market, government bonds were 
the form of collateral that was most frequently put up as assets. The original purpose of the 
market was to aid exporters who might have to wait for their goods to arrive overseas before 
payment arrived. They would borrow short term to cover their expenses until payment arrived. 
But over time, both banks and other large nonfinancial corporations saw the advantage of being 
able to borrow money to fund their short-term needs as well as to lend money that they did not 
immediately need. Acharya  et al . (2013), Gorton and Metrick (2009) and Adrian  et al . (2011) 
show that during the early 2000s, the market for asset-backed commercial paper became dom-
inated by borrowing money to buy mortgage-backed securities and CDOs. Between 2003 and 
2006, for example, Acharya  et al . (2013) show that something like 75 percent of the $1.4 trillion 
asset-backed-commercial-paper market was issued to buy mortgage-backed securities and 
CDOs. Gorton (2010) describes these investments as “borrowing short to buy long.” 

 The market for mortgage-backed securities and CDOs and the strategy of “borrowing short to 
buy long” was not just for US banks and financial firms. We hypothesize that foreign banks were 
drawn into this market and they formed a huge part of it between 2003 and 2007. They recognized 
that American banks were making record profits by buying “AAA” rated mortgage-backed securities 
and CDOs with borrowed money. Beginning in 2003, they entered the market with a vengeance. 
We argue that by 2007, the market for US mortgage-backed securities and CDOs was a global 
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market. It contained players from many countries around the world who held substantial shares of 
mortgage-backed securities and CDOs and purchased those products by borrowing money in the 
asset-backed-commercial-paper market. Its main players, both US and foreign banks were pursuing 
the same strategy: use asset-backed commercial paper to buy mortgage-backed securities and CDOs. 

  Hypothesis 5: After 2001, the US mortgage-backed-security and asset-backed-commercial-
paper markets witnessed a large influx of foreign banks, particularly those in Western 
Europe thereby creating a global market for American mortgage-backed-security and the 
use of asset-backed commercial paper to fund those purchases.  

 This global market (most of the buying and selling of the products in this market was done in 
New York and London) was directly connected to the fortunes of the US mortgage market and 
housing prices. When US housing prices stopped rising and foreclosures begin to occur, many 
foreign banks found themselves facing the same kind of liquidity crises as American banks. The 
money they were borrowing short-term came due and many of these banks were unable to find 
funding for their mortgage-backed securities and CDO holdings. There was little market to buy 
these bonds as their value was unknown. This proved to be a big problem when banks found 
themselves in the summer of 2008 with large amounts of mortgage-backed securities that were 
losing value and had to quickly raise funds to cover their borrowings. It was this crisis that spread 
across US banks, but also to the financial investors around the world who were also key players 
in this now global market. To the degree that banks and investors in many countries had 
 purchased such securities, the banking systems in those countries plunged into a systemic 
 banking crisis. That crisis brought that country’s economy into recession. 

  Hypothesis 6: Countries where banks had large holdings of US mortgage-backed securities 
and asset-backed commercial paper were more likely to experience a bank crisis because 
when the underlying value of the mortgage-backed securities began to drop these losses 
were transmitted through the banking system vie these financial instruments. The crisis 
made credit difficult to come by in those countries and recession followed.    

  Who held US mortgage-backed securities? 

 In this section, we consider what we know about the foreign ownership of US mortgage-backed 
securities in the period before the crash.  3   There is a dramatic increase in foreign purchase of 
mortgage-backed securities from 2001 to 2008. Most of the purchases were by banks and inves-
tors in the most advanced industrial countries. We also demonstrate that many of these banks 
were heavily involved in the asset-backed-commercial-paper market. In essence, we show that 
Hypothesis 5 is correct. We then turn to multivariate analysis to test the various hypotheses 
about the causes of bank crises and recession across countries. 

  Figure 21.1  presents data on the largest holders of US mortgage-backed securities from 2001 
to 2008. This data was collected by Inside Mortgage Finance (2009), a company that specializes 
in gathering data on the US mortgage industry. We can see from the graph that during the real 
estate bubble, large investors increased their holdings of American mortgage-backed securities 
dramatically. US commercial banks increased their holdings from about $700 billion to almost 
$1.1 trillion, an increase of over 50 percent. Mutual fund holding more than doubled from about 
$425 billion to almost $850 billion. But the category that showed the most dramatic increase 
was foreign holdings of mortgage-backed securities. Holdings grew from about $200 billion to 
over $1.2 trillion at the peak. In the space of five years, foreigners increased their holdings of US 
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mortgage-backed securities by $1 trillion, an increase of nearly 600 percent. This is direct evi-
dence that at during the most dramatic growth in the real estate bubble, the main purchasers of 
mortgage-backed securities, particularly those based on subprime mortgages, were foreign buyers. 
This figure shows the strong linkage between world financial markets and the American mortgage-
backed-security market. This confirms our argument that foreign holders became big players in 
the market for mortgage-backed securities.  

 The Inside Mortgage Finance data does not allow one to decompose the holders of those 
bonds by country. The US Treasury, however, gathers this data on a yearly basis (2007, table 11, p. 15, 
table 24, pp. 51–5).  Table 21.1  provides evidence on the ten largest holders of mortgage-backed 
securities in 2007. The ten countries who were the largest holders of American mortgage-backed 
securities in 2008 were the United Kingdom, Belgium, Ireland, Japan, Germany, Iceland, the 
Netherlands Norway, Switzerland, and France. All of the largest holders of American  mortgage-backed 
securities were advanced industrial societies. Unfortunately, neither Inside Mortgage Finance 
nor the US Treasury collects information about individual holders of US securities.  

 There are more indirect ways to figure out who the foreign holders of American mortgage- 
backed securities were. During the financial crisis the Federal Reserve Bank bought vast amounts 
of government sponsored enterprise mortgage-backed securities as part of their effort to stabilize 
the financial markets. The Federal Reserve bought about $1.25 trillion worth of these securities 
from 14 banks. Bank of America, Citigroup, Goldman Saks, J.P. Morgan, Merrill Lynch, and Morgan 
Stanley sold about $600 billion to the Federal Reserve in 2008–09. Barclays (UK), BNP Paribas 
(France), Credit Suisse (Switzerland), Deutsche Bank (Germany), Mizoho ( Japan), Normura 
(  Japan), RBS (UK), and UBS (Switzerland) sold almost $625 billion to the Federal Reserve during 
the same period. This list of banks includes some of the largest banks in the world. Again, of the 
foreign banks, all were in advanced industrial countries and most were in Europe. 

 A very similar pattern is apparent in the market for asset backed commercial paper.  Table 21.1  
also contains information on the 10 largest sponsors of asset-backed commercial paper in January 
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of 2007. These include the Netherlands, Belgium, Germany, United Kingdom, France, Canada, 
Switzerland, Japan, Denmark, and Spain. We note that this list overlaps with the list on mortgage- 
backed securities for seven of the ten countries. This implies that not all buyers of mortgage-
backed securities were borrowing short-term using asset-backed commercial paper and vice 
versa. Acharya  et al . (2013) show that asset-backed commercial paper was used to buy other 
financial products, particularly CDOs and other derivatives for which aggregate data does not 
exist. This suggests that the decline in value of US mortgage-backed securities and the liquidity 
crisis in the short-term funding market are two overlapping but potentially distinct mechanisms 
by which the shock of the decline in the US mortgage market was transmitted to foreign banks. 

 We have some information on the identity of the largest players in the asset-backed-commercial- 
paper market.  Table 21.2  presents the 20 largest foreign players in that market and the 8 largest US 
players. The foreign list confirms that many of the world’s largest banks were substantially involved in 
the asset-backed-commercial-paper market. All of these banks with the exception of Mitsubishi and 
the Royal Bank of Canada were either substantially reorganized or went bankrupt during the crisis. 
On the US list, all of the banks were either bailed out by the government or went bankrupt. We note 
that both Bear Stearns and Lehman Brothers are on the list. Lehman Brothers failure is seen by most 
observers as the event that caused the crisis to spike (Swedberg, 2010). Here too the Federal Reserve 
also stepped in to provide emergency support to foreign banks. Beginning in January 2008 the 
Federal Reserve expanded its short-term loan activities for banks to help them through a “liquidity 
crisis.” During the period 2008–09, the Federal Reserve lent money to 438 banks of which 156 were 
branches of foreign owned banks. Most of the banks (138) were branches of European banks.  

 It is clear that the largest banks in the world financial system became players in the American 
mortgage-backed-securities market during the peak of the housing bubble from 2001 to 2007. 
They increased their holdings 600 percent in a six-year period and came to own almost 
$1.2 trillion in American mortgage-backed securities. The bulk of these banks were located in 
Europe and Japan. It is also clear that many of these banks were funding their purchases of mortgage- 
backed securities by using the asset-backed-commercial-paper market. US mortgage-backed 
securities were huge investment vehicles for the largest banks and investors in the developed 
world. The evidence supports Hypothesis 5 that during this period, the market for these securities 
became global. Now we turn to considering whether or not their presence on the balance sheets 
on banks and investors around the world caused bank crises and recessions.  

 Table 21.1  Foreign countries with the highest amount of 
mortgage-backed securities (MBS)/GDP, 2006 

 Highest MBS/GDP  Highest asset-backed commerical paper (ABCP)/GDP 

 Ireland Netherlands
 Belgium  Belgium 
 France  Germany 
 Germany  United Kingdom 
 Iceland  France 
 Netherlands  Canada 
 Norway  Switzerland 
 Switzerland  Japan 
 United Kingdom  Denmark 
 Japan  Spain 

    Source: US Treasury Department (2007) and countries 
with highest amount of ABCP/GDP, Acharya  et al . (2013).    
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  Data and methods 

 It is useful to begin our discussion of our data and methods by discussing our research design. 
 Figure 21.2  portrays our basic underlying model of the process. Our argument has two ele-
ments. First, we attempt to predict whether or not a country had a systemic banking crisis. Our 
argument is that two sorts of underlying conditions might predict why this has occurred. There 
may be similar regulatory or economic processes in each country that affect the likelihood of 
a systemic banking crisis, including structural factors, trade linkages and debt conditions that 
may lead to investor panics. We have also argued that mortgage-backed-securities holdings and 
the use of asset-backed commercial paper to fund those securities in a country may predict 
such a crisis. The second element of our argument is to examine how these underlying condi-
tions predicted the depth of a recession in any given country. Here, we use the underlying 
conditions in the country plus a variable indexing whether or not a country had a systemic 
banking crisis.  

 There are several serious data problems in trying to use this model. First, much of our theo-
rizing has been about the conditions under which the crisis would spread. This implies a model 
whereby we are able to predict the time ordering of banking crises and entry into recession as 
the crisis spreads from one country to another. Unfortunately, the systemic banking crises and the 
recession occurred very close in time and it is difficult to untangle exactly the order in which 
countries entered into each of them sequentially. Macroeconomic data is rarely available at any 
finer temporal resolution than the quarter, and at that level only for the wealthiest and most 
developed countries. This problem is compounded by the fact that any date selected for declaring 
a systemic banking crisis will be somewhat arbitrary. In the US, for example, does the crisis begin 

 Table 21.2 Largest sponsors of ABCP conduits with country of origin 

 Foreign  US 

 ABN Amro (Netherlands)  Citigroup 
 HBOS (United Kingdom)  Bank of America 
 HSBC (UK and Hong Kong)  JP Morgan Chase 
 Deutsche Bank (Germany)  Bear Stearns 
 Societe Generale (France)  GMAC 
 Barclays (United Kingdom)  State Street Corporation 
 Mitsubishi (Japan)  Lehman Brothers 
 Rabobank (Netherlands)  Countrywide Financial 
 Westdeutsche Landesbank (Germany) 
 ING Groep (Netherlands) 
 Dresdner Bank (Germany) 
 Fortis (Belgium) 
 Bayerische Landesbank (Germany) 
 Credit Agriciole (France) 
 Lloyds Banking Group (United Kingdom) 
 Hypo Real Esate (Germany) 
 Royal Bank of Canada (Canada) 
 BNP Paribas (France) 
 KBC Group (Belgium) 
 Bayerische Hypo-und Vereinsbank (Germany) 

    Source: Acharya  et al ., 2013.    
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with the collapse of Bear Stearns in the spring of 2008, the government takeover of Fannie Mae 
and Freddie Mac in September 2008, the collapse of Lehman Brothers a week later, the passage 
of the Troubled Asset Relief Program (TARP) by the Congress in October 2008, or the govern-
ment forcing banks to be reorganized and accept TARP money in December 2008? The official 
definition of a recession as two straight quarters of GDP decline makes it hard to exactly date the 
beginning of a recession. These events moved very fast and in the space of less than a year many 
countries experienced both a systemic banking crisis and the onset of a recession. 

 Thus, we are not able to study how the crisis moved from one country to another directly 
and have to pursue another strategy in order to assess which of these conditions led to a bank-
ing crisis. Much of the economics literature reviewed above argues that the risks of financial 
contagion can best be explained in terms of similarities and differences in the fundamental 
conditions of different countries’ economies. Therefore, we treat our variables as initial condi-
tions that might be useful to predict whether or not a country had a systemic banking crisis or 
a recession. This approach is standard in macroeconomics, and implies a cross-sectional data 
design of events that did or did not occur in a particular time frame. For the sake of avoiding 
problems of endogeneity in constructing our model of “causation,” all of our independent 
variables refer to measurements that occurred before 2007, the earliest one might date as the 
beginning of the crisis. 

 The inclusion of banking crises in our model as an explanatory factor for the onset of reces-
sion creates a similar problem. Both the systemic banking crises and countries’ entry into reces-
sion unfolded over the same time period from 2008 to 2009, meaning that our measure of 
banking crisis may be an effect of the crisis not its cause. In order to produce the cleanest pos-
sible model, we use as a measure of economic performance, the change in GDP in 2009. In 
coding which countries had banking crises, we chose to focus only on countries where we 
could clearly identify that the banking crisis had occurred by the end of 2008. This leaves us 
with a smaller set of cases of banking crises, but gives us a stronger claim that the crisis occurs 
before the change in GDP. It is a more conservative test of our central hypotheses but also a 
more compelling test. 

 Selecting a sample of countries also was difficult. Ideally, we would like to have data on as many 
countries as we can in order to include as many countries as we can who did and did not have a 
financial crisis and who did and did not suffer a serious recession. We are highly limited by data 
availability. We have relatively complete data for 75 countries. These are listed in  Table 21.3 . They 
include countries that are both very rich and very poor, and countries from many parts of the 
world. However, they tend to exclude the very poorest parts of Africa, the Middle East, and Latin 
America because the legal and institutional infrastructure for collecting the relevant macroeco-
nomic indicators simply does not exist.  

Underlying
conditions

Systemic banking
crisis

Recession

 Figure 21.2 Model of process of bank crises and recession     
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 One of the biggest problems is missing data on house price appreciation. Using multiple 
sources, we were still only able to find comparable data on this variable for 44 countries, and 
these countries were overwhelmingly developed European, North American, or Asian coun-
tries with liberalized economies, creating major selection problems. We tried several strategies 
to deal with this problem, and report three types of models in order to mitigate it. First, we ran 
models without this variable on the whole sample of 75 cases and models including this vari-
able on the reduced sample of 44 cases. Then, we ran models where we treat the missing data 
as a variable in the 77 cases and compare it to the results from the 44 cases. We do this first 
recoding the house price appreciation variable so that it codes the percentage change in house 
price appreciation from 2000 to 2006 if there is data and is coded “0” if there is no data house 
price appreciation. Then we created a second variable coded “0” if the data is not present and 
“1” if it is present. This allows us to examine the effect of having or not having data on whether 
or not countries are more likely to have a financial crisis. Finally, we estimated models for 
sample selection and missing data which we do not report here. Models using the Heckman 
correction for data censoring and Bayesian multiple imputation do not change the substance 
of the results. 

 The two dependent variables refer to 2008 and 2009. All of the independent variables refer 
to conditions that existed in the country in 2006 unless otherwise indicated. Systemic banking 
crisis is measured with a dichotomous variable coded “1” if there was a systemic banking crisis 
in 2008 and “0” if there was not such a crisis, following Laeven and Valencia (2010). Laeven and 
Valencia (2010) use five criteria to determine whether or not a systemic banking crisis has 
occurred in any given country. These include: (1) banks required extensive injections of 

 Table 21.3 List of countries in the analysis, by first year negative change in GDP 

 2008  2009  After 2009 or Never 

 Bahamas  Armenia  Lithuania  Albania  South Korea 
 Denmark  Austria  Macedonia FYR  Argentina  Kyrgyz Republic 
 Estonia  Belgium  Malaysia  Australia  Mauritius 
 Ireland  Brazil  Malta  China  Morocco 
 Italy  Bulgaria  Mexico  Colombia  Panama 
 Japan  Canada  Netherlands  Dominican Rep.  Peru 
 Latvia  Chile  Norway  Egypt  Poland 
 Luxembourg  Costa Rica  Paraguay  Haiti  Sri Lanka 
 New Zealand  Croatia  Russia  Indonesia  Tunisia 
 Portugal  Cyprus  Singapore  Israel  Uruguay 
 Sweden  Czech Rep  Slovakia  Kazakhstan 

 Ecuador  Slovenia 
 El Salvador  South Africa 
 Finland  Spain 
 France  Switzerland 
 Georgia  Thailand 
 Germany  Trinidad/Tobago 
 Greece  Turkey 
 Guyana  Ukraine 
 Hong Kong  United Kingdom 
 Hungary  Venezuela 
 Iceland 
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liquidity, (2) banks were required to significantly re-structure their activities, (3) governments 
engaged in significant asset purchases from banks in order to provide them with liquidity, (4) 
governments provided significant guarantees on liabilities, and (5) governments nationalized 
some banks. A systemic banking crisis is said to have occurred if a country meets at least four 
of these five criteria. 

  Table 21.4  presents the list of the countries that fit our definition. One can see from the list 
the predominance of developed countries in general and European countries in particular. We 
note that the US and Great Britain are both on the list. We also note that Iceland, Ireland, Latvia, 
and Spain are on the list as well. Less well known is the fact that Germany experienced a sys-
temic banking crisis, and that both France and Switzerland met at least some of the criteria of a 
banking crisis. Given the events of the past five years, the list suggests a kind of face validity to 
the measure of systemic banking crisis.  

 The second dependent variable in the analysis is the percent change in real GDP in 2009. We 
constructed this measure using real GDP as reported by the Economist Intelligence Unit (2010). 
This measure can take on both negative and positive values. So, a positive effect of a given inde-
pendent variable indicates an increase in GDP over the course of the year, while a negative effect 
of an independent variable indicates a decrease in GDP. 

 It is also useful to describe the measures of our independent variables. We have created a 
measure that codes holdings of US non-agency mortgage-backed securities (that is, issued by 
private lenders and not enjoying guarantees from the US federal government) in each country 
in 2006 using securities data reported by the US Treasury’s International Capital System (2007). 
Holdings are measured in millions of US dollars and we have standardized this measure by mak-
ing it a percentage of GDP and logging the result. The importance of scaling for the size of a 
countries economy is intuitively clear, but we also logged the variable in order to adjust for 
outliers because small countries that house large banking centers like Bermuda and Luxem-
bourg constituted significant outliers in these data, often with mortgage-backed securities holdings 
several times the size of GDP. Our measure of asset-backed commercial paper as a percentage of 
GDP was created in a similar fashion. The source for this data was Acharya  et al . (2013). 

 Table 21.4 Countries that experienced a banking crisis, 2008–09 

 Systemic Banking Crisis (13 countries)  Borderline Banking Crisis (10 countries) 

 Austria (late 2009) *   France 
 Belgium  Greece 
 Denmark  Hungary 
 Germany  Kazakhstan 
 Iceland  Portugal 
 Ireland  Russia 
 Latvia  Slovenia 
 Luxembourg  Spain 
 Mongolia (late 2009) *   Sweden 
 Netherlands  Switzerland 
 Ukraine 
 United Kingdom 
 United States 

      Note: *We treat these cases as non-incidences of systemic banking crises in our models because they did not meet 
Laeven and Valencia’s conditions for a systemic banking crisis before the end of 2008.   

 Source: Laeven and Valencia (2010).    
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 To obtain a measure of credit market deregulation, we used each country’s 2006 Credit Mar-
ket Freedom Score, from the Fraser Institute’s Economic Freedom of the World Index. The score 
is scaled from one to ten. The higher the score, the more deregulated the country’s credit market. 
This is a score that many scholars who study the effects of financial deregulation on economic 
growth (e.g. Rose and Spiegel, 2010; Giannone  et al ., 2010) have found useful as a metric to 
measure the degree to which societies have taken government regulation and intervention out 
of their financial sector. 

 In order to measure the vulnerability of a country to default in the event of an economic 
downturn, we use a variable measuring the current account balance in 2006 as a percentage of 
real GDP. The source for this measure was the World Bank’s “World Development Indicators” 
database. We measured trade linkages in terms of export dependence using a measure that 
reflected exports in 2006 as a percent of real GDP. We also coded up the percentage of exports 
as a percentage of GDP that were sent to the US in 2006. The source was also the World Bank’s 
Development Indicators. 

 Our measure of house prices was the percent change in the price of the median residence 
from 2000 to 2006. To construct this variable we relied primarily on data from the Bank of 
International Settlements, but supplemented it with information from Claessens  et al . (2010) 
and the European Mortgage Federation (2009). We note that this measure is tricky to inter-
pret because the underlying way in which median house price was determined varied across 
countries. In compiling housing data, different countries may choose to include or exclude 
different regions of the country, different types of dwelling, and different vintages of housing 
stock. In order to deal with this heterogeneity, for each country we chose the maximally 
inclusive annual measure of median house price available, and computed the percent change 
in house prices between 2000 and 2006. Therefore this measure is in units of percent change 
with respect to a baseline of prices in 2000. The means and standard deviations of the variables 
are in  Table 21.5 .  

 We ran two kinds of models. First, we ran a logit model using whether or not a bank crisis 
occurred during the period 2008. Then, we ran an ordinary least squares regression modeling 
the percentage change in GDP from 2009. Because our sample is small and the distribution of 
cases is often quite skewed, we employ robust estimates of the standard errors in all cases. We 
will discuss the specification of the model in the results section. The correlation coefficients are 
in  Table 21.6 .   

  Results 

 We begin by considering the causes of systemic banking crises.  Table 21.7  presents the results of 
a logistic regression analysis where the dependent variable is whether or not a country has a 
systemic banking crisis in 2008. The first column of the table presents results for our sample of 
75 countries and the second column adds the variable for house price appreciation. The third 
column presents the model run only on the 44 cases for which we have data on house price 
appreciation.  

 The models provide no support for Hypothesis 1 that credit market deregulation drove the 
banking crisis. It also provides no support for Hypothesis 2 that countries that experienced 
housing bubbles were more likely to have a banking crisis than countries that did not expe-
rience such house price increases. The housing price appreciation variable’s effect on a 
 systemic banking crisis is worth discussing more extensively. This runs counter to many claims 
in the literature and in the press. But, our result is consistent with the results of other empirical 
studies. 
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 We modeled effect house price appreciation in two different ways. First, for the equation 
with 75 cases (column 2 in  Table 21.5 ) we created a dummy variable coded “0” if the housing 
price was not reported and “1” if it was. We then also created a variable equal to the house price 
appreciation where present and zero where no data was available. This produces a spline function. 
In column 2 of  Table 21.7 , one can observe that the change in housing prices has no effect on 
the 75 cases. But, there is a huge and nearly significant effect such that if a housing price is 
reported, then the country is likely to have had a systemic banking crisis. When we only include the 
44 cases where we have complete data, the results are virtually identical to the results for the 75 cases 
without the house price variable. Recoding cases of late crises also has no effect on these results. 

 There is also no support for Hypothesis 3 that countries with large exports or exports to the 
US experienced crises. Indeed, countries with lots of exports to the US actually were consis-
tently less likely to have a banking crisis than countries with large exports, though the effect is 
not significant. Finally, government debt and current account deficits (Hypothesis 4) also do not 
have statistically significant effects. All in all, our results confirm earlier work that the “usual 
suspects” for causes of the spread of financial crises are simply not factors this time around. 

 The two strongest predictors of whether or not a country has a systemic banking crisis is the 
size of US mortgage-backed securities as a percentage of GDP and asset-backed commercial 
paper as a percentage of GDP. This confirms Hypothesis 6 that the cause of the banking crises 
around the world was the participation of that country in the US mortgage-backed-security 
and asset-backed-commercial-paper markets. The fact that both of these variables predict banking 
crises implies that they exert independent effects on bank crises. Holding lots of mortgage-backed 
securities that were losing value pushed banks in many countries to the financial brink. But, 
equally important was the use of short-term asset-backed commercial paper to fund those and 
similar instruments. Obviously in countries where both of these conditions were present, financial 
crises were more likely. 

  Table 21.8  presents the results for the equations predicting GDP change in 2009. The first three 
columns present specifications that include 75 cases and the last column presents a specification 
only on the 44 cases with data on the house price appreciation measure. It is useful to review what 
does and does not predict change in GDP across model specifications and samples.  

 There is a large statistically significant negative effect of the presence of a banking crisis on 
change in GDP in both samples. Having a systemic banking crisis in 2008 reduces GDP by 
5–7 percent in 2009. This is a very large effect. There are no consistent effects for either the 
mortgage-backed-security or asset-backed-commercial-paper measures on change in GDP. We 

 Table 21.5 Summary statistics 

 Variable  Obs.  Mean  Std. Dev.  Min  Max 

 2009 Change in GDP  75  −2.62  4.85  −18.00  8.70 
 Log 2006 Corp. MBS % GDP  75  0.29  0.64  0  3.98 
 Log 2006 ABCP % GDP  75  0.21  0.58  0  2.98 
 Systemic Banking Crisis  75  0.15  0.36  0  1 
 2006 Credit Market Dereg’n  75  8.55  1.00  5.74  9.98 
 2006 Current Account % GDP  75  −1.02  10.42  −25.75  39.49 
 2006 Gov’t Debt % GDP  75  47.16  30.02  4.41  191.34 
 2006 Exports / GDP  75  51.65  38.57  14.30  243.44 
 2006 % Exports to USA  75  16.75  20.29  0.93  85.97 
 Housing Price Reported?  75  0.59  0.50  0  1 
 Real Housing Price App’n ‘00-’06  44  54.35  55.91  −25.64  228.05 
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note that in two of the models (the ones for 75 countries that includes the measure for systemic 
banking crisis), there is a positive effect of mortgage-backed securities as a percentage of GDP. 
This effect does not appear in the sample restricted to the 44 cases. Our interpretation of these 
results is that the effect of mortgage-backed securities and asset-backed commercial paper on 
economic growth goes entirely through the presence or absence of a systemic banking crisis. This 
exposure caused larger economic problems by precipitating a systemic banking crisis and that 
crisis triggered a substantial drop in GDP. Taken together, these results support our sociological 
version of the story which focuses on the particular way in which mortgage-backed securities 
became implicated in the global financial system. 

 There is some evidence for effects of some of the other variables on change in GDP. Countries 
with high levels of credit market deregulation experience greater decreases in GDP (although this 
effect disappears in the regression with 44 cases) implying that at least half of Hypothesis 1 is true. 
One interpretation of this result is that once the banking crisis got going and the economy turned 
down, countries with highly deregulated credit markets found that years of easy lending had left 
borrowers vulnerable in the economic downturn. In this case, the banking crisis caused by 
mortgage-backed securities and asset-backed commercial paper precipitated a cascading economic 
decline. Similarly, we also found a nearly significant effect of a local housing bubble on negative 

 Table 21.7 Logit models of systemic banking crisis 

 Model  1  2  3 

 Log 2006 Corp. MBS % GDP  1.766+  2.907 *   2.540 *  
 (0.955)  (1.283)  (1.246) 

 Log 2006 ABCP % GDP  3.036 ***   2.240 **   2.248 **  
 (0.883)  (0.717)  (0.696) 

 2006 Credit Market Dereg’n  −0.649  −1.201  −1.131 
 (0.808)  (1.079)  (1.035) 

 2006 Current Account % GDP  −0.113  −0.128  −0.129 
 (0.086)  (0.099)  (0.097) 

 2006 Gov’t Debt % GDP  −0.056+  −0.039  −0.035 
 (0.033)  (0.026)  (0.025) 

 2006 Exports / GDP  0.009  −0.003  −0.004 
 (0.013)  (0.015)  (0.017) 

 2006 % Exports to USA  −0.081  −0.065  −0.041 
 (0.065)  (0.052)  (0.038) 

 Real Housing Price (no misses)  0.010 
 (0.012) 

 Housing Price Reported?  4.494+ 
 (2.406) 

 Real Housing Price App’n ‘00-’06  0.009 
 (0.011) 

 Constant  4.011  3.877  7.629 
 (6.900)  (8.072)  (8.605) 

 N  75  75  44 
 Ll  −13.243  −10.830  −10.640 
 Chi-square  29.891  33.311  24.679 
 d.f.  7  9  8 

    Notes: Robust standard errors are in parentheses. 

   † p < 0.1; * p < 0.05; ** p < 0.01; *** p < 0.001.      
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GDP growth confirming half of Hypothesis 2, but only in the sample with 44 cases. To the degree 
that these countries had a housing bubble, their economies were more vulnerable to economic 
turndown. We interpret this to imply that once the banks went into crisis, lending dried up and 
the economic growth that had been propelled by house price increases dried up. 

 Taken all together, our multivariate models provide strong evidence that the banking crises 
experienced in Western Europe and the US were mainly caused by high levels of participation in 
the mortgage-backed-security and asset-backed-commercial-paper markets. The bank crises then 
set off economic downturns. These crises were made worse in countries where credit standards 
were the most lax and housing prices had increased the most. These results bring together the two 
stories of the economic crisis in an interesting way (as suggested by Aalbers, 2009). Many countries 
followed the US lead and deregulated credit markets to stimulate demand in the 2000s. This also 
led to housing bubbles in some places. What caused the downturn was bank participation in the global 
market for American mortgage-backed securities. The purchase of those products plus their funding 
with asset-backed commercial paper was the tinder that started the downturn. When American 
house prices stopped going up, mortgage-backed securities started heading down. To the degree 

 Table 21.8 OLS models of 2009 change in GDP 

 Model  1  2  3  4 

 Log 2006 Corp. MBS % GDP  0.424  1.657 *   1.212+  1.525 
 (0.624)  (0.650)  (0.690)  (1.194) 

 Log 2006 ABCP % GDP  −0.603  1.249  1.278+  0.878 
 (0.619)  (0.794)  (0.713)  (0.829) 

 Systemic Banking Crisis  −6.567 **   −5.432 **   −4.898 *  
 (2.244)  (2.005)  (2.240) 

 2006 Credit Market Dereg’n  −1.879 ***   −2.067 ***   −1.593 *   −1.498 
 (0.532)  (0.524)  (0.665)  (1.139) 

 2006 Current Account % GDP  0.062  0.017  0.014  0.086 
 (0.055)  (0.050)  (0.046)  (0.081) 

 2006 Gov’t Debt % GDP  0.022  0.006  0.001  −0.028 
 (0.024)  (0.023)  (0.023)  (0.023) 

 2006 Exports / GDP  −0.006  −0.003  −0.005  −0.021 
 (0.012)  (0.012)  (0.012)  (0.014) 

 2006 % Exports to USA  0.027  0.018  0.006  0.042 
 (0.021)  (0.021)  (0.024)  (0.036) 

 Real Housing Price (no misses)  −0.020 
 (0.013) 

 Housing Price Reported?  −0.686 
 (1.269) 

 Real Housing Price App’n ‘00-’06  −0.026+ 
 (0.014) 

 Constant  12.312 *   14.777 **   12.284 *   12.951 
 (5.040)  (5.063)  (5.817)  (10.569) 

 N  75  75  75  44 
 Ll  −211.924  −205.546  −202.872  −115.526 
 R-square  0.281  0.393  0.435  0.499 
 d.f.  7  8  10  9 

    Notes: Robust standard errors are in parentheses. 

   † p < 0.1; * p < 0.05; ** p < 0.01; *** p < 0.001.      
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that these purchases were funded by asset-backed commercial paper, banks in these markets 
entered a crisis. The bank crisis caused a local recession that was made worse in countries that had 
emulated America’s lax credit system and had produced a housing bubble.  

  Conclusions 

 We began by pointing out that the “Great Recession” originated in the US and spread to the 
more industrialized world. Our empirical results offer a consistent story as to how this worked. 
The main path to the crisis was through the American housing market. The housing price bub-
ble in the US fueled the production of mortgage-backed securities. These securities were exten-
sively sold and marketed around the world to banks and investors in the richest countries who 
funded much of these purchases with asset-backed commercial paper. During the run up in the 
US housing market from 2001 to 2007, foreign investors increased their holdings of these secu-
rities by $1 trillion. As those securities began to lose their value in 2007 and 2008, banks in the 
US and in foreign countries began to fail. It was these failures which spurred systemic banking 
crises in many countries around the world. These crises forced governments in the rich world 
to intervene aggressively into their banking systems to stabilize them. But, the damage was so 
extensive that a deep recession followed. This recession was made worse in countries that had 
more deregulated systems of finance and had experienced their own housing bubbles. Put col-
loquially, it was the global character of the American mortgage-backed-security market which 
sucker punched the world economy and brought it to its knees in the richest countries. 

 Some caveats are in order. First, we acknowledge that just because in this case the “normal” 
sort of variables that help explain the spread of these crises do not work, does not mean that in 
some future crisis they will work. Second, in the years since the financial crisis began in 2008, 
the market for non-agency American mortgage-backed securities dropped dramatically and the 
subprime market virtually has disappeared (Inside Mortgage Finance, 2009). The use of asset-
backed commercial paper to fund these securities has also disappeared as the contracts support-
ing those purchases expired and were not renewed (Acharya  et al ., 2013). From the point of view 
of the sociology of markets, this particular international financial market no longer exists as most 
of the big players went bankrupt, were reorganized, or exited the market. Those financial insti-
tutions that continue to exist have mainly been the so-called universal banks that had other 
kinds of businesses to fall back on. This implies that whatever the next financial crisis is, it will 
not emanate from this particular market and this strategic use of financial instruments. 

 Our study raises a number of provocative issues for subsequent research. One of the most fasci-
nating issues to explore is the link between the demand for mortgage-backed securities and their 
funding by asset-backed commercial paper and the housing bubble in the US. In the low interest 
rate environment of the 2000s, investors in the US and abroad were looking for safe investments that 
were returning more than 1–2 percent. American mortgage-backed securities became the vehicle 
that made a lot of sense for those investors. But in 2003, the market for conventional mortgages to 
package into securities began to dry up. Beginning in 2004, the subprime market began to replace 
the prime market as the main source of mortgages to be securitized (Fligstein and Goldstein, 2010). 
Investors generally liked subprime mortgages because they could attain high credit ratings and they 
tended to have higher returns. This implies that the demand for mortgage-backed securities appears 
to have outstripped the supply of mortgages that could be used to construct them. 

 Future research should try and explore the links between the supply of mortgages for secu-
rities and the demand for those securities. One way to read what happened is that the demand 
for mortgage-backed securities from American and foreign investors pushed forward the 
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housing bubble in the US In order to find people to take out new loans, banks needed to entice 
people to take out large loans with unconventional terms. The whole business of selling mortgage- 
backed securities was obviously a big part of what banks were doing. But in order to keep that 
business going, they needed a steady supply of those loans. There is certainly prima facie evidence 
consistent with the bubble being driven at least partially by the high demand for those securities. 
Gorton (2010), for example, alludes to this argument. This demand was partially being driven by 
foreign banks that discovered this market and the tactics to buy mortgage-backed securities. 

 Our study also has implications for the study of financialization, global financial markets, and 
the sociology of finance more generally. Overall, our results point to the usefulness of using the 
sociology of markets to make sense of global financial markets. The literature on global financial 
markets and the sociology of finance did not do a good job of discovering that American mort-
gage backed securities were so important to the global financial system. Our study suggests that 
scholars have made two sorts of errors. First, they have focused too broadly on global financial 
flows. This has caused them to not work to understand what banks and other financial institu-
tions were actually doing in particular markets and the significance of those markets to the 
overall fragility or stability of a country’s financial system. The other error has been to focus too 
narrowly on the construction of particular financial products. By watching how traders traded 
currencies, stocks, futures, or derivatives, scholars have missed how those traders were situated in 
a larger system of banks and a larger set of coherent tactics. So, our study shows that banks buying 
mortgage-backed securities and CDOs and using asset-backed commercial paper to do so made 
countries where such banks were located particularly vulnerable to the housing market downturn. 

 The theoretical pay-off of our study is that it adds a new conceptual tool for studies of 
global finance and financial instruments. The sociology of markets causes scholars interested in 
global finance and financial instruments to consider the embedding of those flows and instru-
ments in the underlying structure of the market. This study has demonstrated the utility of 
extending our empirical work to the financial organizations that make up these markets. 
Scholars will get a clearer understanding of what is going on by considering who are the play-
ers, what are the main tactics, and how people are making money. While a few scholars did 
recognize that housing was being used as a securitized asset on the world market (i.e. Aalbers, 
2008, 2009; Leyshon and Thrift, 2007; Schwartz and Seabrooke, 2008), few of those involved 
in the literature on financialization, global finance, or the sociology of finance saw the impor-
tance of the US housing market in this period. They missed how important the market had 
become to some of the world’s largest banks and how central American housing prices had 
become to the world financial order. 

 This implies a new research agenda for scholars interested in the sociology of finance and its 
role in globalization. These markets should be dissected by the identities of the market partici-
pants, their tactics, what is causing either crisis or growth, and most of all, how these markets are 
connected to the larger financial systems in which they are embedded. There are many facts to 
be discovered. First, how many of these markets are really global, i.e. contain banks from many 
countries including those outside of the US and Western Europe? What is the degree to which 
many of the global financial markets are actually dominated by a small number of participants? 
Are these the same participants across markets implying that the 30–40 largest banks might be 
dominating all of these markets? Finally, and perhaps most importantly, how are these markets 
connected to one another and to particular national market systems? 

 Hardly anyone saw that American mortgages were the hottest commodity being traded 
across this system. The next crisis will certainly not be caused by a housing bubble originating 
in the US, but it will require some of the same conditions: a hugely large market of underlying 
assets that can be traded as securities, securities that can be rated for risk, and probably by a 
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relatively few number of players who are pursuing very high returns without regards to those 
risks (following the insights of Carruthers and Stinchcombe (1999) and Leyshon and Thrift 
(1997)). Dissecting these markets and their dynamics requires delving not just into the flows and 
the instruments but the social structure of these markets.  

  Notes 

   1 Securitization is the process whereby one takes a given asset that generates a cash flow and one sells the 
rights on that cash flow to an investor in a standardized product that looks like a bond. The technology 
of securitization can be applied to a wide variety of financial assets. The riskiness of these assets and the 
likelihood of default can be rated by credit rating agencies. These ratings can then be turned into prices 
for bonds. The riskier the investment is the higher rate of return. Securities are commonly backed by 
large packages of individual loans, but may be backed by insurance policies, court settlements, compo-
nents of other securities, and even more exotic financial products.  

  2 Aalbers has also argued that the US mortgage market has further encouraged international financial 
expansion by providing a model for practices around using securitization to fund mortgages adopted 
by some countries. For the purposes of the analysis presented here, this kind of influence can be seen 
as an element of wider changes in the fundamental structural conditions of different countries, rather 
than the financialization of international linkages in the sense they are discussed here.  

  3 It is quite difficult to get detailed data on the holdings of foreign banks in any of these markets. There 
is no central reporting of these statistics nor do national governments generally break this data out. This 
means that we must rely on fragmented sources of evidence or data painstakingly collected by scholars 
on a deal by deal or bank by bank basis.    
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  Introduction 

 There have been many recent calls for a reform of the culture of banking, particularly by jour-
nalist, banking professionals, and politicians (Augar, 2014; Spicer  et al. , 2014; Lambert, 2014; 
Lanchester, 2013b; Parliamentary Commission on Banking Standards, 2013). These mushroomed 
in the great recession period after the financial crisis of 2007–08—mainly in the US and the 
UK, the countries at the heart of the financial crisis. The calls for reform arose in the context of 
a series of financial misdemeanors committed by both retail and investment banks in the early 
2010s: mis-selling of payment protection insurance, money-laundering and sanction-breaking 
activity, Libor rate rigging and forex manipulation scandals, accusations of insider trading, tax 
avoidance schemes, and much more besides. As a result a number of staggeringly large fines were 
imposed by the regulators in USA, UK, and Switzerland on the main international banks 
involved.  1   And as the year 2014 closed the  Financial Times  reported that all in all the total fines 
paid by major global banks for the financial crisis and its aftermath had by then topped US$178 
billion! ( Financial Times  31 December 2014, p. 7). But that was not the end of the matter since 
fines continued to mount up in 2015. As of November 2015, fines that year imposed by the UK 
Financial Conduct Authority on banks operating in London alone were over £840 million 
( www.fca.org.uk/firms/being-regulated/enforcement/fines : accessed December 1, 2015). 

 But despite this spate of financial scandals and regulatory crackdowns, improving market 
conditions and less risk-taking was again being rewarded with higher banker bonuses.  2   The EU 
had tried to limit these bonuses in the European context but as of the end of 2014, apparently 
with little success (see below). A toxic culture of contamination was argued to exist between 
retail and investment banking and the Governor of the Bank of England, Mervyn King (2003–13), 
commented that the bankers involved were possibly guilty of criminal fraud. As of the end of 
2014, however, very few bankers (or others involved)—particularly executives—had been 
charged with or, convicted of, a criminal offence: the authorities seem to have concentrated on 
fines, which the banks readily paid, and returned to “business as usual.” And in a way the “fines 
response” approach adopted by the regulatory authorities operates as a “partial legitimation” of 
the whole culture of banking it is designed to redress. It acts as rebuke but without a proper 
clampdown on malpractices or clear positive steer on the alternatives (though see below). 
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 The reaction to all of this has basically been twofold. If the banks were institutionally flawed 
and morally corrupt, the answer was to tackle both of these aspects simultaneously: to institu-
tionally reform matters on the one hand and to correct the moral bankruptcy on the other. 
Feature films like  Wall Street  (1987—where the Michael Douglas character, Gordon Gekko, 
utters the famous line “greed is good, greed is great”) and  The Wolf of Wall Street  (2013), and 
Michael Lewis’ books  The Big Short  (2010) and  Flash Boys  (2014) brought the practices and 
attitudes of the bankers to the attention of a wider popular cultural audience. And public atti-
tudes towards bankers plummeted as they came to be seen as untrustworthy, greedy, only inter-
ested in their own personal gain, and doing very little for the common good. Banking was 
supposed to serve a social purpose but it looked as though it was actually socially destructive and 
dangerous, draining resources away from supporting genuine productive activity, ignoring the 
genuine interests of needy householders, and not supporting deserving governmental activities 
that added real social value. The question became how to achieve this, how to reform the “cul-
ture of banking” with regulatory reform and improvement in the standards and working prac-
tices of the banking business. In a moment we come back to the developments on both these 
fronts but first it will be useful to outline what has happened to several aspects of banking 
activity that indicate to the deep-seated nature of these problems, and how matters have evolved 
since the crisis. As will become clear, little seems to have changed as of the end of 2014. 

 First we can point to the level of bank lending to key sectors of the UK economy. This col-
lapsed in the wake of the financial crisis (2007–08) and despite huge effort by the Bank of 
England to ease lending conditions for the banks—ultra low official interest rates, massive quan-
titative easing, a “funding for lending” program  3  —there was little sign of an improved position 
by the beginning of 2013 (NEF, 2014, Figure 1, p. 6). And this malaise in respect to bank lending 
was paralleled in other economies which had been badly affected by the crisis and the subse-
quent recession. Thus whilst the monetary base (liquidity) had increased dramatically after 2008 
in the Eurozone, the USA, and UK (as Central Banks stepped in to rescue the banks and the 
financial systems more widely), bank lending to the private sectors stagnated in each case (Koo, 
2013, figure 10, p. 144). Finally, concentrating on just the USA this time, the extent of “market 
finance” (comprising money market funds, repurchase agreements, and commercial paper as 
opposed to financing made available through the issuance of equities), which is often taken as 
indicating the extent of “shadow banking” activity in an economy (see Chapters 3, 6 and 13) 
– remained severely depressed in 2013. Whilst the growth in this might have been excessive in 
the run up to the crisis—and partly a causal factor in triggering that crisis—the sharp downturn 
after 2007 indicates to a severe lack of access to this kind of funding from the shadow banking 
sector, which inhibits corporate activity and overall liquidity in these markets, again possibly 
stunting real growth prospects (Goodman, 2014, Figure 1). It is important to devote some atten-
tion to the shadow banking sector whilst discussing the culture of banking reform since many 
of the practices of the commercial banks are parallel in the shadow banking business as well.  

  Frameworks for considering the reform of banking culture 

 Of course not all the responsibility for the trends just outlined can be attributed directly to 
the culture of banking: there are wider forces at work. It is in respect to the  supply  of funds to 
households and the productive sector that the culture of banking most readily relates: how 
banks go about the business of raising funds and allocating these to potential customers. But 
this does not deal with the  demand  for such funds: it may be that there is no desire to take out 
loans because of austerity and lack of aggregate demand in the economy. However, the 
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underlying culture of banking is often held responsible for the general malaise in the financial 
system. It impinges on all aspects of banking and in as much that the practices of the banking 
sector were at least in large part responsible for the crisis and the banks behaved quite repre-
hensibly subsequently, it is sensible to concentrate upon those practices and attitudes in the 
first instance. 

 The huge fines detailed earlier were the first and foremost attempt to change the culture of 
banking. They can be viewed as a “reform thyself ” policy. We (the authorities) will fine you (the 
bankers) which will hurt you and your investors or shareholders, and that in turn will put pres-
sure on internal bank management to initiate change so as not to incur the wrath of regulators 
in the future by flouting the rules once again. Clearly, this is not an adequate response viewed 
by itself. It could be argued that the banks have just shrugged their shoulders, paid the fines and 
got on with business very much as usual. So it needs to be—and has been—accompanied by 
other reform policies which tackle the setting of banking standards, the monitoring of bank 
practices more closely, the organization of harsher sanctions and penalties, and the establishment 
of effective regulatory oversight more generally. 

 In a moment we return to these other policies. But first it is important to register the under-
lying rationale for them. They rely upon a conception that it is  incentives  that drives behavior: the 
regulatory arrangements are about changing the incentives for action—indeed this also lies 
behind the rationale for fines. But is couching this all in terms of incentives a sufficient response? 
Underlying this approach is one that views behavior as rationally motivated: if agents see that 
their existing behavior is leading to a perilous outcome they will adapt their future actions 
accordingly. The difficulty with this approach is that the practices of the financial system and the 
banking industry in particular are not necessarily “rational” in a traditional sense. As we will see 
in a moment there are a whole host of reasons why banks (and bankers) might not be quite in 
complete control of their own behaviors or their organizations in a contemporary analytical and 
organizational context. 

 A second preliminary point is to raise the issue of “corporate culture” in a general sense. For 
a very long time the nature of corporate culture has been at issue in the management literature: 
involving its status and its consequences. The phrase began to be widely used to describe orga-
nizational practices in the 1980s after Geert Hofstede published his pioneering study of the 
cultural attitudes of IBM employees in the late 1970s (Hofstede, 1980). Hofstede stressed the 
impact of individual cultural differences for organizational effectiveness and efficiency, where 
these cultural differences were seen as inherited from people’s social and national backgrounds 
and “imported” into organizations on that basis. A few years earlier another pioneer of the cul-
tural studies approach, Charles Handy (1976), had stressed the importance of organizational 
structures as a key aspect in the shaping of institutional cultures: business cultures are embedded 
in an organizational context, so this context becomes a key aspect if the question of change is to 
be addressed. So we had a classic “structure and agency” (“institutions and behaviors”) picture 
emerging from this early discussion, which has tended to shape the manner in which this matter 
has been dealt with since. Into this framework has been floated further issues such as leadership, 
management style, rituals of behavior, cogitative appreciations, goal achievement, patterns of 
innovation and creativity, and more besides. Business culture is now generally recognized to 
involve a set of shared mental assumptions that guide interpretation and action in organizations 
by defining appropriate behavior for various situations: involving the meaning that people attach 
to those behaviors. It includes the organization’s vision: its values, norms, symbols, language, 
assumptions, beliefs, and habits. And it is now taught assiduously in Business Schools and on 
executives training programs, recognized to be a crucial component of any informed approach 
to organizational management. 
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 But “culture” is a rather vague term: think of all those aspects just outlined. Is there any sin-
gular meaning to a “corporate culture” for an organization? Might there be very many, compet-
ing and perhaps rapidly shifting cultures typifying organizations, existing within quite different 
aspects of the business (in the case of banks: on the trading floor, in the back office, as viewed 
differently by product and marketing managers, locked within risk assessment and “financial 
models” deployed for trading purposes, etc.)? If this is the case, changing a corporate culture 
might appear as a thankless task—one almost impossible to realize quickly in any meaningful 
sense. Those opposed to the idea of corporate culture being the key to organizational reform 
point to the absolute centrality of the institutional context for shaping culture and insist that it 
is at this level that effort should be focused for initiating reform rather than concentrating on 
culture as such. In the next section it is this institutional context that is focused upon, while we 
return to the wider issues later.  

  The institutional context for culture and its reform 

 In this section we briefly outline the context and initiatives taken to institutionally reform the 
culture of banking. There are several levels at which this discussion could be pitched. In a rather 
more macro setting two key elements would be the separation of retail and investment banking 
and the “stress testing” of the systemically important banks. 

 One of the major criticisms of the structure of the banking industry that emerged after the 
crisis was the way “universal banks” had grown to fuse together the day-to-day routine of ordi-
nary retail banking (“boring banking”) with the much more risky and often speculative activity 
of investment banking. This was deemed responsible for a contamination in the culture of bad 
banking, moving it mainly from the investment side to the retail side. But a consequence had 
been that risks to the “innocent” retail customers had risen accordingly, with their deposits put 
in danger by the activity of investment banking.  4   The answer was to separate these two anew by 
“ring-fencing” each separate activity. Quite how this was to be done and enforced was the sub-
ject of many regulatory initiatives in the post 2007–08 period  5   (see Chapters 15, 16 and 18 in 
this volume). 

 In the case of stress testing this involves trying to ensure banks maintain enough quality cap-
ital on their balance sheets to ride out any financial crisis without resorting to the public author-
ities for bailout assistance. Initiatives on this front (see Chapter 17 in this volume) have arisen 
from the Basel Committee, from the European Banking Authority, the US Fed, and the Bank of 
England, amongst others. 

 As well as these overall regulatory moves, there have been attempts to trim the extent of 
bonuses awarded to bank employees. The EU Parliament and the EU Council led this initiative 
as new rules came into effect in the second half of 2014 to limit bonuses to between 100 percent 
and 200 percent of basic salary. The UK government appealed against these moves so the effec-
tiveness of the cap remains uncertain. Prior to this the UK government had initiated ad hoc and 
time limited tax penalties on banker’s bonuses. 

 All these measures are designed to change the institutional logic of banking culture. They do 
not tackle that culture directly but serve to frame a set of incentives and penalties that will 
encourage such a change in culture by the banks. And these kinds of official reforms are backed 
up by other more directed institutional initiatives that concentrate on micro standard setting 
practices and close monitoring of bank behaviors, often at the behest of the industry itself. 

 In the UK this was led with an enquiry conducted by the joint House of Commons and 
House of Lords Commission on Banking Standards (Parliamentary Commission 2013: see also 
the responses by the FCA 2013 and the government—HM Treasury 2013). These reports deal 
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with restoring trust in banking by strengthening the individual responsibilities of senior level 
managers, reforming corporate governance to enhance the soundness of decision taking and 
standard setting, creating better functioning markets so as to discipline bankers more effectively, 
and beefing up the regulatory oversight by domestic authorities and governments. In an 
attempt to head off further full blown interventionary initiatives by government the industry 
itself responded by creating an “independent” Banking Standards Review Council (Lambert, 
2014) which would established a set of new guidelines for the industry and provide an annual 
update on banks’ behavior. Part of the long-tradition of self-policing by the City of London, 
this body is voluntary but it is unclear quite how many banks will eventually “sign-up” to its 
charter.  

  The “persona” of banking and bankers 

 Returning directly to the issue of banking culture we examine this more closely in this section. 
One preliminary difficulty is whether companies can be legitimately considered as equivalent to 
“moral persons.” Since culture conjures up a set of attitudes and beliefs comparable to those of 
“natural persons” who are imparted with a certain moral agency, can this be translated in any 
meaningful sense to the operations of banks or any other commercial business? Moral beings are 
subjects of rights which they must administer in the form of intentions, and can be held indi-
vidually responsible and subject to scrutiny and accountability for their consequence. If banks 
are increasingly being viewed as ethical entities, undertaking public as well as private duties and 
paying particular attention to the moral consequences of their actions, corporate rules and pro-
cedures specifying organizational behavior in this respect (their “culture”) should embody a 
concept of moral intentionality. Can this be appropriately ascribed to corporations? For many it 
is surprising how frequently this has become part of corporate culture: articles of association and 
mission statements abound with such invocations. In that corporate internal decision structures 
incorporate and impart these objectives into properly considered procedures that are followed 
through, events are re-described as corporate policy and attributions made accordingly. In effect, 
these become the “intentionality” of the corporation independently of those of its officers. But 
in as much that corporate responsibility can become re-described as social responsibility in this 
way, does this necessarily coincide with them being considered morally culpable? Couching 
matters in terms of corporate culture pushes any analysis towards considering corporations as 
necessarily morally constituted, so banks would become morally compromised when flouting 
the standards or breaking the rules. 

 In what follows we attempt to cut through the framework of “institutionality  versus  culture” 
(or more generally “structure versus agency”) as the terms for reform by setting up corporate 
behavior in a different manner: asking the question of the  persona  of the corporation and its 
operatives (rather than their “cultural or moral attributes and attitudes”). As explored below, the 
idea of a persona is that this is a deliberately constructed “image” involving a range of determi-
nations that are exercised, enacted, and performed rather than being moral or ethical beliefs or 
values held as a consequences of an agents subjectivity. 

 The question to ask in this case is whether banking behavior should be about the public 
mindedness of these companies? About them recovering a spirit of humanity in an expression 
of their social virtue? This is what the banks and the authorities are claiming as the key aspects 
for reforming banking culture. But on the other hand is it more about the possession of certain 
definite powers and capacities derived from a certain position occupied by banks in the domes-
tic and international sphere? Is the source of their corporate personality to be found in the 
persona of their modern banking imaginary—its powers and capacities, its attributes imagined 



Reforming the culture of banking

403

and fostered—and not in the form of some “ideal” of cultural agency? Thus to ask the question 
of the persona of the corporation is to ask the question in a way that avoids issues of direct moral 
agency. Rather it speaks to a presentation, a performativity and an enactment by banks them-
selves of a certain set of procedural roles.  

  A new persona for banking? Suggestions for reform of banking culture 

 It is clear that a more radical conception of the reform of banking culture should bring some 
critical reflection to bear along these lines on alternative financial arrangements, ones directed 
at social and public purposes, with an eye to their democratic accountability in the longer run. 
In the remaining section of this chapter we outline an alternative framework for considering 
this. The key category operating in this analysis is that of the artisan. This category stands for a 
re-engagement with an anti-technocratic conception of financial activity and the persona of 
those who inhabit it. We concentrate upon the notion of the “artisan of finance” and relate this 
in the first instance to the rise of high frequency trading (HFT) as an illustration of many of the 
issues involved. The practical conditions under which these suggestions might be operational-
ized are not considered here (though see Thompson, 2015a, Chapter 7 for illustrations). The 
analysis is presented here as more of a thought experiment in the interests of furthering concep-
tual clarity in these matters. 

 The particular context for this discussion is the huge surge in high-speed trading—and 
ultra-high-speed trading (UFT)—in financial markets (Financial Oversight Stability Council, 
2013). In 2012 it was estimated high frequency trading (HFT) was responsible for almost 
60 percent of all US equity trades, 55 percent of global futures trading, 40 percent of global 
forex trading, and 20 percent of global fixed income bond trading. HFT involves the auto-
mated use of sophisticated computer programs (algorithms) to take advantage of miniscule 
prices discrepancies, executed in fractions of a second. Although we have known about the use 
of new technologies in financial trading environments for some time, where anonymous 
transactions have displaced relationship-based finance in all spheres (with some potentially 
disquieting consequences —Huault and Ranielli-Weiss, 2013), the development of HFT and 
UHFT represents another ratcheting up of the technological frontier. It takes the trading 
environment into another realm of extreme technicality and represents a further move away 
from considered judgment towards a blind acceptance of what the algorisms determine 
(Bhidé, 2010; Thompson, 2015b). This can have further downside consequences in terms of 
unintended systemic risks, and it poses yet more challenges to already harassed regulators 
(Haldane, 2011; Sornette and von der Becke, 2011). 

 In this world there are two basic forms of high speed algorithmic trading: “automated” and 
“speculative” (Gomber  et al ., 2011; Viliante and Lannoo, 2011). It is claimed that automated trad-
ing serves some social purpose as it allows asset managers to “rebalance” their portfolios quickly 
and efficiently. On the other hand “speculative” trading serves no particular social purpose: it is 
manly undertaken by hedge funds (shadow banking) and proprietary traders (commercial banks) 
who make short-term trades in their search for yield on behalf of wealthy investors and the 
banks. And in as much that traditional asset management bodies are increasingly employing the 
services of organizations like hedge funds in an attempt to boost their own returns, these are also 
becoming complicit in the systemically riskier “speculative” form of HFT. Thus the rapid devel-
opment of HFT and UHFT is threatening to become ubiquitous and the distinction between 
automated and speculative activity is breaking down. As will be discussed below this bodes ill for 
the future of a socially functional financial system, something the ideas of the artisan and partisan 
are designed to confront. 
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 Artisanal craft production embodies some rather attractive ethical qualities: skill, integrity, 
dignity, honesty, self-reliance, and also a certain fortitude. What is important about the emphasis 
on skill in connection to craft production, however, is that it does not just involve codified and 
cognitive knowledge but also tacit knowledge and a necessary inventiveness in respect to its 
operationalization. You cannot just consult a handbook, template, or manual to read off the 
method of doing things but you have to have a certain sensitivity to manipulate and mold the 
materials under construction. It involves an intuitive knowledge as well as a cognitive one. Of 
course, this comes after a long apprenticeship—the artisanal craft producer goes through a thor-
ough training in the shadow of the master craftsman. But this apprenticeship is not just there to 
develop reproducible productive skills, it is also there to train the attitude of the apprentice, to 
instill all those informal characteristics mentioned above associated with the “moral training” of 
the artisan (what might be more traditionally be termed “culture”). 

 And this element of the informality associated with tacit skill means that there is no set 
model of how to do things or what to exactly copy. Each new crafted artifact is therefore 
“unique” at some level: there is a necessary variation built into it, even though reproductions can 
be continually made. Diversity and difference are embodied in each additional, though similar, 
product. 

 On the other hand, artisanship also presents the possibility of expressiveness. It connects to a 
certain willfulness, playfulness, and excessiveness, even though it also and at the same time 
embodies modesty and restraint. It engenders a hesitation at each new encounter with the mate-
rial on which the craftsman works. This “now exactly what am I going to do and how am I 
going to do it?” moment in artisanal life means that each such act requires a decision: artisanal 
production is decisionist in character. It is not just a slavish repetition.  

  Financial sociability rather than financial culture? 

 A second resource developed here concerns how financial sociality is understood, which is 
stressed instead of the usual emphasis on culture. How is sociality conceived and constructed? 
There are four aspects to this, the latter three of which are the ones that seem the most pertinent 
in the case of financial/banking sociability. These four arrangements are: as a consequence of a 
contract, in terms of interrelatedness (involving connections, combinations, communications, 
exchanges, transaction, interactivities, flows, chains, relationality, and entanglements), as the conse-
quence of habit or repetition, and finally as a consequence of will and passion (Thompson 2015a, 
Chapter 6). These conceptual aspects have an immediate impact on how (financial) subjectivities 
are thought to be constructed and their consequences for shaping the (financial) world. 

 Whilst the first three conceptual positions—contracting, interrelatedness, and habit or repetition— 
remain the most theoretically elaborated approaches, the final one—will and passion—is rather 
neglected. But this, along with chance, fortune, and determination, speak to a particular concep-
tion of that which is involved with sociality/culture. This combination is less associated with 
rational agreement, more with irrationality, excessive exuberance, blind enthusiasm, momentary 
feverish drives, etc. It involves the dissipation of a certain psychic energy and the destructiveness 
or ostentatious display of wealth for its own sake. In respect to the financial system it connects 
most closely with the ideas of excessive exuberances, cascading, herding, and the like. Indeed, it 
could be argued that it provides an underlying explanatory figuration for these attitudes and 
features. 

 One of the reasons this position is rather neglected is it seems to imply a fatalistic resignation: 
there is nothing that can be done to prevent the eruption of these emotions since they are writ-
ten into our psyche or the existential nature of social existence. 
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 However this is the site for an important theoretical clarification. There is a temptation to 
think of rationality and passion/will as polar opposites: that reason and emotion occupy quite 
different conceptual and operational spaces. In cultural studies the latter—the emotional terrain 
of feelings—is often summed up under the notion of  affect , and there has been a “turn to affect” 
in cultural studies more generally (e.g. Connolly, 2002; Thrift, 2004, see McFall, Chapter 2 in this 
volume). Several matters are involved here, which it will be useful to untangle and clarify from 
the point of view of this chapter. 

 The first involves the notion of emotion/affect itself and whether this is as distinct from 
rationality as is often claimed. In part this depends upon exactly what rationality is taken to be. 
For our purposes we take a fairly loose definition, as in the notion of the “arts of reasoning,” or 
alternatively described as thinking: people make decisions on the basis of thinking about them 
rather than just as a consequence of a momentary emotional impulse. Temporarily substituting 
“thinking” for “reason” is a tactical move to distinguish this conception of reasoning from 
“rationality” understood in the traditional sense of an instrumental means to an end considered 
via an intention and after attending to individual preferences. It is closer to the idea of different 
“modes of rationalization”: characterizations of why things were done the way they were (Lent-
zos and Rose 2009, p. 236). So from this point of view passions or emotions and reasons are 
more closely related than commonly considered: passions and emotions can be considered 
within terms of reasons and are not necessarily pitched against them. 

 The second clarification has to do with the relationship between the passions and (self-) 
interests. Interests are linked to rationality as they are thought to be a consequence of rational 
thinking conceived in the traditional manner as just described. But we can be more nuanced 
about “interests” in the same way we were about “rationality.” Self-interests, for instance, are not 
necessarily selfish and individualistic, determining behaviors that are indifferent to the common 
good and necessarily self-serving. For instance Hirschman (1977) and Holmes (1995) point to 
how the notion of interests was vital for limiting and controlling the passions in the early stages 
of capitalist development. Here the self-interests of the emergent commercial class served to 
establish a relative social peace from which all benefited. It helped to suppress the warring pas-
sions of religious strife and its associated murderous impulse. 

 Thus passions and emotions are not necessarily at odds with reason or rationality. However, 
under certain conditions (panics, extreme pressure, and bewilderment) passions and emotions 
can overwhelm rationality and even reason. Given the notion of the way passion and will enter 
into the construction of financial sociality the next step is to link it to features of the artisan. It 
speaks to the non-rationalistic character of artisanal activity, to the way intuition and sensibility 
are a necessary feature of craft practice, and the way a modest deployment of will and passion 
enter into craft production. 

 Handing decisions over to a quasi-automatic mechanism driven by a technological fix is a 
recipe for major problems since it prevents the operation of genuine decision-making. It replaces 
the technique involved in the art of decision-making with a technology. The artisan is replaced 
by the computer. Automaticity is substituted for a considered choice.  

  Organizational implications and consequences for banking reform 

 The pervious sections elaborated the intellectual resources providing access to thinking 
about the artisan of finance. But why might such a figure be an attractive one from the point 
of view of an analysis of the new financial persona and the reform of banking culture? It is 
around the features that such a persona would bring into the frame that an answer could be 
given. 
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 First there is the idea of a “long apprenticeship” or training associated with artisanal activity 
and the ethical context that this brings to the final day-to-day activity of the work situation. It 
would be useful to think that this could be—indeed, should be—part of the process of forma-
tion of a new kind of financial analyst or worker. 

 Second, the artisan of finance must make decisions. It is not sufficient to rely on automatic, 
computer driven (non-)decision-making (repetition), which so easily allows—“encourages” even— 
herding behaviors, following the market, doing what others do, graphology, momentum trading, 
crowding, index trading, etc. which can so easily create financial bubbles and added systemic risks. 
The artisan of finance embodies technique and tacit skill and does not just rely on an automating 
technology or a model. It engenders a “hesitation” before each such decision, allowing for consid-
eration and reflection. 

 Third, and relatedly, the artisan cannot simply rely upon financial models or algorithms to 
provide a guide to what should be done as there are no adequate models for artisanal activity. 
The mode of financial production needs to be recast as a result, to encompass considered judg-
ment on each occasion of a product design, granting a loan or trading decision. 

 Fourth, the artisanal mode of financial production must embrace all those non-rationalistic 
features of financial sociability discussed above. This is not to say that conceptions of rationality 
in decision-making should be abandoned altogether—that would clearly be silly and counter-
productive. Rather, this must be considered alongside the recognition of cognitive intuitionism 
and sensibility, and a commitment to exploring its practical and regulatory consequences (see 
Thompson, 2015a). 

 Fifth, the artisan of finance is not a traditional financial entrepreneur. “Entrepreneurialism” is 
innovatory activity and it is often associated with figures like Warren Buffett and George Soros. 
But most financial entrepreneurialism is a form of arbitrage, the linking together of already 
available possibilities in new ways to make small gains possible on differences between the prices 
of financial products in different markets or different times. Very little of it is really new and 
innovative. To some extent artisanal activity is like the routine rolling out of financial products 
which are slight variations on already existing products, which happens in the household orien-
tated financial sector in particular (Lopes, 2013). 

 Sixth, the artisan would also be a partisan. The re-territorialization of financial activity is an 
imperative for a properly functioning financial system, and the notion of an artisan provides 
some of the intellectual resources to help in this task. 

 Seventh, outlining these contours of an artisanal mode of financial production enables us to 
appreciate in a quite concrete sense what its ethical qualities might entail. It provides a vivid but 
practical set of ethically grounded “values” that are not abstractly attached to or floated into the 
realm of financial behaviors on the back of the notion of culture, but which would arise there 
“spontaneously” from the day to day practical activity of such a craft-like operations. 

 Finally, is this invocation just a nostalgic desire for the recreation of an artisanal economy of 
craft-like production, but now reinvented for the financial sphere? Without being able to do this 
justice here it is rather to the contrary: artisanal activity in necessarily forward looking. In its 
hesitations, its inherent decisionism, its relationship to the imaginary (Beckert, 2011), its break 
with the tyranny of models, artisanal activity promises to provide a way forward for a more 
stable, productive, and efficient financial system.  

  What would be the operational characteristic of such a system? 

 This section discusses a series of organizational and operational features that would inform the 
kind of artisanal financial structure being argued for here. Obviously, we are not going to jettison 
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the use of computer technologies in the financial system altogether, nor even elaborate algorith-
mic trading in various contexts (Thompson, 2015b). There would be a place for these in any 
artisanal system, but one where their characteristics were embedded in a different organizational 
and operational context. The persona of the artisan discussed above provides the image of an 
organizational arrangement where its characteristics act as a metaphor for an alternative set of 
techniques and practices orientated towards locally based, socially useful financial functions. 
Elsewhere several indicative actual developments in the realm of finance that embody many of 
the features outlined here (and above) are elaborated (Thompson, 2015a, Chapter 7). Of course, 
the existence of huge financial institutions with enormous power and influence, and which 
have a clear vested interest in “more of the same” in terms of financial products and activity, 
represent a formidable obstacle to any of these developments. 

 Perhaps one of the most important clarificatory reorientations to be considered in the field 
of artisanal finance is to re-stress the importance of organizational matters in an attempt to over-
come a commitment amongst organizational theorists and practitioners, innovation scholars and 
knowledge experts, and the like, to celebrate what could be termed a “discombobulated firm” 
formulation. This is the idea that the firm is best considered as a dislocated agglomeration of 
relative independent features and functions, little more than a “nexus of contracts” ( Jensen and 
Meckling, 1976, Aoki  et al ., 1990), or a Mobius strip organization with no clear inside or outside 
(Sabel, 1991), or an arena for dissonance and differentiation (Stark, 2009, Chapter 4), a loosely 
configured non-hierarchical quasi-structure of fragmented elements and weak connections, etc. 
And what is more, this idea has taken such a hold of the popular and scholarly imagination that 
these features are viewed as the necessary characteristics for any firm to be “fleet of foot,” to be 
entrepreneurial and innovative, to become a “learning organization,” etc. This attempted dissipa-
tion of the entity that is the firm takes many forms, but it has the effect of undermining and 
destroying any clear idea of ordered structure and organizational control. Too much autonomy is 
given to particular agents to make too many isolated decisions (as in the case of financial traders, 
for instance): the organization—qua its character as an organization—is hollowed out from within 
so it loses its capacities to make sensible decisions, the consequences of which could be calculated 
for and assessed, and it expresses a widespread “fear of formalism” that pervades contemporary 
organizational theory. In fact, of course, it is just such an ordered internal system operating within 
companies that fosters genuine innovation, skills, and real learning. Those organizations without a 
seemingly bureaucratic mentality of this kind, where employees do not know exactly where they 
are placed, what their precise responsibilities are, what they have to do, etc., are the ones who are 
not innovative and that fail to learn. Confidence for people to act—and to act sometimes beyond 
their normal mandate—is a consequence of a well ordered and clear structure, not the inhibiter 
of this (Stinchcome, 2001). And this relates directly to much financial dealing. Financial managers 
in banks often complain bitterly that they have (or had) no idea what exactly goes on “at the 
business end” of their company’s activities: on the trading floors and in offices where financial deals 
and transactions are actually conducted. Either this is too complex, or too rapid, or too opaque 
for managers to appreciate. They complain they have “lost control” over much of this business 
activity as a consequence, so that the overall exposure and risks positions of the banks are unclear. 
A technology introduced in part to enable managers to track this and keep them informed in real 
time has had the exact opposite effect. It has disabled managerial control. 

 So one should be rather skeptical of the discombobulated company formulation and indeed 
work against its sentiment. Coherent organizational structure, an attention to resource constraints, 
clear boundary demarcations, and so on, i.e. proper formality, needs to be re-emphasized. There 
should be more cognizance and less dissonance, more simplicity less complexity, more organiza-
tion less differentiation .
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 A second fairly obvious set of comments relates more to what is actually done in the financial 
sphere rather than its organizational forms. To try to reduce the “nervous excitement” that often 
captures the trading floor environment, there needs to be less trading of risk or volatility and 
more trading in underlying instruments. So this means turning attention to the primary market 
and away from secondary market activity, away from debt instruments and toward credit instru-
ments, less trading on “news” and more judgment, all designed to try to keep ever present “feral 
spontaneity” in check. 

 The consequential issue becomes how to learn the techniques of handling money in an 
artisanal fashion. This is to master the artistry of money: managing and manipulating money, 
private credit, and government debt in a way that forsakes technologies that leave the opera-
tors  (a)part from  the market to ensure they become  part of  the market. And it obviously impli-
cates the trading of money, financial instruments, and their derivatives: so this is not an 
argument to entirely turn back financial operations to an era of, say, pit trading, though that 
obviously had the attraction of direct contact amongst market traders. But those days are 
gone. How some semblance of financial artistry reconfigured along these lines in today’s 
technologically sophisticated and hyperactive banking environment could be generated is the 
issue for future elaboration.  

  Conclusions 

 In this chapter we have examined what “banking culture” means and how and it might be 
reformed. In large part this depends upon exactly how both conceptual matters and banking 
operational characteristics are understood. Banking culture is in desperate need for reform given 
the multiple misdemeanors associated with the banking business in the lead up to the financial 
crisis of 2007–08 and developments since. There seems little point in just endlessly fining banks 
for their socially destructive behavior if they simply react by paying those fines and reverting to 
business as usual subsequently. But there are real issues associated with how to reform banking 
culture which is not easily intellectually settled, let alone how this could be operationalized and 
implemented. 

 The chapter has responded to these dilemmas by outlining an alternative conceptualization 
of  “culture” based upon the idea of the persona of banking and bankers, and the introduction 
of the notion of artisanal activity as a key element in any reform agenda. Until we know quite 
what it is that we are aiming for in terms of serious reform there is little point in changing 
institutional structures or tackling behavioral shortcomings. The way the idea of an “artisan of 
finance” might be an attractive persona for thinking around these issues was developed in the 
final sections of the chapter, which could act as a means for developing an alternative socially 
responsive banking industry.  

  Notes 

   1 In the context of the  Libor scandal , in 2012 Barclays Bank alone paid £59.5 million in fines to the UK 
Financial Services Authority (FSA), US$160 million to the US Department of Justice (DoJ), and 
US$200 million to the US Commodity Futures Trading Commission (CFTC), a round total of about 
£290 million. UBS agreed to pay US$1.2 billion to the DoJ and the CFTC, £160 million to the FSA, 
and 59 million in Swiss francs to the regulators in that country. RBS paid US US$325 million to the 
CFTC, US$150 million to the DoJ, and £87.5 million to the FSA, a total of about £390 million 
(Lanchester, 2013a). For  money laundering  Standard Chartered Bank paid US$340 million to the New 
York State Department of Financial Services in settlement, then in December another US$227 million 
to the DoJ and US$100 million to the US Federal Reserve. In the context of the  forex debacle,  in 
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November 2014 the UK FCA imposed fines totaling US$1.7 billion on five banks for failing to 
exercise control over their business practices in the spot foreign exchange markets: Citibank 
US$358 million, HSBC US$343 million, J.P. Morgan US$352 million, RBS US$344 million, and UBS 
US$371 million. The FCA claimed that between January 1, 2008 and October 15, 2013 those five 
banks failed to manage risks around client confidentiality, conflict of interest, and trading conduct. 
The banks used confidential customer order information to collude with other banks to manipulate 
G10 foreign exchange rates and profit illegally at the expense of their customers and the market. At the 
same time, the CFTC in coordination with the FCA imposed collective fines of US$1.4 billion 
against the same five banks for attempted manipulation of, and for aiding and abetting other banks’ 
attempts to manipulate, global foreign exchange benchmark rates to benefit the positions of certain 
traders: US$310 million each for Citibank and J.P. Morgan, US$290 million each for RBS and UBS, 
and US$275 million for HSBC. Collectively, the  Financial Times  estimated that a total of US$4billion in 
fines in connection to the forex activity had been imposed by the end of 2014, with more in prospect 
(“NY regulator probing Barclays and Deutsche over forex algorithms,”   December 11, 2014— www.
ft.com/cms/s/0/863a7b3c-813e-11e4-896c-00144feabdc0.html?siteedition=uk#axzz3NIAmZKtC  – 
accessed December 28, 2014). As a lead in to these events, of course, there was the  mis-selling of mortgage 
securities , which in 2014 resulted in Citigoup, for instance, agreeing to pay US$7 billion after an inves-
tigation by the US DoJ. J.P. Morgan Chase & Co. (JPM), the biggest US bank, agreed in November of 
that year to pay US$13 billion to resolve similar federal and state probes—and there were reports that 
the US government had sought about US$17 billion from Bank of America (“Citigroup Reaches $7 
Billion Mortgage-Bond Settlement,”  www.bloomberg.com/news/2014-07-14/citigroup-reaches-7-billion-
mortgage-bond-settlement.html —accessed December 23, 2014). In the UK context, banks have set aside 
more than £24 billion to settle anticipated  PPI mis-selling  claims.  

  2 “London financiers expect a 21% bonus boost for 2014 despite banking scandals” (Lianna Brinded, 
 International Business Times,  December 22, 2014).  

  3 See Thompson, 2015a, chapter 8 for the characteristics of these policies, and Thompson, 2016 
(forthcoming).  

  4 As indicated above, however, the culture of retail banking seems to have been just as corrupted as that 
of investment banking in the early 2000s.  

  5 In the USA it is the Volker Rule—part of the Dodd–Frank Wall Street Reform and Consumer Protec-
tion Act of 2012—that governs this aspect of banking practice. This Act, along with the 2002 
Sarbanes-Oxley Act, contains the main instruments deployed to legally back the DoJ and the CFTC 
investigations and fines mentioned in note 1 and above. But the difficulty for the authorities in this 
regard is indicated by the growing length of these Acts: Sarbanes-Oxley Act, 66 pages; Dodd–Frank Act, 
2400 pages. In the UK, the Bank of England and the FCA regulates this and other aspects of banking 
practice.    
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  Introduction 

 Beliefs about the efficiency of financial markets and the resilience of giant financial firms, 
such as banks, exerted a powerful influence before they were disrupted by the crash that 
started in 2007–08. One belief that was influential on the development of consumer finance 
markets is that dealings between financial firms and retail consumers of financial products are 
essentially private and mostly local in scope and purpose (Williams, 2013a; FSB, 2011; Piccioto 
and Haines, 1999). No matter that financial consumption had become a key element of 
 economic policy in many countries or that financial products were supplied by giant trans-
national corporations through global brands (Tschoegl, 2005, 1987), the idea persisted that 
consumption of financial products reflected only the self-defined private goals of individual 
consumers, producers and retail market intermediaries and did not engage broader public or 
collective interests. This view influenced national and international policymaking throughout 
the twentieth century with the result that financial consumer protection regulation was con-
structed as a matter of local preferences about the distribution of contract power between 
producers and consumers of financial products and regarded as of little significance to global 
financial regulation. 

 The role played by securitization practices in the rampant mis-selling of US consumer 
finance products that triggered the 2007 crash exposed as anachronistic this view of financial 
consumption and its regulation as private and domestic. Much of the ensuing debate about 
reforming global finance focused on the regulatory architecture of the capital and wholesale 
finance markets that facilitated the production of toxic securitized and derivative products and 
enabled the destabilizing effects of their circulation to reverberate across the globe. But there also 
have emerged strands of transnational policy discussion about retail finance markets, the role of 
financial consumers in global finance, the social responsibilities of financial firms to consumers 
and the societies in which the firms do business, and the contribution of financial consumer 
protection reform to the resilience of the global financial system. 

 This chapter discusses this emerging consumer dimension of transnational policymaking 
about the regulation of banks and other financial firms and their market practices. It contextu-
alizes and discusses a set of transnational principles on financial consumer protection that in the 
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aftermath of the crash were solicited and endorsed by the G20 leaders, drafted by the OECD 
and disseminated by the Financial Stability Board (OECD, 2011; FSB, 2011; G20, 2011). 

 Transnational policymakers envisage consumer financial protection as contributing to global 
financial stability (G20, 2011; FSB, 2011), but it is unclear whether consumer financial protec-
tion regulation will advance that end. Equally unclear – and more important to this chapter – are 
the implications of pursuit of this financial stability objective for thinking about the responsibil-
ities of banks for their conduct in consumer finance markets. Questions arise as to whether 
retail-finance markets structured on the basis of the new transnational standards will deliver 
better at lower prices in a non-discriminatory manner to more financial consumers; and will 
banks take responsibility to end the predatory practices that have characterized this era of 
neo-liberal financialization and improve the safety of consumer finance markets (Nottage and 
Kozuka, 2012; Bar-Gill and Warren, 2008). 

 Answers to these and similar questions depend in part on the standards set forth in the ini-
tiatives and on the ability of national and international regimes to implement and enforce them. 
More fundamentally, the answers depend on how effectively the reforms envisaged by the new 
international standards restructure the socio-economic relations of consumer-finance markets 
and specifically whether the reforms are capable of changing those exploitative aspects of finan-
cial firm–consumer relations that triggered the crisis and have since intensified its effects. 

 This chapter explores the capacity of the G20’s model of financial consumer protection to 
reconfigure relationships between banks and consumers, focusing in particular on the market 
conduct of financial firms. The second section describes the dominant paradigm of consumer-
finance regulation before the crash and then outlines two important aspects of contemporary 
consumer-finance markets that bear on the relationships between firms and consumers – the 
increasing importance of household financial products to the revenue streams of many global 
banks and inequalities in the distribution of consumer debt. The third section outlines the ele-
ments of the G20 model of consumer protection in retail-finance markets and critically analyses 
the capacity of that model to compel banks and other financial firms to protect consumers of 
their products. The final section concludes.  

  Domestic policy contexts of the transnational reforms 

  Neo-liberal policy before the crash 

 The era of neo-liberal economic policy that preceded the 2007–08 crash treated consumption 
as a driver of economic growth and consumer-finance products as a crucial enabler of that con-
sumption (Ramsay, 2006). Policymakers and large financial firms promoted product innovations 
that purportedly expanded access to finance and credit for individuals and households – credit’s 
so-called democratization (Austin, 2003; Kumar, 2005; Helms, 2006; Ertürk  et al ., 2007). These 
innovations were coupled with measures to improve the quality of decision-making on the part 
of both firms and consumers and they led to the replication around the world of institutions and 
policies to facilitate the expansion of consumer-finance markets. Relevant institutions include 
credit bureaus to expand firms’ access to information about financial consumers, disclosure obli-
gations to increase consumers’ access to information about financial products, financial literacy 
education to improve consumers’ confidence, skills and ability to use disclosure effectively, and 
the establishment of financial ombudsmen to provide low-cost redress for problems (Ramsay 
and Williams, 2011; World Bank, 2009; Helms, 2006; Kumar, 2005). 

 Although neo-liberalism is often characterized as deregulatory, regulation was central to its 
pre-crisis restructuring of consumer-finance markets. In practice, regulators governed firms not 



Consumer finance

413

by implementing mandatory rules, but rather by indirectly steering them through risk-based 
regulation constructed in the form of principles, standards and guidance (Black, 2001; Osborne 
and Gaebler, 1992). Regulators sought to enable and maintain market conditions that would 
subject firms to competitive discipline, rather than to control the nature, safety, quality, or market 
price of financial products. Policies that contributed to the neo-liberal project of intensified com-
petitive discipline aimed to change the conduct of financial consumers – not firms – focusing on 
consumers’ abilities to make their purchasing decisions influence the conduct of banks and other 
financial firms through complaints, comparison, switching and so on. Activation of bank’s respon-
sibilities towards consumers thus was indirect and structured to depend on the capacity of finan-
cial consumers to hold firms accountable to regulatory standards. 

 The international campaign to encourage the adoption of financial literacy as a policy prior-
ity illustrates this notion of consumer-driven accountability and expresses influential ideas about 
the socio-economic relations of retail-finance markets that flourished before the crash occurred 
and persist today (Zokaityte, 2015; Williams 2007). Local financial education schemes led by 
public and private bodies have a long history, particularly in the United States (Zelizer, 1997; 
Mitchell, 1912). Financial literacy became a particular focus of international policymaking in 
2003 when the OECD launched its Financial Education Project, sponsored by Prudential PLC’s 
Corporate Responsibility Program. This campaign encouraged national governments to treat 
improved consumer financial literacy as a regulatory priority (OECD, 2005a; 2005b; 2004). To 
this end, the OECD sponsored national, regional and international conferences, published a 
steady stream of promotional and evaluative reports, including principles for evaluation of finan-
cial education (OECD, 2012), and founded an international network on financial education and 
a global clearinghouse on financial education as a repository for data, research and other infor-
mational resources.  2   

 This ‘edu-regulatory’ project of financial literacy democratization (Zokaityte, 2015) was 
launched with the overtly market-expansionary objectives of improving the confidence, enthu-
siasm and skill of financial consumers and increasing their participation in retail-finance markets 
(OECD, 2005a). Pursuit of these objectives was advocated to improve economic growth, reduce 
poverty and potentially moderate the volatility of financial markets in emerging economies 
(OECD, 2005a). An economy populated by financially literate consumers also was expected to 
alleviate pressure on the public purse, as states sought to impute to individuals and households 
more financial responsibility for economic security and for the protection that social welfare 
programs and defined-benefit pension schemes used to provide (Zokaityte, 2015; Ertürk  et al ., 
2007; Williams, 2007). 

 In addition to these macroeconomic benefits, financial literacy education was conceived as 
transformative for individual consumers’ agency. Considered capable of managing the risks of ill-
ness, income loss and other biographical contingencies, the literate consumer is constructed also as 
serving a market disciplinary role as she proactively demands more and better-quality financial 
services from financial firms and products that enable her to more effectively smooth income flows 
and ensure economic security (Zokaityte, 2015; Ertürk  et al ., 2007; Williams 2007). 

 Financially literate consumers thus could be expected to understand what information they 
need to make rational financial decisions, how to search for that information and how to interpret 
that information. They would take responsibility for their own decisions and have the skills 
and knowledge to protect themselves against the risks of predatory practices by banks and other 
financial firms. In the view of the Financial Services Authority (FSA), then the United Kingdom’s 
main financial regulator, the literate financial consumer is able ‘to exercise a stronger influence in 
markets; to take greater responsibility for their own actions; and to protect themselves through less 
mis-buying and being less susceptible to mis-selling’ (FSA, 2005, p. 29). Markets populated 
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by financially literate consumers should require less regulatory ‘intervention’, which, in turn, 
should be less burdensome for firms (FSA, 2003). In these ways, financial literacy is conceived as 
transforming financial consumers into vigilant ‘regulatory subjects’ (Williams, 2007) whose deci-
sions have beneficial effects on the market conduct of financial firms. Just as consumer demand is 
supposed to increase price competition and stimulate innovation, so also is consumer vigilance 
supposed to discipline firms, reducing the need for regulatory action in consumer-finance mar-
kets (FSA, 2003; FSA, 2006a).  

  Changes in banking practice and the growth of household debt: the increasing 
significance of consumer debt under neo-liberalism 

 Since the 1980s, neo-liberal regulation of financial markets generally has been associated with 
an extraordinary expansion in financial sectors – an expansion that has been dubbed the 
‘financialization’ of economic, social, and political life (Dore, 2008; Martin, 2002). A notable 
indicator of financialization that relates to the uptake of consumer-finance products is the 
increase in household debt (Brown  et al ., 2013; Barba and Pivetti, 2009; dos Santos, 2009; 
Cynamon and Fazzari, 2008; Dynan and Kohn, 2007). During the five years preceding the crisis, 
household debt-to-income ratios in ‘advanced economies’ rose by an average of 39 per cent 
to reach 138 per cent in 2007 (IMF, 2012). These ratios have since declined in the United 
States and the United Kingdom where the crisis hit the retail-finance sector hard (Bhutta, 
2012). But, as  Table 23.1  indicates, a trend of declining household debt is not universal. By 
2013, household debt-to-net income ratios had increased well beyond the 2007 levels in 
countries such as Canada (from 143 per cent to 164 per cent) and Sweden (from 154 per cent 
to 170 per cent), and the 2013 ratios reported for Denmark (313 per cent), Ireland (213 per cent) 
and the Netherlands (281 per cent) are considerably higher than the peak debt household 
levels of the United States and the United Kingdom.  

 Aggregate debt-to-income ratios invite speculation about the reasons for inter-temporal and 
inter-jurisdictional variation, but these data are crude indicators of the financial health of 

 Table 23.1 Household debt, total % of net disposable income, 2000–13 

 Country  2000  2007  2010  2013 

 Canada  110.1  143.4  160.7  163.8 
 France  77.5  96.7  107.5  104.15 
 Germany  116.5  102.6  98.3  94.5 
 Italy  54.5  80.2  90.4  90.6 
 Japan  140.7  133.6  131.9  129.1 
 United Kingdom  118.9  183.3  158.7  152.0 
 United States  103.5  143.1  127.2  115.1 
 Denmark  232.8  324.7  325.1  313 
 Ireland  –  233.3  231.3  213.5 
 Netherlands  199.1  261.4  293.9  280.9 
 Norway  135.3  207.9  212.1  221.9 
 Portugal  106.8  145.7  154.4  139.5 
 Spain  84.2  154.1  148.6  134.1 
 Sweden  108.6  154.4  170.7  169.7 

     Source : OECD (2015).    
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household or national economies. It is also difficult to base inter-jurisdictional comparisons of 
household behaviours on these ratios because the numbers do not take into account variations 
in the incentive and institutional structures of consumer-finance markets that different countries 
may deploy, such as tax incentives that support high levels of mortgage borrowing  3   (EU, 2012). 
Even taking into account appropriate cautions and qualifications the data do show that financial 
firms continued to expand household lending in many countries with economies in various 
states of disrepair and distress throughout the Great Recession.  4   

 Mortgage and consumer credit are among many personal finance products that banks and 
other financial firms have aggressively peddled to retail consumers during the past thirty years 
or so. These loans along with pension, insurance, and investment products regularly feature in 
scandals about the predatory mis-selling of retail-finance products (Hanrahan, 2014; Engel and 
McCoy, 2011; Black and Nobles, 1998; Calavita, Pontell and Tillman, 1997). The regularity of 
these exploitative episodes are indicative of a particular structure of relationships between banks 
and consumers rather than idiopathic regulatory or market failure. They are likely to continue 
to erupt episodically until there is a change in the structuring of responsibilities in retail banking 
markets. 

 Consumer lending products alone now account for a significant portion of revenue genera-
tion at large banking groups (Beck  et al ., 2012; dos Santos, 2009). Paulo dos Santos (2009, p. 181) 
details how by 2007 ‘banking had become heavily dependent on lending to individuals and the 
direct extraction of revenues from ordinary wage-earners’. Data from his survey of the corporate 
disclosure documents of major global banking groups show that the UK banks in the study 
almost quadrupled the proportion of their direct-lending activity in retail markets between 1976 
and 2006, increasing the share of individual lending from 11.6 per cent to 40.7 per cent of total 
direct lending (dos Santos 2009, p. 191). These banks also increased lending to the financial 
intermediaries that serve retail markets from 20 per cent to 32 per cent of total lending – a 
50 per cent increase. The study found that by December 2006, individual lending accounted for 
over 40 per cent of the loan portfolios of Barclays and HSBC, two major UK banking groups, 
and more than 75 per cent of the total loan portfolios of two US banking groups, Citigroup and 
Bank of America (ibid.). Unsurprisingly this scale of consumer lending activity had a substantial 
impact on the firms’ balance sheets. By 2006, for example, the consumer-finance divisions of 
Citigroup and HSBC were generating substantial shares of their groups’ profits, 56 per cent in 
the case of Citigroup, and 43 per cent of total profits at HSBC, where the consumer finance 
division substantially outperformed the banks commercial (27.3 per cent of total profits) and 
investment-banking (26.3 per cent of total profits) divisions (ibid.).  5   

 This expansion of consumer lending and other personal finance products has been accom-
panied by the creation of lucrative revenue streams from fees, charges, and ancillary services such 
as credit insurance (Ertürk and Solari, 2007). According to dos Santos, account service charges 
amounted to more than 25 per cent of the revenues of some UK and US banks in 2006 and a 
2006 US Government Accountability Office (GAO) report found that late-payment penalty 
fees charged by major credit card issuers in the United States had almost tripled in ten years, 
rising from an average of $13 in 1995 to $34 in 2005, and that these fees had been levied on 
35 per cent of ‘active US accounts’ in 2005 (US GAO, 2006). 

 A 2008 market study on current personal accounts, published by the United Kingdom’s 
Office of Fair Trading (OFT), found that bank revenues from those accounts amounted to 
£8.3 billion in 2006, of which £2.6 billion (just over 30 per cent) consisted of fees levied 
on insufficient funds and over-limit transactions (OFT, 2008).  6   In 2011 the Treasury Select 
Committee (para. 95) reported that ‘£3.6 billion, almost 50 per cent of total bank revenues 
from current account provision, derive from overdraft, insufficient funds and other charges’. 
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That report also referred to a 2009 OFT document  7   that cited an additional revenue stream to 
banks of £9 billion derived from the cost to consumers of foregone interest on current accounts 
(Treasury Select Committee, 2011, para. 69). 

 Personal finance products evidently produce substantial revenues for their suppliers in the 
form of apparently randomly calculated penalties and charges as well as the allegedly risk-based 
pricing of interest rates.  8   These revenues represent an extraction of household income obtained 
from sources such as employment, pension, or social security payments (dos Santos, 2009). 
Expansion of the economy of personal finance under neo-liberalism thus increased financial 
firms’ access to household income during a period of stagnating or declining household incomes 
(Dynan, Elmendorf and Sichel, 2012; dos Santos, 2009; Barba and Pivetti, 2009). Financial firms 
then used this revenue stream as a resource that fuelled trading in the lucrative secondary mar-
kets, the collapse of which then led to additional loss of income as well as assets for many finan-
cial consumers (Crouch, 2012; Gowan, 2009). 

 This brief account of developments in the role of consumer-finance products in the business 
models of large financial firms provides insight into their dealings with financial consumers 
during the period leading up to the crash. Of particular interest to this chapter’s focus on finan-
cial consumer protection and social dimensions of the conduct of banks are the ways that pred-
atory lending practices, including the levying of excessive fees, charges and penalties increase 
debt loads and exacerbate inequalities.  

  The unequal distribution of debt in the UK 

 Aggregate data are an established tool of economic policymaking and they often usefully inform 
debates about regulatory frameworks for achieving policy goals. But aggregate data on household 
debt-to-income ratios may be misleading when analysing economic relations between financial 
firms and consumers because household or personal debt, like household income and financial 
assets, is unequally distributed. A comparison of the change in household debt-to-income ratios 
with recent studies reported in the Bank of England’s quarterly bulletins illuminates this point 
(Waldron and Young, 2006).  Table 23.1  shows that the proportion of UK households with some 
kind of debt increased their debt-to-income ratio by 50 per cent, jumping from 117.1 per cent 
in 2000 to 183.1 per cent in 2007. But as  Table 23.2  indicates, there was almost no overall wid-
ening of debt-holding during this period as the proportion of households with debt changed very 
little, increasing by only two percentage points from 55 per cent to 57 per cent.  

 These data show variations in how holdings of different types of debt portfolios changed over 
the six-year period. They show a decline from 18 per cent to 14 per cent in the proportion of 
households holding secured debt only. As secured debt in the United Kingdom essentially refers 
to home mortgages, this decrease in debt reflects a rise in outright home ownership over the 
period (Waldron and Young, 2007). Among households that do hold mortgages, there was no 

 Table 23.2 The unequal distribution of debt among British households, 2000–06 

 Distribution of Debt  2000  2004  2005  2006 

 None  45  42  43  43 
 Unsecured Only  15  23  20  22 
 Secured Only  18  13  16  14 
 Both  21  22  21  21 

     Source : Waldron and Young (2006).    
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change between 2000 and 2006 in the proportion also holding unsecured debt, which was 21 per 
cent. By contrast, there was a sizeable increase of 7 per cent over the same period in the propor-
tion of the households owing unsecured debt only. 

 Closer scrutiny of the data reveals additional trends and distributional inequalities between 
indebted households. Mortgaged households as a whole owed 62 per cent of the unsecured debt 
and 96 per cent of the entire stock of household debt in 2006 (Waldron and Young, 2006). From 
2000 to 2007, a period in which the UK housing markets were considerably overheated, there 
was a corresponding shift from smaller to larger amounts of household secured debt. About 
75 per cent of secured-debtor households in 2000 owed less than £60,000 in secured debt 
(Waldron and Young, 2007). Seven years later, the percentage of secured-debtor households 
with a mortgage of less than £60,000 had fallen to about 40 per cent, and about 40 per cent of 
mortgaged households owed more than £90,000 (Waldron and Young, 2007 p. 513). The debt-
to-income ratios of some mortgaged householders also changed substantially during this time. 
Whereas about 10 per cent of mortgaged households owed more than three times their pre-tax 
annual income in 2000, the proportion of mortgaged households owing more than three years 
income amounted to about 25 per cent by 2007 (Waldron and Young, 2007, p. 514). 

 Renter households owed a small proportion (about 3 per cent) of the United Kingdom’s 
total household debt, but debt levels also increased within this group during the first decade of 
the twenty-first century. Data reported by the Bank of England show that the percentage of 
indebted-renter households expanded from just above 40 per cent in 2000 to about 50 per 
cent in 2007 (Waldron and Young, 2007 p. 513). In 2006, about two-thirds of these house-
holds owed less than £5000, which is about the same proportion of renters with debts under 
£5000 as in 2000 (Waldron and Young, 2006 p. 398). But again there are striking inequalities. 
The Bank of England’s report on 2006 data observes that while ‘the majority of renters with 
debt owed small amounts with seemingly affordable repayments . . . a small minority (9 percent 
of renters with debts) had unsecured debts in excess of their annual pre-tax income’ (Waldron 
and Young, 2006 p. 398). 

 In sum, the burden of the UK’s approximately 50 per cent increase in household debt-to-
income ratio from 2000 to 2007 fell differentially on UK households. Almost half were unaf-
fected, as they held no debt at all. Debt-holding generally widened among renter households 
and it may have intensified substantially for about 1 in 10 indebted renter households. Debt-
holding deepened significantly among mortgaged households that also held unsecured debt. 

 These findings about the intensification of retail lending markets are consistent with the 
point discussed above about financial firms extracting revenues from household incomes that are 
most accessible to them, for example through the second mortgages and refinancing of house-
holds that already hold secured debt. The resulting inequality in the distribution of debt is a 
significant indicator of social injustice, particularly in so far as debt inequalities exacerbate, com-
pound and interact with other income, asset and social inequalities. 

 Findings about inequalities in the distribution of household debt highlight the need for crit-
ical scrutiny of how firms conduct their business in retail-finance markets. UK regulators 
attempted to change some unfair practices of financial firms during the crisis, focusing in par-
ticular on fees and the mis-selling of credit-related products. But these interventions generally 
received little support from UK courts, legislatures or economic policymakers and some assess 
them as ineffective (Ferran, 2012).  9   

 A recent study (Bunn  et al ., 2013) on the effects of high household debt levels on economic 
growth and stability, suggests a rather different stimulus than inequality and social justice for the 
further development of financial consumer protection regulation. Through analysis of microdata 
on household spending and debt, this study found that higher levels of indebtedness may have 
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contributed to faster growth before the crisis but estimated that highly-indebted households 
substantially reduced their spending after 2007.  10   Reductions in spending by these households 
were more substantial than those that held less debt. Moreover, the study estimates that the fall 
in consumption attributable to this drop in (highly-indebted) household spending was larger 
than the additional growth that could be attributable to their higher spending before the crash 
and as such it effectively unwound ‘the faster growth in spending by highly indebted households, 
relative to other households, before the financial crisis’ (Bunn  et al ., 2013, p. 304). 

 These findings are consistent with other studies reporting that high and increasing levels of 
household debt tend to ‘amplify downturns and weaken recoveries’ (IMF, 2012, p. 97; Mian and 
Sufi, 2010) and that this compounding effect does not simply reflect the loss of household 
wealth associated with significant falls in house prices. Such findings make a robust case for 
policies to strengthen social safety nets and with respect to private consumption to use financial 
consumer protection to limit the risks of consumers becoming highly or over-indebted and to 
facilitate household debt restructuring when excessive debt does occur. 

 But UK policymakers have instead deployed stringent public spending cuts and austerity 
programmes and used concerns about the effects of high household debt on financial stability 
to enlist financial consumer protection regulation in aid of other political goals. For example, in 
2014, the Bank of England’s Financial Policy Committee recommended a specific affordability 
stress test for financial firms to employ when assessing mortgage loans and a limit of 15 per cent 
of high loan-to-value loans in their new mortgage business to be monitored by the UK’s finan-
cial market regulators (Bank of England, 2014). These direct interventions on responsible lend-
ing, ostensibly in support of financial stability, then contributed to Chancellor George Osborne’s 
defence of the government’s Help to Buy housing scheme,  11   a private consumption initiative 
that was roundly criticized for increasing the risk of another house price bubble and helping to 
fuel high debt levels (IMF, 2013; Osborne, 2013). 

 In sum, it seems likely that the enlistment of financial consumer protection in support of 
macroprudential goals such as the management of systemic risk, financial stability and consump-
tion driven growth gives more policy prominence to the responsibilities and conduct of finan-
cial firms in retail financial markets. This increased visibility can potentially create opportunities 
for critics of neo-liberalism and advocates of the consumer interest to expose and challenge the 
practices of financial firms based on their socio-economic consequences such as over indebted-
ness. However, the policy interest in financial consumer protection is bidirectional so that finan-
cial stability considerations are also intended to influence financial consumer protection 
regulation (as well as financial stability policy incorporating consumer protection concerns). The 
chapter turns now to consider how likely it is that financial consumer protection regulation 
premised on the values and goals of the new global financial stability project will restructure 
market relations to give substantive content to the social responsibilities of banks towards con-
sumer interests.   

  The G20 model of reform 

 In November 2011, the leaders of the G20 nations adopted ten ‘High-Level Principles on Finan-
cial Consumer Protection’ (Principles) prepared by the OECD (OECD 2011; G20, 2011) and 
endorsed a more general FSB report on policy options for improving financial consumer protec-
tion in relation to credit products (FSB, 2011). As they endorsed these principles and committed 
to their implementation, the G20 leaders asserted that financial consumer protection was a means 
of advancing their goals of financial stability and economic growth (G20, 2011, para. 33). Thus, 
the preamble to the Principles opens with the assertion that ‘consumer confidence and trust in a 
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well-functioning market for financial services promotes financial stability, growth, efficiency and 
innovation over the long term’ (OECD, 2011, p. 4). Rather than dwelling on established con-
sumer regulation priorities such as the distribution of market and contracting power between 
firms and financial consumers (Ramsay 1995), the text focuses instead on factors that purport to 
strengthen competitive dynamics and improve consumer confidence and capacity in a well-
functioning market. 

 Neo-liberal themes feature prominently in the preamble to the Principles text which char-
acterizes the role of financial regulation as enabling market expansion and fostering consumer 
participation in financial markets. These themes are particularly evident in the construction of 
developments in consumer finance regulation as responding to the ‘increased transfer of oppor-
tunities and risks to individuals and households’ (OECD, 2011, p. 4) and the ‘increased complex-
ity of financial products and rapid technological change’ (ibid.). Notably, these stimuli for reform 
appear in the text as established facts rather than as consequences of neo-liberal political and 
economic choices that could be changed. Similarly, the assertion that consumer rights ‘come 
with consumer responsibilities’ (ibid.) merely reiterates neo-liberal confidence in the ability of 
rights-bearing financial consumers to exert market discipline. As such it glosses over the com-
plex and contestable political choices about the relative responsibilities of firms, regulators and 
consumers to protect individuals and safeguard financial markets against the consequences of 
predatory practices and dangerous financial products. 

 Within the Principles themselves, there are further examples of the persistence of neo-liberal 
norms that characterized the pre-crisis era in many jurisdictions. Perhaps the most explicit 
example is Principle ten’s reaffirmation of the power of competition to discipline banks and 
other financial firms (OECD, 2011, p. 7). Several other principles draw on regulatory practices 
that were well established in various jurisdictions before the crisis. These include Principle four’s 
focus on disclosure and transparency, Principle five’s promotion of financial education and 
awareness, Principle seven’s protection of consumer assets against fraud or misuse, Principle 
eight’s emphasis on data protection and consumer privacy and Principle nine’s focus on redress 
and handling of complaints. 

 The ideological continuities with neo-liberalism expressed in the Principles referenced above 
are not unexpected, but the benefit to financial consumers of internationalizing these norms and 
standards is unclear. G20 countries are relatively rich, with mature economies and all have con-
sumer protection laws providing for at least some of the matters covered by these Principles, 
such as information disclosure and protection against fraud (FSB, 2011). The Principles may 
expose gaps in explicit regulatory provision such as the lack of a comprehensive legislative 
regime of consumer privacy and data protection in the United States (Federal Trade Commis-
sion, 2012). But such gaps likely reflect political interests and the dynamics of policymaking in 
the jurisdiction in question rather than a lack of knowledge or understanding of the particular 
aspect of consumer protection (Federal Trade Commission, 2012; Langenderfer and Cook, 
2004). These local dynamics may not be particularly susceptible to reforms derived from external 
agencies, no matter how concerted the international pressure. 

 In addition to the well-known norms of consumer protection outlined above, the Principles 
include four standards that are less common and potentially could presage change in regulatory 
architectures and practices in some G20 jurisdictions. Principles one and two concern local 
institutional frameworks for the development and implementation of financial consumer pro-
tection regulation. These Principles respond to the finding of the FSB options that retail-finance 
market regulation in many jurisdictions had a very low profile (FSB, 2011). General purpose 
consumer protection agencies, the FSB found, often lacked expertise in the production, market-
ing and disputing over retail financial products. Conversely, finance authorities typically had 
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little knowledge or understanding of how financial firms conducted their business in consumer 
finance markets. 

 Principle one seeks to close this gap in regulatory capacity, which the FSB believed tended 
to inhibit the proactive development of a comprehensive regime of financial consumer protec-
tion. It requires financial consumer protection to become ‘an integral part of the legal, regula-
tory and supervisory framework’ of a country’s financial sector, and it requires firms and their 
agents to be ‘appropriately regulated and/or supervised’ (OECD, 2011, p. 5). Principle two 
(OECD, 2011, p. 5) adds the institutional dimension to the regulatory scheme by requiring the 
designation of oversight bodies with explicit responsibility for financial consumer protection 
and ‘the necessary authority to fulfil their mandates’. In addition to their roles in the regulation 
of particular domestic consumer-finance markets, these oversight bodies should be responsible 
for coordinating their work internationally so as to maintain ‘a level playing field across financial 
services’, especially in international transactions and cross-border sales. 

 The remaining Principles – three and six – arguably have the potential to reshape economic 
relations between financial consumers and firms if implemented in a proactive manner. Principle 
three (p. 5) requires consumers to be ‘treated equitably, honestly and fairly at all stages of their 
relationship with financial service providers’ and states that this ‘treating customers fairly’ prin-
ciple should be ‘integral’ to the ‘good governance and corporate culture of all financial services 
providers and authorized agents’. Principle six (p. 7) requires financial firms and their agents to 
conduct their business responsibly in consumer-finance markets. This norm is elaborated to 
require firms generally to ‘work in the best interest of their customers’ and to take responsibility 
‘for upholding financial consumer protection’ (OECD, 2011, p. 7). Principle six also details spe-
cific areas of a firm’s operations that should be organized to reflect the responsible business 
conduct standard. These areas include systems of accountability for the conduct of authorized 
agents; the responsible sale of financial products and services to individual customers; manage-
ment of conflicts of interests; and staff qualification, training and remuneration (ibid.). 

 This summary of the High-Level Principles illustrates that the G20’s model of financial con-
sumer protection largely relies on, and reproduces, a construct of competitive market relations 
in which restless sovereign consumers select among standardized products provided by myriad 
competing suppliers. It imagines that these choices influence and constrain the conduct of 
financial firms and the contracts they supply to retail markets. That this construct of the vigilant, 
active and capable consumer persists despite its implausibility illustrates the resilience of neo-
liberal ideas about regulation facilitating the expansion of consumer-finance markets (Crouch, 
2011). These markets are dominated by giant banks and insurance companies that epitomize the 
late modern corporation, directed by the visible hand of internal planning rather than classical 
market forces. Such businesses constitute markets for their products rather than respond to them 
(Crouch, 2011; Galbraith, 1967). While financial firms may point to their market research as 
responding to, or at least engaging with, the preferences of financial consumers, their investiga-
tions may in practice be more about creating demand, marketing products or differentiating 
products than about meeting the desires and preferences of buyers. 

 The managerial decisions of global corporate empires may be influenced by many factors 
including shareholder value, vanity, ambition, fashion, irrational exuberance, fear and the dynam-
ics of their internal bureaucracies. But there is little evidence that the preferences of financial 
consumers exert significant influence on their conduct. For example, how many individuals 
wish to expose themselves to the risk of paying fees and charges that were unknown to them 
when they opened a bank account or responded to a credit card solicitation? How many would 
choose to be subjected to the aggressive and exploitative sales practices associated with the 
mis-selling of many consumer-finance products including credit insurance, subprime mortgages 
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and pension funds? What proportion of households intended that their incomes be used to fuel 
financial trading in secondary markets? 

 Perhaps there is more potential for change in those principles that aim to modify the conduct 
of banks and other financial firms and hold them accountable for their decisions. These norms 
target banks’ interactions with financial consumers, and establish a regulatory standard of 
 consumer-focused decision-making that is supposed to govern all aspects of a bank’s participation 
in consumer-finance markets. This aspect of the Principles appears to have greater potential to 
alter the power relations of financial consumer markets because it challenges traditional ideas 
about the autonomy of banks and other financial firms over their services, products and opera-
tions, and because it affords the regulator a proactive role in securing market discipline. Norms 
that hold banks accountable for their dealings with financial consumers are likely to be resisted 
by banks, however, which seems to be anticipated by the G20’s explicit addition of sanctioning 
and surveillance work to the regulator’s core role of enabling and encouraging the capable, 
 vigilant consumer. 

 Improved regulatory surveillance and stronger sanctioning powers potentially will help to 
expose significant problems in retail-finance markets, especially problems that may otherwise 
remain masked by the firm’s capacity to set the terms of what constitutes routine business prac-
tice. But it is not self-evident that these powers will bring about systematic improvement in 
firms’ treatment of their customers. Consider for example the experience of the UK regulator’s 
‘Treating Customers Fairly’ (TCF) initiative, a project that sought to alter the organizational 
cultures and business models of financial firms. The goal of this initiative was for firms to incor-
porate within all aspects of their business and market practices the same kinds of customer-
protection principles that the G20 leaders endorsed. The FSA expected TCF to become embedded 
in the management of financial firms through leadership, strategic planning, decision-making, 
management controls, staff recruitment, training and monitoring. A firm was regarded as having 
satisfied TCF standards only when it was able to demonstrate, not simply assert, that it had fully 
integrated the fair treatment of customers into its corporate culture (FSA, 2012; Williams, 2010; 
FSA, 2007a, 2007b, 2007c, 2006b). 

 In practice, the FSA found that attempts to reform banks and other financial firms fell far 
short of its aspirations, even in relation to the high-profile payment-protection insurance (PPI) 
markets, which the FSA and other UK regulators and consumer organizations had targeted as a 
priority area.  12   Far from taking responsibility to reform their market conduct financial firms 
more or less ignored the regulatory strictures and TCF principles until UK regulators banned the 
most predatory – and lucrative – form of PPI, imposed extensive controls on sales, and forced the 
firms into adopting a comprehensive and expensive redress scheme.  13   In contrast to these man-
datory measures that have produced results, the FSA’s campaign to change how financial firms 
conducted their business in the lucrative PPI markets – based on principles that closely resemble 
the G20 model – did not cause these firms to improve their treatment of financial consumers or 
prevent the materialization of consumer detriment (FSA, 2011; Williams, 2013a). 

 But it may be that the FSA’s work in this market had some notable effects, such as helping to 
expose the scale of the firms’ exploitation of financial consumers. This work also may have con-
tributed to an understanding of predatory marketing practices that were endemic to the market 
for PPI products as a systemic problem rather than an aberration attributable to rogue firms or 
the mistakes of financially illiterate consumers. These may be real achievements, but how much 
protection do they offer financial consumers? The experience of the FSA, a large, well-funded 
regulator operating in a rich country, raises significant questions about the capacity of the Prin-
ciples to reconfigure the economic relations of retail-finance markets and to make financial 
consumption safer.  
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  Conclusion 

 This chapter has drawn on an emerging interest in the regulation of consumer finance markets 
among international policymakers to illustrate the limitations of existing regulatory paradigms in 
holding banks responsible for social dimensions of their consumer business activity. Under the 
neo-liberal consumption driven growth paradigm that dominated financial regulation until the 
2007–08 crash, this interest in consumer finance markets was manifested mostly in what Zokaityte 
(2015) terms ‘edu-regulatory’ policies directed at market expansion through acting on the conduct 
and capacities of financial consumers. International policymakers paid little attention to how banks 
and other financial firms conducted their retail businesses. Instead they promoted financial literacy 
education to make consumers wiser and more vigilant, together with information remedies and the 
development of information institutions to improve the quality of market decision-making. 

 The vigilant consumer approach paid little explicit attention the social responsibilities of 
banks and generally rested on heroic assumptions about relationships between financial firms 
and consumers. It assumed that capable and vigilant consumers would be able to hold firms 
accountable for compliance with regulatory standards and reduce the scope for firms to benefit 
from exploitative conduct. It assumed also that financial consumers are similarly affected by the 
conduct of financial firms and thus share an interest in changing established business models and 
retail market practices. Studies discussed in this chapter about expansion of consumer finance 
markets and the distribution in household debt provides reasons to doubt this latter assumption. 

 Neo-liberal expansion of consumer finance markets led to a substantial increase in household 
debt across Western Europe and North America and allowed financial firms to target the incomes 
of financial consumers as a source of revenue to then plough into the production of securitized 
and derivative products. Evidence of inequality in the resulting distribution of debt suggests that 
banks and other large financial firms are able to segment markets for their consumer finance 
products, using business models based on risk-based pricing and information resources such as 
credit bureaus. Consequently, financial consumers encounter different levels of exposure to the 
risks of predatory, exploitative practices depending on factors such as location, wealth and aspects 
of identity (such as race, gender and age) (Austin, 2003). The resulting fragmentation of the risks 
experienced by different groups of financial consumers militates against the notion of mass 
consumer vigilance influencing firms and performing an effective regulatory role. 

 Many of the principles of the international model of financial consumer protection recently 
adopted by G20 countries reproduce elements of the vigilant consumer paradigm that so dis-
mally failed to protect individuals and households before the crash occurred. But some G20 
principles focus more explicitly on the responsibilities of financial firms and on strengthening 
the capacity of regulatory institutions to influence market relations between financial consumers 
and firms. Similar principles on the responsibilization and accountability of firms for their treat-
ment of financial consumers were in operation in the UK for several years before the crash. The 
experience in that jurisdiction perhaps serves as a reminder of the scale of the problem that 
regulators face in attempting to responsibilize the retail market operations of financial firms. 

 Although the FSA’s responsibilization principles appeared to have had little impact on how 
firms treated consumers, the regulators’ work may have had the beneficial effects of exposing 
problems with the conduct of firms and changing the perception of these problems from epi-
sodic to systemic. Noting that these effects are real achievements, this chapter nonetheless ques-
tioned their capacity to make financial consumption safer or to protect consumers in other ways. 

 There may be little in the new international model of financial consumer protection to ren-
der financial consumption safer or change the socio-economic relations of consumer finance 
markets. The challenge that remains is for policymakers and regulators to look beyond the 
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vigilant consumer as market disciplinarian and instead confront directly endemic misconduct 
and systemic corporate irresponsibility in consumer-finance markets.  

  Notes 

    1 This chapter draws on work previously published in Williams, T. (2013) ‘Continuity, not rupture: the 
persistence of neo-liberalism in the internationalization of consumer finance regulation’ in Wilson, T. 
(ed.)  International Responses To Issues Of Credit And Over-Indebtedness In The Wake Of Crisis . London: 
Ashgate Publishing pp. 15–45 and (2013) ‘Who wants to watch? A comment on the new international 
paradigm of financial consumer market regulation’,  Seattle University Law Review , 36: 1187–211.  

   2 Online at  www.financial-education.org/join_INFE.html  and  www.financial-education.org/home.
html  (retrieved 25 October 2015).  

   3 For example, it has been reported that high household debt is a structural feature of the Danish Econ-
omy because of the interplay between mortgages and tax (EU, 2012).  

   4 Payday lending markets grew in many countries including the UK, after the crash and expansion of 
predatory mortgage lending has recently been reported in the UK (Jones, 2015).  

   5 Citigroup continues to rely heavily on its consumer finance business. Its website reports that in 2014 
Citigroup’s Global Consumer Banking (GCB) business ‘generated $10 billion in pretax earnings, more 
than half of Citicorp’s total’ for the entire company. Retrieved on 1 November 2015 from www.citigroup.
com/citi/about/consumer\_businesses.html.  

   6 The remaining £5.7 billion was largely accounted for by the foregone interest on current accounts. In 
a 2013 update on the market study, the OFT reported that bank revenues from unauthorized lending 
charges had declined substantially – by about 23 per cent – between 2007 and 2011 but that revenues 
from interest and charges for authorized loans rose significantly over the same period (OFT, 2013 
 Chapter 5 ). Unauthorized borrowing is so much more expensive than authorized loans that it is not 
surprising that the OFT estimated a net reduction in costs to consumers of ‘between £388 million and 
£928 million since the 2008 market study’ (OFT, 2013, p. 5). While the regulator commented that the 
reduction in consumer charges was ‘significant and welcome’, the report notes also that it came about 
‘largely the result of pressure from OFT and others’ (p. 5) and as such provides little evidence of banks 
embracing and internalizing their responsibilities to consumers. It is interesting to speculate whether 
the banks’ inertia might be partly explained by the support they received from the Supreme Court in 
the high profile litigation over unauthorized borrowing charges ( OFT  v.  Abbey National , 2008, 2009).  

   7 ‘Review of barriers to entry, expansion and exit in retail banking’, cited at note 77 (Treasury 2011).  
   8 These characterizations of the penalties, charges and pricing reflect repeated findings about the opacity 

and complexity of banks practices (see e.g. US, 2006; OFT, 2008; Treasury, 2011).  
   9 On bank charges see  Office of Fair Trading  v  Abbey National Plc,  2009. PPI complaints sometimes obtained 

redress in county courts but tended to fare poorly in higher courts, e.g. Harrison v Black Horse Ltd 
(2011). In Plevin v Paragon Finance the Supreme Court essentially overturned Harrison, holding that 
an undisclosed commission of 71 per cent on an attached PPI transaction rendered the credit relation-
ship unfair under section 140A of the Consumer Credit Act 1974.  

  10 The reduction is attributed to (a) payment distress; (b) fears of payment distress; and (c) restrictions on 
credit supply. The study found that ‘cuts in spending associated with debt . . . reduced the level of aggre-
gate private consumption by around 2% after 2007 (out of a total fall of around 5%)’ (Bunn  et al ., p. 314).  

  11  www.gov.uk/government/news/bank-of-england-review-confirms-that-help-to-buy-supports-responsible-
lending;   www.gov.uk/government/news/help-to-buy-mortgage-guarantee-loans-new-lending-limits .  

  12 The Financial Ombudsman Service also played an active part in the conflict over PPI (FOS, n.d.), as 
did the Competition Commission Report on the PPI market (Competition Commission, 2009).  

  13 The FSA’s work on PPI included rules on the marketing of PPI and other insurance products, the-
matic review of PPI sales practices, mystery shopping exercises, incorporation of review of PPI sales 
files into FSA supervision of individual financial firms and enforcement action against twenty-four 
firms for PPI sales misconduct, which resulted in fines ranging from £28,000 to £7 million. It also 
established the complaints-and-redress scheme that required financial firms to pay consumers more 
than £21 billion in compensation as of August 2015 (FCA, 2015). Key documents from the FSA’s 
work as well as ongoing actions by the Financial Conduct Authority (FCA) are available on the FSA 
website:  www.fca.org.uk . For more extensive discussion of the regulatory response to PPI in the UK 
see Ferran (2012) and Williams (2013b).    

http://www.gov.uk/government/news/bank-of-england-review-confirms-that-help-to-buy-supports-responsible-lending
http://www.citigroup.com/citi/about/consumer\_businesses.html
http://www.financial-education.org/home.html
http://www.fca.org.uk
http://www.gov.uk/government/news/help-to-buy-mortgage-guarantee-loans-new-lending-limits
http://www.gov.uk/government/news/bank-of-england-review-confirms-that-help-to-buy-supports-responsible-lending
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http://www.financial-education.org/home.html
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