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Introduction

There are few subjects on which there is more loose theorizing than
that of the origin and remedy of panics. These crises are commonly
spoken of as accidental freaks of the markets, due to antecedent reck-
less speculation, controlled in their progress by the acts of men and
banks who have lost their senses, but quite easily prevented, and
as easily cured when they happen. These are the notions of surface
observers.

—HENRY CLEWS, Fifty Years onWall Street (1908)

You would not be reading this sentence were it not for the financial crisis of
2007–2008. Sadly, it is the reality of that event that perhaps makes this book
relevant. This book collects many of the research papers on banks, banking, and
financial crises which I worked on over the past 30 or so years, papers which
gave me the framework for understanding the financial crisis of 2007–2008. By
collecting these papers in one place I hope to convince the reader of the neces-
sity of a historical vantage point for understanding the economics of banking
and banking crises. The papers in this volume span almost 175 years of U.S.
banking history, from pre–U.S. Civil War private bank notes issued during the
U.S. Free Banking Era (1837–1863), followed by the U.S. National Banking Era
(1863–1914) before there was a central bank, through loan sales, securitization,
and the financial crisis of 2007–2008. During these 175 years, banking changed
profoundly and yet did not change in fundamental ways. The forms of money
changed, with associated changes in the information structure and infrastructure
of the economy. Bankdebt evolved as an instrument for storing value, smoothing
consumption, and for transactions, but its fundamental nature did not change. In
all its forms, it is vulnerable to bank runs, without government intervention. That
did not change.

The message that short-term bank debt, in all its forms, is vulnerable to
bank runs is delivered by financial history. The idea that financial crises are
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fundamentally the same has been intuitively noted for over a century and a
half, perhaps longer. For example, Ben Bernanke (2013): “The recent crisis
echoedmany aspects of the 1907 panic.”Wall Street Journal, December 16, 1907
(p. 1): “In so many ways does the panic of 1907 resemble that of 1857.” And on
December 23, 1907: “[I]t is well worth while to compare the crisis of 1907 with
that of 1873” (WSJ, p. 1). And so on. We also feel that financial crises are differ-
ent, different from a recession or a stockmarket crash. There is no continuum of
crises frommild to devastating. There are recessions, and other bad events, and
then there are financial crises. It was repeated endlessly during the recent crisis
that it was the “worst crisis since the Great Depression.” And that is right. Crises
are fundamentally different.

My PhD thesis of 1983, entitled “Banking Panics,” looked at financial crises—
bank runs—theoretically and empirically. The empirical work focused on the
U.S. National Banking Era, 1863–1914, the period between the U.S. Civil War
and the founding of the Federal Reserve System. Until the financial crisis of
2007–2008, there had not been a financial crisis in the United States since the
Great Depression, yet I worked on this topic because I believed it was relevant
for the modern world. The continuing recurrence of financial crises throughout
the history of market economies strongly suggested tome that these events have
a common cause, that there is something fundamental to be learned about the
structure ofmarket economies by studying financial crises. I persisted in research
on these topics over my career as an economist because of the view that his-
tory is not a sequence of random events. There is some defining logic to market
economies and to their histories. The past is relevant. Perhaps I have this view
because I started inMarxist economics before I went to graduate school in (neo-
classical) economics. To me the importance of history seems obvious. My PhD
program required specialization in two fields; mine were macroeconomics and
econometrics, but I added a third, economic history.

Financial history highlights the recurring episodes of financial crises in mar-
ket economies. And, for hundreds of years, societies have pondered financial
crises, banking panics. “After generations of theories, hypotheses and postu-
lates, our economists today are still at odds over the causes of the familiar
apparition, the Panic” (Collman 1931, p. 3). At some level, the basic prob-
lem has been understood for a long time. For example, Oscar Newfang (1908)
writes:

[The banker] promises to return deposits on demand, and then invests
them in time obligations; so that no matter how good the paper which he
has discounted, or how great an assurance he may have that the obligations
will be met when due, he is not in a position to repay depositors, should
they all desire their money immediately. (p. 728)
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President Franklin Roosevelt also explained this in his first radio fireside chat,
March 12, 1933, in the midst of the banking panics of the Great Depression:

[L]et me state the simple fact that when you deposit money in a bank, the
bank does not put themoney into a safe deposit vault. It invests yourmoney
inmany different forms of credit—in bonds, in commercial paper, inmort-
gages and in many other kinds of loans. . . . What, then, happened during
the last few days of February and the first few days of March? Because of
undermined confidence on the part of the public, there was a general rush
by a large portion of our population to turn bank deposits into currency
or gold—a rush so great that the soundest banks couldn’t get enough cur-
rency to meet the demand. The reason for this was that on the spur of the
moment it was, of course, impossible to sell perfectly sound assets of a bank
and convert them into cash, except at panic prices far below their real value.

Banks issue short-term debt so that it can be a flexible store of value, depos-
itors can write checks or withdraw any time. But, the assets of banks are longer
term and cannot be readily liquidated if need be. This is a basic point of Dou-
glas Diamond and Philip Dybvig (1983). But why would depositors all want
their money at the same time? “[I]f there is the slightest doubt in [the depos-
itor’s] mind that the bank will meet its obligations on demand, he withdraws
his balance” (Newfang 1908, p. 728). President Roosevelt attributes the runs
to “undermined confidence.” Still, this is not an explanation. What do “slightest
doubt” and “undermined confidence” mean?

Explaining a financial crisis requires explaining why there is a sudden col-
lapse of the financial system. The collapse of the financial system is a systemic
event. Stock market crashes are not financial crises. The U.S. Savings & Loan
crisis in the 1980s never threatened the entire U.S. financial system, although it
was expensive to clean up. These are not systemic events. What does “systemic”
mean?With respect to the recent financial crisis, Federal Reserve Chairman Ben
Bernanke, in his Financial Crisis Inquiry Commission testimony, noted that of
the “13 . . . most important financial institutions in the United States, 12 were at
the risk of failure within a period of a week or two” (Bernanke 2010). The finan-
cial system was going down. This same point has been made about every panic.
For example:

At the presentmoment [during theU.S. Panic of 1837], all the Banks in the
United States are bankrupt; and, not only they, but all the Insurance Com-
panies, all the Railroad Companies, all the Canal Companies, all the City
Governments, all theCountyGovernments, all the StateGovernments, the
General Government, and a great number of people. This is literally true.
The only legal tender is gold and silver. Whoever cannot pay, on demand,
in the authorized coin of the country, a debt actually due, is, in point of
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fact, bankrupt: although he may be at the very moment in possession of
immense wealth, and although, on the winding up of his affairs, he may be
shown to be worth millions.

— (GOUGE 1837, p. 5; italics in original)

Without banks there is nomoney. In a crisis, cash is hoarded and bank checks
are not acceptable. As Charles Fairchild, a member of the Monetary Commis-
sion and ex-Secretary of the Treasury put it, speaking of the U.S. Panic of 1893:
“The thing that impressedmewas the entire disappearance of all forms ofmoney
everywhere” (U.S. House Hearings 1897–98, p. 155). This was called a “cur-
rency famine” prior to the Federal Reserve’s existence (Warner 1895). Following
the collapse of Lehman Brothers there was also a currency famine.

Why do these crises occur? My PhD thesis of 1983 consisted of three papers,
all published in this volume (though one is basically a new paper, written with
one of my former PhD students, Lixin Huang). The three papers are discussed
individually later. The basic point of my thesis was that a financial crisis—a
bank run—is an information event which affects short-term bank debt. Holders
of bank debt (depositors, for example) observe bad news about the future of the
macroeconomy and become concerned that their bankmight become bankrupt.
Depositors know that most banks will be fine, but some will become insolvent,
and their bank might be in trouble. All depositors reason this way and so they
all run on their banks to withdraw cash. The depositors rationally react to unex-
pected news. Since my thesis, this basic story of crises has become much more
refined.

The notion of bad macroeconomic news arriving triggering a crisis informed
the empirical work. In the empirical work on the National Banking Era in my
PhD thesis I determinedwhat this news actually was, and I showed that the unex-
pected news had to exceed a threshold to trigger a panic; the news had to be bad
enough. Not all banks are, in fact, bankrupt in a crisis, only a few (as I showed in
the empirical chapter on banking panics during the U.S. National Banking Era).
President Franklin Roosevelt also recognized this during the Great Depression:
“Some of our bankers had shown themselves either incompetent or dishonest
in their handling of people’s funds. . . . This was, of course, not true in the
vast majority of bankers” (First Fireside Radio Address, March 1933). Still there
would be a bank run.

Following my thesis, the next 25 years of my research was largely concerned
with further work on crises. My thinking has, of course, evolved, especially
since 2007–2008, and I have a better understanding of financial crises than I did
30 years ago (I hope). In discussing the papers in this volume, I try to explain my
thoughts at the time, but inevitably my current viewpoint projects backwards,
putting the papers into alignment with my current thinking. Perhaps this is not
so bad, but still I try to show the evolution of my thoughts at the time each paper
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was written. While I indicate the year the paper was published, I do not discuss
the papers in strict chronological order, but rather I try to give some overall logic
by choosing an order that is based on the subject of each paper. The ordering is
roughly historical.

This brings us to the first paper of this volume. The beginning question is
why do banks and bank debt exist? What is “banking”? I tackled this question
with George Pennacchi in “Financial Intermediaries and Liquidity Creation”
(1990), the first paper in this volume (chapter 2). I start with this paper because
it explains why banks exist. In this paper, we argue that the output of banks
is debt used for storing value and trading. “Trading” means exchanging some
form of “money” for goods or services. In this exchange, the “money” must be
accepted by the other party. It would be best if the money was accepted without
controversy, without questions and disputes about its value. Otherwise transact-
ing would be very difficult. If the value of the money is not mutually clear and
unquestioned, then one party to the transaction can take advantage of the other
party because he may secretly have better information—this is called adverse
selection. Transactions would be difficult to undertake. This was exactly the
problem that existed when banks issued their own private money in the Free
Banking Era in the United States.

Pennacchi and I equated “liquidity” with the idea of being able to transact
without fear of adverse selection, that is, without worrying about some smart
guy picking you off. Bank debt is created for this purpose. This debt must be
such that there is no question about its value so that it can be used efficiently
for trade. In the paper, the debt created by banks is actually riskless, making the
point quite clearly. “The central idea of the paper is that trading losses associated
with information asymmetries can be mitigated by designing securities which
split the cash flows of underlying assets. These new securities have the character-
istic that they can be valued independently of the possible information known
only by the informed [party to a transaction]” (p. 50). Banks exist to create debt
that is used for transactions.

The bank creates debt for trading purposes by contractually giving the debt
holders the first rights to the bank’s cash flows from the bank’s loan portfolio. In
fact, as long as the debt holders do not ask for their cash, the bank need not have
the cash on hand, as Newfang and Roosevelt noted. The important point of the
paper is that creating debt as senior to equity tranches (cuts) the information
as well. Equity holders will be paid last, so they are very concerned about get-
ting any money for their investment, making any information about the bank’s
loans is important for them. But, for the debt holders most information is not
important because they are paid first. Consequently, most information is of no
consequence to the debt holders, and everyone knows this, so debt can be used
to transact without disputes. Bank debt separates the uninformed participants
in the market from the privately informed, allowing the uninformed to trade
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without any concerns about being picked off. Bank debt makes it so that possible
secret information that the informed have does not matter.

“Financial Intermediaries and Liquidity Creation” was motivated by the
widespread use of “noise traders” in financial economics. “Noise traders” are
a theoretical construct, referring to economic agents posited to solve certain
fundamental problems in financial economics.1 The problem was posed (and
solved) by Sanford Grossman and Joseph Stiglitz (1980): How can prices of
securities be “efficient”—that is reveal or contain information—if private infor-
mation is costly to produce? For some traders to be willing to spend resources
to produce, and trade on, information, there must be some way for them to
recoup their costs. If they are the “smart money,” who is the dumb money?
The role of “noise traders” (as they came to be known later) is to show up in
the market and lose money on average when they trade, thus reimbursing the
informed traders for their information production costs. Noise traders became a
ubiquitous feature of financial economics.

Pennacchi and I asked ourselves how these “noise traders” would think. It
seemed clear that they would want to trade with a security which was immune to
losingmoney to insiders. This problem, of transacting with better informed par-
ties, had been repeatedly discussed in history because it has been a problem for
much of human history. For example, when coins were used, there was the prob-
lem of “shaving” off part of the gold or silver coin and then presenting the coin as
whole. Of course, the coins could be weighed to determine their value (produc-
ing information), but then the question arises of whether the scales are fair, and
there would be disputes over that. I had already studied the Free Banking Era, a
period of U.S. history when this was a very important problem.We allude to this
in the opening paragraph of the paper when we mention small, unsophisticated
traders—“the farmer, mechanic, and the laborer” as corresponding to “noise”
traders. In U.S. banking history, this association was often made, for example,
New York State Legislature, Report on Banks and Insurance (1829): “The loss
by the insolvency of banks generally falls upon the farmer, the mechanic and the
laborer, who are least acquainted with the conditions of banks” (p. 14).

When the noise traders trade with a security that is vulnerable to sophisticated
traders having more information than they do, they lose money. Historically, it
has been difficult to find a way to transact without large costs being imposed by
the form of money. With private bank notes, there is the same problem as with
coins. When the notes of a bank circulate some distance away from the bank,
their value becomes questionable and they would trade at discounts determined
in a secondary market. But, what should the discount be? And who determines

1. See James Dow and Gary B. Gorton, “Noise Traders,” The New Palgrave: A Dictionary of Eco-
nomics, edited by Steven N. Durlauf and Lawrence E. Blume (New York: Palgrave MacMillan,
2008).
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the discount? Thus, an essential feature of banking is that private money should
be created that does not have these problems.

The equation of “liquidity” with a security that is immune from others having
private information seems like a natural definition of liquidity. Another notion
of liquidity comes from Douglas Diamond and Philip Dybvig (1983) and a
third is due to Bengt Holmström and Jean Tirole (1998, 2013). Diamond and
Dybvig associate “liquidity” with consumption insurance; depositors share the
risk of consumption timing, ensuring that at some future uncertain date the value
will be available for consumption. This also seems like a natural definition of liq-
uidity. In my paper with Pennacchi, there is trade so the agents need to obtain
goods in exchange for “money.” In Diamond and Dybvig there is no trade, but
instead agents might want to withdraw from the bank in order to consume (in
effect withdrawing goods). If the agents wrote checks instead, in order to buy
goods, then they would want the checks to be immune to adverse selection.
The two notions of liquidity seem complementary since storing value and then
“spending” it later is how things actually work. Holmström and Tirole think of
liquidity as pledgeable cash flows, assets with cash flows that are readily verifi-
able. Pledgeable assets provide insurance against possible bad events in which
agents need “liquid” instruments. An example is firms holding large amounts of
short-term debt (money market instruments) or firms that sign up with banks
for credit lines. Why can’t these agents just sell other assets if needed? In
Diamond and Dybvig liquidating the long-term project is costly and is best
avoided. In Holmström and Tirole the problem is pledgeability; aside from
pledgeability markets are complete. Some assets have return streams that cannot
be pledged to other agents because these return streams are noncontractible. A
good example is human capital. I cannot contract to provide all my best ideas to
someone else. Return streams that can be pledged are “liquid.” This too seems
like a natural definition.

In fact, the three notions of liquidity seem interrelated. A firm or household
holds funds in a money market mutual fund or a bank checking account so that
themoney can be used easily and flexibly. The fund or bank buys assets or makes
loans, respectively, which are based on pledgeable return streams such as short-
term debt. Firms and households can write checks on their fund accounts. Firms
and households do not have sufficient pledgeable return streams, so they arewill-
ing to hold funds in low-yielding saving devices, such as checking accounts. As
Holmström and Tirole say, they use the terms pledgeable income, liquidity, and
collateral interchangeably.

Pennacchi and I argued that the output of a bank is debt; that is the bank’s
product, debt that has the feature that it can be safely used in transactions. And
there is a demand for this debt, even in the case where the debt does not pay
interest and is not, in fact, always able to trade at par, as during the Free Banking
Era, discussed below. If the output of banks is debt, then it is obvious that, other
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considerations aside, the famousModigliani-Miller (M&M) theorem is violated
bybanks (seeModigliani andMiller 1958, 1961, 1963). The core of this theorem
is an irrelevance proposition that states conditions under which a firm’s choice
of a capital structure, what debt, equity, and other instruments it uses to finance
itself, does not affect the firm’s value. Franco Modigliani (1980) explains the
M&M theorem as follows:

[W]ith well-functioningmarkets (and neutral taxes) and rational investors,
who can ‘undo’ the corporate financial structure by holding positive or
negative amounts of debt, themarket value of the firm—debt plus equity—
depends only on the income stream generated by its assets. It follows, in
particular, that the value of the firm should not be affected by the share of
debt in its financial structure or bywhat will be donewith the returns—paid
out as dividends or reinvested (profitably). (p. xiii)

A world in which there is a demand for bank debt to be used as money is not a
world in which there are “well-functioningmarkets” in the sense that Modigliani
means. The world analyzed by Gorton and Pennacchi (and Diamond and
Dybvig and Holmström and Tirole) is not one that has such markets. The most
important way in which banks are special is that their debt is a product, so banks
would like to issue a lot of debt. This is whyMilton Friedman (1959) argued that
free banking, a system in which banks print their own money, would not work;
they would print too muchmoney. I discuss this issue below.2

“Financial Intermediaries and Liquidity Creation” was not about financial
crises. Crises are not mentioned. The link between this paper and financial
crises was made later by Holmström (2009) in the context of the crisis of 2007–
2008. Holmström pointed out that the use of all forms of short-term debt do
not require credit due diligence when used for trade. “They are low-information
markets where trading is based on trust because there is no time for detailed
evaluations. . . . [These securities] are not information sensitive” (p. 266). And
Holmström pointed out that in our original paper, the bank debt was riskless
and so there was literally no information that could be produced to benefit a
sophisticated trader. But, banks cannot literally produce riskless debt; the debt is
risky, in fact, potentially very risky. A macroeconomic news event may result in
a financial crisis. The idea that a crisis is a situation in which bank short-term
debt that is information-insensitive becomes information-sensitive developed
later out of these observations, following Bengt Holmström (2009, 2012); see
Dang, Gorton, andHolmström (2013).

2. Andrew Winton and I explore the implications of this for bank capital in “Liquidity Provision,
BankCapital, and theMacroeconomy,” unpublished. In the paper withWinton the problem is that
agents need debt for trading and using equity to trade is costly because of adverse selection. In that
paper, debt is always riskless.
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Historically it took a long time for banks to be able to produce debt that would
be accepted without fear of adverse selection. If there is a fear of adverse selec-
tion, then bank money is not accepted at par in a transaction, that is a ten-dollar
check is not accepted for ten dollars of goods. As I said above, a leading example
of this is the period before the U.S. Civil War in which banks issued their own
private currencies, the Free Banking Era of 1837–1863.3 Studying this period
was the basis for my thinking about bank money needing to trade at par, with-
out being questioned. During the Free Banking Era, banks could not create debt
that would be unquestioned in trade except when it circulated very close to the
issuing bank. Free bank notes traded at discounts from par when they circulated
away from the issuing bank. How did this system work?

An important banking system, often used in the past around the world, is a
system in which banks print their own money.4 Each bank issues its own cur-
rency. In the United States before the Civil War this was how banking worked.
There were around 1,500 (genuine) currencies circulating during this period.
The period is often described as chaos, for example, “The difficulties presented
by the circulation of a chaos of currencies” (Pessen 1985, p. 145). How could
it work? Why would the money be accepted? How could a new bank enter
the money market? Was it chaos? I explored the U.S. Free Banking Era in two
papers: “Reputation Formation in Early Bank Note Markets” (1996; chapter 3)
and in “Pricing Free Bank Notes” (1999; chapter 4). These papers were based
on an extensive set of bank note discounts found in a bank note reporter pub-
lishedmonthly in Philadelphia prior to theU.S. CivilWar.Finding the bank note
reporter was hard and entering the data was also time-consuming. The project,
in fact, took a decade.

The private bank notes of Philadelphia banks typically traded at par in
Philadelphia, since they could easily be redeemed for cash if there was any ques-
tion about these banks’ solvency. Thenotes ofmore distant banks, banks in other
states or cities (or Canada), traded in Philadelphia at discounts from par. So,
for example, a ten-dollar bank note issued by a Philadelphia bank might only be
worth $9.90 in Pittsburgh. In Philadelphia the discount on the notes of banks
from the same distant location would usually be the same, but not always. These
discounts were functions of the time it would take to return to the issuing bank
to redeem the notes. But, this was not the only determinant. The riskiness of the
issuing bank also mattered.

3. The period is called the “Free Banking Era” because 1837 was the year in which New York
State passed a “free banking” law, which allowed for less restrictive entry into the banking business
provided banks backed their monies with certain state bonds. Not all states adopted such laws.
Nevertheless the period has come to be known as the Free Banking Era. Prior to 1837 banks also
issued their own private currencies.

4. Schuler (1992) identified 60 national instances were multiple private currency has been issued.
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Could banks in this era be “wildcat banks”? That is, could banks enter the
business of banking, print money and use it to benefit themselves, ultimately
absconding and leaving the holders of their money with worthless pieces of
paper? It was the common view at the time, and since then, that wildcat banking
characterized this period.

At this time . . . any person who could raise a small amount of money was
permitted to establish a bank, and allowed to issue notes for four times the
sum raised. This being the case, many persons borrowed money merely
long enough to exhibit it to the bank inspectors, and then borrowedmoney
was returned, and the bank left without a dollar in its vaults, if, indeed, it has
a vault on its premises. The result was that banks were started all over the
Western States, and the country was flooded with worthless paper. These
were known as the ‘WildCat Banks.’ . . . I began to think seriously of becom-
ing a banker. I accordinglywent a fewdays after to a printer, and he, wishing
to get the job of printing, urged me to put out my notes. . . . My head being
filled with the idea of the bank, I needed little persuasion to set the thing
finally afloat. Before I left the printer the notes were partly in type, and I
studying how I should keep the public from counterfeiting them. The next
day, my Shinplasters were handed to me, the whole amount being twenty
dollars; and, after being duly signed, were ready for circulation. . . . At first
my notes did not take well; they were too new, and viewed with a suspi-
cious eye. But through . . . a good deal of exertion on my part, my bills were
soon in circulation.

—WILLIAMWELLS BROWN (1853)5

This fictional characterization remained the dominant view for over a century.
The revision of this view began with Rockoff (1974) and Rolnick and Weber
(1983, 1984). Rolnick and Weber (1984) studied bank failures in states with
Free Banking laws and those without free banking laws and showed that banks
in Free Banking states failed when the value of the bonds backing their private
monies declined precipitously. Rolnick andWeber showed that the backing col-
lateral for money, the state bonds, was the driver of bank failures, not wildcats.
Banks failed when the collateral declined in value. This may seem like an obvious
point now, but it was not so obvious then considering that for the prior century
ormore the idea of wildcat banks was the dominant explanation for bank failures
in the Free Banking Era.

5. Clotel; or, The President’s Daughter is a novel by ex-slave William Wells Brown; it is a fictional
account of two slave daughters of Thomas Jefferson, thought to be the first work of fiction in the
United States by an African American.
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William Wells Brown’s character describes trying to get his new bank notes
into circulation. In “Reputation Formation in Early Bank Note Markets,” the
question I explored was how the bank note discounts differed for new banks
printing their own money compared to established banks. How does a new
bank enter the market? The theoretical answer to this was provided by Dou-
glas Diamond (1989) in an elegant paper about reputation formation.My paper,
“Reputation Formation in Early Bank Note Markets” is essentially a test of Dia-
mond’s model. The basics of themodel are worth briefly summarizing because it
is very important in other settings aswell, as I discuss below. InDiamond’smodel
there are three kinds of potential borrowers in a loan market. There are good
borrowers with a safe investment, there are bad borrowers with a bad invest-
ment with a low expected return but a high maximum return (a negative net
present value project), and there is a group which can choose between the two
projects. At the beginning, all the borrowers look the same and lenders cannot
see what investment decisions the borrowers make. Thus, lenders cannot offer
different interest rates to different borrower types. Having received a loan, at
the end of each period, some borrowers will default. But not all borrowers who
selected the bad project will default, so it will take time to learn each borrower’s
type. Over time the offered interest rate will be lowered for borrowers with a
history of not defaulting; the lenders are able to discriminate between different
types based on their default histories. The important point is that this learning
creates an incentive for the borrowers with a choice of projects to choose the
good project, not the bad project. Borrowers with a choice of investments have
an increasing incentive to choose the good project because the cost of default
increases over time—evolving so as to acquire a reputation, since the interest
rate for nondefaulters is decreasing, relative the rate for those with a bad credit
history.

A new bank opening in the Free Banking Era similarly has a choice of backing
their money with safer assets or riskier assets (or holding a smaller amount of
reserves).6 A new bank upon opening would have to have its money accepted,
even though no one had seen it before, as described above by William Wells
Brown (1853). Imagine someone offers you a piece of paper that looks like
money; it has $10 engraved on it with an engraving of, say, a railroad. You have
never seen such “money” before. Why would you take this note in exchange for
your goods? I showed that the monies of new banks had higher discounts than
other banks at that location when the notes traded at a given distant location—
Philadelphia. This created an incentive for holders of the new money to return
and monitor that new bank by asking it to redeem its notes in cash. New banks

6. In states with Free Banking laws banks had to back their money with state bonds, but could
choose the other assets. A bank could be riskier by choosing riskier state bonds and other riskier
assets.
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had to hold more cash because their money would return with a greater fre-
quency than the established banks. This would happen for a while until it was
determined whether the new bank was of the same risk as other banks at that
location. The new bank had to establish a reputation and then it had an incentive
tomaintain it because its discount was lowered to equal that of other banks at the
same location. In fact, the market was efficient in the sense that the discounts on
the newbanks that subsequently quickly failedwere higher than the discounts on
the notes of new banks that subsequently did not fail. Market participants could
distinguish types fairly quickly.

What determined bank note discounts? Bank notes are perpetual debt obliga-
tions which offer the holder the right to demand cash in exchange for the note at
any time. The right to demand cash at any time is a put option.The time it would
take to return to the issuing bank from Philadelphia was the effective maturity of
the option. The time it takes to get fromPhiladelphia to anyother location can be
calculated with pre–Civil War travelers’ guides.7 In “Pricing Free Bank Notes” I
showed that the embedded put option—the right to go back and ask for cash—
allows for the recovery of the implied volatility on the notes of banks at given
distant locations. “Implied volatility” can be calculated once it is recognized that
a free bank note can be priced with the Black-Scholes option pricing formula.8

And, in fact, the implied volatility, a measure of bank risk, does move with other
measures of risk, such as the type of banking system—free banking or not, and
whether branch banking was allowed or not. Also, some states had insurance
systems for bank notes. Further, technological change, such as the introduction
of the railroad, occurred during the period and improved transportation. This
caused the effective maturities to decline, and this was incorporated into note
discounts and implied volatilities.

The private bank note systemwas efficient in the sense of financial economics;
that is, information was reflected in the note discounts so in that sense the notes
were priced correctly. But, it was very economically inefficient for transactions.9

Trying to buy goods and services with free bank notes was hard due to disputes
over the value of the money. This type of complaint was commonplace during
the Free Banking Era. Here is a description of the problems fromD. R.Whitney:

7. In Gorton (1989), I calculated these distances based on the type of transportation using Dis-
turnell’s AGuide betweenWashington, Baltimore, Philadelphia, New York, Boston, etc. etc. for various
years.

8. See Black and Scholes (1973).

9. These two concepts of “efficiency” are not synonymous. “Economic efficiency” is a well-
understood term and is related to the Fundamental Welfare Theorems of economics. “Market
efficiency” means that in a financial market the security prices reflect all available information. See
Dow and Gorton (1997).
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The businessman of today knows little by experience of the inconvenience
and loss suffered by the merchant of sixty years ago arising from the cur-
rency in which debts were then paid. Receiving payment in bank notes, he
assorted them into two parcels, current and uncurrent [sic]. In the first he
placed the notes issued by the solvent banks of his own city; in the other
the bills of all other banks. Upon these latter there was a discount varying
in amount according to the location and credit of the bank issuing them.
How great the discount he could learn only by consulting his “Bank Note
Reporter,” or by inquiring at the nearest exchange office. He could neither
deposit them nor use them in payment of his notes at a bank. The discount
on them varied from one percent upwards, according to the distance the
bills had to be sent for redemption and the financial standing of the bank
by which they were issued.

— (Quoted by KNOX 1903, p. 365)

There also was the widespread problem of counterfeits. HoraceWhite:

The heterogeneous state of the currency in the [eighteen] fifties can be best
learned from the numerous bank note reporters and counterfeit detectors
of that period. It was the aim of these publications to give early and cor-
rect information to enable the public to detect spurious andworthless bank
notes, which were of various kinds, viz.: (1) ordinary counterfeits; (2) gen-
uine notes altered from lower denominations to higher ones; (3) genuine
notes of failed banks altered to the names of solvent banks; (4) genuine
notes of solvent banks with a forged signature; (5) spurious notes, as of
bank that had no existence; (6) spurious notes of good banks, as 20’s of a
bank that never issued 20’s; (7) notes of close banks still in circulation.

The number of counterfeit and spurious notes was quite appalling.
“Nicholas’s Bank-Note Reporter” had 5,400 separate descriptions of counterfeit,
altered, and spurious notes. (Quoted in Sound Currency, Vol. VI (1899), p. 148)

Perhaps the term “wildcat banks” should be thought of as referring to the
plethora of problems that existed during this period, when money did not trade
at par.

The bank note market can be (market) efficient in that the discounts are
accurate, but this accuracy did not mean that transacting was easy. Quite the
opposite. The legal history of the pre–Civil War Era is replete with disputes
about bank notes. Because of shortages of gold and silver, contracts were often
written in terms of payment to be made in “current bank notes.” But, then
because note discounts varied over time and space, the meaning of this obliga-
tion was not always clear. For example, in Smith v. Goddard, a case that came
before the Supreme Court of Ohio in 1823 (1 Ohio 178; 1823 Ohio Lexis 33),
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the court wrote that “In the ordinary course of business bank notes or coin at the
election of the debtor were tendered and received without distinction or hesita-
tion. . . . The parties to this contract, by the expressions, ‘to be paid in current
bank notes such as are passing’, could not have intended bank notes of equal
value to specie.” The problem then was determining which bank notes are “cur-
rent.” Testimony in Pierson v. Wallace, before the Supreme Court of Arkansas in
1847 (7 Ark. 282; 1847 Ark. Lexis 10), illustrates the problem. Plaintiff “in order
to establish the value of current bank notes introducedWilson, as a witness who
stated that current bank notes . . . were specie paying notes—such as were at
par—that there were in circulation. . . . Alabama notes, which were at a discount
of fifteen per cent. and Missouri notes which were at par or very nearly so.” And
so on.

Bank notes were suspicious because it was not known if one party knew
more about the true value of the note than the other party. The discounts on
notes were determined in secondary markets for the notes, where note brokers
traded notes and sometimes took notes for redemption. Since note brokers,
the informed traders noted in Grossman and Stiglitz (1980), had to produce
information about the banks, they would cover these costs by trading with
“the farmer, mechanic, and the laborer.” If “the farmer, the mechanic and the
laborer,” were “noise traders,” then the “informed traders”were the note brokers.
Appleton (1831):

This state of [circulating private bank notes] introduced a new branch of
business and a new set of men, that of money brokers, whose business it
was to exchange these currencies, one for the other, reserving to themselves
a commission of about 1/4 of one per cent.

The state of the currency became the subject of general complaint, the
brokers were denounced, as the authors of mischief. (p. 11)

As suggested by Appleton, the noise traders realized that they could be taken
advantage of. So, there were all kinds of disputes about the value of bank notes,
making transacting hard. One way to see this is by looking at legal disputes. In
Egerton v. Buckner, a case that came before the Supreme Court of Louisiana in
1843 (1843 La. Lexis 108; 4 Rob. 346), the court “found that the plaintiffs were
[note] brokers and were able to sell the notes at 72 cents on the dollar. The evi-
dence showed that notes they purchased to return to the defendants had cost
them only 60 cents on the dollar.” Note brokers, the informed traders, could
apparently do very well—at the expense of the uninformed.

In “Financial Intermediation andLiquidityCreation,” Pennacchi and I argued
that there was a demand for bank debt because it had advantages in its use as
money. The pre–Civil War system of private bank notes shows that there is a
“convenience yield” associated with this bank debt. These notes did not pay
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interest, but nevertheless they were used because they provided a service to the
holders: they could be used as ameans of payment. And this was the case despite
the costs imposed by trying to transact with disputes about the discounts. This
was recognized at the time:

A bank note is a bill of exchange payable to the bearer at sight. It is a
title deed to a certain amount of coin, at a certain place mentioned and
described in the note, the possession of which coin may be had, whenever
it is demanded. But, instead of demanding the coin, and carrying it about in
a bag, I find it more expedient to carry the note in my pocket. In Boston, a
Boston bank note passes in all commercial transactions the same as coin,
because everybody knows that should the holder of the note happen to
want the coin, he has only to step into State Street, present his note at the
bank, and carry the coin off at his leisure. But, a Philadelphia bank note
does not pass in Boston, in the same way. Few people in Boston want coin
in Philadelphia; and nobody wants the trouble of going to Philadelphia to
get the coin described in the note, and the additional trouble of bringing it
to Boston.

—(HILDRETH 1840, p. 139)

The description of the private bank note market by Milton Friedman (1959),
which I quote in the Introduction of “Pricing Free Bank Notes,” that such a fidu-
ciary currency could not work, was not the case. People did use private bank
notes as money despite the difficulties.

Gradually, a new form of bank debt grew significantly prior to the Civil War:
checking accounts, also called demand deposits. And, after the Civil War, pri-
vate bank notes were taxed out of existence as part of the National Bank Acts.10

This transition from bank notes to demand deposits took economists a long
time to understand. Bray Hammond (1957), in his Pulitzer Prize-winning book
Banks and Politics in America, wrote, “the importance of deposits was not real-
ized by most American economists . . . till after 1900” (p. 80). Hammond goes
on to discuss why the growing importance of demand deposits was overlooked.
Later, I discuss another change in the money form that went unnoticed until the
Financial Crisis of 2007–2008. The change from notes to deposits was a very
important change in the form of bank money. In “The Development of Opacity
in U.S. Banking” (2013; chapter 5), I trace this transformation of bank debt and
the banking system. It involved a very important change in the information envi-
ronment of banking.Efficientmarkets reveal information—information leakage.

10. Some argue that were it not for this tax, private bank notes would have survived. Of the roughly
60 or so private money systems in the world, none survived, suggesting that private bank notes
were dominated by demand deposits.
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The bank note discounts revealed information about bank risk. It is usually
assumed thatmarket efficiency is desirable. In fact, when it comes to bankmoney
it would be economically efficient if markets did not reveal information, related
to the point of my paper with Pennacchi, but more closely related to Dang, Gor-
ton, and Holmström (2013). Then there would be no disputes about the value
of the money and it would be easy to transact.

In order for bank money to trade at par, information leakage causing uncer-
tain note discounts had to be eliminated. Otherwise bank checks would not be
accepted at par. Information might also be revealed by a bank’s stock price. A
decline in a bank’s stock price might trigger a run on that bank. This is what the
bankers themselves worried about when checks replaced notes. Here, there were
two sources of information leakage. The banking system endogenously trans-
formed to eliminate these leakages. First, with checks there were no longer any
note discounts revealing bank risk. No secondary market could develop because
checks were the joint liability of the person writing the check and the bank.
There were not enough of an individual’s checks to make it profitable for a sec-
ondary market to develop. Second, the markets for bank stock, active before the
U.S. Civil War, endogenously became very illiquid, with little trade, a minimal
information leakage.

The endogenous closing of informative bank note and informative bank stock
markets allowed demand deposits to trade at par, at first only in cities, but even-
tually nationally. This development of opacity is an important feature of bank
debt and banks.11 There were no markets to trade bank liabilities; there was
no incentive to produce information about banks. Bank notes could return to
the issuing bank via note brokers who bought them in secondary note markets.
But, the secondary market for bank demand deposits was internalized by pri-
vate bank clearinghouses, where checks were cleared. Bank checks inherently
involve clearing, the movement of checks from receiving banks to the banks
where the obligations were redeemed. The easiest way to do this was for all the
banks to meet at a central location and net each other’s checks (i.e., to “clear”
the checks). In other words, at the central location banks met sequentially and
pairwise, aggregated all the claims on each other bank and then transferred the
difference in cash to each other bank. Clearinghouses would become the bank
examiners andmonitors.

Once deposit insurance was adopted, bank stock could trade (more fre-
quently). The information revealed in stock prices would not affect demand
deposits and they would not trigger bank runs. Later, with the development of
“shadow banking,” bankmoney changed again and the issue of information leak-
age would again arise. The new forms of bank money were sale and repurchase

11. See Dang et al. (2014).
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agreements (repo) and asset-backed commercial paper (ABCP) (short-term
debt backed by portfolios of securitized loans in the form of bonds, called asset-
backed securities (ABS)). As I discuss below, securitization was essential for
these forms of money to function because opacity of the ABS allowed repo and
ABCP to function as money.

Whether bankmoney was private bank notes or demand deposits (or, indeed,
repo or ABCP), there were banking panics. Above, I described bank runs as
information events. I first articulated this in my job market paper which I
presented at various universities when I was looking for a job as an assistant
professor, “Bank Suspension of Convertibility” (1985; chapter 6). In this paper,
depositors receive a noisy badmacroeconomic signal about bank assets and since
they do not know which banks are exposed to the negative shock, they with-
draw from all banks. That is, without bank-specific information, the depositors
become concerned about all banks when bad public news arrives. But, not all
banks are actually insolvent. To keep from liquidating the banking system, banks
“suspend convertibility”; they refuse to honor their debt contracts by exchang-
ing cash for checks or notes. Banks simply refused to give depositors their cash.
And, although this was illegal historically, the laws were never enforced. It was
recognized that in a financial crisis, to save the banking system, debt contracts
should not be honored. I explain the history of this inmy bookMisunderstanding
Financial Crises (2012).

In “Bank Suspension of Convertibility” (1985), I argued that suspension was
in the interests of banks and depositors. The problemwas that depositors did not
know which banks were insolvent even if there were only a very small number
of insolvent banks. A small risk of losing your life savings could trigger runs. In
“Bank Suspension ofConvertibility,” I described suspension as part of an implicit
contract between the banks and the depositors. Neither the solvent banks nor
depositors want to force sound banks into bankruptcy by liquidating their longer
term loans. This is why suspension was often welcomed. “The suspension of
Specie payments had the effect, presently after it took place, to calm, in some
degree, the agitation of the public mind” (Hildreth 1840, p. 99, speaking of the
Panic of 1837). Upon suspension there is investigation of the conditions of the
banks to determine which banks are solvent and which are not solvent.

“Bank Suspension of Convertibility” left many,many questions unanswered. I
said nothing about why banks exist nor did I convincingly explain bank runs. The
paper is too simple in that it considers a representative bank, so the question
of why all banks suspended jointly is not posed or answered. Also, the all-or-
nothing feature of a bank run, that is, depositors withdraw everything or not, is a
by-product of the way I modeled depositors. The depositor’s utility function in
the final period is risk neutral. As a result, they go to a corner solution: either they
withdraw all their money from their banks or nothing. This is not a satisfactory
or convincing story of bank panics.
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In the conclusion of the suspension paper, I say that panics are an “informa-
tion event” and that is the idea that I took to the data. Are panics information
events, runs triggered by bad macroeconomic news? If so, what exactly is the
news? This is an important question for understanding crises. Is the run caused
by news about fundamentals, or is the run triggered by extraneous factors and
then harming the economy? In “Bank Suspension of Convertibility,” I argued
that it was the former. The empirical work in my thesis, “Banking Panics and
Business Cycles” (1988; chapter 7) addressed these questions. I focused on the
National Banking Era in the United States, a period that has important advan-
tages for research. It lasted from 1863 to 1914 and included five panics. While
there were state chartered banks, the national banks, which included all the
largest banks, were regulated at the federal level. So, to that extent, it was a homo-
geneous system. Also, there was no central bank, so there were no expectations
of central bank action. This allowed the search for the news to have a chance
of success. In other historical eras, this is very difficult. There are usually not
enough panics over a fairly homogeneous period. And, the presence of a central
bank affects depositors’ expectations in ways that are hard to detect.

In order to undertake empirical work, a practical definition of a bank run is
needed. In Charles Calomiris and Gary B. Gorton (1991), we proposed a defi-
nition. “A banking panic occurs when bank debt holders at all or many banks in
the banking system suddenly demand that banks convert their debt claims into
cash (at par) to such an extent that the banks suspend convertibility of their debt
into cash or, in the case of the United States, act collectively to avoid suspension
of convertibility by issuing clearinghouse loan certificates” (p. 96). As I discuss
below, a clearinghouse loan certificate was a special kind of privatemoney issued
by the clearinghouse in times of panic. These certificates were the joint liabil-
ities of the clearinghouse. This definition works for the U.S. National Banking
Era because the issuance of clearinghouse loan certificates can be observed. The
clearinghouse issues the certificateswhenwidespread runs occur, and sometimes
this act can calm depositors’ fears. In “Banking Panics andBusiness Cycles,” I use
this definition. In other settings, defining a banking panic or a financial crisis is
more complicated.

The empirical work aimed to uncover the information that arrived which
would cause depositors to alter their expectations about the future and so run
on their banks upon seeing the news. I wanted to find andmeasure the news that
arrived, affecting expectations such that it caused the panic. Depositors believe
their banks are fine most of the time and then suddenly change their beliefs such
that they run en masse to withdraw their cash. Something happened to cause
them to switch their beliefs from “no run” to “run.”What happened? The empiri-
cal workwas heroic since thereweremany, many econometric andmeasurement
problems to face. The National Banking Era Comptroller of the Currency’s Call
Reports were not in machine-readable form, moreover much of the data had to
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be hand-collected. Also, many variables had no corresponding data. There were
only five banking panics during the U.S. National Banking Era to analyze. The
difficulties illustrate the problems with doing research on financial crises.

Nevertheless I tried. I developed a small model of currency and checks, which
gave me a first order condition (a decision rule) that involved a pricing kernel
(measuring the relative benefits of consuming more today versus consuming in
the future) for the currency-deposit ratio. Basically, when a depositor received
news that a recession was coming, this was very important since all his savings
were in the bank, a bank which might fail in the recession. The news meant that
depositors might lose their life’s savings just when marginal utility is high, in a
recession. “Many . . . depositors had lost their life savings through bank fail-
ures in the panics of 1873 and 1884” (Noyes 1898, p. 191). Hence, the news
triggered runs.

What could this news have been? There aremany candidates; seasonal move-
ments in short-term interest rates could spike sometimes. Also, panics were
usually associated with the failure of a large firm, financial or nonfinancial. I
looked at these possible explanations but I focused on the liabilities of failed
nonfinancial businesses. My prior view was that this variable would be impor-
tant because Arthur Burns andWesley Mitchell (1946) had shown that this was
a leading indicator of the business cycle. This variable was printed in newspa-
pers, where it was also often discussed. I guessed that people in the economy
would use this information as the basis for their expectations, changing their
beliefs when there was an unexpected movement in this variable—news. This
turned out to be right.

I showed that in the U.S. National Banking Era, panics happened only
when the unexpected component of the leading indicator of a coming reces-
sion exceeded a threshold.12 There were no instances where the threshold was
exceeded without a panic. Moreover, the signal—a leading indicator of a com-
ing recession, tended to arrive near business cycle peaks. Financial crises and
business cycles are linked. And the view that crises are information events was
confirmed. Importantly, few banks ultimately failed during and shortly after the
crisis; the banking system was not insolvent. Nevertheless, without information
about exactly which banks were the weakest, depositors ran on all banks.

The results allowed me to construct counterfactuals. What if after 1914, the
year the Federal Reserve System actually came into existence in the United
States, the Federal Reserve had not come into existence and there were bank
runs whenever the news variable exceeded the threshold? I showed that there
would have been a panic in the 1920s, June 1920, and in December 1929, the

12. I also studied banking panics during theNational Bank Era jointly withCharles Calomiris (see
Calomiris and Gorton 1991).
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start of the Great Depression.13 There was no panic in the 1920s and the pan-
ics in the Great Depression came later and were haphazard. The counterfactual
is important because it shows how the presence of a central bank alters the tim-
ing or even the existence of panics. This is one reason why financial crises in the
modern era can seem so different from historical panics. Although about 65 per-
cent of the 147 financial crises since 1970 involved runs, they often came late, as
in the Great Depression.14 And, in the other cases governments intervened with
blanket guarantees or nationalization. In the 1920s the existence of the Federal
Reserve System and its discount window alone prevented panics, which was the
purpose of setting up the Federal Reserve. In particular, the Fed’s discount win-
dow would be available at all times, would allow secret borrowing by banks, and
would essentially be backed by the government. Banks did avail themselves of
the discount window in the 1920s. But the Fed introduced “stigma” to keep the
discount window borrowing to aminimum. At the start of theGreat Depression,
although discount window borrowing is not publicly observed, depositors per-
haps believed that banks would go the discount window. But the banks did not
go to the discount window. And when large banks began to fail well after the bad
news had arrived in December 1929, depositors started to run (see Gorton and
Metrick 2014).

The Great Depression counterfactual helps explain modern financial crises,
since the experience of delayed bank runs during the Great Depression became
widespread subsequently. In most financial crises there are bank runs, but like
during the Great Depression they occur late in the crisis. And sometimes there is
no bank run, usually because the government or central bank has taken an action
such as offering a blanket guarantee or undertaking nationalization of the bank-
ing system. It seems that bank debt holders expect central bank or government
action, so they wait, and only run if there is no action. Consequently, the defi-
nition of a banking crisis has to be expanded to accommodate such expectations
in modern financial crises. Laeven and Valencia (2012) collected data on 147
financial crises between 1970 and 2011. They define an event as a crisis if two
conditions are met. First, there are “significant signs of financial distress in the
banking system (as indicated by significant bank runs, losses in the banking sys-
tem, and/or bank liquidations)”; second, there are “significant banking policy
intervention measures in response to significant losses in the banking system”
(p. 4). In the latter case, they define six measures as significant interventions.

13. The data I used was the U.S. Comptroller’s Call Reports, which were based on bank examina-
tions five times a year. There were no bank examinations inOctober 1929, the date when the stock
market crashed. December was the next examination date.

14. See “SystemicBankingCrisesDatabase: AnUpdate,” LucLaeven andFabianValencia (2012),
IMFWorking Paper #WP/12/163.
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Debt holders’ expectations make studying modern crises difficult. But, still the
problem is bank runs, either actual runs or incipient runs. The financial crisis of
2007–2008 was not like the usual crises that have occurred during the era of cen-
tral banking. Rather, those bank runs looked like nineteenth-century bank runs.
Thebank runs involvednew forms of bank debt, sale and repurchase agreements,
and asset-backed commercial paper.

Although there have been financial crises involving runs on other forms of
bank money (bills of exchange, private bank notes), most of the experience is
with runs on demand deposits. Demand deposits are special because checks
must be cleared. Consequently, private bank clearinghouses arose. The process
of clearing means banks would be exposed to the risk of other banks not being
able to meet their obligations in the clearing process. Consequently, individual
banks had incentives to monitor the other members. As a result, the clear-
inghouse introduced membership requirements, bank examinations, disclosure
requirements and other rules, and became a quasi-central bank during crises.
The opacity of banks due to the elimination of information-revealing markets
meant that there would have to be nonmarket-based discipline. Information-
revealing securities markets are often thought to create “market discipline,” that
is, the weaker firms or banks are revealed and must pay more to borrow, for
example. But, bank checks relied on a lack of information, so the clearing-
house took the role of disciplining member banks. That is why there can be no
discussion of demand deposits without a discussion of clearinghouses.

I began studying clearinghouses in the 1980s by exploring the archives of
the New York City Clearing House Association. Two papers explain my find-
ings: “Clearinghouses and the Origin of Central Banking in the U.S.” (1985;
chapter 8) and “The Joint Production of Confidence: Endogenous Regulation
andNineteenthCenturyCommercial BankClearinghouses” (written withDon-
ald Mullineaux, 1987; chapter 9). These papers explain how the clearinghouse
worked, especially during bank runs. Clearinghouses had to address the funda-
mental irony of privately produced bank money, namely, that the money was
designed to be opaque and yet this very characteristic led depositors (or note
holders or indeed holders of any short-term bank debt) to run en masse if bad
news arrived. What could the clearinghouse do to “restore confidence” in bank
money?

Facing runs, there was suspension of convertibility. Then the clearinghouse
issued “clearinghouse loan certificates,” effectively private money which was the
joint liability of the member banks. Borrowers’ identities were kept secret. Also,
bank checks certified “Only Payable through the Clearinghouse” also operated
as joint liabilities. Effectively, the member banks became a single institution, a
large single diversified bank, meaning that debt holders did not need to worry
about whether their individual bank was insolvent. The transformation of the
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member banks into a single institution, issuing joint liabilities and consequently
only revealing aggregate information, was truly remarkable.

During the suspension period, a new market opened to reveal the risk that
the clearinghouse was insolvent. This was the market for cash in terms of certi-
fied checks. Newspapers reported the currency premia on certified checks, that
is, the dollar value of certified checks that had to be paid for a dollar of cash.
For example, a 3 percent currency premium meant that it took $1.03 dollars of
checks to buy a dollar of currency. This is akin to the private bank note discounts,
but now applied to the banking system (particularly since the large banks inNew
York City were effectively the banking system). In other words, an informative
newmarket was created during crises, but one that revealed the risk of the entire
banking system, not the risk of individual banks. When the currency premium
reached zero, the crisis ended. See Gorton and Tallman (2014).

How did the institution of the clearinghouse work? In the third chapter of
my PhD thesis, rewritten with Lixin Huang, “Bank Panics and the Endogeneity
of Central Banking” (2006; chapter 10), we theoretically argue that when the
dominant form of bank money is checks, private bank clearinghouses necessar-
ily form and take on a central banking role in a banking systemwithmany banks.
And, importantly, during a panic the clearinghouse member banks join together
to act as a single bank. This coalition of banks must be incentive-compatible
which requires that banks monitor each other during normal times. Each bank
knows that there is the possibility of a bank run in the future. Then, in order to
keep themselves from being liquidated, the banks would have to act as one. Fore-
seeing this, the banks had incentives tomutually monitor in advance of the panic
so that, as a group, they would be strong enough to survive and recreate con-
fidence. The effect of forming a coalition when there is a run is informational.
In response to the news shock causing the run, the coalition forms into a single
bank portfolio, diversifying the risk that any individual bank is insolvent.

But, this also meant that clearinghouses could not prevent panics. In order
to have incentives to mutually monitor, depositors had to monitor the banks
periodically, that is, run on the banks to see if the coalition was, in fact strong.
Since panics are costly, it would be best to avoid them altogether, which requires
a central bank or deposit insurance.

We also showed that the industrial organization of the banking system is crit-
ical to the efficiency of dealing with banking panics. The most efficient banking
system is one with a few large banks—ironically given the to-do about “too-
big-to-fail.” When there are many small banks, the clearinghouse system can
approximate this. Over time, the industrial organization of a banking system can
change, with new forms of financial institutions and new forms of money. These
new institutionsmay not be regulated institutions.

Clearinghouses no longer deal with financial crises; governments and central
banks have taken over this role. And, governments have taken over the role of
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examining and regulating banks to discipline them. The idea is that government
institutions, with credible discount windows that are always available and with
strict bank examinations, can do what private clearinghouses cannot do, prevent
banking panics. Government institutions can create confidence that the money
will always be there. Clearly, things have not always worked out this way and
there are financial crises, with the government or central bank responding with
bank bailouts.

Why do governments or central banks bailout private banks occur during
crises? In the recent crisis several large firms were bailed out, notably Bear
Stearns and AIG. These bailouts of banks were not popular and led, in part, to
the anti-banker backlash. In a crisis, the banking system is insolvent in the sense
that no bank can honor its short-term debt. The question is whether the govern-
ment or central bank should simply let the systembe liquidated (“resolved” is the
current euphemism). Bailouts in one form or another are inevitably the response
of governments and central banks to crisis. No country has ever (intentionally)
liquidated its banking system in a crisis. Prior to the Federal Reserve System, pri-
vate banks bailed out clearinghouse members that were in trouble (see Gorton
and Tallman 2014). In other words, it is not just governments that bailout banks
in a crises.15 This is very important to note because itmeans that bailouts are not
obviously mistakes of governments, creating “too-big-to-fail” problems.

If banks get into trouble, as in a crisis when they cannot honor all the demands
for cash, other investors should enter the market and buy these banks. It is a
buying opportunity. For example, Bear Stearns’ stock price was $133.30 the year
before it was purchased at $10.00 per share. And therewere some such purchases
in the recent crisis. JPMorgan bought Bear Stearns andWashingtonMutual, but
with assistance from the government. Bank of America absorbed Merrill Lynch
and Wells Fargo absorbed Wachovia. Barclays might have purchased Lehman,
but in the end did not. However, the assets of the banking system are simply too
large for private agents to buy, even at rock bottom prices. One only needs to
look at the list of firms that received money under the government’s Troubled
Assets Relief Program and under the Federal Reserve’s Term Auction Facility,
the Primary Dealers’ Credit Facility and Term Securities Lending Facility, not
to mention the guarantee of all money market funds by the U.S. Treasury.16

In a financial crisis the whole financial system is teetering on the brink. The
basic problem is that when the entire banking system needs to be sold, most
resources in the economy are tied up in longer term projects and so are not avail-
able. Then there will be too little cash in the market, so even if the prices of firms

15. I also discuss this in Misunderstanding Financial Crises (Oxford: Oxford University Press,
2012).

16. Grossman (2010, chapter 4) reviews the history of bank bailouts.
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up for sale fall, it may still be too much for the private sector to absorb, as with
the case of AIG, for example. This is thematuritymismatch problem emphasized
by Diamond and Dybvig (1983). In their model the problem is that consumers
may want to withdraw from the bank before the banks long-term investments
have reached fruition. If everyone does this, then the bank does not have the
money, as Newfang and Roosevelt explained above.

In “Liquidity, Efficiency, and Bank Bailouts” (2004; chapter 11), LixinHuang
and I studied the role of the central bank when there is a systemic problem with
the banking system. The question we address is why governments or central
banks should, in fact, bail out their banking systems when there is a crisis. The
reason that banking systems are bailed out is because of their role in the real
economy. In our paper, there is a realistic link between the real economy and
the banks. Banks lend to firms. If their borrowers get into trouble, the banksmay
have an incentive to simply roll over the borrowers’ loans, for example. Banks
should renegotiate the loans or liquidate the borrowers, but doing that has a
negative knock-on effect for the bank then their bank may get into trouble, so
the bankmay want to avoid this. Caballero, Hoshi, and Kashyap (2008) showed
that this happened in Japan. The problem arises when all the banks in the econ-
omy essentially face this problem, that is, it is a systemic problem. Then there is
a role for the government because the problem is too large for the private sector
to cope with.

Basically, Huang and I show that the assets of the banking system can only be
purchased by the central bank. It is simply not efficient for private agents to hold
enough liquidity so that they are prepared to buy the assets of the banking sys-
tem in a crisis. Think of it this way. In the recent crisis, about three trillion dollars
of assets needed to be sold by financial institutions to meet their short-term debt
obligations. The resulting fire sale prices were a buying opportunity for private
agents. But, private agents did not have three trillion dollars readily available and
so, in the end, the Federal Reserve System purchased two trillion dollars’ worth
and commercial banks and hedge funds purchased, roughly, a trillion.17 Only
the government can create “liquidity” in large amounts in a short time. The gov-
ernment can issue a security (a Treasury bill or money) and bailout the banking
system and support this by taxation in the future. The government is special in
this sense, a fact noted by many others (see, e.g., Holmström and Tirole 1998).

“Liquidity, Efficiency, and Bank Bailouts” does not explain systemic financial
crises, but focuses on why there are bailouts if there is a crisis. In the paper the
private sector could be prepared to bailout banks by holding enough short-term
assets (cash). But, it is very costly for society to hold so much cash that it is
in a position to buy the assets of the banking system, should there be a crisis.

17. These numbers are fromHe, Khang, and Krishnamurthy (2010).
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Most resources should be invested in the real economy. But, then these assets
are illiquid—the maturity mismatch problem that Diamond and Dybvig (1980)
highlight. In their model it is not best for each person to simply hold the short-
term goods. It is better to invest in the long-term project. This is why the idea of
having banks only hold short-term loans is not good.

Aside from producing debt for trade, banks have some other activities on the
asset-side of their balance sheets. Banks make loans and loans are not the same
as corporate bonds that a firm might issue. There is a fair amount of empirical
evidence suggesting that loans are different from bonds (e.g., Lummer 1989 and
James 1987). How are loans different? There is a large literature on this, which
includes addressing bank–borrower relationships that endure because of what
the lenders learn over time about borrowers. There are also studies of the infor-
mation content of bank loan covenants. But, a very important feature of bank
loans is that they can be more easily renegotiated (see Gilson, Lang, and John
1990). Unlike bonds, which are sold to many different investors, a bank loan has
a single (or lead) lender. A single lender allows for renegotiation with borrowers,
one-on-one. A loan, on average, in the United States, is renegotiated every eight
months, which amounts to four times during the length of the loan, on average
(see Roberts 2012).

In “The Design of Bank Loan Contracts” (written with James Kahn, 2000;
chapter 12), we examine loan pricing and design, given that loans are easier to
renegotiate. The incentives of each side to the loan contract are not aligned nec-
essarily when there is some observable, but nonverifiable news that arrives about
the borrower’s future returns. If the news is bad, the borrower might engage in
addingmore risk to the project to gamble for resurrection (amoral hazard). The
lending bank might try to extract more from the borrower in the renegotiation
if it is able to (another moral hazard). We study this two-sided moral hazard
problem.

We show that many features of bank loan contracts emerge endogenously in
the model, for example, bank covenants that are tighter than those in bond con-
tracts, the seniority of the bank loan, an option for the bank to liquidate at any
time (due to tight loan covenants), and most important, that the loan rate is
not set to price risk but to minimize subsequent renegotiation costs. The loan
interest rate is set to try to mitigate the two-sided moral hazard. As a result, rene-
gotiated interest rates are not monotonic in borrower quality. After the loan has
been signed, the news arrives. A borrower receiving good news will not add risk
to the project, and the loan interest rate does not change. If the news is neither
good nor bad, the bank may lower the interest rate to prevent risk from being
added. And, if bad news arrives so that there is no way for the bank to prevent
the borrower from adding risk, then the bank tries to help itself by extracting a
higher interest rate.
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If renegotiation is a desirable feature of loans, and if there are conflicts because
of the two moral hazard problems, perhaps there is some other way to mitigate
these conflicts. Maybe the bank should own equity in the borrower. Owning
stock in the borrower has two potential effects. First, the bank may be able to
prevent management from taking risks (to gamble in order to increase the value
of the equity) in the face of bad news. The bank would have an incentive to pre-
vent this to protect its loan. Second, and more generally, when managers are
entrenched andmake decisions in their own interests, and not the interests of the
shareholders, outside blockholders of the firm’s stock canmitigate this problem.
Banks may also play this role andmay be better than nonbank blockholders.

Many banks around the world hold large equity stakes in their borrowers.
Ownership of equity stakes in firms by banks is prohibited in the United States
but is quite common in countries with universal banks, like Germany. In “Uni-
versal Banking and the Performance of German Firms” (with Frank Schmid,
2000; chapter 13), we collected data to examine German universal banking,
an alternative way to organize a financial system. Germany is not so stock
market–centered. We empirically study how German banks affect the perfor-
mance of German firms in which they hold equity stakes. Do they behave
opportunistically, reducing firm value, or do they add value?

In the United States, corporate governance emanates from the one share–one
vote system. Control rights through votes related to equity aremore complicated
in Germany. Nonbank equity blockholders’ voting may be restricted. There is
also codetermination for large firms; this legal requirement requires that super-
visory boards of directors have one-third or one-half employee representation.
In short, there is no direct link between cash flow rights and control rights.18

Thus, while nonbank blockholding is widespread in Germany, and bank block-
holding is not extensive, still banks have enormous power. We found that firm
performance improves to the extent that banks have control rights. And, banks
improve firm performance by more than nonbank blockholders.19 This is some
evidence that alternative corporate governance systems work coherently, but it
does not compare the efficiency of financial systems, an interesting but difficult
task.20

18. Frank Schmid and I looked at German codetermination in “Capital, Labor, and the Firm:
A Study of German Codetermination,” Journal of the European Economic Association 2, no. 5
(September 2004): 864–905.

19. In “Stock Market Efficiency and Economic Efficiency: Is There a Connection?” Journal of
Finance 52, no. 3 (July 1997): 1087–130, James Dow and I discuss how a bank can replicate a
stock market in allocating resources, but based on internal information flows rather than through
an efficient stock market.

20. These issues are discussed by Allen and Gale (1995).
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Banks are opaque and this is why they are regulated and examined (see Dang
et al. 2014). With clearinghouses, banks examined members and knew a lot
about each other, although this was kept confidential. In the United States since
the Federal Reserve System came into existence in 1914, banks are regulated
and examined by the Fed, the Comptroller of the Currency, the Federal Deposit
Insurance Corporation (since 1934), and state regulatory authorities. With
clearinghouses, the examining member banks knew about each other, although
this information was not public. But, lack of public information about banks
means that banks do not knowmuch about each other. For example, a bank does
not know about the borrowers of other banks or what other banks are charging
on their loans. So, how do banks compete? I come to this question below, but
first we take a detour into credit crunches.

Banks have underwriting criteria—lending standards—for determining
whether a prospective borrower will be granted a loan. Could changing lend-
ing standards affect macroeconomic activity? One possibleway is through credit
crunches, events in which banks reduce the amount of lending, not because loans
are not demanded but for some other reason. As Ben Bernanke and Cara Lown
(1991) point out, “there . . . still is a notable lack of consensus about the impor-
tance of a credit crunch” (p. 205). In fact, it is not clear that there have been
credit crunches, partly because it is hard to distinguish between bank loan supply
and bank loan demand. Is it that no onewants to borrow (demand) or that banks
do not want to lend (supply)? Bernanke and Lown looked at a credit crunch
emanating from the banking sector due to a possible shortage of bank equity
capital, so that banks potentially supplied fewer loans. They show the effects of
lower bank capital are small. In fact, the literature overall on credit crunches has
focused on changes in bank capital, with mixed, mostly weak, results.

Perhaps credit crunches are more subtle and not just driven by bank capital
changes, but to the way in which banks compete. In “Bank Credit Cycles” (with
Ping He, 2008; chapter 14), we take a different approach to credit crunches.21

We do not focus on bank capital, but on the unique way in which banks com-
pete, since banks are opaque even to each other, in particular, on how banks
screen possible borrowers when in competition with other banks. Lending cri-
teria amount to producing information about prospective borrowers, screening
out bad risks and lending to good risks, by producing information about the
potential borrowers. It is costly to produce information about prospective bor-
rowers. A bank could hire better loan officers, let them take longer to study the
borrower, provide more detailed information, and so on. Or, a bank could cut
costs and just do a minimum amount of work. The problem for banks is that
their competitors are also choosing the quality of the information to produce

21. Holmström and Tirole (1997) is yet another approach to thinking about credit crunches.
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about borrowers. In the paper we write: “Banks produce private information
about their borrowers, but they do not know how much information rival banks
are producing. The information opaqueness affects competition for borrowers
in that rivals can produce information with different precision. This causes the
imperfect competition in banking to take a different form from other industries.”
If rivals spend more on screening prospective borrowers, then they will get the
good borrowers, leaving rivals with a pool of potential borrowers that has been
adversely selected; the remaining pool is of lower quality on average.

In an oligopolistic setting, banks may want to save money by not being very
precise about screening, that is, have low lending standards. But then to avoid
adverse selection rival banks must also have low lending standards. Ping He and
I considered an infinitely repeated game between two banks. The banks tacitly
collude to produce only a baseline amount of information, not producing more
because that is costly; they have low lending standards to save on costs. The
banks expect to have the same average profits and the same average losses on
loans. But this does not always turn out to be the case because of randomness;
some loans inevitably default. Suppose one bank has bad luck and has a lot of
defaults in its loan portfolio; and that bank observes that its rival has done better,
having fewer defaults. The bank may then believe that the rival has increased
lending standards, leaving it with a lower quality pool of borrowers. If a bank
believes that the rival is deviating from an equilibrium in which they have tacitly
coordinated not to expend a lot on screening, then both banks (all large banks in
the system) raise their lending standards, causing a credit crunch.

In other words, even if all banks are tacitly colluding to produce only the low
cost amount of information, still it can happen that all banks switch to producing
much more information. If banks switch to higher lending standards, then this
results in some borrowers who were getting loans before not getting loans now,
a credit crunch. This is an endogenous credit crunch that affects the amount of
borrowing in the economy. And, it is due to how banks compete with each other
because banks are opaque.

If that were the end of the paper, it might be viewed as a clever theory paper
(because banks are competing and colluding on lending standards). But, is the
channel for credit crunches that we identified important in reality? We went on
to test themodel, and that is the important part of “BankCredit Cycles.” Testing
this type ofmodel (an infinitely repeated game) is very difficult.Our tests are not
like the usual tests based on structural models. Our approach is the same as the
approach I took in “Banking Panics and Business Cycles,” namely, to guess the
information that banks use to form beliefs or expectations. What information do
banks use to update their beliefs about rivals that can cause a credit crunch when
the rival’s results are better?

The only information about rivals that a U.S. bank, or anyone else, sees comes
from the data the banks report to the bank regulators, the Comptroller of the
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Currency’s Call Reports in the United States. Call Report data on all banks is
announced publicly on certain prespecified dates. We hypothesized that at those
dates banks look at rivals’ results using these data, form beliefs, and subsequently
act on those beliefs. By looking at future bank loan performance, we could detect,
on average, whether banks responded to what they saw in the data. We con-
struct and examine indices of bank loan loss performance differences. If these
differences increase, and banks switch from a low screening equilibrium to a high
screening equilibrium, then subsequently banks should lend less and increase the
quality of loans, resulting in lower loan losses and reduced profitability. We first
looked atU.S. credit card lending and then at commercial and industrial loans. In
both cases, the results were consistent with the model, much to our amazement.

If such endogenous credit crunches occur, then this is not a risk that can be
hedged; it is a macroeconomic risk for the economy, and more so for small bor-
rowers which have nowhere else to raise money. As such, this risk should be
priced, that is, stock returns should reflect this risk, stock returns of nonfinancial
firms. In an asset pricing context we form a mimicking portfolio for our param-
eterization of banks’ credit histories and show that this is a priced factor. This
factor is significant in explaining the stock returns of small nonfinancial firms
(who mostly only borrow from banks) and for all sizes of banks (with traded
stock). The way in which banks compete can affect the macroeconomy.

In the 1980s, U.S. banks became unprofitable due to competition frommoney
market funds and junk bonds.22 With competition from nonbanks, bank char-
ter values fell.23 Bank failures rose and a merger wave broke out.24 “Charter
value” refers to the intangible benefits from being a regulated bank, largely the
monopoly profits from entry restrictions. What explains the rise in bank fail-
ures? The explanation for this that was put forward was that fixed-rate deposit
insurance creates an incentive for banks to take on risk: moral hazard (see Kee-
ley 1990). “Moral hazard” refers to the tendency of banks to take excessive risk
because their deposits are insured, so the interest rate they pay on the deposits
does not increase with risk. Part of the response of banks was to find new profit
opportunities. For example, banks significantly increased commercial real estate
lending. And banks increased their risk. Whether the increase in risk and bank

22. See “Money Market Funds and Finance Companies: Are They the Banks of the Future?”
written with George Pennacchi, in Structural Change in Banking, edited by Michael Klausner and
Lawrence White (Homewood, IL: Irwin Publishing, 1993).

23. Gorton andWinton (2003) survey the large literature related to moral hazard and the decline
in charter value.

24. Merger waves are analyzed in a paper I wrote with Matthias Kahl and Richard Rosen, “Eat-
or-be-Eaten: A Theory of Mergers and Merger Waves,” Journal of Finance 64, no. 3 (June 2009):
1291–344.
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failures was due tomoral hazard or someother cause is a very important question
in banking.

In “Corporate Control, Portfolio Choice, and the Decline of Banking” (joint
with Richard Rosen, 1995; chapter 15), we argue that managerial entrenchment
played amuchmore important role thanmoral hazard. “Entrenched”means that
the managers own enough of the bank’s stock to fend off outside shareholders’
monitoring of their behavior, but not enough stock to want to maximize the
value of the stock. Instead they engage in non-maximizing behavior. Entrenched
managers maximize private benefits, returns that accrue to them but not to
other stockholders. For example, David Yermack (2006) found that CEOs at
companies that allow personal use of company planes underperform market
benchmarks by more than 4 percent annually. Entrenched managers can earn
private benefits of control. But, if the bank managers do not own enough stock
to fend off outsiders, then they take lower amounts of risk and maximize profits.
The same is true in cases where managers own a lot of stock. They too prefer
to maximize the value of the stock and not take on inefficient risk. Thus, there
is a trade-off between the private benefits of control and rewards of ownership
which is complicated by being nonlinear. The relationship between ownership
share and risk-taking is an inverse U-shaped function in theory. Because of
this theorized nonlinearity, we tested this model with semi-parametric meth-
ods and found that managerial entrenchment rather than moral hazard was the
explanation in this case.

There are important implications of this work. First, during the period from
1934 to the mid-1980s, there were few bank failures. This is because charter
value was high. There was no moral hazard problem due to deposit insurance
not being priced correctly. When charter value decreased starting in the mid-
1980s, bank failures also started to increase. Our results mean that the corporate
governance of banks is a particularly important issue when bank charter value is
low. The problem is not deposit insurance.

Reduced bank profitability spurred financial innovation in banking during the
1990s. This innovation opened new markets for banks to sell their loans, rather
than hold them passively on their balance sheets. In several papers I, together
with co-authors, looked at different forms of financial innovation in banking,
innovations that later would later grow to become very, very significant.

One innovation was loan sales. Banks began to sell commercial and industrial
loans, loans made to firms, in large quantities in the 1990s. In “Banks and Loan
Sales: Marketing Non-Marketable Assets” (1995; chapter 16), George Pennac-
chi and I analyzed this phenomenon. Loan sales are not supposed to happen
according to existing banking theory. If banks can sell loans, then they have no
incentive to screen ormonitor borrowers so noonewouldbuy the loans, goes the
argument. With the changes in the 1980s, bank funding costs rose and it became
profitable to sell loans. How is this incentive-compatible? In other words, why
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would anyone buy a loan?We empirically explored two channels. First, the bank
can retain a junior position in the loan, and second the bank can offer an implicit
guarantee. We looked at a unique data set of 872 loan sales and found evidence
consistent with both channels in operation.25

But, the contract used to sell loans does not include a provision requiring the
bank to retain part of the loan, so the contract must be implicit. Loan sales, and
securitization discussed below, are two more examples that are related to Dou-
glasDiamond’s reputation acquisitionmodel, discussed above. As with free bank
notes, if over time lenders can discriminate between bank types, it becomesmore
costly for a bank to misbehave. With loan sales, why don’t banks sell their bad
loans or securitize their bad loans? In the beginning, buyers of loans were very
concerned about this and “required” that banks hold a junior piece of the loan,
for example. But, over time as the lenders discriminated between banks based
on their histories, there was a stronger incentive not to do this. Unfortunately,
unlike in the Free Banking Era, there is no data available to test this for the mod-
ern examples. It is worth emphasizing that studying the Free Banking Era is not
some arcane exercise. We can see Diamond’s mechanism at work there, so it
is reasonable to think the same mechanism could be working in other markets,
although we do not have the data to test it.

Securitization, the process of issuing bonds backed by portfolios of bank
loans, was another innovation. The resulting bonds are called “asset-backed
securities” (ABS).26 Securitization prior to the financial crisis was a very large
and enormously important market. It started to become very significant in the
1990s and became a global market. Many countries adopted laws allowing for a
legal entity that was tax neutral to facilitate securitization. Securitization involves
setting up a special purpose vehicle (SPV) which issues bonds (asset-backed
securities (ABS)) stratified by seniority and uses the proceeds to buy a loan
portfolio. In “Special Purpose Vehicles and Securitization” (2006; chapter 17),
Nicholas Souleles and I investigated securitization. This was another very labor-
intensive data collecting and organizing project, which involved merging two
Moody’s data sets, without matching identifiers.

We wrote the paper as a primer on securitization, hoping that economists
would become interested in the topic. They did, but only after the financial cri-
sis, with a few exceptions. In the paper we ask: What is the source of value to
selling loans off-balance sheet? What features of a special purpose vehicle are

25. Also, see “Are Loan Sales Really Off-Balance Sheet?” written with George Pennacchi, Journal
of Accounting, Auditing and Finance 4, no. 2 (Spring 1989): 125–45.

26. I include in this general term residential mortgage-backed securities, commercial mortgage-
backed securities, as well as securitizations of nonmortgage asset classes, like credit card receiv-
ables, auto loans, student loans, and so on.
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important? And, do investors in the ABS expect that the sponsors (the firms
originating the loans) will bail out their SPVs if the loan portfolio suffers prob-
lems? In other words, the last question asks whether there are implicit guarantees
that are priced by investors.27 These questions relate to the general issue of how
securitization can be incentive-compatible. The institutional details are impor-
tant here, in particular, the details concerning the fact that SPVs can effectively
not go bankrupt. This means that the costs of issuing debt off-balance sheet
would be lower, ceteris paribus, for risky firms.28 Since that paper was written,
securitization has grown to essentially include all large financial firms.

Using the data set of credit card securitizations, we showed empirically that
riskier firms engage in more securitization; they are less likely to have income so
losing the tax advantage of on-balance sheet debt is less important for them.This
is less likely today as ABS issuers have acquired reputations, so the office balance
sheet interest rates on the ABS are lower, I conjecture. More importantly, we
showed evidence that investors implicitly price the implicit guarantee to rescue
the SPV if need be. Investors in ABS ask for a risk premium for sponsors who are
relatively more risky, because there is a higher chance that they will be insolvent
when their SPV needs to be bailed out.

The changes in banking involving loan sales and securitization as responses to
the decline of traditional banking were concomitant with a number of important
global changes in finance. Global financial markets have become increasingly
dominated by institutional investors—asset managers, pension funds, sovereign
wealth funds, money market funds, and other banks—managing trillions of
dollars. These investors andnonfinancial institutions developed a need for some-
thing like a checking account to savemoney and earn interest over a short period
of time. It had to be set up for a short period of time because these entities might
need access to themoney. Furthermore, themechanism for saving had to be safe.
But, there are no government-insured checking accounts for this type of deposi-
tor. There is a low limit on what is covered by insurance at banks. This led to the
growth of sale and repurchase agreements (“repo”) and asset-backed commer-
cial paper (ABCP). In repo the depositor receives collateral from the borrowing
bank, which is returned when the repo matures, which is usually overnight or
a few days. ABCP is short-term debt issued by a special purpose vehicle that
holds a portfolio of asset-backed securities. Repo and ABCP came to be called
the “shadow banking” system. The shadow banking system grew, that is a bank-
ing system in which large entities “deposited” money with dealer banks (the old
investment banks) overnight for interest.

27. Indeed, during the financial crisis many banks did effectively guarantee their SPVs.

28. The tax advantage of the debt shield on interest costs, however, is lost when financing off-
balance sheet.
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These changes led to a demand for privately produced “safe debt” to use as
collateral. “Safe debt” is what Pennacchi and I were talking about in “Financial
Intermediaries and Liquidity Creation.” In the 2000s, it was widely held that
there was a shortage of collateral. Large amounts of U.S. government debt and
agency bonds (issued by Fannie Mae and Freddie Mac) were held abroad, in
China and the oil-producing countries, in particular.29 For example, in 2001, the
Bank for International Settlements noted this looming problem:

With growth of collateral use so rapid, concern has been expressed that
it could outstrip the growth of the effective supply of these preferred
assets.. . .The increase in collateralized transactions has occurred while the
supply of collateral with inherently low credit and liquidity risks has not
kept pace. Securities markets continue to grow, but many major govern-
ment bond markets are expanding only slowly or even contracting. The
latter phenomenon was particularly evident in the United States in the
second half of the 1990s. (p. 2)

Securitization grew as a response to the global demand for safe debt.
But, how could ABS be safe? In order for checks to circulate at par prior to

deposit insurance, it was important that the markets for bank stock be illiquid,
so the prices would not reveal information. How is information leakage stopped
in shadow banking? ABS has several features that make it suitable for collateral.
These features, reminiscent of the information environment created for demand
deposits 150 years ago, make ABS opaque and hence the short-term debt that
they back can trade at par. First, a securitization deal involves the issue of mostly
AAA-rated debt, about 85 percent of the bonds issued that are linked to a specific
portfolio are AAA. Junior to the AAA-rated debt are the lower rated bonds. But,
importantly, there is no equity piece that is traded publicly; the equity is held by
the originator (in various forms). Thus, there is no information revealed about
the loans in the ABS backing the short-term debt. Second, the loan portfolios
chosen for securitization transactions are homogeneous, that is, all credit card
receivables or all primemortgages, for example. Asset classes are never mixed. If
asset classes weremixed, the correlation between the performances of these asset
classes would be important and would create an incentive to produce informa-
tion about the ABS. But, then the repo and asset-backed commercial paper could
not function as money. Securitization is not about diversification; it is about the
creation of collateral.

29. See Carol Bertaut, Laurie Pounder DeMarco, Steve Kamin, and Ralph Tyron (2011), “ABS
Inflows to the United States and the Global Financial Crisis,” Board of Governors of the Federal
Reserve System, International Finance Discussion Papers, No. 1928.
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Hence, on the supply side, securitization helped banks recover their prof-
itability, while on the demand side, repo and ABCP grew, needing collateral.
There was a growing supply of privately produced collateral that could be used
as backing for these instruments. These issues are discussed further in Gorton
andMetrick (2013).

The growth of repo andABCP did not replace checks as the dominant form of
bank money, since it involved a completely different clientele. Repo and ABCP
became the way in which large institutions could obtain a safe way to store value,
while earning interest. The growth of thesemarkets was an outcome of the trans-
formation of global financial markets into markets dominated by large players
(asset managers, pension funds, sovereign wealth funds, money market funds,
and other banks). This banking system, which again came to be called “shadow
banking,” was where the bank run occurred in the recent financial crisis. As I
noted above, this crisis was particularly hard to understand because it was not
observed by outsiders and because a conceptual basis for understanding it was
lacking for those insiders who saw it. I confronted the problem of explaining
the crisis to a wide nonacademic audience when I was asked to appear before
the Financial Crisis Inquiry Commission (FCIC), a 10-person committee that
had been appointed to investigate the causes of the 2007–2008 financial crisis.
In “Q&A about the Crisis” (chapter 18), a short essay, I tried to offer an easily
digestible explanation of the crisis.

Thefirst question about the financial crisis that I addressed in “Q&Aabout the
Crisis” is “What happened?” I start the answer this way: “This question, though
the most basic and fundamental of all, seems very difficult for most people to
answer.” This seems to me to remain the case; most people cannot give a coher-
ent answer. The dominant narrative is: “Greedy, immoral bankers created toxic
assets which they sold to unsuspecting investors who relied on fraudulent credit
ratings.” This is not an explanation. For example, it does not explain why the
United States did not experience a financial crisis between 1934 and 2007. In
“Q&A about the Crisis,” I suggested that an “explanation” of the financial crisis
satisfy three criteria. The point of articulating these criteria was to raise the level
of the conversation about the financial crisis. In this regard, I failed miserably.

But, in the economics profession affairs appear a bit different. The financial
crisis of 2007–2008 alerted economists to the fact that such crises are not so rare
(that they can be ignored), though perhaps infrequent. Yet, it is not only finan-
cial crises that are not rare. Credit booms are also not rare.30 Financial crises
are often preceded by credit booms; growth in credit prior to the crisis is the
best predictor of the likelihood of crisis. So, a theory of crises should incorporate

30. In “Crises and Productivity in Good Booms and Bad Booms,” Guillermo Ordoñez and I
looked at 34 countries over 50 years and found that of the 1,700 years in the sample, 1,001 were
spent in credit booms. Over 50 years, on average, a country spends 20.4 years in a boom.
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credit booms.Macromodels should be able to generate credit booms and crises.
Also, current theories of crises are very unsatisfactory, not only because there is
no credit boom, but because they posit that the crisis is the result of a “big shock.”
In “Collateral Crises” (2014; chapter 19), Guillermo Ordoñez and I present a
theory of credit booms thatmight end in crisis, without resorting to a “big shock.”
This paper is based on the micro foundations of Holmström (2009, 2012) and
Dang, Gorton, andHolmström (2013).

In the paper, we abstract fromfinancial intermediaries and look at households
lending directly to firms (banks do not stand between them). The loans must
be collateralized. We had in mind a contract like repo backed by ABS as col-
lateral. The quality of the collateral is not known, but it can be determined by
producing information at a cost. It is not optimal for agents in the economy to
produce information every period. They know the average quality of collateral.
If information is not produced, then over time the perceived quality of all collat-
eral starts to (rationally) look the same. As a result, more and more collateral is
seen as being of (relatively high) average quality (while in reality there is still the
same amounts of good and bad collateral), andmore andmore firms can borrow.
Output and consumption rise in this credit boom. Everyone is happy.

In fact, the best outcomewould be if no one ever produced information about
the collateral. Then output and consumption would be at their highest levels.
To approximate this, private agents will choose as collateral securities which are
most likely to retain value andwhich are very hard to produce information about,
securities likemortgage-backed securities, which are linked to land and relatively
complex. Complex, privately produced, securities are best for collateral when
there are not enough government securities available.

In this setting the effect of a given sized shock depends on the length of the
credit boom. The longer the boom, themore bad collateral is being used, though
which collateral is bad is not known. A bad news shock of a given size may
have one of three effects. Nothing may happen, because the boom has not been
protracted. Or, there could be a credit crunch in which firms scale back their bor-
rowing to prevent information from being produced if the boom lasts longer, a
credit crunch. Or, a longer boom ends in a crisis and information is produced.
In both of these latter cases, output and consumption go down, more when
information is produced.

The crisis in this setting is an information event. It is not optimal for every-
one to produce information about collateral all the time, but only on occasion.
Informationmay be produced in response to the bad news. One point the paper
makes is that the crisis is not the result of an exogenous “big shock.” In our paper
shock size is fixed. And, then when it arrives, the size of the affect varies for a
given shock size, as explained above.

The information event in “Collateral Crises” is the same as that inHolmström
(2009, 2012) and Dang, Gorton, and Holmström (2013), since it is based on
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ideas in those papers. What is added in “Collateral Crises” are the dynamics
of learning or forgetting about collateral value. Over time, when information
is not produced, there is a credit boom and the economy is increasingly frag-
ile. Another important point is that systemic fragility is endogenous. Fragility
builds up during the boom; there are not exogenous “tail events” that resemble
big earthquakes.

The financial crisis has caused rethinking about financial intermediation the-
ory and macroeconomics. In “Some Thoughts on the Recent Financial Crisis”
(2014; chapter 20), I muse about these issues, some of which are clear (at least
tome) andmany of the issues need further research. The paper summarizes a lot
of the themes of the other papers in this volume.

Why does any of this matter? Financial crises are devastatingly costly in
human and economic terms. After each crisis, some “reforms” are made, simi-
lar to the Dodd-Frank Act (2010) in that they are believed to have solved the
problem. “It had for many years been a cardinal doctrine, in American banking
circles, that a panic like those of 1893 and 1873 would never again be witnessed
in this country. The ground for this belief lay in the phenomenal increase of our
economic strength” (Noyes 1909, p. 363, discussing the Panic of 1907). And
then another one happens.

Another book entitled “The Maze of Banking” was published in 1863.31 The
author was “ADepositor.”Here is the opening sentence of the book: “Study and
research having inveigled us into the labyrinth of Banking and Banking Laws,
the following Treatise shows how we have been ‘in endless mazes of lost’.” In
the conclusion, ADepositor is not optimistic: “Panics, unfortunately, will come”
(p. 63). One hundred and fifty years later, I would like to think we have made
some progress. I hope the papers in this volume show that, perhaps pleasing
A Depositor.
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Financial Intermediaries and
Liquidity Creation

GARY B. GORTON AND GEORGE PENNACCHI* �

A widely held view is that the investor of modest means is at a disadvantage
relative to large investors. This popular perception, dating from at least the
early 19th century, has it that the small, unsophisticated investor—“the farmer,
mechanic, and the laborer”—is least equipped to acquire information and is
most often victimized by having to trade with better informed agents. U.S.
history is repeatedly marked by incidents of real or imagined insider shenani-
gans and resulting popular initiatives against the “money trusts” and the “robber
barons.” This view is responsible formany institutions, e.g., theSEC antitrust leg-
islation, and various forms of taxation. This argument has also influenced bank
regulation where it has been used to justify government provision of deposit
insurance as a matter of public policy.

The notion that informed agents can exploit uninformed agents has received
some support from Kyle (1985) and Grinblatt and Ross (1985). They show
that insiders can systematically benefit at the expense of uninformed traders
when prices are not fully revealing. However, in these models the uninformed
traders, called noise traders, are nonoptimizing agents; they simply trade and
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Garn Institute Conference on Federal Deposit Insurance and the Structure of Financial Markets,
the 1988Winter Econometric SocietyMeetings, and the Federal Reserve Bank of Richmond were
greatly appreciated. The first author thanks the NSF for financial support through #SES-8618130.
Errors remain the authors’.
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lose money. If informed agents can, somehow, systematically take advantage of
uninformed agents, then it seems clear that the uninformed agents would be
motivated to respond, possibly creating alternative mechanisms. In this essay
we investigate whether financial institutions and security contracts will endoge-
nously arise as a response to problems faced by uniformed investors with a need
to transact. In particular, we ask whether there are a variety of solutions and
whether government interventionmight be a necessary feature of any of them.

We first consider an environment that is similar in spirit to the above tra-
ditional notion that investors might need to trade in markets where better
informed agents are present. The uninformed agents in our model have uncer-
tain consumption preferences but are optimizing agents. Like the previous
research, we show that the informed agents may exploit the uninformed, even
though here they are optimizing. However, this result holds only when certain
contractual responses by the uninformed agents are precluded.We go on to con-
sider how the uniformed agents would respond in order to protect themselves
from losses to the insiders.

The central idea of the paper is that trading losses associated with informa-
tion asymmetries can be mitigated by designing securities which split the cash
flows of underlying assets. These new securities have the characteristic that they
can be valued independently of the possible information known only by the
informed. By using these securities for transactions purposes, the uninformed
can protect themselves.While our focus is on trading contexts, Myers andMajluf
(1984) have considered a related problem in corporate finance. When firmman-
agers have inside information, the firmmay face a lemons market in issuing new
equity.1 However, they show that, if a firm can issue default-free debt, then the
firm does not have to pay a premium to outside investors. One conclusion of our
paper, as discussed below, is that firms would be motivated to issue default-free
debt even if there were no information asymmetries at the new issue date.

By focusing on information asymmetries within a trading context, we can
develop a notion of a security’s “liquidity.” A liquid security has the character-
istic that it can be traded by uninformed agents, without loss to insiders. We
show how intermediation can create liquidity by splitting the cash flows of the
underlying assets that they hold. By issuing debt and equity securities against
their risky portfolios, intermediaries can attract informed agents to hold equity
and uninformed agents to hold debt which they then use for trading purposes.
The idea that intermediaries can alleviate the problem of trading against insiders
provides a foundation for the demand for a medium of exchange such as money,
which is often simply assumed inmanymonetarymodels (e.g., a cash-in-advance
constraint).

1. Rock (1986) considers a similar problem.
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Thus, we provide an argument for the existence of intermediation which is
distinct from the previous literature. Recent research on the existence of inter-
mediaries can be broadly divided into two literatures. One literature focuses
on efficient lending arrangements when there exist information asymmetries
between borrowers and lenders. Intermediaries are seen as the unique solution
to such agency problems. Examples of research in this area include Diamond
(1984) and Campbell and Kracaw (1980). Unlike this literature, which focuses
solely on the asset side of intermediaries, our paper is similar to a second line
of research which has investigated the properties of intermediaries’ liabilities. In
the seminal paper by Diamond and Dybvig (1983), banks provide liquidity by
acting as risk-sharing arrangements to insure against depositors’ random con-
sumption needs. The intermediary contract prevents inefficient interruptions of
production.

Like Diamond and Dybvig (1983), we are concerned with the idea that inter-
mediaries provide liquidity. However, our notion of intermediaries as providers
of liquidity differs in a number of important respects. As Jacklin (1987) and
Cone (1983) have shown, a crucial assumption of Diamond and Dybvig (1983)
is that agents cannot trade equity claims on physical assets. If a stock or equity
market is open, this trading arrangement weakly dominates intermediation.
Unlike Diamond and Dybvig, we do not arbitrarily rule out trading in a stock
market. On the contrary, it is the presence of insiders in this market which moti-
vates the formation of an intermediary. Second, our model differs in that the
intermediaries here will explicitly issue debt and equity, serving as mechanisms
that split cash flows. Finally, the existence of our intermediary does not rely
on providing risk sharing or resolving inefficient interruptions of production.
Our notion of liquidity as providing protection from insiders is fundamentally
different.

Recent independent work by Jacklin (1988) is similar to ours in that, in the
context of a Diamond and Dybvig-like model, he does not rule out trading in
an equity market and shows that bank liabilities can prevent losses to informed
insiders. However, the intermediary modeled by Jacklin does not issue debt and
equity and is partly motivated on risk-sharing grounds. Our model differs in that
intermediaries explicitly issue both debt and equity securities, thereby splitting
the cash flows of their asset portfolio. Thus, in our setup, intermediaries explicitly
create a new, liquid security. We also consider the feasibility of this intermediary
contract by considering the conditions under which the intermediary can attract
insiders to become equity holders. Thus, we justify the bank from first principles
on grounds different from risk sharing.

Importantly, bank intermediation is not the unique solution for protecting
uninformed agents. In our model, liquidity creation may be accomplished at the
firm level without the need for bank intermediation. By issuing both equity and
debt, firms can split the cash flows of their asset portfolios, thereby creating a
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security (corporate debt) which is safer than their underlying assets. This debt
can serve as the basis of a safe security that may be used by uninformed agents
for transaction purposes.

A key point is that private transactions contracts may not be feasible under
certain conditions. This might be viewed as a “market failure” from the perspec-
tive of the uninformed agents and could justify a role for government interven-
tion. The government can intervene on their behalf in several ways. One way
of protecting the uninformed agents is by insuring the deposits of the banking
system through a tax-subsidy scheme. A system of government deposit insur-
ance can achieve the same allocation as when private bank transactions contracts
are feasible. Alternatively, if it is infeasible for corporations to issue sufficient
amounts of riskless debt, government intervention in the form of a Treasury bill
market can improve uninformed agents’ welfare by providing additional riskless
securities. This form of intervention is shown to parallel that of the provision
of deposit insurance since, in both cases, the government’s role is to create a
risk-free asset.

The paper proceeds as follows. In Section 2.1 the model economy is detailed.
In Section 2.2 a stock market allocation when all agents are fully informed is
set out as a reference point. Section 2.3 considers the case of asymmetric infor-
mation and shows how the informed agents can take advantage of uninformed
agents by forming a coalition that trades in the stockmarket. Then, in Section 2.4
the private intermediary contract, when feasible, is shown to break the informed
agents’ coalition. When private contracts are infeasible, we show in Section 2.5
that government intervention by insuring bank deposits or creating a govern-
ment debt market can be beneficial in protecting uninformed agents. Section 2.6
concludes.

2.1. THE MODEL ECONOMY

There are three dates in the model economy, t = 0,1,2, and a single consump-
tion good. The following assumptions detail the model.

2.1.1. Preferences

There are three types of agents:

(i) Agents with known preferences at t = 0, who derive utility from
consumption at date t = 2 given byU = C2.

(ii) Agents with preferences that are unknown at date t = 0, but which are
realized at date t = 1 to have utility from consumption at date t = 1
given byU = C1 but no utility from consumption at t = 2. These
agents are called “early” consumers.
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(iii) Agents with preferences that are unknown at date t = 0, but which are
realized at date t = 1 to have utility from consumption at date t = 2
given byU = C2 but no utility from consumption at date 1. These
agents are called “late” consumers.

Agents of types (ii) and (iii) will collectively be called “liquidity traders.” Let N
equal the number of liquidity traders, which is assumed to be large relative to
the number of agents with known preferences. At t = 1 the proportion of liquid-
ity traders with preferences for early consumption is realized. (The remaining
fraction consists of late consumers.) The realized proportion of early consumers
may be low, proportion wl,which is expected to occur with prior probability ql ,
or high, proportionwh, expected to occur with prior probability qh. It is assumed
that wh > wl.

2.1.2. Endowments and Technology

At t = 0, all agents receive endowments of a capital good which when invested
earns a return in the form of the consumption good at t= 2. Each liquidity trader
is assumed to receive an endowment of one unit of the capital good, while type
(i) agents with known preferences receive equal endowment shares of the capi-
tal good that totalM units in aggregate. Capital is homogeneous, and each unit
produces the same random return. Each capital unit produces either RHunits of
the consumption good orRL units of the consumption good at date t = 2, where
RH > RL > 0. It is assumed that the probabilities at date t = 0 of each state
occurring equal one half.

In addition to the capital good, all liquidity traders receive an endowment of
e1 units of the consumption good at t= 1, while type (i) consumers receive equal
endowment shares of the consumption good at time t = 2 that totalMe2 units in
aggregate. Each unit of the consumption good received by the liquidity traders
at t = 1 can either be consumed at t = 1 or stored to yield a certain return of one
unit of the consumption good at date t = 2.

2.1.3. Information Sets

At date t = 1, uncertainty about capital returns and liquidity traders’ preferences
is resolved. It is assumed that type (i) consumers have access to this information
at date t = 1; i.e., they knowwhether the return on capital will be high or low and
whether the proportion of early consumers in the economy is high or low. Thus,
we will hereafter refer to the type (i) consumers as the “informed” traders.

While liquidity traders find out at t = 1 whether they are early or late consum-
ing individuals we will consider the case where they are not directly informed
about the aggregate proportion of early consumers and the realized return on
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capital. In this case, information may or may not be revealed by the result
of traders’ actions at time t = 1. However, for purposes of comparison, we
will first consider the “full-information” benchmark case where liquidity traders
are assumed to directly receive information regarding the realized aggregate
proportion of early consumers and the realized return on capital.

2.2. A STOCK MARKET WITH FULL INFORMATION

It is apparent that certain agents will desire to trade at t = 1. In particular, when
some liquidity traders find that they are early consumers at t = 1, they will want
to sell their entire endowment of the capital good for the consumption good at
this time. In addition, other liquidity traders who discover that they are late con-
sumers may want to sell their t = 1 endowment of the consumption good for
the capital good if their expected return to holding capital is at least as good as
their return to storing their consumption endowment. In general, the type (i)
informed traders may desire to sell some of their capital good for the consump-
tion good at time t= 1 in order to store it from t= 1 to t = 2.Whether informed
traders want to sell capital will be an important issue when we consider the case
of uninformed liquidity traders. However, it will become clear that ignoring the
type (i) traders will not change the equilibrium for the full-information case.

Since each unit of capital invested at t = 0 is subject to the same source of risk
(i.e., either all units produce a high return or all units produce a low return at
t = 2), it will make no difference whether we think of agents individually invest-
ing their endowment of the capital good or giving it to firms who then issue to
them shares reflecting a proportional claim to the capital’s return at t = 2. Thus,
a “stockmarket” is equivalent to individual investment of the capital good.

Let us then consider the stock market equilibrium in this full-information
case. All agents’ utility levels will be determined once we solve for the equilib-
rium price of the capital good in terms of the consumption good at date t = 1.
We do this for the four possible states of nature realized at date t = 1; {i, j}, i =
h, l, j=H,L, where i refers to a high or low proportion of early consumers, while
j refers to a high or low return on the capital good. Let pij denote the date t = 1
value of one unit of the capital good in terms of units of the consumption good
when state i, j occurs.

At t = 1 early consumers will wish to purchase the consumption good in
exchange for their endowment of one unit of the capital good. Early consumers,
in total, own Nwi units of the capital good which they are willing to sell. The
aggregate quantity of the endowment good demanded by the early consumers is
Nwipij. Since the late consumers are the only agents from whom the early con-
sumers can buy endowment of the consumption good, the late consumers will
end up selling some or all of their endowment of the consumption good to the
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early consumers. Let the amount of consumption good supplied by the late con-
sumers be S(pij). If everything is supplied, then S(pij)=Ne1(1−wi).Otherwise,
some amount less thanNe1(1−wi) will be supplied.

We now determine the price, pij, which clears the market at date t = 1 in each
state of the world {i,j}.Market clearing equates the demand for the consumption
good with supply. Thus,

Nwipij ≤ Ne1(1−wi). (2.1)

There are two separate cases to consider, one where late consumers sell all of
their consumption endowment (condition (2.1) holds with equality) and one
where they sell only part, choosing to store some (condition (2.1) being a strict
inequality).

When there is no storage in equilibrium, condition (2.1) becomes an equality.
Solving for the price of the capital good, we have

(No Storage) pij = e1(1−wi)
wi

. (2.2)

This case holds under the parametric restriction:

Rj >
e1(1−wi)

wi
. (2.3)

When storage occurs in equilibrium, late consumers must be just indiffer-
ent between buying and holding the capital good and storing the consumption
good, i.e.,

(Some Storage) pij = Rj. (2.4)

This case holds when the inequality sign in condition (2.3) is reversed.
Hereafter, we will make the assumption that condition (2.3) holds for j =

H, so that, in equilibrium, no storage will occur for the states {h, H} and {l,H},
where the return on capital is high. In addition, we will assume that condition
(2.3) does not hold for j= L, so that, in equilibrium, some storage will occur for
the states {h, L} and {l,L}, where the return on capital is low. These assumptions
can be summarized by the following condition:

RH >
e1(1−wl)

wl
>

e1(1−wh)
wh

> RL. (2.5)

Condition (2.5) amounts to assuming a sufficiently high variance in asset
returns relative to the variance in the proportion of early consumers. This
assumptionwill lead to a more interesting problemwhen we consider the effects
of asymmetric information.
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Note that, for this full information case, type (i) consumers have no incentive
to trade in the capital good at date t = 1. Whenever there is a high return on
capital, the rate of return on capital exceeds that of storing endowment, so type
(i) consumers will choose not to sell capital. When there is a low return on capi-
tal, the rate of return on capital just equals the return to storage, so that type (i)
traders are indifferent to purchasing endowment.

Since type (i) agents do not trade, their expected utility (consumption) per
unit of capital endowment at date t = 0 is

E[C2]= e2 +R, (2.6)

where R ≡ 1/2(RH +RL).
The expected utility of liquidity traders can be computed from our previous

results:

E[C1 +C2]= qh
2

[
wh
(
e1 + phH

)+ (1−wh)

(
RH + e1RH

PhH

)]
+ ql

2
[
wl
(
e1 + plL

)+ (1−wl) (RL + e1)
]

+ qh
2
[
wh
(
e1 + phL

)+ (1−wh)(RL + e1)
]

(2.7)

+ ql
2

[
wl
(
e1 + plH

)+ (1−wl)
(
RH + e1RH

plH

)]
= e1 +R.

In what follows, we will compare the expected utility of the different agent types
under alternative information and trading settings to the expected utilities given
by (2.6) and (2.7).

2.3. A STOCK MARKET WITH ASYMMETRIC INFORMATION

Now suppose the model is the same as that of the previous section except that
only type (i) agents, the “informed traders,” are assumed to have direct knowl-
edge of the return on capital and the proportion of early consumers at t = 1. In
this section we restrict liquidity traders to hold their wealth only in the form of
stock. Given this assumption we ask whether the informed agents can collude at
date t = 1 to exploit the liquidity traders. First, we summarize what will happen
at t = 1. Then we define an equilibrium. Finally, we show the existence of insider
trading in equilibrium.

The liquidity traders, early and late consumers, do not know what return cap-
ital goods will earn. Nor do they know the proportion of early consumers in
the economy. At date t = 1, however, the decision of the early consumers is
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straightforward. Regardless of possible information, they sell their capital goods
for consumption goods. Late consumers must decide either to store their newly
arrived endowments of the consumption good or to sell all or parts of these
endowments for capital goods. This decision, made as a function of the market
price, characterizes the behavior of the late consumers.

Informed agents know (as do all agents) that, in equilibrium, prices will reveal
some or all information about the true state of the world. Consequently, they
will need to coordinate their trading strategies (collude) in order to gain from
their superior information. We assume that there is a sufficiently small number
of informed agents such that they are able to form a trading coalition, if they
individually so desire. Thus, at t = 1 the sequence of events is as follows. First,
the informed agents communicate and choose an amount of capital goods that
they will jointly supply in state {i, j} knowing that uninformed agents will act
competitively. We first solve this game between the informed agents. Then the
equilibrium price is determined to clear themarket between late consumers sup-
plying endowment goods and early consumers, possibly together with informed
agents, selling capital goods.

The amount supplied by the coalition in each state {i, j} will be based on a
strategy designed to make some states of nature indistinguishable from other
states of nature when viewed by the uninformed agents. That is, the equilibrium
prices in some states of nature will be the same as in other states of nature. In
order for prices not to reveal the true states of nature in equilibrium, the opti-
mal strategies of individual informed agents must be to supply no more capital
goods than are supplied by the coalition acting on their collective behalf. The
existence of the insider trading equilibrium will depend on showing that indi-
vidual members of the informed agents’ coalition have no incentive to deviate
from the coalition strategy, by selling capital goods on their own unbeknownst
to the coalition. In equilibrium it will be in the interest of each informed agent
to be a member of the coalition and, once having committed capital for sale by
the coalition, not to supply any additional capital. This is because, if any addi-
tional capital is supplied by individual informed agents (acting independently of
the coalition), the equilibrium price will reveal the true state of the world. If this
occurs, then no informed agent can benefit.We now briefly formalize this so that
we can subsequently define an equilibrium.

Let Mij ≤ M be the amount the coalition proposes to its members as the
amount to be supplied in state {i, j}, with each member supplying an identi-
cal share. The coalition’s strategy will be characterized by the amount of the
capital good that the coalition supplies in state {i, j}, Mij. We say that Mij is a
self-enforcing Nash coalition in state {i, j} if any subcoalition of informed traders,
taking the capital supplied by the complement of the subcoalition as given,
chooses to abide by the per capita shares assigned by thewhole coalition. If this is
true for all possible subcoalitions, then the coalitionMij is not subject to collapse
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since there is no incentive for any member or group of members to deviate from
the proposedMij.2 We will refer to this coalition as the “Insider Coalition.”

Market clearing will require that the price, say p∗
ij , equate the demand for

consumption goods with the supply of consumption goods in state {i, j}:

Nwip∗
ij +Mijp∗

ij = S
(
p∗
ij

)
. (2.8)

As before, the supply, S(pij), will be either all the endowments of the
late consumers, N(1 − wi)e1, or some lesser amount if there is storage in
equilibrium.

We now define a Nash-type equilibrium in this setting. An Imperfectly Com-
petitive Rational Expectations Equilibrium is (a) a price system,

{
pij
}
, (b) specifi-

cation of storage strategies for the late consumers, S
(
pij
)
, and (c) a specification

of insider coalition strategies,
{
Mij
}
, such that, given

{
pij
}
, knowledge of the

model, and the information set of the informed agents in state {i, j}, the stor-
age and coalition strategies of the respective agent types are chosen such that (i)
their respective utilities are maximized, (ii)

{
pij
}
clears the market in state {i, j},

and (iii)
{
Mij
}
is self-enforcing.

Let R∗ = q′
hRh+q′

l RL be the uninformed late consumers’ expectation at time
1 of the return on capital when state {l,L} actually occurs, where q′

h and q
′
l are

their posterior probabilities of the states beingwi = wh andwi = wl, respectively.
The following proposition demonstrates the existence of insider trading by the
informed agents.

PROPOSITION 1 (Insider Trading): Let
{
p̂ij
}
be the full-information prices for

states, {i, j}. If (i) e1(1−wh)
/
wh ≤ R∗ and (ii) M

N ≥ (wh−wl)
(1−wh)

, then there exist
Imperfectly Competitive Rational Expectations Equilibrium prices {p∗

ij },where p∗
lH =

p̂lH, p∗
hL = p̂hL , and p

∗
hH = p∗

lL = p̂hH .That is, these prices are fully revealing in only
two of the four states.

Proof : We will verify that the following specification of prices and strategies
constitutes an equilibrium for the assumed parameter values.
State {l,H}

p∗
lH = el(1−wi)

w1
; MlH = 0; S

(
p∗
lH
)=N (1−wl) e1 (No Storage).

2. See Bernheim, Peleg, and Whinston (1987) for the motivation for this definition of a self-
enforcing coalition. This equilibrium concept refines the set of possible Nash equilibria of the
game between the insiders when they choose the Insider Coalition strategy. For our purposes it
focuses attention on equilibria of interest, namely ones in which insider trading occurs.



Financial Intermediaries and Liquidity 53

State {h,L}
p∗
hL =RL; MhL = 0; S

(
p∗
hL
)
<N (1−wl) e1 (Some Storage).

State {h,H}

p∗
hH = e1(1−wh)

wh
; MhH = 0; S

(
p∗
hH
)=N (1−wl) e1 (No Storage).

State {l,L}

p∗
lL = e1(1−wh)

wh
; MlL = N(wh −wl)

(1−wh)
;S
(
p∗
lL
)=N (1−wh) e1 (No Storage).

The proposed equilibrium prices in the first three states, {l,H}, {h, L}, and
{h,H}, are the full-information prices. In the states {l,H} and {h, L}, prices are
fully revealing and are market clearing. It remains, then, to show that the actions
of the insider coalition can cause prices to only partially reveal information in the
states {h,H} and {l, L}.

In state {l, L}, the return on the capital goods is low, and informed agents
would like to sell their capital goods in exchange for consumption goods at the
assumed equilibrium price. They will then store the consumption goods for one
period. Since the proportion of the late consumers is low, wl, the informed coali-
tion can mimic the state {h,H} where there are many late consumers and the
informed agents don’t enter the market.

Thus, if the late consumers supply all their endowment of consumption
goods, then market clearing requires

Nwlp∗
iL +MiLp∗

iL =N e1 (1−wl) . (2.9)

Now, set p∗
hH = p∗

hH = e1 (1−wh)
wh

and solve forMlL :

MlL = N(wh −wl)
(1−wh)

. (2.10)

Condition (ii) of the proposition insures that insiders have sufficient capital for
(2.10) to hold. By supplying MlL units of the capital good in exchange for the
endowment good, the insider coalition can create the false impression that the
state is {h,H} when, in fact, the state is {l, L}. However, for this to be successful,
two further considerations need to be examined.

First, will late consumers choose to sell their endowment when they see the
market clearing price P∗

lL? They will if, on average, it is profitable to do so, i.e.,
when condition (i) of the proposition holds:

p∗
lL = e1

(1−wh)
wh

≤ R∗ = q′
hRH + q′

lRL. (2.11)



54 BANK DEBT

If late consumers form their expectation of the state being {l, L} or {h,H}
in a Bayesian fashion, conditional on the fact that they, themselves, are late
consumers, then

q′
h = qh

(1−wh)
qh(1−wh)+ ql(1−wl)′

q′
l = ql

(1−wl)
qh(1−wh)+ ql(1−wl).

Condition (2.11) says that, even though late consumers know that the
informed coalitionwill cheat them in state {l, L} and that this cannot be detected,
still it is optimal to sell all their endowment. It is optimal if qh’ is sufficiently large,
so that most often the true (but unobserved) state is {h,H}.

Second, we must check thatMlL is a self-enforcing Nash coalition. If there is a
total ofM units of capital owned by the informed agents, and they are all in the
coalition, then each can exchangeMlL/M per unit of the capital for endowment
goods. Note that, if any member or group of members independently demands
additional endowments, then the market clearing condition (2.9) will not hold
at P∗

lL and the new price will reveal the collusion. Uninformed agents will infer
the truth. If the state {l, L} is revealed, late consumers will not be willing to sell
their endowments. If there is a deviation fromMlL, then the informed agents as a
group will not benefit, including the member or group who deviated. Therefore,
since any deviation results in a fully revealing price and, hence, no benefits to
informed agents,MlL is self-enforcing. Q.E.D.

We can now calculate the expected utility per unit of capital endowment for
the informed traders. WhileM is the total amount of capital endowment of the
informed agents, the coalition can only sellMlL units in state {l, L}.Therefore,

E (C2) = e2 + RH
2

+ qhRL
2

+ ql
2
[
RL +wm(p∗

lL −RL)
]

= e2 +R+ ql
2
wm(p∗

lL −RL), (2.12)

where wm ≡ MlL
M = N(wh−wi)

M(1−Wh)
.

Since RL < P∗
lL, by assumption (2.5), the expected utility of an informed

trader exceeds the full-information expected utility sincewm > 0.
Likewise, we can calculate the expected utility of liquidity traders. It is

straightforward to show that

E[C1 +C2]= e1 +R− q1
2

(wh −wl)

(1−wh)

[
p∗
lL −RL

]
. (2.13)

Note that this utility is less than that of the full-information case. We now turn
to investigatingwhether the liquidity traders can prevent being victimized by the
informed traders.
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2.4. PRIVATE LIQUIDITY CREATION

In the previous section, liquidity traders were not allowed to contract. The
result was the existence of insider trading that increased the welfare of informed
traders at the expense of the liquidity traders. We now allow the liquidity traders
to respond by contracting. We show that allowing liquidity traders to contract
can prevent insider trading by breaking the informed agents’ coalition; i.e., the
insider trading equilibrium analyzed in the previous section will no longer exist.
Next, we show that an alternative equilibrium characterized by bank intermedia-
tion can exist. Finally, we show that the allocation achieved with the bank can be
replicated at the firm level with corporations issuing riskless debt.

2.4.1. Bank Intermediation and Liquidity Creation

Suppose at date t= 0 the following contract is offered to agents. An intermediary
will be set up which pools agents’ capital and issues securities to them. Let A =
NI +MI be the total endowment of the capital good contributed by members of
this intermediary as of date t= 0, whereNI =N−NS andMI = M − MS. The
subscript I refers to the capital of agents joining the intermediary, and S refers to
the capital of agents continuing to invest in the stockmarket. The total return of
the intermediary’s assets at date t = 2 is ARi, i = H, L.Ownership of two types
of claims on this capital is offered to agents: debt claims and equity claims. LetD
andE (whose sum equals A) be the total amount of capital contributed by agents
who own debt and equity claims, respectively.

The contract also imposes a debt-to-equity ratio ceiling such that the total
payment promised to debt claim, DRD, must be less than or equal to ARL; i.e.,
debt claims are required to be riskless:

DRD ≤ ARL = (D+E)RL. (2.14)

Therefore,
D

(D+E)
≤ RL

RD
or E ≥ D(RD −RL)

RL
. (2.15)

We would like to consider whether offering agents this intermediary contract
would affect the Imperfectly Competitive Rational Expectations Equilibrium
analyzed in the previous section. Before stating a series of propositions related
to this issue, we make an additional assumption that will simplify the proof of
the first of these propositions. We assume that conditional on being a late con-
sumer, the probabilities of the state being wi = wh or wi = wl are equally likely.
If late consumers form expectations in a Bayesian manner, this implies

qh (1−wh) = ql (1−wl) . (2.16)
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Now suppose that liquidity traders are allowed to offer the intermediary con-
tract to all agents as a possible trading mechanism. It is clear that, for RD
sufficiently high, liquidity traders are better off holding bank debt. The ques-
tion is whether the informed agents can be induced to defect from the Insider
Coalition to become the bank’s equity holders. If this occurs, the intermediary
contract will be feasible and the equilibrium of the previous section will not exist.

PROPOSITION 2 (Nonexistence of Stock Market Insider Equilibrium): Con-
sider a small number of liquidity traders, say NI (close to zero), choosing to form a
bank. Then, if the ratio of informed to uninformed agents’ capital, MN , is sufficiently
large, there exists a rate of return on intermediary debt, RD, such that (i) debt is risk-
less, (ii) liquidity traders prefer to invest their capital in the debt of the intermediary
rather than the stock market, and (iii) individual informed agents prefer to invest
their capital in the equity of the intermediary rather than the stock market insider
coalition.

Proof: See the Appendix.
Proposition 2 provides a condition under which individual liquidity traders

and informed agents have an incentive to form an intermediary at time 0 rather
than invest in the stock market. The higher the ratio of total capital of the
informed agents to that of the liquidity traders, the smaller will be the expected
profits of the informed agents in the Insider Coalition. Therefore, the higher this
capital ratio, the smaller is the required rate of return on bank equity necessary to
induce an individual insider to join the bank and defect from the Insider Coali-
tion. Consequently, if the required return on bank equity is not too large, the
rate of return on bank debt will be large enough to attract an individual liquidity
trader away from the stockmarket as well.

The next proposition states that an equilibrium can exist where all liquidity
traders choose to purchase the riskless debt of an intermediary and informed
agents derive no advantage from operating an Insider Coalition in the stock
market. The proof of this proposition assumes the following condition, which
includes condition (2.5) assumed previously:

RL <
e1 (1−wh)

wh
< R <

e1 (1−wl)

wl
< RH. (2.17)

PROPOSITION 3 (Existence of an Intermediary Equilibrium): If M
N is sufficiently

large, then there exists an equilibrium where (i) all liquidity traders purchase riskless
debt of the intermediary and (ii) informed agents will choose to contribute equity
capital.

Proof : See the Appendix.
The intuition behind this result is that, if informed agents’ capital is suffi-

ciently large relative to that of the liquidity traders, it is feasible for a bank to
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issue sufficient riskless debt that can be used by all liquidity traders for transac-
tions.3 Implicitly, the existence of this bank contract allows the informed agents
to be identified so that trade with them can be avoided. All liquidity traders
who are early consumers will trade bank debt for endowment at date t = 1.
Late consumers considering selling their endowment at date t = 1 will never
choose to purchase stock market capital because they know that only informed
agents will be supplying stock market capital for endowment, and then only
when the return on capital is low. Thus, the stock market becomes an Akerloff
(1970) “Lemons” market, and late consumers will choose to trade only with
early consumers selling intermediary debt. In this sense, liquidity traders are able
to “protect” themselves from possible disadvantageous trades with the better
informed agents.

In summary, we have shown that conditions exist where liquidity traders
are better off holding intermediary debt which is made riskless because some
informed investors will voluntarily contribute equity capital for the intermediary.
Under these conditions, withNI = N andNs = 0, the advantage that the Insider
Coalition derives from superior information is completely eliminated. With no
one to trade with at date t = 1 except other informed agents, informed agents’
expected rate of return on stock is simply R. With sufficient defections from the
Insider Coalition, the competitive expected rate of return on intermediary equity
will also approach R, resulting in a deposit rate, RD, with a limiting value equal
to R. Hence, the private intermediary contract can result in an allocation which
gives all agents an expected utility arbitrarily close to the full-information case.

2.4.2. Corporate Debt and Liquidity Creation

So far we have implicitly assumed that “firms” do not issue debt. That is, whenwe
considered the stockmarket equilibrium in Section 2.3, we imagined individuals
exchanging their capital with firms who issued them equity shares. In this section
we briefly consider what happens if the firms are willing to buy capital at t = 0
in exchange for either debt or equity. So now there exists a market for corporate
debt, such as commercial paper.

Suppose a firm offers to pay RD per dollar of debt and issues an amount of
riskless debt such that DRD = ARL, where A = D + E is the firm’s total assets.
Then it is immediately apparent that the firm can offer the same riskless debt as
the bank intermediarywe described previously. All of the above arguments about

3. In addition, as is shown in the Appendix, the greater RL is, the higher is the feasible leverage of
the intermediary, i.e., the smaller is the proportion of informed agents needed to join the interme-
diary to make its debt riskless. The greater the leverage, the lessRD needs to be lowered in order to
raise the expected rate of return on the intermediary’s equity in order to attract informed agents.
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the bank now apply to the firm. Agents need not directly hold the claims of firms,
but mutual funds could arise to specialize in holding either debt or equity claims.
In particular, funds similar to money market mutual funds could purchase the
high-grade debt (e.g., commercial paper) of firms. As before, the equilibrium
would be for all liquidity traders to buy claims on the debt fund and all informed
traders to buy claims on the firm’s equity. We comment further on this in our
concluding remarks.

2.5. DEPOSIT INSURANCE AND A GOVERNMENT

DEBT MARKET

A deposit insurance system for banks can also satisfy the liquidity traders’ desire
for a safe asset for trading. In this section we show how deposit insurance can
replicate the allocation of the previous section when intermediary debt is risky.
In addition, we show that development of a government debt market is similar
to deposit insurance, as it involves government creation of a risk-free asset. In a
like manner, a government debt market can replicate the riskless corporate debt
contract when riskless corporate debt is in insufficient supply. The government
can succeed where private contracting fails due to its ability to enforce lump sum
taxation. It is the revenue from this taxation that accounts for the government’s
ability to create riskless securities.

As Merton (1977) has observed, “the traditional advantages to depositors of
using a bank rather than making direct market purchases of fixed-income securi-
ties . . . economies of scale, smaller transactions costs, liquidity, and convenience
. . . are only important advantages if deposits can be treated as riskless.” Presum-
ably, if deposits were not riskless, then small agents would face information and
surveillance costs necessary to evaluate the current risk of bank liabilities. With-
out this information, other informed agents might then take advantage of them.
Consequently, less informed agents would benefit if there were deposit insur-
ance. Indeed, a stated goal of government deposit insurance is to protect the
small investor.

Suppose that deposits are risky, i.e., DRD > ARL. This would be the case if,
for example, the capital endowments of the informed agents were too small to
provide enough riskless debt or if RL = 0. In other words, if the low return rate
state of the world is realized, then deposits will incur a capital loss. The insurance
system works as follows. If RL is realized, so that the bank would not be able to
meet its promised payments at time t = 2, then the government is assumed to
tax all late consuming agents in proportion to their endowment in order to raise
enough revenue to payoff the bank debt at par.4 The governmentwill also charge

4. The government is assumed to observe the bank failure at date t = 2.
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an insurance premium at time t= 2 that the bank pays if it does not fail, i.e., when
RH is realized, which is allocated to all late consuming agents.

Let T be the tax revenue collected when the bank fails. In order to avoid a
capital loss on deposits if RL is realized, the amount of insurance needed is T =
DRD−ARL. Each agent consuming at date t = 2 pays a share ofT.At t = 2 there
are informed agents who were endowed withM units of capital andN(1— wi),
wi = wl or wh, late consuming liquidity traders, each having been endowed with
one unit of capital. This insurance arrangement will only be feasible if, regardless
of the proportion of early consumers, the remaining agents can afford to pay the
tax. Thus, feasibility requires

T
/
[M+N (1−wi)]< e2, i= l,h, (2.18a)

T
/
[M+N (1−wi)]< RD + e1

RD
PDi

, i= l,h. (2.18b)

Informed agents have, at least,Me2, their second-period endowment.5 Thus,
the tax per unit capital cannot exceed the e2 endowment. This is requirement
(2.18a) above. Similarly, (2.18b) requires that the late consuming liquidity
traders, who have assets of RD + e1 RDpDi , be able to afford the tax. (The values
of pDi are given by (2A.18) in the Appendix.)

If the bank does not fail, then the bank pays an insurance premium of φ

to the rest of the economy, which consists of all informed agents and deposi-
tors. The expected return to the bank equity holders in the presence of deposit
insurance is

E[RE]E = (1/2)[RH (D+E)− (RD +φ)D]+ (1/2) · 0. (2.19)

It is straightforward to solve for a fair insurance premium. Since bank failure
and bank solvency are equally likely, i.e., RL and RH each occur with probability
one half, a fair insurance premium equates the amount paid as a premium in the
high state with the amount of insurance coverage in the low state:

φD= T = DRD − (D+E)RL, (2.20)

which implies that

φ = RD − (D+E)

D
RL. (2.21)

Substituting (2.21), the expression for the fair deposit insurance premium,
into (2.19) yields

E[RE]E= R (D+E)−RDD. (2.22)

5. Informed agents holding bank equity have only e2 per unit of initial endowed capital since their
bank equity is worthless, while informed agents in the stock market have e2 +RL .
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As in the previous section, consider a competitive equilibrium where the
expected rate of return on equity approaches R. In this case, equation (2.22)
shows that RDalso approaches R. Therefore, the allocation under the deposit
insurance scheme gives agents the same expected utility as in the case of the pri-
vate uninsured intermediary considered in the previous section. In summary, we
have shown the following.

PROPOSITION 4 (Deposit Insurance): When bank debt is risky, the tax-subsidy
scheme {T, φ}, defined above, can implement an allocation which gives all agents the
same expected utility as in the riskless private bank deposit allocation.

Similar to government intervention as a deposit insurer, we can consider
whether government intervention can benefit uninformed agents when firms
issue corporate debt, as was described previously. Let us start from the assump-
tion that each firm issues riskless debt such that

AiRL ≥ DiRD, (2.23)

where Ai andDi are the assets and debt of firm i, respectively. However, suppose
that the assets of firms are of sufficient risk to preclude uninformed agents from
placing their entire wealth in risk-free corporate debt. In this case, government
intervention in the form of a government debt market can allow uninformed
agents to replicate the allocation of the previous Section 2.4.2, where riskless
corporate debt was in sufficient supply.

As with the deposit insurance scheme, the government can create addi-
tional two-period risk-free securities backed by lump sum taxation of agents’
endowment in period 2. The government simply issues claims on second-period
endowment equal to the difference between uniformed agents’ time 0 endow-
ment and the supply of risk-free corporate debt, so that the government sells
bonds for capital equal to N – D at time 0. Since government and firm debt are
perfect substitutes, they each pay a two-period return of RD, implying that the
time t = 2 maturity value of government bonds B equals

B= (N−D)RD. (2.24)

The government is assumed to invest the capital it acquires at time 0, either
directly investing it itself or giving it to firms which issue it equity shares. At time
t = 2, this investment is worth (N − D)Ri, i = H, L. The short fall (excess)
between this investment return and the promised payments on bonds,B, is made
up by lump sum taxation (subsidization) of late consumers, subject to feasibility
requirements similar to (2.18a) and (2.18b). Competitive equilibrium implies
that the expected return on equity as well as the return on riskless debt will
equal R.
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Thus, the additional debt supplied by the government can allow uninformed
agents to purchase sufficient risk-free securities to meet their demands for liq-
uidity. Hence, this intervention can also restore for the uninformed agents an
allocation which gives them the same expected utility as in the full-information
case.

2.6. CONCLUSION

The historically popular notion that informed agents can benefit at the expense
of uninformed agents is true in the setting which we have analyzed. Informed
agents can form an insider coalitionwhich is self-enforcing and can benefit at the
expense of the lesser informed agents. When this condition exists, a demand for
liquid securities by uninformed agents will result. By splitting risky cash flows,
liquid securities are created which have the effect of eliminating the potential
advantage possessed by better informed agents.

Liquidity can be created through the formation of banks.We have formalized
a traditional rationale for the existence of banks and deposit insurance, namely
that they provide a riskless transactionsmedium that eliminates the needof unin-
formed agents to trade in assets whose returns are known by better informed
agents. By issuing deposits, banks create “riskless” securities for trading pur-
poses. In instances where bank asset risk is such that uninsured deposits cannot
be made riskless, we have shown that deposit insurance can replicate the alloca-
tion achieved with riskless private bank deposits.6 In addition, liquid securities
can also be created through the formation of corporate debt or government secu-
rities markets. As an alternative to bank intermediation, firms can split risky cash
flows, thereby creating a safer security (debt).

An empirical implication of our model is that transactions securities should
be the most actively traded assets. This is consistent with the relatively high
turnover in ownership of insured bank liabilities and Treasury securities. Cor-
porate debt, on the other hand, is much less actively traded, suggesting that our
assumption that firms can create riskless securities simply by splitting the cash
flows of their underlying assets is not completely accurate.

For tractability, we studied a model with a single source of asset risk. Clearly,
with multiple sources of asset risk, diversification would provide another, per-
haps complementary, channel for the reduction of risk. This channel implies

6. An issue which we have not considered concerns possible equilibria where banks exist but their
uninsured bank deposits are risky. In this situation we conjecture that the liquidity traders would
be better off than without the bank but clearly would not be as well off as the case of riskless bank
debt. The value of risky bank debt would depend on the state of nature, but to a lesser extent than
would stock. Informed traders might still use their information advantage.
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combining imperfectly correlated assets to reduce risk, rather than splitting
cash flows. These issues are investigated in Gorton and Pennacchi (1989). The
creation of mutual funds holding a diversified portfolio of corporate debt can
alleviate the inability of individual firms to create riskless debt. For example,
money market mutual funds are large holders of commercial paper, and the
shares of these funds provide a potentially important transactionsmedium.7

Due to the recent growth of the market for short-term corporate debt, the
possibility of substituting money market mutual fund shares for bank debt is
intriguing.8 A public policy debate has smoldered around whether such alterna-
tive instruments should be encouraged or restricted as transactionsmedia. In our
analysis there is not reason to prefer bank debt overmoneymarketmutual funds.
However, extending our analysis to consider the regulatory distortions andmon-
itoring costs associated with bank deposit insurance might lead to a preference
for a money market mutual fund-based transactions system.

APPENDIX

Proof of Proposition 2: Step 1 of the proof is to consider the situation of the
liquidity traders. Given the feasibility of the intermediary, we derive the con-
ditions under which they are better off purchasing the intermediary’s debt rather
than investing their capital in the stock market. Step 2 considers the informed
agents and shows that, under the conditions derived in step 1, they may be
individually better off by becoming equity holders in the intermediary rather
than being members of the Insider Coalition that operates in the stock market.
Thus, if informed agents arewilling to contribute equity capital, the intermediary
contract is feasible.

Step 1: Let pDij be the number of endowment units received in exchange for one
unit of the debt claim at date t = 1 when the state is

{
i, j
}
, where i = l,h, and

j = L, H. Because of the risk neutrality of uninformed agents, at time t = 1 it
must be the case that

RD
pDij

= Re

pij
≡ rij, (2A.1)

7. Currently, the transactions services provided by money market mutual fund shares may by
inhibited by regulation which denies these mutual funds independent access to the payments sys-
tem.Moneymarket mutual fund check and wire transfers must be carried out through commercial
banks.

8. Perhaps an unplanned benefit of large government budget deficits has been an increased supply
of riskless debt, further adding to the feasibility of a transactions system backed by money market
instruments.



Financial Intermediaries and Liquidity 63

where Re is the uninformed late consumers’ expectation at time t = 1 of the
return on the capital good at time t = 2 and rij is defined to be this common
expected reinvestment rate when state

{
i, j
}
occurs.

We can now calculate the time t = 0 expected utility of an uninformed
agent who invests capital in the stock market, Es [C1 +C2], and the utility
of an uninformed agent who invests capital in the debt of the intermediary,
EI [C+C2]

Es [C1 +C2]=
∑
{i,j}

qi
2
(
wi
(
e1 + pij

)+ (1−wi) rij
(
e1 + pij

))
, (2A.2)

EI [C1 +C2]=
∑
{i,j}

qi
2
(
wi
(
e1 + pDij

)+ (1−wi) rij
(
e1 + pDij

))
. (2A.3)

The difference between (2A.3) and (2A.2) will determine whether unin-
formed agents have an incentive to invest in the intermediary.

EI [C1 +C2]−ES [C1 +C2]=
∑
{i,j}

qi
2
(
pDij − pij

)(
wi + (1−wi) rij

)
. (2A.4)

To determine the sign of (2A.4), we need to compute the prices pDijand pij.As in
Section 2.3 of the text, these prices will, in general, depend on the parameters of
the model as well as the actions of the informed agents. Analogous to condition
(2.5) in the text, we state the following conditions:

RH >
e1 (1−wl)

wl
+ NI

NS

(
e1 (1−wl)

wl
−RD

)
, (2A.5)

RL <
e1 (1−wh)

wh
+ NI

NS

(
e1 (1−wh)

wh
−RD

)
. (2A.6)

Note that, for NI sufficiently small relative to Ns, conditions (2A.5) and
(2A.6) will hold if condition (2.5) holds. Thus, we wish to examine the incen-
tives for a small group of uninformed agents to join an intermediary, given that
there currently exists a large number in the stockmarket.

Analogous to the results of Section 2.3, if conditions (2A.5) and (2A.6) hold,
then states {l,H} and {h,L} are fully revealing, while an Insider Coalition can
form to purchase endowment in state {l,L} to mimic the prices of all securities
in state {h,H}. Using (A1) and equating demands and supply of the endow-
ment good lead to the following set of state-contingent prices and time t = 1
reinvestment rates:

(NoStorage) pDlH = e1(1−wl)NRD
wl(NIRD +NsRH)

, PlH = PDlH
RH
RD

, rlH = RD
PDlH

,
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(Storage) PDhL = RD,PhL = RL, rhL = 1,

(No Storage)

PDlL = PDhH = e1(1−wh)NRD
wh(NlRD +NSR∗)

,PlL = PhH = PDlL = R∗

RD
,

rlL = rhH = RD
PDlL

, (2A.7)

where R* is the late consumers’ expectation at time 1 of the return on capital at
date 2, when the state is only partially revealed to be either {l,L} or {h,H}. The
formula for R* is given in equation (2.11) of the text. Substituting these prices
and reinvestment rates into (2A.4) and simplifying, one obtains

EI [C1 +C2]−Es [C1 +C2]=

1/2(RD −R∗)

[
(1−wh)N e1

(
qhwh + qlwl

)
wh (NIRD +NSR∗)

+ qh (1−wh)+ ql (1−wl)

]
+1/2(RD −RH)ql (1−wl)

[
N e1

NIRD +NSRH
+ 1
]

+ 1/2(RD −RL)qh.

(2A.8)

It is straightforward to verify that (2A.8) is a strictly increasing function of
RDand, for RDsufficiently large, uninformed agents will prefer joining the inter-
mediary. Furthermore, we can also show that there exists a value of RD < R for
which (2A.8) will be positive when all uninformed investors initially invest in the
stockmarket, i.e., whenNl is small. Taking the limit asNI → 0 (or NS → N) ,

lim
NI→0

EI [C1 +C2]−ES [C1 +C2]=
1/2 (RD −R∗)

[
(1−wh)
R∗wh

e1
(
qhwh + qlwl

)+ qh (1−wh)+ ql (1−wl)

]
+1/2 (RD −RH)ql (1−wl)

(
e1
RH

+ 1
)

+ 1/2 (RD −RL)qh.

(2A.9)

Setting the right-hand side of equation (2A.9) to zero, we can solve for the
minimum return on intermediary debt, Rm

D , for which uninformed agents are as
well off joining the intermediary as they are staying in the stock market. For the
simplifying case of condition (2.16), that, conditional on being a late consumer,
the probability of the state being h or l is equally likely (R∗ = R), we have

RmD = R− ql(1−wl)
(
RH −RL

2

)[
wh

1−wh
− e1

RH

]
/θ , (2A.10)
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where

θ ≡
[
(1−wh)

wh

e1
R
(qhwh + qlwl)+ ql(1−wl)

(
3+ e1

RH

)
+ qh

]
> 0.

The term in brackets on the right-hand side of (2A.10) is strictly positive because
of condition (2.5). Since (2A.9) is continuous and strictly increasing in RD, it
must also be strictly positive for some value of RD less than R.

Step 2: Given that liquidity traders have an incentive to leave the stock mar-
ket and join the intermediary for RD > Rm

D , we now show that the intermediary
contract will be feasible if informed agents can be induced to provide equity
financing rather than invest their capital with the stockmarket Insider Coalition.

The informed agents who are members of the stock market Insider Coalition
will sell their capital to mimic the state {h, H} when the state is actually {l, L}.
They purchase endowment in the amount:

MlL = (wh −wl)

(1−wh)

(
Ns +NIRD/R∗) , (2A.11)

which results in their time 0 expected utility per unit capital being

E[C2]= e2 +R+ ql
2
MlL

MS

(
plL −RL

)
, (2A.12)

where plL is given by (2A.7).
Note that, for RD < R∗, Mil is less than its value for the case where NI = 0,

which was analyzed in Section 2.3, while p∗
lL is less than p∗

lL given in Section 2.3.
Thus, the expected utility of the informed agents falls in this case ifMS stays the
same. Now if some informed agents defect from the Insider Coalition and invest
their capital, equal toMI , in the equity of the intermediary, their expected return
will be

E[MIRE]= R (NI +MI)−RDNI . (2A.13)

If the intermediary’s capital constraint is binding so thatNI andMI follow the
debt and equity proportions given in equation (2.15), then the expected return
on intermediary equity equals

E[RE]= R+ (R−RD
) RL

(RD−RL) . (2A.14)

Thus, comparing (2A.14) with (2A.12), we see that an informed agent who
invests in the equity of the intermediary will have a higher expected return than
an informed agent in the Insider Coalition if(

R−RD
RD −RL

)
RL >

ql
2

(NS +NIRD/R∗)
MS

(
wh −wl

)(
1−wh

) (plL −RL
)
. (2A.15)
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Consider the incentive for informed investors to defect from the stockmarket
coalition when initially NS is close to N. Taking the limit of (2A.15) as NI goes
to zero and rearranging terms result in

(
R−RD

)
>

ql
2
N
M

(
wh−wl

)
(
1−wh

)
[
e1
(
1−wh

)

whRL
− 1

]
(RD −RL) . (2A.16)

Now suppose RD is set such that R > RD ≥ Rm
D , where R

m
D is given by (2A.10).

Then both sides of condition (2A.16) are strictly positive, but the right-hand
side of (2A.16) can be made sufficiently small for M sufficiently large. (Note
that Rm

D is independent ofM.) Thus, forM/N sufficiently large, a return on inter-
mediary debt can be offered which gives both uninformed and informed agents
the incentive to start an intermediary.

Proof of Proposition 3:We first take the feasibility of the intermediary forNI = N
as given and later show that this holds forM/N sufficiently large. If all liquidity
traders initially invest in the riskless debt of the intermediary, consider the possi-
bility of the informed traders being able to strategically purchase the endowment
of the late consumers when the return on stock market capital is low.

Given condition (2.17), consider a return on intermediary debt, RD, such that

e1
(1−wh)

e1wh
< RD ≤ R. (2A.17)

Similar to the analysis of Section 2.2 in the text, it is straightforward to show
that a full-information equilibrium would result in the time t = 1 prices of
intermediary debt equal to

(Some Storage) pDlj = RD, j = L,H,

(No Storage) pDhj = e1 (1−wh)/wh, j= L,H. (2A.18)

In other words, some storage occurs whenever there is a low proportion, wl, of
early consumers, and no storage occurs whenever there is a high proportion,wh,
of early consumers. In equilibrium, the price of stock market capital will satisfy

pij = pDijE
[
Rj
]
/RD = pDij

Rj
RD

. (2A.19)

Now consider the case of asymmetric information. Stock market insiders
would like to be able to purchase endowment and sell stock market capital at
time 1 when the return on capital is low, RL. Potentially, they could do this, as
before, when state {l,L} occurs, by purchasing endowment from late consumers.
However, rational late consumers would never choose to sell their endowment
for stock market capital because the only sellers of stock market capital are
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informed agents, who the late consumers know would only choose to sell cap-
ital when the return is RL. Unlike the situation considered in Section 2.3, where
liquidity traders invested in the stock market at time 0, late consumers will now
realize that they will only be trading capital with informed agents, and then only
when the return on capital isRL.Hence, late consumers will only offer a price for
stockmarket capital of

pij = pDij
RL
RD

. (2A.20)

At this price, there would be no incentive for informed agents to purchase
endowment. Since late consumers would only sell endowment for the riskless
debt of early consumers, pDijwould always be equal to its full-information price
given in (2A.18). This results in the expected utility of uninformed agents being
equal to

E[C1 +C2]= e1 +RD (2A.21)

and the stock market Insider Coalition being devoid of power, their return on
capital simply being equal to R. Hence, in order to attract informed agents to
contribute to the intermediary, RD need only be an arbitrarily small amount less
than R, and uninformed agents’ utility would approach their full-information
level. In addition, it is straightforward to show that individual liquidity traders
would never choose to invest their capital in the stock market rather than the
intermediary since, if they turn out to be an early consumer, they can only sell
their capital to late consumers at a price which always reflects the return on
capital being RL given by (2A.20).

Finally, to show that this equilibrium is feasible, informed agents must have
sufficient capital in order to purchase the minimum amount of intermediary
equity required tomake the intermediary’s debt riskless.Using condition (2.15),
withD = N we have

M
N

>
(RD −RL)

RL
. (2A.22)

Note that the larger RL is, the smaller is the amount of equity capital needed to
enable the intermediary’s debt to be riskless.
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Reputation Formation in Early
Bank Note Markets

GARY B. GORTON* �

3.1. INTRODUCTION

This essay studies the formation of reputations in debt markets. It focuses
particularly on the market for bank notes during the American Free Banking
Era (1838–60), during which time large numbers of firms entered banking and
issued debt in the form of perpetual, non-interest-bearing, risky debt claims,
offering the right of redemption on demand at par in specie. The consensus
of recent research holds that wildcat banking was not a pervasive problem dur-
ing this period (see Rockoff 1971, 1974, 1975, 1985, 1989; Rolnick and Weber
1982, 1983, 1984, 1988), but there is no explanation of the mechanism that pre-
vented wildcat banking.1 The main question addressed in this paper is whether
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Illinois, Northwestern, and the Penn Macro Lunch Group for discussion and suggestions. The
research assistance of Sung-ho Ahn, Chip Bayers, Eileen Brenan, Lalit Das, Molly Dooher, Lori
Gorton, Henry Kahwaty, Arvind Krishnamurthy, Charles Chao Lim, Robin Pal, Gary Stein, Kok-
HomTeo, andPeterWinkelmanwas greatly appreciated. This researchwas supported byNational
ScienceFoundation grant SES86-18130 and aUniversity of PennsylvaniaResearch Fund grant, for
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1. In general, a “wildcat” bank refers to a bank that inflated its currency to the point at which it
could not be continuously redeemed. A number of more precise definitions of wildcat banking
have been proposed in the literature. Rockoff (1974, 1975) provided the definition that seems to
have become standard. According to Rockoff, a necessary condition for wildcat banking was the
possibility that free banks could value the bonds backing their note issuance at par when, in fact,
themarket value was much lower than par. Then a wildcat bank, according to Rockoff (1975), was
a bank that deposited backing securities, which were valued at par by the state banking authorities
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market mechanisms, monitoring via note redemption and reputation formation,
existed that provided incentives for banks not to engage in wildcat banking.

The theory of reputation formation in debt markets that is tested here is due
to Diamond (1989). He considers an observationally equivalent cohort of firms
issuing debt for the first time. Some of the firms have high-risk, negative net
present value, projects; some have low-risk, positive net present value, projects;
and somemay choose between the high- and low-risk projects.When these firms
issue debt for the first time, there is a lemons problem causing lenders to charge
a premium to the new firms above the interest rate charged to firms that have
credit histories but are otherwise identical (hereafter called “seasoned” firms).
Diamond’s main result concerns the dynamic behavior of this lemons premium.
Over time, lenders observe defaults and, as a consequence, reduce the premium
required on the remaining new firms’ debt since, on average, firms with high-
risk projects will have defaulted. Since, for a given project, the lower interest rate
increases the present value of the borrower’s rents, the credit history of being
a surviving firm is a valuable asset and corresponds to a “reputation.” But the
lower interest rate has an additional effect as well since the firms that can choose
between projects may find the safer project more attractive. The importance of
reputation in Diamond’s model is that it affects the actions of some borrowers
since it is increasingly costly to default as time goes by. Insofar as some borrowers
default over time, this incentive becomes stronger.

The theory predicts that (1) firms issuing debt for the first time should pay
higher interest rates than otherwise identical firms and (2) over time lenders will
lower the premium, conditional on having observed defaults, until, eventually,
the premium disappears. This study is concerned with testing these predictions.
The predictions of the model are tested in an environment in which the issues
arise in a very clear way and that has the advantage of relative ease in testing the
theory.

During the American Free Banking Era, many states passed free banking laws
that eased the restrictions on entry into banking (see Rockoff 1975; Rolnick and
Weber 1983). Banks during this period issued debt primarily in the form of bank
notes, whichwere used asmedia of exchange. These notes circulated at discounts
from face value at locations some distance from the issuing banks. An important
issue concerning the period is whether or not some banks had an incentive to
behave as “wildcat” banks, that is, banks that chose to inflate their currencies
beyond the point at which they could be continuously redeemed, abscond-
ing with the proceeds. More generally, the question concerns how well private
money systems can function. In particular, does the notion of reputation provide

but, in fact, were worth less than par. Backing its note issuewith overvalued securities then allowed
this bank to issue notes that were insufficiently backed. The difference was earned as seigniorage,
and the bank was left to fail. See Dillistin (1949) for a discussion of the origin of the term.
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an effective mechanism for private money-issuing firms not to behave as wildcat
banks? Klein (1974) explicitly argues that competitively supplied privatemonies
can exist because of the ability of issuers to establish reputations. The period
is also interesting because of enormous technological change: both the railroad
and the telegraph were introduced during this period and rapidly diffused across
the country. Part of this study assesses the effects of this technological change on
reputation formation.

3.1.1. Reputations and Debt Markets

It is not obvious that debt markets behave in the way Diamond hypothesized. It
may be the case that there is enough information available initially to discrimi-
nate among different types of firms.2 A related issue concerns which firms choose
to issue debt. In the model of Diamond (1989), firms do not have a choice con-
cerning whether to issue debt publicly. The theory may hold if all firms had to
issue debt publicly, but, in reality, it may be that firms issue debt only if their char-
acteristics are sufficiently well known that they do not have to pay a premium
(relative to seasoned firms) on their initial debt issuance. Alternative sources
of borrowing include privately placed debt, bank debt, and venture capitalists.
Diamond (1991) considers the same model as in Diamond (1989), but firms
have a choice of financing their projects with bank loans or with publicly issued
debt. The main result there is that firms will choose to be monitored by banks
until their reputations are established and then issue public debt.

Themain problem in empirically testing for the presence of reputation effects
is that a counterfactual is posed: whether new firms are charged a premium that
declines over time requires knowing what the interest rate would be if the same
firm had a reputation.3 Such a comparison poses the difficult problem of finding

2. In the modern era, corporate debt is typically rated before it is issued. Before firms issue debt
publicly for the first time, they have credit histories based on experiences with banks and venture
capitalists. Using these histories and other publicly available information, ratings firms and market
participants may be able to screen borrowers initially so that there is no initial premium charged
on their debt and no subsequent learning. Even the category of “no rating” may be informative.
The existence of ratings per se is not evidence against the theory since ratings can be subsequently
adjusted on the basis of performance.

3. There is a literature that examines the “seasoning process” for corporate bonds, i.e., the differ-
ences in yield to maturity between newly issued bonds and bonds that have been outstanding for
some time. The most recent results do not seem to find that new issues have higher yields that
persist for any significant period (see Ederington 1974; Lindvall 1977;Weinstein 1978; Sorensen
1982; Fung and Rudd 1986;Wasserfallen andWydler 1988). None of these studies analyzes price
differences between bonds that are the obligations of firms issuing debt for the first time and those
of experienced or seasoned firms.



72 BANK DEBT

a seasoned cohort of firms with the same asset risk.4 Also, if Diamond (1991) is
correct, then new firms borrow from banks and the interest rates on their loans
must be compared to the benchmark cohort (but bank loan interest rate data are
generally unavailable).

An additional empirical problem is that in Diamond’s theory, lenders learn by
observing defaults, but they happen only over relatively long periods of time for
most entering cohorts of firms. For example, in a study of junk bonds, Asquith,
Mullins, andWolff (1989) find that default rates are low immediately after issue
and rise over time. The length of time required for a significant number of
defaults to occur, and hence result in a lower premium for the remaining firms,
would seem to make tracing the evolution of the premium especially hard since
it is measured relative to the fundamentals of an otherwise identical firm. But the
longer the time it takes learning to occur, themore likely the fundamentals of the
new firms and those of the benchmark firms will diverge.5

3.1.2. The Free Banking Era

In this paper a sample of firms that avoids many of the difficulties noted above
is used to test the theory. The sample consists of pre–Civil War banks issuing
debt for the first time. The debt consists of bank notes, which were the distinct
private monies of banks during this period (1838–63). A bank note was a non-
interest-bearing, risky, perpetual debt claim on the bank that could be redeemed
at par on demand. This was effectively the only private debt that was publicly
issued during this period.6 Moreover, operating as a bank required issuing bank
notes. Thus there can be no selection bias in which firms issued debt. All firms
operating as banks issued bank notes. Section 3.2 provides some background on
bank notes during the Free Banking Era.

To address the issue of why this period was not characterized by widespread
overissuance of private money, I focus on four issues. First, I ask whether
Diamond’s dynamic lemons premium theory characterizes note issuance during

4. Note that this cannot easily be done on the basis of bond ratings. If the Diamond (1989) the-
ory is correct, then new firms should have lower bond ratings than otherwise identical firms. Over
time the ratings of the survivors should converge to the rating of the seasoned firms. But, in that
case, the benchmark cohort cannot be formed using bond ratings. Since bond ratings are presum-
ably formed using the available information, it is not clear how the researcher, using the same
information, can separate risk due to lack of credit history from risk due to fundamentals.

5. The problem may be compounded by the fact that firms issuing for the first time are usually
young, smaller, firms—perhaps riskier. A decline in the interest rate may not reflect learning, but
changes in the risk of the firm. Young firms have no natural comparison group.

6. In the latter part of the period, railroads issued bonds.
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this period; that is, were new banks charged higher premia (relative to otherwise
identical seasoned peers), and did these premia decline over time? During the
Free Banking Era, bank notes were not rated, and banks could not have prior
histories without having issued bank notes. Nevertheless, there may be prior
information that is relevant, perhaps concerning the individuals in charge of the
bank or information concerning the bank’s capital ratio, ratio of notes to capi-
tal, amounts of reserves, and so on. The hypotheses are not mutually exclusive:
lenders may be able to discriminate to some extent, but reputations may also be
important.

The second issue concerns how note holders monitored banks. I show that
the redemption option in the bank note contract provided amechanism for note
holders to monitor banks and that a higher discount (from face value) on the
notes of new banks would give them an incentive to monitor. By redeeming the
notes of new banks with high discounts and observing whether these banks can
honor their obligations, note holders learn whether new banks are riskier than
other banks at that location.

The third question concerns the effects of cross-section variation in public
and private arrangements concerning banking in the various states. If there is
sufficiently widespread adverse selection initially, then according to Diamond,
reputation cannot serve to deter firms from choosing excessively risky projects,
which, in this case, might include banks that “overissue” monies, so-called
wildcat banks. The degree of adverse selection may have varied across states,
affecting the extent to which the notes of new banks may have been discounted
(relative to seasoned peers). I test for the presence of such factors.

Finally, the ability of market participants to produce and receive informa-
tion about new banks and their ability to exercise the redemption option by
carrying the note back to the issuing bank are influenced by technology. In
the 1840s the technology available to transmit information and the transporta-
tion technology were primitive. But the technology rapidly improved over the
period with the introduction of the telegraph and the diffusion of the railroad. I
investigate whether technological change affects reputation formation andmon-
itoring using ameasure of technological change constructed from pre–Civil War
travelers’ guides.

3.1.3. Outline of the Argument and Tests

The basic empirical strategy of the paper is to compare the discounts (from face
value) on the bank notes of new banks to the discounts on the notes of existing
banks with credit histories (seasoned banks) at the same location. But this is
reasonable only if the seasoned banks at the particular location are comparable in
every way except that they have credit histories. Section 3.3 addresses this issue;
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I argue that the notes of all (solvent) seasoned banks (at a given location) will
trade at the same price. It is important to establish a priori that all the seasoned
banks at a given location have the same expected risk so that the seasoned note
prices can be used as benchmarks against which the prices of new banks’ notes
can be compared. Appendix A presents a model to make this point formally.

The argument depends on showing that the value of a note declines as it is
carried further and further away from the issuing bank. This decline in value
is greater if the risk of the bank’s portfolio is greater. A consequence is that
consumers are not indifferent between the notes of two banks an equal dis-
tance away, but with different risks, even if those risks are priced. The reason
is that the value of a claim on the riskier bank will be worth less in terms
of consumption at a distant point. Consequently, consumers will send the
notes of the higher-risk bank back for redemption. Thus an important con-
clusion is that higher-risk banks at a given location are monitored via more
frequent note redemptions. The redeemability of notes means that bank type
(asset risk) can be checked very quickly. This monitoring mechanism sup-
ports the equilibrium in which all seasoned banks (at a given location) have the
same risk.

Banks the same distance away will have notes trading at the same discount.
A bank with notes trading at a higher discount is either a seasoned bank that
became insolvent or a new bank that must adjust its balance sheet to reduce its
risk to be consistent with the risk taken on by its seasoned cohort. When the
information about the ability of a new bank to honor notes is transmitted to dis-
tant locations, the price of its notes should adjust, contributing to the formation
of the bank’s reputation. The argument, thus, addresses an apparent paradox in
free bank note prices, namely, that all solvent, seasoned, banks at a given location
have notes trading at the same price. This is a result of the fact that bank notes
functioned as a medium of exchange.

Section 3.4 empirically examines the predictions of the argument above as
a prelude to using the prices of seasoned cohorts as a benchmark for the
subsequent analysis. In particular, I examine whether the bank notes of sea-
soned solvent banks at particular locations, in fact, trade at the same price. I
also look for evidence that higher-risk new banks’ notes tend to be sent for
redemption.

In Section 3.5 the main hypothesis of interest is tested, namely, the question
of whether the notes of new banks are discountedmore heavily than the notes of
seasoned peer banks. In addition, I investigate whether the prices of new banks’
notes are fair lemons premia. The size of the initial discount on new banks’ notes
relative to the discount on the notes of seasoned peers, the lemons premium,
depends on the degree of adverse selection. If cross-section variation in public
and private banking arrangements in different states affects the degree of adverse
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selection, then this should be reflected in the initial discounts on new banks’
notes. This is examined in Section 3.6. Section 3.7 examines whether the ini-
tial note prices differentiate between banks that subsequently go bankrupt and
those that do not. In other words, whether there is evidence of a reputation
effect or not, market participants may have sufficient information to distinguish
between banks of different types. Section 3.8 examines the issue of technological
change. The introduction and spread of the railroad and the telegraph may alter
the ability of market participants to monitor banks and price notes. An index of
technological progress is introduced andused to analyze the effects of technolog-
ical change on the ability of market participants to discipline banks. Section 3.9
offers a conclusion.

3.2. PRE--CIVIL WAR BANK NOTE MARKETS

In pre–Civil War America, banks could open by obtaining a charter from a state
legislature and satisfying state regulations concerning capital and reserves or, if
the state allowed free banking, by depositing specified (state) bonds with a state
regulatory authority, allowing them to issue private money.7 If a free banking
law was passed, then free and chartered banks could coexist if free banks entered
the industry. During the Free Banking Era, 18 states adopted a version of free
banking and 15 retained the chartered banking system.

All banks (free and chartered) issued distinct private monies, bank notes.
Notes were issued in convenient denominations to facilitate use as media of
exchange. Bank notes were pervasively used as a medium of exchange because
there was no viable alternative medium. For example, Gouge (1833, p. 57)
wrote that “of large payments, 999 in a 1,000 are made with paper. Of small
payments, 99 in a 100. The currency of the country is . . . essentially a paper cur-
rency.” With a well-functioning government currency system, bank notes might
be dominated, but during the antebellum period, the costs of using specie were
sizable. The government did not print paper money, and there were problems
with the available coins. Not only was specie difficult to transport, but many
coins were foreign, so there was a confusing array of denominations. There
was no domestic coin between the 50-cent piece and the $2.50 gold dollar.
Moreover, the law did not provide for the reminting of underweight coins,

7. “Free banking” refers to the passage of a general incorporation law for commercial banks. Free
banking laws varied by state but tended to incorporate some common features. Typically, banks
had to back their note issuancewith designated state bonds depositedwith state regulatory author-
ities. Also, bank notes were printed and registered under the direction of the regulatory authorities.
Further background can be found in Cleaveland (1857), Grant (1857), Dewey (1910), and
Hammond (1957).



76 BANK DEBT

which meant that coins might have a negative rate of return (see Carothers
1930).

Banks issued notes to finance loans, mortgages, and security purchases
(mostly state bonds). The notes then circulated as media of exchange. At a
bank’s home location, the notes circulated at par because of the redemption
option; at the home location of the issuing bank, any note price below par
would result in the immediate exercise of the option allowing the note holder to
obtain specie (if the bank was solvent). Consequently, all transactions using the
notes of banks at that location would be conducted at par, consistent with Fama
(1983), who argued that this would be the case for non-interest-bearing private
monies.

It is not clear whether bank notes circulated across different states and regions
in significant amounts. Unfortunately, there is no direct evidence in the form
of note volumes that can be brought to bear on this question. The qualitative
evidence, however, is highly suggestive. First, during this period, there were
large interregional trade flows.8 Some of this trade appears to have been con-
ducted with bank notes because of the transportation costs of using specie (see
the discussion in Atherton [1971]). The literature of the time repeatedly makes
this point. For example, “Bank paper is ‘convertible’ into silver only, which is
inconvenient for large payments, and for transportation to distant places in large
amounts” (Gouge 1833, p. 59). There are many examples in which the observer
reports the common use of distant notes to conduct trade. For example, in 1864
one observer commented that “there are no less than one thousand different
kinds of bank notes, which every businessman in New York or New England
is called upon to criticize and examine, and pay discount on, and suffer more
or less, in the ordinary course of trade” (Shepard 1864). Or, in another case,
“In April, 1838, the circulation of the northern portion of Wisconsin Territory
was made up almost wholly of the notes of the banks organized under the gen-
eral banking law of Michigan” (Merritt 1900). Green (1972) makes the point
that Louisiana banks’ notes circulated widely throughout the South. See also
Atherton (1971).

Such observations are consistent with the fact that newspapers reporting the
prices of bank notes, called “bank note reporters,” were published in all major
cities and were also consulted in rural areas (see Dillistin 1949). Bank note
reporters were exhaustive in their coverage; that is, they reported a price for
every existing private money in North America. The bulk of such newspapers
was devoted to listing these prices together with descriptions of counterfeits.

8. Interregional trade flows in antebellum America were sizable (see Pred 1980; Mercer 1982).
Fishlow (1964) presents quantitative evidence on the size of these flows, and Lindstrom (1975)
specifically discusses Philadelphia.
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Demand for these newspapers is consistent with notes’ traveling some distance
in the course of trade.

3.2.1. Bank Note Price Data

Note prices represented a system of fixed exchange rates with wide bands. Notes
were redeemable in specie (at par), but only at the location of the issuing bank.
For transactions at a distance away from the issuing bank, the price of a note
could be below par since arbitrage via the redemption option was costly because
of the time it took to return to the issuing bank.Thus note prices of distant banks
were quoted at discounts. These discounts reflected the risk of the bank’s asset
portfolio, leverage of the bank, and the time involved to take the note back to the
issuing bank (see Gorton 1993).

Note prices or discounts were established in informal secondary markets,
where note brokers traded notes. Note prices in the secondary market were
reported by the bank note reporters, which were consulted when unfamil-
iar notes were used in a transaction or sold in the secondary market. Bank
note reporters were competitive, with several sometimes operating in larger
cities (see Dillistin 1949). The data used in this study are taken from Van
Court’s Counterfeit Detector and Bank Note List, a bank note reporter printed
monthly in Philadelphia from February 1839 through December 1858.9 Van
Court was a small tabloid providing general business news together with the
discounts from par on the notes of the banks of 29 states and territories and
three provinces of Canada. In all, note prices of approximately 3,000 banks
are provided. (Appendix table 3.B1 shows the coverage provided by Van
Court.)

The prices reported by Van Court are in the form of discounts from par;
that is, the number “3” means that a $1.00 note of that bank is trading for 97
cents worth of gold (see Gorton 1989b).10 The prices are not necessarily trans-
actions prices, and the volumes traded are not known. Nevertheless, it seems
reasonable to believe that they are fairly accurate since it is known that mer-
chants relied on such reporters and that the bank note reporter market was
competitive.

The prices in Van Court refer exclusively to the Philadelphia secondary note
market. At a different location, say Chicago, prices would differ (even for a

9. See Gorton (1989b) for a more detailed description of Van Court’s Counterfeit Detector and
Bank Note List.
10. All note denominations of a given bank were discounted from face value by the same amount,
and there were no “volume” discounts.
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bank with the same asset risk and leverage), as we shall see below, because the
distances back to the issuing banks would differ.

3.2.2. Cross-Section Variation in State Banking Systems

The banking systems in the various states and territories differed in a number
of important dimensions. Some states allowed entry into banking under free
banking laws and somemaintained exclusively chartered systems; some allowed
branching; some provided insurance for circulating bank liabilities; and some
had private arrangements among banks that were important.

A traditional hypothesis is that banking systems that passed free banking laws
experiencedmore bank failures and larger losses than chartered banking systems
did. Rockoff (1971, 1974, 1975), while stressing the heterogeneity of free bank-
ing experiences, finds some support for this view. Rolnick and Weber (1982,
1983, 1984) find little evidence of pervasive wildcat banking, arguing that falling
asset prices are a better explanation of failures in free banking states. Rockoff
and Rolnick and Weber do not directly compare the experiences of free and
chartered systems, however. Kahn (1985) compares the experiences of four free
banking states with two chartered systems and with New Jersey, which passed
a free banking law midway through the period. He finds that free banking legis-
lation “often resulted in very high failure rates in those states relative to failure
rates in non-free-bank states” (p. 885), though Kahn stresses that this is based
on ex post data.

It is important to emphasize that chartered banking states also had a variety
of experiences. In particular, passage of free banking laws was not necessary for
the rapid growth of banks. Kahn (1985) cites Maine and Maryland as exam-
ples. Other chartered states restricted entry; Rockoff (1974) cites Pennsylvania,
Tennessee, andMissouri as examples.

Together the evidence of Rockoff and Rolnick and Weber strongly suggests
that the earlier view that free banking was synonymous with wildcat banking is
incorrect, but it remains less clear how free banking systems performed relative
to chartered systems.

It is important to note that, besides differing as to whether free banking was
allowed or not, state banking systems significantly varied in other ways as well.
These other factors will subsequently be important in assessing whether ini-
tial note discounts priced the degree of adverse selection across different states.
These other factors fall into two categories. First, some states allowed banks
opportunities that seem to have raised their expected returns for the same risk.
In particular, some states (Virginia, North Carolina, South Carolina, Georgia,
and Tennessee) allowed branching, which made these systems less risky (see
Schweikart 1987; Calomiris and Schwiekart 1988; Calomiris 1989). Also, some
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states had successful state insurance systems (Indiana, Iowa, andOhio), whereas
others had less successful systems (New York, Vermont, and Michigan) (see
Calomiris 1989).

A second factor concerns private bank monitoring arrangements. Banks in
New England were part of the Suffolk System, a private coalition of banks
centered around the Suffolk Bank of Boston, generally viewed as a quasi cen-
tral bank. New England banks were apparently less risky because of regula-
tion of their activities by the Suffolk Bank (see Whitney 1878; Dewey 1910;
Mullineaux 1987).

Variation in characteristics of state banking systems suggests that the degree
of adverse selection of new banks may vary, affecting the price of new banks’
notes. Stricter entry requirements, whether formal (e.g., different capital and
reserve requirements) or informal (as with the Suffolk System), might well have
prevented “bad” banks from entering.

3.2.3. Defining “New” Banks

This study focuses attention on new banks issuing notes for the first time. As
there is no other extensive information available, a “new” bank must be defined
using Van Court’s published prices. In order to be useful to consumers, a bank
note reporter such as Van Court had to have exhaustive coverage. Every con-
ceivable note that might be offered as payment in a transaction had to have a
quoted discount or price. It is worth stressing that the bank note reportermarket
was competitive (see Dillistin 1949). Thus it seems reasonable to take the ini-
tial discount reported by Van Court on a bank’s note as essentially the primary
issuance price in Philadelphia. A new bank is defined, for purposes of this study,
to be a bank appearing for the first time in Van Court after the first six months of
publication.11

The definition of a new bank results in a sample of 1,673 banks that entered
during the period. Figure 3.1 presents a bar graph of the number of new banks
entering each year during the sample period. Entrants are, to some extent,

11. The first six months of publication are excluded because Van Court’s first issues were not
apparently exhaustive in covering the existing banks. Initially, Van Court appears to have been
expanding coverage to include banks that were seasoned but had not been included previously.
The prices of many banks are listed in the first six months at the modal discount for that location,
suggesting that they are not new. Including the first six months shows large numbers of banks as
“new” compared to subsequent numbers of entering banks. Excluding the first six months elimi-
nates 713 banks that would otherwise have been classified as new. That the remaining banks are,
in fact, new was checked for a small sample of New York banks by comparing the state regulatory
listings for banks not previously listed with Van Court’s new entries. This confirms that the banks
are, in fact, new.
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Figure 3.1 Number of new banks

clumped in the early period, when some states followed the lead of New York
in adopting free banking, and in the early 1850s, when a number of additional
states adopted free banking.

3.3. BANK NOTE PRICES, ARBITRAGE, AND MONITORING
VIA REDEMPTION

A crucial step for the subsequent analysis is the proposition that all seasoned
banks at the same location will have identical note discounts at given distant loca-
tions, corresponding to identical asset risk (assuming capital requirements are binding
so banks have the same leverage). In this section, I discuss this proposition infor-
mally; it is established formally in Appendix A in the context of a specific model.
The proposition is stronger than the statement that note prices (discounts)
must accurately reflect the default risk of the issuing bank. While this is true,
the proposition says that the asset risk of banks at a given location must be the
same. I show that the reason is that notes are used as media of exchange. The
mechanism that enforces the equilibrium is redemption of notes of banks that
choose higher levels of risk than that of seasoned peers. This monitoring fea-
ture of note redemptions is induced by arbitrage possibilities that arise if a bank
chooses higher asset risk than its peers. The propositionwill be examined empir-
ically in the next section and will become the basis for using the note prices of
seasoned banks as benchmarks against which the notes of newbanks can be com-
pared. I shall also examine evidence of monitoring via redemptions in the next
section.
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3.3.1. Bank Note Discounts

Imagine an economy in which agents are spatially separated and trade because
they have a preference for goods from other, more distant, locations. I assume
that (i) bank notes are used as media of exchange; that is, they are used to sat-
isfy a cash-in-advance constraint; (ii) bank notes are risky because they finance
risky assets; the issuing bank may fail to honor its notes at par if they are pre-
sented for redemption; and (iii) the further a bank’s note is away from the
issuing bank’s location, the longer time it takes to return the note for redemption.
The assumption that bank notes are used as media of exchange, assumption i,
presumes that they are not dominated by another medium, such as specie. As
discussed above, there was no government paper currency during this period,
and trade with specie was costly. The assumption that banks are risky, assump-
tion ii, should be interpreted further tomean that the investment opportunity set
of banks and the cost of capital are taken as given (i.e., it is optimal for seasoned
banks to be risky). Assumption iii will be interpreted to mean that distance away
from the issuing bank is equivalent to the time it takes to receive the risky payoff
of a note redemption.12 In other words, think of distance as the maturity of the
risky note. With these assumptionswe can ask how a bank’s note price (discount
from par) is determined at any given location.

It is easy to price the note of a bank when the note is at the same location as
the issuing bank. At the location of the issuing bank, its notes must trade at par
because, if not, there is an arbitrage opportunity since it is costless to redeem the
note at the bank (the time it takes to return to the issuing bank is zero). But if a
particular bank’s note moves further away from the bank’s location in the course
of trade, then a discount from face value will arise along the way (it is this capital
loss that would make notes dominated if there were a superior alternative). The
reason is that, from distant locations, it takes time to return the note to the loca-
tion of the issuing bank, and the bank is risky. Pricing the note in this context is
equivalent to pricing a risky pure discount bond in which the maturity is equal
to the time it takes to return to the issuing bank. In fact, at first glance, it would
seem that the notes of different banks at the same location could be priced differ-
ently at some particular distant location (i.e., maturity), as long as the different
prices reflected the different default risks. This would be true in efficient markets
if notes were not used as a medium of exchange.

Now consider the implications of using notes as a medium of exchange.
At any date a particular bank’s note may be held by an agent to satisfy the
cash-in-advance constraint or it may be sent back to the issuing bank for

12. If the issuing bank is a distance d away, then assume that the maturity of the note is d periods,
ignoring, for simplicity, the fact that there is a round-trip.
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redemption (i.e., the agent will receive a risky payoff some periods from now,
depending on how far away the issuing bank is located). If the agent is indiffer-
ent between these two alternatives, then the note may again be priced as a risky
(pure discount) debt claim with maturity corresponding to distance away from
the issuing bank. Otherwise a price bound is established. In Appendix A, condi-
tions are provided under which a closed-form solution for note prices based on
Black and Scholes (1973) can be derived. This pricing formula is useful because
it shows that (as usual with bonds) the value of a note varies inversely with time
to maturity, risk, and leverage.

The basis of the proposition is the fact that the value of a note declines as
it moves further away from the issuing bank (because it then will take more
time for the note to be returned for redemption). More specifically, a stan-
dard result on risky debt from contingent claims (see Merton 1974) is that
the riskier the note (bond), the greater the decline in value as it moves fur-
ther away (i.e., as the maturity increases). Since notes finance consumption
purchases that may be made at locations further away from the issuing bank’s
location, the consumer will not be indifferent between the notes of two banks
of different risk an equal distance away. If the consumer moves still further
away from the issuing banks’ location, increasing the time to redemption (matu-
rity), the riskier banks’ notes will decline in value by relatively more; hence
the consumer exchanges fewer consumption units when shopping at the distant
location. A less risky bank’s notes will be preferred as a medium of exchange
and the riskier bank’s notes will be sent for redemption. But then equilibrium
requires that the notes of all banks at a given location have the same risk, and
none are sent for redemption. If banks could produce riskless liabilities and
still earn the required rate of return on bank equity, then such notes would
predominate. Of course, if using specie is less costly, then it might dominate
notes. The proposition describes a world in which these alternatives are not
available.

3.3.2. Discounts and Monitoring

Establishment of the equilibrium inwhich all banks at a given location have notes
trading at the same prices relies on the argument that the notes of a higher-
risk bank, at a given location, will be redeemed. Because a riskier bank will face
more redemptions, it would have to hold more reserves or become insolvent.
Since reserves are not interest-bearing, a bank with more reserves would be less
profitable. Thus anydifference in note prices induces a naturalmonitoringmech-
anism, namely, note redemptions. The mechanism of redemptions establishes
the equilibrium quality (risk) of banks, resulting in the circulation of seasoned
banks’ notes at the same price without redemption.
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Privately each bank may have an incentive to increase risk (above the equi-
librium level of risk of bank portfolios at its location), that is, to be a “wildcat
bank.” Increasing risk will increase the value of the bank’s equity, but market
participants, recognizing the incentives of the bank, will discount its notes appro-
priately, penalizing the bank when it first introduces the notes into the market
(the lemons premium in Diamond’s [1989] model). Since the new, possibly
wildcat, bank chooses a level of risk higher than the seasoned banks at its loca-
tion, its notes will have a higher discount. In that case, by the argument above,
all its notes will be redeemed. Redemption results in verification of bank type by
establishing the ability of the bank to honor its notes with reserves, borrowings
from other banks, or asset sales to other banks. If redemption occurs fast enough,
wildcatting will not be profitable. The threat of redemption can prevent wild-
cat banking. Redemption corresponds to monitoring in Diamond (1991). This
argument is formalized in Appendix A.

In the context of the Diamond (1989) setting, the arguments above should
be interpreted as follows. The notes of new banks, to the extent that they are
perceived to be riskier than seasoned peers, will be returned more frequently;
that is, they will not circulate to the same extent. Redemptions serve the purpose
of monitoring the new banks since if they are not good types, they will become
insolvent faster. Thus, while new banks’ notes will have higher discounts initially
compared to those of seasoned peers, over time good banks and bad banks can
be separated, and the type that can choose between a risky and a safe project will
have an incentive to choose the low-risk project.

3.4. THE ENFORCEMENT OF ONE DISCOUNT PER
LOCATION: EMPIRICAL EVIDENCE

The proposition says that the notes of banks at a given location will trade at
the same price because, if they do not, the riskier banks will face redemptions
until they adjust their asset risk or go bankrupt. In this section these predictions
are examined empirically as a prelude to testing for the presence of reputation
formation.

3.4.1. Do Seasoned Solvent Banks Face the Same Discount?

To examine the prediction that seasoned solvent banks’ notes (at a given loca-
tion) trade at the same discount, table 3.1 provides the average of the monthly
percentages of total banks, at representative selected locations, whose noteswere
trading at the modal discount for each year.13 The states shown in table 3.1

13. Gorton (1989b) contains the full set of results.



Table 3-1. PERCENTAGE OF BANKS WITH NOTES AT THE MODAL DISCOUNT: SELECTED STATES
Connecticut Georgia Louisiana Massachusetts

Modal Number Modal Number Modal Number Modal Number
Percentage of Banks Percentage of Banks Percentage of Banks Percentage of Banks

1839 84.03 42 63.69 25 95.26 20 98.49 136
1840 97.35 42 57.81 26 95.16 21 100.00 135
1841 96.73 42 54.19 18 96.06 19 100.00 130
1842 94.42 41 77.95 20 52.10 20 97.88 133
1843 95.00 40 63.40 18 50.88 20 96.32 133
1844 98.37 42 87.33 19 47.42 21 97.03 132
1845 98.16 42 85.28 28 50.00 20 97.74 133
1846 98.75 40 86.67 20 52.63 19 97.44 133
1847 99.58 40 89.76 18 52.63 19 98.80 110
1848 100.00 37 78.89 14 50.00 18 98.80 112
1849 100.00 40 83.98 13 79.66 18 99.54 122
1850 100.00 44 94.87 13 100.00 8 100.00 129
1851 97.94 47 77.57 13 100.00 8 100.00 133
1852 99.36 56 96.80 14 100.00 6 99.92 141
1853 99.42 63 96.77 18 100.00 8 100.00 150
1854 99.48 69 82.01 16 100.00 10 100.00 156
1855 100.00 69 97.02 18 100.00 10 100.00 162
1856 100.00 73 60.63 25 100.00 9 100.00 164
1857 96.27 77 64.84 24 100.00 8 99.75 175
1858 87.87 81 58.97 30 100.00 11 99.27 179



New York City New York State* Ohio Philadelphia
Modal Number Modal Number Modal Number Modal Number

Percentage of Banks Percentage of Banks Percentage of Banks Percentage of Banks
1839 93.71 41 78.33 148 89.89 38 100.00 42
1840 94.71 43 92.07 181 83.51 42 96.06 39
1841 85.43 38 68.13 168 84.13 40 82.92 39
1842 80.78 41 78.25 164 71.71 34 59.17 32
1843 73.51 39 67.50 166 67.72 36 70.83 30
1844 83.49 39 82.63 183 61.38 35 78.00 29
1845 89.15 36 83.35 184 70.48 35 94.09 26
1846 80.09 36 77.58 185 80.07 40 94.12 25
1847 78.70 36 76.89 203 81.52 39 93.44 22
1848 84.25 34 76.84 212 82.41 44 93.33 22
1849 100.00 29 81.30 209 77.27 44 93.68 21
1850 99.18 32 86.79 209 76.28 44 93.75 21
1851 97.50 41 87.35 238 76.85 43 93.75 21
1852 97.43 49 96.21 234 92.86 30 93.75 21
1853 98.18 64 87.93 286 94.60 39 100.00 21
1854 97.68 68 95.85 309 100.00 37 100.00 20
1855 88.29 68 96.44 318 93.32 37 100.00 20
1856 92.23 70 96.57 337 91.36 38 100.00 20
1857 93.38 68 95.86 320 87.12 38 100.00 20
1858 98.28 58 84.11 283 81.46 36 94.52 20

NOTES: The modal percentage is the average of the 12 monthly modal percentages (percentage of total banks with notes trading at the modal discount).
The number of banks is the number of banks in existence during the year.
* All banks in New York State excluding New York City banks.
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are representative geographically and with respect to type of banking system. At
each date the bank notes of most banks at each location are trading at the same
discount in the Philadelphia note market, the modal discount. It is clear from
the table that at most locations the percentage of banks with notes trading at the
same discount in Philadelphia is extraordinarily high.

In almost every case, the notes of other banks, not trading at the modal dis-
count, are trading at higher discounts, usuallymuch higher, suggesting that these
notes are claims on insolvent banks (see Gorton 1989b).14 When a bank went
bankrupt, state bank regulators liquidated the bank over a period of time, usually
some years. During this time the bank’s notes could continue to circulate, but
they would be equity claims on the bank. Consequently, these notes would trade
at “deep” discounts. To investigate this, table 3.2 provides the modal discounts,
averaged over the months of each year, and the average nonmodal discount.15

It can be seen that the nonmodal discounts are typically much larger than the
modal discounts.16 As expected, in Philadelphia, the modal discount is always
zero, indicating that bank notes trade at par at the home location. Also, notably,
even states such as New York, where free banks and chartered banks covered by
state insurance coexisted, the discount on the notes of all solvent banks is the
same!

The high percentages of banks with notes trading at the modal discount are
consistent with the proposition above. Banks not trading at the modal discount
are insolvent.

3.4.2. Evidence of Monitoring

The argument above also predicts that the notes of a new bank that are trading
at a discount higher than the modal discount of seasoned peers at their location
will be redeemed more frequently. In the face of such redemptions, we would
expect “bad” banks, that is, high-risk banks, to be detected fairly fast. In fact, the
notes of banks of higher perceived risk would not circulate as far.17

14. This was verified for a small sample of New York State banks.

15. The reader will note some negative entries in table 3.2. They occurred during periods of
suspension of convertibility (during the banking panics of 1839 and 1857). During a period of
suspension, it was not possible to obtain gold in exchange for notes. VanCourt essentially changed
the numeraire from gold to Philadelphia bank notes during these periods. Thus a negative num-
ber indicates a premium in terms of Philadelphia banks’ notes. See Gorton (1989b) for a more
complete discussion.

16. In a few cases, such as Connecticut in 1851 and Georgia in 1850, a single bank’s notes traded
at a discount lower than themodal discount for a fewmonths. In no case is the nonmodal discount
systematically lower than the modal discount.

17. In terms of themodel in Appendix A, with a higherσ , the optimal d that solves (3A.4) is lower.



Table 3-2. MODAL AND NONMODAL DISCOUNTS: SELECTED STATES
Connecticut Georgia Louisiana Massachusetts

Modal Nonmodal Modal Nonmodal Modal Nonmodal Modal Nonmodal
Discount Discount Discount Discount Discount Discount Discount Discount

1839 .045 −.021 5.975 7.754 3.773 13.125 −.318 .313
1840 −3.083 4.615 7.375 11.035 2.417 25.000 −3.083 10.833
1841 −1.500 8.906 8.917 16.516 4.125 25.000 −1.917 . . .
1842 −.167 19.315 9.167 13.308 18.337 27.979 −.167 56.515
1843 .833 21.708 3.750 10.333 2.542 50.827 .833 54.846
1844 .500 3.500 2.000 14.286 1.500 41.302 .500 55.417
1843 .500 5.000 2.000 13.667 2.000 44.667 .500 27.692
1846 .500 5.000 1.833 15.548 2.500 38.333 .500 34.194
1847 .500 5.000 1.229 16 818 1.250 38.333 .500 60.000
1848 .500 · · · * 1.833 3.818 1.083 38.333 .500 60.000
1849 .430 · · · 1.375 1.900 1.833 35.930 .430 43.000
1850 .380 · · · 1.000 .750 1.438 . . . .380 . . .
1851 .380 .250 .979 1.036 1.104 . . . .380 . . .
1852 .326 .500 1.021 1.250 1.229 . . . .326 .380
1853 250 38.750 .885 2.750 .917 . . . .250 . . .
1854 .388 3.000 1.063 3.711 1.021 . . . 388 . . .
1855 .313 . . . 1.208 1.250 1.792 . . . .313 79.500
1856 .250 . . . 1.000 2.000 1.917 . . . .250 53.347
1857 .229 17.827 2.042 3.624 1.021 . . . .229 5.607
1858 .295 8.623 1.542 7.780 1.313 . . . .295 3.167



Table 3-2. CONTINUED

New York City New York State† Ohio Philadelphia
Modal Nonmodal Modal Nonmodal Modal Nonmodal Modal Nonmodal
Discount Discount Discount Discount Discount Discount Discount Discount

1839 −2.0450 −.026 −.795 −1.276 4.409 2.368 .000 . . .
1840 −4.0330 31.239 −2.375 1.770 4.833 4.407 .000 21.667
1841 1.0630 30.356 −1.583 16.694 7.250 8.706 .000 24.927
1842 −.8750 31.500 .292 32.623 10.167 23.556 .000 38.561
1843 .1670 29.600 .197 42.599 2.792 38.727 .000 33.214
1844 .0210 22.071 .750 40.290 1.646 24 600 .000 22.058
1845 .0000 28.813 .750 33.893 2.021 25.565 .000 28.636
1846 .0000 47.244 .813 26.813 2.125 30.025 .000 24.167
1847 .0000 51.914 .750 24.667 1.333 38.838 .000 18.917
1848 .1670 50.159 1.010 24.376 2.083 42.418 .000 14.833
1849 .1250 . . . .802 19.784 1.625 48.000 .000 12.333
1850 .0100 .750 .750 9.350 1.448 49.500 .000 13.833
1851 .0000 .750 .750 9.811 1.271 49.328 .000 15.000
1852 .1250 .589 .688 12.495 1.271 70.000 .000 15.000
1853 .1250 .500 .510 8.742 .979 31.155 .000 . . .
1854 .1250 .097 .542 12.197 1.866 . . . .000 . . .
1855 .1560 3.643 .542 14.813 1.475 35.397 .000 . . .
1856 .1250 4.903 .500 11.725 1.000 20.000 .000 . . .
1857 .0104 40.271 .458 16.891 2.250 30.198 .000 . . .
1858 .8960 15.000 .375 6.638 1.208 29.938 .000 60.000

NOTES: The modal discount is the annual average of the 12 monthly modal discounts. Similarly, the nonmodal discount is the average of the monthly
nonmodal discounts.
* Indicates that all the banks during the months of that year had notes trading at the modal discounts.
† All banks in New York State excluding New York City banks.
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Consequently, learning by market participants should happen fairly fast. More-
over, as a consequence of redemptions, all new banks should hold more reserves
in anticipation of redemptions, a prediction examined in a subsequent section.
While there are no data available on redemptions at individual banks, some evi-
dence that this is the case can be adduced by examining how fast bad new banks
are detected.

In order to examine this issue, the sample of newbanksmust be split into good
and bad banks. To define a “good” bank I shall rely on the prediction that such
a bank eventually has notes priced the same as those of seasoned peers. There-
fore, a good bank is defined to be a bank whose note discount has converged
to the modal discount (at that location) 13 months after entry.18 Other banks
are deemed bad banks (their note discounts become increasingly larger than the
modal discount as time goes by).

A bank that becomes insolvent is treated by Van Court in one of two ways.
Either its notes continue to trade at high discounts, since they are essentially
equity claims at that point, or the discount on the bank’s notes is no longer
reported. A bank whose discount is initially in excess of the modal discount may
eventually (after 1 year by the definition above) become a good bank. Suppose
it is assumed that new banks that Van Court drops from newspaper coverage are
bad banks that have been detected. In fact, just prior to being dropped, these
new banks have higher discounts than other new banks, suggesting that they did
become insolvent. The percentage of new bad banks that Van Court discontin-
ues reporting on provides a lower bound on the number of bad banks that have
been detected.

Examining the percentage of new bad banks that Van Court discontinues
reporting on provides some sense of the speed with which bad banks are
detected. Table 3.3 presents some (representative) such evidence. As can be
seen in the table, for many states, over 50 percent of the bad banks are detected
within the first year of their existence. The states in which no bad banks have
been detected within the first year are states that are distant from Philadelphia
and have few banks, Alabama and Nebraska. In the case of Delaware, there
is only one bad bank. On the other hand, bad banks are detected very fast in
states with large numbers of bad banks, such as New York and Indiana. The evi-
dence in table 3.3 is consistent with the notion that bad banks are forced into
insolvency via redemptions since their assets typically would have maturities
longer than 1 year.19

18. The requirement is that the discount of the entrant be at the mode for three consecutive
months, 13, 14, and 15 months after entry. Results are not particularly sensitive to a variety of
other definitions of good and bad banks.

19. See Dewey (1910) for a discussion of the loans made by banks during this period.
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Table 3-3. SPEED OF DETECTION OF BAD BANKS

State Percentage of Bad Banks Surviving after:
Number of 2 3 6 12 16
Bad Banks Months Months Months Months Months

Alabama 4 100.00 100.00 100.00 100.00 100.00
Connecticut 12 100.00 100.00 100.00 66.67 16.67
Delaware 1 100.00 100 00 100.00 100.00 100.00
District of 21 57.14 52.38 42.86 19.05 9.52

Columbia
Georgia 47 93.62 82.98 70.21 59.57 31.92
Illinois 30 93.33 93.33 73.33 36.67 26.67
Indiana 113 70.80 69.90 65.50 53.10 47.80
Louisiana 12 100.00 91.67 83.33 41.67 41.67
Maine 59 52.54 52.54 42.37 37.29 30.15
Maryland 24 100.00 95.83 87.50 87.50 79.17
Massachusetts 19 100.00 89.47 84.21 57.90 21.05
Michigan 46 45.65 45.65 41.30 30.44 23.91
Mississippi 19 36.84 31.58 31.58 31.58 31.58
Montana 11 100.00 90.91 81.82 54.55 9.09
Nebraska 9 100.00 100.00 100.00 100.00 100.00
NewHampshire 20 95.00 95.00 65.00 15.00 10.00
New Jersey 25 92.00 84.00 76.00 56.00 40.00
New York 256 67.58 63.67 60.55 56.64 47.27
North Carolina 0 . . . . . . . . . . . . . . .
Ohio 15 93.33 80.00 66.67 46.67 33.33
Pennsylvania 54 96.30 90.74 70.37 53.70 37.04
Rhode Island 7 100.00 100.00 100.00 57.14 14.29
South Carolina 7 100.00 100.00 100.00 85.71 71.43
Tennessee 36 97.22 91.67 83.33 75.00 63.89
Vermont 4 100.00 100.00 100.00 75.00 50.00
Virginia 39 100.00 100.00 94.87 87.18 79.49

I shall now turn to testing the main prediction of the reputation theory,
that banks issuing notes for the first time should face higher discounts on
their notes than banks at the same location that have been in existence for
some time.

3.5. REPUTATION FORMATION AND THE PRIMARY
NOTE MARKET

We are now in a position to ask whether the notes of new banks are discounted
more heavily than those of seasoned peer banks at that location. We shall
examine the discounts on new banks’ notes compared to the modal discount of
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banks at that location. The “excess entry discount” for new banks, entering the
market at time t, at a particular location, is defined to be

entry discountt −modal discountt
|100−modal discountt| .

The excess entry discount is the difference between the discount on the notes of
a new bank, entering at time t, and themodal discount for seasoned banks at that
location at time t, normalized for the price of the seasoned banks’ notes at time t
(to facilitate comparison across time and location).

The advantage of this definition of the excess entry discount is that many
observed factors are indirectly accounted for by their influence on the modal
discount. For example, if a state changes its bank regulations, if it introduces free
banking, or if there is a macroeconomic shock, the modal discount will change.
Gorton (1993) argues that the modal discounts are accurate reflections of such
risk factors. Thus the benchmark is quite robust.

3.5.1. Discounts on the Notes of New Banks

The main prediction of Diamond’s reputation theory is that the excess entry
discounts should be significantly positive because the notes of new banks must
offer a premium to note holders (over the rate offered on the notes of sea-
soned banks) to induce them to hold them since new banks do not have credit
histories. To examine this question the excess entry discount is computed for
all new banks during the period; there are 1,673 new banks. A finding of a
significantly positive excess entry discount would be evidence in favor of the
theory.

Panel A of table 3.4 provides the average excess entry discount on the notes
of all new banks that entered during the period. Also provided are the results of
the test that the excess entry discount is significantly different from zero. As can
be seen, the average excess entry discount is significantly positive as predicted by
the reputation model of Diamond. This is also true of subperiods, as shown in
panel B of table 3.4.20

3.5.2. Are the Excess Entry Discounts Fair Lemons Premia?

If new banks are, in fact, riskier, on average, than seasoned banks and the higher
discount accurately reflects this risk, then amarket participant buying a portfolio

20. The subperiods are chosen to correspond to the measure of technological change introduced
in Section 3.8.



92 BANK DEBT

Table 3-4. EXCESS ENTRY DISCOUNT

Period Mean Number of Standard Minimum Maximum t-Statistic
Excess Entry New Banks Deviation
Discount

A. A L L BANKS

1839–58 .0258 1,673 .110 −.286 1.290 9.56

B. BY PER IOD

1839–45 .0697 412 .171 −.059 1.290 8.26
1846–50 .0220 203 .107 −.021 .797 2.94
1851–58 .0080 1,058 .068 −.286 .737 3.96

of the notes of new banks at the date of entry should not earn a higher return
compared to a portfolio of seasoned banks’ notes purchased at the same dates
and locations. That is, the discounts should be fair “lemons premia” since some
of the new banks will fail and somewill not. Thus a portfolio of new banks’ notes
should include some notes that suffer capital losses (when the bank fails or when
information that it is a bad bank is revealed) and some notes that realize capital
gains (when it is revealed to be a good bank).

To examine this question I form a portfolio of each new bank’s notes at the
date the new bank enters and examine the return on this portfolio over the first
year of the bank’s existence. The return on this portfolio is compared to the
return on a benchmark portfolio composed of seasoned peer banks’ notes as fol-
lows. On each date that a new bank enters, the benchmark portfolio purchases
the note of a seasoned peer from that location. The benchmark portfolio is then
held for a year. We can examine the difference in the returns on these portfolios.
Thus, for a new bank entering at date t, the difference in returns is given by

PNt+12 −PNt
PNt

− PSt+12 −PSt
PSt

≡ RN −RS,

where Pt is the price of the note at date t (100 minus the discount) andN and S
refer to the new bank and the seasoned bank, respectively.

Table 3.5 reports the differences in returns between the two portfolios for the
whole period and for subperiods. In each case the difference is insignificantly
different from zero. The discounts on the notes of new banks appear to be fair
since they provide the market rate of return on seasoned banks’ notes. In this
sense, there is no underpricing of new banks’ notes.

3.5.3. Counterfeiting

The fact that the excess entry discounts are significantly positive, on average, and
that they represent fair lemons premia does not, however, allow the immediate
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Table 3-5. RETURN DIFFERENCES BETWEEN PORTFOLIOS OF NEW BANKS’ NOTES
AND PORTFOLIOS OF SEASONED PEER BANKS’ NOTES

1839–58 1839–45 1846–50 1851–58
(N = 1,673) (N = 412) (N = 203) (N = 1,058)

Mean return difference −.0045 −.0046 .0023 −.0063
Standard deviation .114 .122 .110 .105
Minimum difference −1.045 −.983 −.443 −1.045
Maximum difference 2.240 2.240 1.000 .0301
t-statistic −1.720 −1.090 .328 −1.68

conclusion that the lack of a credit history is the explanation. A non–mutually
exclusive alternative hypothesis concerns counterfeiting of bank notes. Coun-
terfeiting during the Free Banking Era was a serious problem (see Dillistin 1949;
Glasner 1960). Van Court reports descriptions of counterfeit notes for every
bank with a reported note price, suggesting that counterfeiting was widespread.

The result that the notes of new banks are more heavily discounted than the
notes of seasoned banks at the same location is consistent with the interpreta-
tion that new notes were more likely to be counterfeits. It may have taken time
for note holders to learn to recognize counterfeits of new notes. If the proba-
bility that a new bank’s note is counterfeit was higher or if the public was less
capable of recognizing counterfeits of new notes, then these notes would face
higher discounts. As the public learns that the new notes are from legitimate
banks and comes to recognize the counterfeits of new banks’ notes, the excess
entry discount would shrink. Learning about counterfeits is also tantamount to
the acquisition of a reputation, but this reputation is conceptually distinct from
the notion of a reputation proposed by Diamond.

There are several reasons why counterfeiting does not seem a persuasive
explanation of the results in tables 3.4 and 3.5. First, a difficulty with the coun-
terfeiting explanation of the results is that it is not clear that the notes of new
banks would be more likely to be counterfeited than the notes of seasoned
banks. There are costs to counterfeiting the notes of new banks. The main prob-
lem is that many of these banks become insolvent fairly quickly (as shown in
table 3.3), making counterfeiting the notes of new banks very risky. Moreover,
as we have seen in table 3.4, new banks’ notes were more heavily discounted,
making it less profitable to counterfeit them. Contemporaries of the period
repeatedly observe that almost all notes were counterfeited, but that notes
of “better” banks were more likely to be counterfeited. The New York Times
observed in 1862 that

out of the thirteen hundred and eighty-nine banks in the United States,
only two hundred and fifty-three have escaped the attempts at imitation by
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one or another of themany species of frauds. And out of these two hundred
and fifty-three, at least one hundred and forty-three are not worth counter-
feiting, so that in round numbers, out of 1,300 bank note issues, but one
hundred are not counterfeited. The rule is, that the better the bank, the
more the counterfeits.

[Quoted in GLASNER (1960, pp. 85–86)]

A second point concerns how counterfeiting was actually accomplished. The
dominant method was not engraving, printing, photographing, or otherwise
creating replicas of real notes. These technologies were expensive and not
widespread. Instead, rather than the replication of notes, the predominant
method involved the alteration of existing notes.21 A typical method was to raise
the denomination of an existing note, for example, by turning a $1.00 bill into
a $10 bill by adding a zero. Another common method was to alter a note of an
insolvent bank (trading at a high discount) so that it appeared to be a note of
a solvent bank, thereby capturing the difference in the discounts. One observer
writes as follows:

There are now in circulation nearly four thousand counterfeit or fraudulent
bills, descriptions of which are found inmost BankNote Lists.Of this num-
ber, a little over two hundred are engraved imitations—the residue being
in point of general design entirely unlike the real issues of the banks whose
names have been printed on them. These spurious notes—more properly
altered—bills are generally notes of broken or exploded banks, which were
originally engraved and printed by bank note engravers for institutions sup-
posed to be regularly organized and solvent. [Descriptive Register of Genuine
Notes (1859), cited by Glasner (1960, p. 82)]

Basically, the available counterfeiting technology, altering existing notes
rather than printing new notes, restricted the choices of counterfeiters. It was
not possible to focus counterfeiting activity exclusively on new notes. Attention
was focused on notes that were poorly designed or poorly printed, which made
alterations easier, or on notes that were more profitable to alter. Moreover, to
the extent that activity could be focused, the available evidence suggests that it
was the seasoned banks’ notes that weremore profitable to counterfeit. The con-
clusion is that counterfeiting cannot be the explanation for the results in tables
3.4 and 3.5. In fact, new banks’ notes were less likely to be counterfeit.

21. Dillistin (1949) provides a discussion of the ways in which notes were altered and provides
pictures of real and altered notes.
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3.6. CROSS-SECTION VARIATION IN STATE INSTITUTIONS
AND THE DEGREE OF ADVERSE SELECTION

Variation of excess entry discounts across states is likely to depend, in part, on the
ability of banks to engage in risk taking. That is, the degree of adverse selection
in an entering cohort may differ across states. As discussed above, the degree
of adverse selection should depend on the public and private arrangements
governing banking in the given state. This section examines these predictions.

3.6.1. Public and Private Banking Arrangements

Institutional factors that affect entry would be detectable in the excess entry dis-
counts only if they affect the degree of adverse selection. It is important to keep
in mind that these factors will also affect the benchmark of the modal discount if
seasoned bank risk is affected (see Gorton 1993). So the excess entry discount
will be affected only if these factors serve to deter bad banks from entering.

A state-run note insurance program may reduce the degree of adverse selec-
tion. New banks in states with successful state insurance programs should have
lower excess entry discounts because these systems were mutual guarantee sys-
tems that included monitoring by other banks and state insurers (see Calomiris
1989). If monitoring by state regulators or by other banks is more intense in
states with insurance programs, then fewer bad banks will enter the market.
Calomiris divides these systems into successful insurance systems and unsuc-
cessful insurance systems on the basis of their design and experience. In what
follows I adopt his classification.

Also, as mentioned above, some states allowed branch banking, which evi-
dence suggests reduced the bank failure rate, possibly because of diversification.
The existence of branch bankingwould reduce themodal discount (a prediction
confirmedbyGorton [1993]), butmay also affect the excess entry discount. This
would occur, for example, if competition from incumbents via branches raises
the required quality of entrants in order to achieve success.

Private bank coalitions, in particular the Suffolk System of New England,
should reduce the degree of adverse selection because participation in this sys-
tem was a prerequisite for success. The Suffolk Bank, generally viewed as a quasi
central bank, may have screened entrants. It appears that the Suffolk Bank was
successful in reducing the risk ofmember banks. During the Panic of 1839 and its
aftermath, only four out of 277 banks inNew England (outside of Rhode Island)
failed. In other areas of the country the failure rate was much higher. In Ohio,
Illinois, andMichigan, 13.4 percent of banks failed.

The factors above would be important to the extent that they operated to
reduce the proportion of bad banks in any entering cohort. Free banking laws,
however, were designed to ease entry rather than restrict entry. Consequently,
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the predictions about excess entry discounts with respect to whether the bank-
ing system is free or chartered are less clear. While a common conjecture is
that since free banking made entry easier and that, consequently, the degree of
adverse selection may well have been higher in free banking states, only Kahn
(1985), who examined two chartered states, provides any evidence for this view,
as discussed above.

When a free banking law was passed in a state, it did not necessarily mean
that free banks entered. In every case in which free banks entered, they coex-
isted with chartered banks. In other words, there is no state in which chartered
banks were forced out of the banking industry by competition from free banks.
The argument above—that all note prices of banks at a given location will be
the same—implies that when free banks enter under a new free banking law,
either the new free banks’ note prices will adjust to the price of the incumbent
seasoned chartered banks or the opposite will occur. It cannot be the case, in
equilibrium, that free banks and chartered banks coexist with notes trading at dif-
ferent prices. Indeed, in all states that passed free banking laws, solvent free and
chartered banks traded at the modal discount for that location. A good example
of this is NewYork, which had insured chartered banks and free banks coexisting
for the entire period. (The free banks were not insured but faced bond backing
requirements for note issuance.) Yet all these banks traded at the same discount
when solvent.

Gorton (1993) found that the risk of banks (the asset value variance implied
by the modal note price, found by inverting the Black-Scholes formula) trading
at themodal discount was not affected by passage of a free banking law.This sug-
gests that free banks and chartered banks coexisted because free banks adjusted
their balance sheets so as to have the same risk as the incumbent chartered banks.
It cannot be the case that seasoned chartered banks adjusted their risk levels
to the anticipated level of risk that would prevail when free banks entered. By
revealed preference, that level of risk could have been achieved without entry
by free banks (if it could not have been achieved, then chartered banks would
be driven out of the market, but this never occurred). One explanation for why
free banks did not enter in some states that passed free banking laws might be
that bank regulations prevented them from achieving the same risk level as the
incumbent chartered banks. This is a question for further research.

While free banks that entered would have to adjust to the risk level of the
incumbent chartered banks, the degree of adverse selection might be worse
in free banking states. In that case the excess entry discounts would be larger
because of the entry of more bad banks. In the four free banking states exam-
ined by Rolnick and Weber (1984), however, they do not find large numbers of
banks failing in the first year. While it is not clear what “large” means since there
is no benchmark for chartered banking states, it does not appear that there was
a high proportion of wildcat banks entering. Rational wildcat bankers would not



Reputation Formation in Early Bank Notes 97

enter in greater numbers if the threat of redemptions made it unprofitable (see
Appendix A).

These observations suggest that the distinction between free and chartered
banking systems may not help explain cross-section variation in excess entry
discounts. Essentially, free banking laws while allowing entry may not necessar-
ily result in the entry of large numbers of bad banks because of the threat of the
redemption option when faced with competition from chartered banks.

3.6.2. Excess Entry Discounts and Institutional Factors: Tests

To examine whether the degree of adverse selection varies in the manner pre-
dicted, the excess entry discounts were regressed on the independent variables
above, measured as dummy variables. If the banking system is a chartered bank-
ing system, the variable is set to one. If the state subsequently adopts free
banking, then the chartered dummy variable is set to zero and the free banking
dummy is set to one.

Table 3.6 presents the results of the regressions.22 The cross-section variation
of excess entry discounts by state does reflect risk factors that are expected a pri-
ori to play a role: branching, membership in the Suffolk System, and insurance
reduce the excess entry discount. This is shown on the left-hand side of table
3.6, which presents a simple, time-series, cross-section regression of the excess
entry discounts on new banks’ notes on dummy variables for whether the state
is a branching state, is a free or chartered banking state, has a successful or less
successful insurance program, or is a state in the Suffolk System.

The regression includes two variables intended to capture business cycle
variation: an index of stock prices and a dummy variable for suspension of con-
vertibility.23 Excess entry discounts are lower when the stock market goes up,
possibly because new banks entered with more equity during these periods.
The excess entry discount is not significantly affected by whether the new bank
entered during a period of suspension of convertibility (suspension period).
(The variable travel time is discussed below.)

With respect to whether the state allowed free banking or not, table 3.6
shows that there is no significant difference with respect to the degree of adverse
selection. These dummy variables are significant for the period as awhole and for
the early period (prior to 1846) but are not significantly different from each
other. For the later periods, the variables are not significant. This is consistent

22. There are no intercepts in the regressions because all the dummy variables are used.

23. The monthly index of stock prices is taken from Smith and Cole (1935). A suspension period
occurs during a banking panic, during which time all banks refuse to convert debt liabilities into
specie on demand.



Table 3-6. CROSS-SECTION VARIATION IN EXCESS ENTRY DISCOUNTS

1839–58 1839–45 1846–50 1851–58
Independent Parameter t-Value Parameter t-Value Parameter t-Value Parameter t-Value
Variable Estimate Estimate Estimate Estimate

(1) (2) (3) (4)
Branching dummy −.4100 −3.800 −.1340 −6.240 −.0780 −2.261 .0090 .746
Free dummy .0610 3.500 .3480 8.200 .1300 .979 .0250 1.244
Chartered dummy .0800 4.602 .3230 8.120 .1760 1.371 .0280 1.422
Good insurance −.0300 −2.730 .0170 .630 −.0780 −2.293 .0030 .261
Bad insurance −.0150 −1.920 −.1330 −7.400 −.0130 −.505 −.0002 −.027
Stock index −.0004 −2.110 −.0010 −2.810 −.0010 −.748 −.0002 −1.101
Suffolk member −.0290 −3.680 −.0530 −3.240 −.0770 −3.700 −.0050 −.596
Suspension period −.0030 −.470 −.1060 −9.590 · · · · · · .0240 1.760
Travel time .0003 6.580 · · · · · · · · · · · · · · · · · ·
R2 .1032 .3113 .2009 .2224
F-value 21.93 20.141 20.45 20.52
Prob> F .0001 .0001 .0001 .0001
Degrees of freedom 1,637 410 194 1,033
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with the results of Rolnick andWeber (1984), who argued that free banking did
not appear to have resulted in performance significantly different from that of
chartered banking systems. The ex ante evidence from note market prices is in
agreement with their ex post evidence concerning failures.

3.7. GOOD BANKS AND BAD BANKS

The result that the notes of new banks were, on average, discounted more heav-
ily than the notes of seasoned peer banks provides evidence in favor of the
reputation hypothesis. But it does not rule out the possibility that market par-
ticipants could, at least to some extent, distinguish between “good” banks and
“bad” banks. Perhaps there is enough prior information to allow such a distinc-
tion, even though there is not enough information to eliminate the significantly
positive excess entry discount.

A good bank has been defined to be a bank whose note price eventually con-
verges to the modal price (after 13 months by the definition above), whereas a
bad bank is a bank whose note price diverges from the modal discount. Using
this definition, we can ask whether the initial note discounts reflect the fact that
the bank will subsequently turn out to be good or bad.

3.7.1. Market Distinctions between New Banks at Entry

To address the question of whether the market can distinguish between good
and bad banks at entry, I separately compute excess entry discounts for good
banks and bad banks (i.e., on the basis of their ex post performance). The ques-
tion is whether the excess entry discounts are significantly different for the two
groups. Table 3.7 shows the average excess entry discounts for all bad new banks
entering during the period (col. 1) and all good new banks entering during the
period (col. 2). Also shown are the computations for three subperiods. For the
whole period as well as the subperiods, the excess entry discounts for the bad
banks are significantly different from zero. For the good banks, the mean excess
entry discount, while significantly different from zero for the whole period, is not
significantly different from zero after 1845. During the later period (1846–58),
entering good banks’ notes are priced the same as (i.e., insignificantly different
from) seasoned peers’ notes.

The tests in panel B of the table show that for the whole period as well
as subperiods, the mean excess entry discounts for the two groups are signif-
icantly different.24 In other words, while the market significantly discounted

24. The tests in panel B of table 3.7 and in table 3.8 are tests of the equality of means, assuming
that the samples are independent and have different population standard deviations (which is con-
sistent with the different degrees of risk of bad banks and good banks). Consequently, instead of



Table 3-7. A. EXCESS ENTRY DISCOUNTS FOR GOOD BANKS AND BAD BANKS

All New Subperiods
1839–58 1839–45 1846–50 1851–58

Bad Good Bad Good Bad Good Bad Good
Banks Banks Banks Banks Banks Banks Banks Banks
(1) (2) (3) (4) (5) (6) (7) (8)

Mean excess entry discount .0471 .0021 .124 .014 .086 .0005 .016 −.0004
Number of banks 881 792 178 133 51 152 552 507
Standard deviation .147 .023 .200 .024 .200 .008 .091 .025
Minimum −.286 −.286 −.011 −.011 −.015 −.021 −.286 −.286
Maximum 1.290 .211 .756 .167 .797 .091 .737 .211
t-value 9.490 2.560 8.270 6.500 3.090 .849 4.220 −.347

B. Tests of Difference of Mean Excess Entry Discount between Good and Bad Banks
1839–58 1839–45 1846–50 1851–58

t’ 8.96 7.27 3.05 4.07
Degrees of freedom 928 184 50 641
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Figure 3.2 Excess entry discounts for good and bad banks: Tennessee

the notes of new banks relative to those of seasoned peers, participants
could distinguish good banks from bad banks and (relatively) priced them
accordingly.

As illustrations, figures 3.2 and 3.3 plot the average excess entry discounts
(for the whole period) over the first year for the good banks and the bad
banks for Tennessee and New York. It is clear that the good banks’ excess
entry discounts are lower initially and converge to zero by 1 year (by defini-
tion). The excess entry discounts of the bad banks diverge from the modal
discount.

3.7.2. The Informational Basis of Distinctions between New Banks

What information could have led market participants to initially discriminate
between entering new banks, more heavily discounting those that, in fact, did
turn out to be insolvent? Part of the answer to this question is provided by
table 3.8. Table 3.8 shows some average balance sheet ratios for banks in New
York State. The data are divided between country banks and city banks since

an ordinary t-statistic, the following statistic was calculated:

t′ = X̄1 − X̄2√(
s21/n1

)+ (
s22/n2

) .

This quantity does not follow the Student’s t distribution whenμ1 = μ2, but the degrees of free-
dom can be adjusted so that standard t tables can be used (see Snedecor and Cochran 1980). In
both tables 3.7 and 3.8, the degrees of freedom shown are the adjusted degrees of freedom.
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Figure 3.3 Excess entry discounts for good and bad banks: New York

these two groups have significantly different balance sheets. These datamay have
been available to market participants when the bank opened, and certainly were
available by the end of the year, when the state regulatory authorities collected
and published the data. On the liability side of the balance sheet, themean ratios
of notes to total assets, deposits to total assets, specie to total assets, and capi-
tal to total assets are computed. On the asset side, the ratios of real estate loans
(mortgages) to total assets, loans and discounts to total assets, and stock to total
assets are computed. (Omitted are such categories as due from banks, due to
banks, etc.) Note that there were no new good city banks during the period.

As seen in table 3.8, there are several notable differences between the vari-
ous groups of banks. With respect to city banks, bad banks have significantly
more notes and stock (i.e., bonds) whereas they have significantly fewer deposits,
less specie, and less real estate.25 Deposits and real estate require some time to
acquire market share, whereas stock can be easily purchased as an asset. When
seasoned country banks are compared to bad (new) country banks, bad banks
have significantly more deposits and stock whereas they have significantly less
specie, less real estate, and fewer loans. Good (new) country banks have signif-
icantly more notes, specie, stock, and capital than seasoned country banks and
have fewer deposits, less real estate, and fewer loans. Finally, when bad (new)
country banks are compared to good (new) country banks, bad banks have sig-
nificantly more deposits and stock and have fewer notes, less specie, and less real
estate.

Recall that the model predicts that new banks can expect more notes to be
redeemed since they are perceived as being riskier than seasoned banks; these

25. The term “stocks” refers to what we call bonds in modern parlance.



Table 3-8. COMPARISON OF BALANCE SHEET RATIOS FOR NEW YORK STATE BANKS

New York City Banks New York Country Banks
Seasoned New Bad t′ Seasoned New Bad t′ Seasoned NewGood t′ NewBad NewGood t′

Banks Banks Banks Banks Banks Banks Banks Banks
(N = 687) (N = 63) (N = 3,003) (N = 104) (N = 3.003) (N = 249) (N = 104) (N = 249) (N = 249)

Notes/total assets .093 (.061) .113 (.064) –2.38* .280 (.131) .278 (.094) .21 .280 (.131) 305 (.125) –3.02* .278 (.094) .305 (.125) –2.22*

Deposits/ total assets .376 (.106) .326 (.101) 3.74* .180 (.111) .209 (.110) −2.64* .180 (.111) .149 (.091) 5.07* .209 (.110) .149 (.091) 4.91*

Specie/total assets .092 (.053) .070 (.040) 4.05* .018 (.017) .016 (.008) 2.37* .018 (.017) .022 (.029) –2.15* .016 (.008) .022 (.029) –3.00*

Real estate/total assets .034 (.042) .026 (.025) 2.26* .024 (.032) .012 (.017) 6.79* .024 (.032) .017 (.027) 3.87* .012 (.017) .017 (.027) –2.09*

Loans/total assets .616 (.102) .591 (.150) 1.30 .569 (.173) .517 (.140) 3.69* .569 (.173) .538 (.183) 2.58* .517 (.140) .538 (.183) –1.17

Stock/total assets .074 (.077) .104 (.092) –2.51* .152 (.152) .249 (.100) −9.52* .152 (.152) .205 (.167) –4.84* .249 (.100) .205 (.167) 3.05*

Capital/total assets .365 (.105) .465 (.097) –7.78 .398 (.125) .429 (.119) –2.61 .398 (.125) .439 (.112) –5.50* .429 (.119) .439 (.112) –.73

NOTE: Standard errors are in parentheses.
* Significant at the 5 percent level.
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redemptions must be honored to avoid bankruptcy. What is clear from the
comparisons above is that bad banks, whether city or country, have less specie
reserves than seasoned banks or good banks. Since new bad banks’ notes face
significantly higher discounts, more of their notes would be redeemed than
notes of new good banks. But their specie to total assets ratio is significantly
lower than that of seasoned banks or new good banks. It appears that they
are less able to honor redemptions. This is consistent with the redemption
option allowing market participants to monitor banks and discover bank type
quickly.

Table 3.8 examines each ratio individually. I next ask which balance sheet
characteristics are priced by themarket for newbanks’ notes. Table 3.9 addresses
this by regressing the excess entry discounts for new banks inNew York State on
the balance sheet ratios. Because balance sheet ratios are often highly correlated,
several specifications are examined. The only ratios that are significant are the
ratios of notes to total assets and specie to total assets. As expected, market par-
ticipants demanded higher excess entry discounts for banks with low amounts of
specie (to total assets) and high amounts of notes (to total assets). It is perhaps
surprising that the capital to total assets ratio is not important, but perhaps the
reason is that it is a book value measure.26

3.8. TECHNOLOGICAL CHANGE AND PRIMARY
NOTE PRICES

During the Free Banking Era, therewas enormous technological change: the rail-
road and the telegraph were introduced and diffused across the United States.
The railroad was introduced in England in the 1820s and spread to the United
States shortly thereafter. Between 1838 and 1860, railroad mileage increased
from 3,000 miles to over 30,000 miles (see Fogel 1964; Fishlow 1965). The first
telegraph line was strung from Baltimore to Washington in 1846 and then from
Philadelphia to New York. By 1860 there were 50,000 miles of telegraph lines.
(The continent was spanned in 1861.) Five million messages per year were sent
by telegraph in 1860 (see Thompson 1947; Du Boff 1980, 1983, 1984). These
improvements affect the time it takes to return notes to an issuing bank and
may have allowed more accurate predictions of a bank’s type. In this section, I
examinewhether these technological changes affected themarket for new banks’
notes. In order to examine the effects of these technological changes, an index

26. There is also a timing problem. The date of the bank’s entry according toVanCourt is typically
earlier than the regulatory authorities’ publication of the balance sheet data. During this interval
the market value of bank equity could change by a lot because of learning by market participants
via redemptions.



Table 3-9. DETERMINANTS OF EXCESS ENTRY DISCOUNTS: NEW YORK STATE (N = 541)DEPENDENT VARIABLE: EXCESS ENTRY DISCOUNT

Independent Variable Parameter t-Value Parameter t-Value Parameter t-Value
Estimate (1) Estimate (2) Estimate (3)

Intercept .0008 .225 .0004 .145 −.0031 −1.977
Deposits/total assets −.005 −1.499 −.006 −1.780 · · · · · ·
Real estate/total assets .006 .066 .011 1.230 .0134 −1.447
Loans/total assets −.0006 −.220 · · · · · · · · · · · ·
Stock/total assets −.005 1.410 · · · · · · · · · · · ·
Notes/total assets .008 2.120 .005 1.600 .0082 −3.273
Specie/total assets −.08 −7.870 −.080 −7.800 −.0803 −8.177
Capital/total assets .002 .560 .002 .540 .0049 −1.978
R2 .1855 .1814 .1766
F-value 17.38 23.76 28.80
Prob> F .0001 .0001 .0001
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of technological change is required. Section 3.8.1 discusses the construction of
such an index.

3.8.1. Measuring Technological Change

Indices of the time it took to get from Philadelphia to the largest city in each
state or territory in the sample were constructed from pre–Civil War travel-
ers’ guides, which provided the most commonly used routes and the means of
transport (steamship, canal boat, stagecoach, or railroad) along each leg of the
trip. The guides also provide the number of miles traveled on each particular
leg. This information was combined with estimates of the rate of travel (miles
per hour) for each mode of transport to construct the index27 (see Gorton
[1989a] for details). The index was constructed for three years: 1836, 1849,
and 1862 (the only years for which the travel guides could be located). These
years correspond roughly to three regimes: 1839–45, 1846–50, and 1850–58.
Prior to 1845, neither the railroad nor the telegraph had made much progress.
Progress was made in the middle period and by the last period had become
widespread.

The index does not explicitly account for the diffusion of the telegraph. How-
ever, since the telegraph tended to be strung alongside railroad tracks and
the main innovation reducing travel time was the railroad, the index roughly
captures the influence of both the railroad and the telegraph (see Thompson
1947).

Improvements in travel times were dramatic during the two decades from
1839 to 1858. Figure 3.4 shows the travel times for representative locations for
each of the three years. It is important to note that there is a good deal of cross-
section variation: for some locations the largest gains came in the middle period,
whereas for others they came in the last period.

3.8.2. Reputation Formation and Technological Change

The introduction of the telegraph and the railroad should affect the pricing
of new bank notes initially. There are two effects. First, monitoring via note
redemptions takes time. Since technological change reduces the amount of time
it takes to redeem a note, monitoring via redemptions will improve ceteris
paribus. Second, initial estimates of new banks’ types may improve.

27. Gorton (1989a) also computes the cost of a trip to each particular location. This is highly
correlated with the time it takes, so here only the time to return to the issuing bank is analyzed.
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Figure 3.4 Technological change

As travel time falls, notes can be returned for redemptionmore quickly, allow-
ing new banks to be monitored faster. While this would affect the prices of all
banks’ notes and hence the modal discounts, it would have a greater effect on
initial note prices. A reduction in redemption time corresponds to a decrease in
maturity. But, as argued above, this would reduce the prices of bad banks’ notes
by more than those of good banks’ notes (see the lemma in Appendix A). Thus
there is a greater incentive to redeem the notes of bad banks, and they would
become insolvent faster ceteris paribus. If bad banks are detected faster, then the
excess entry discount on the remaining banks’ notes should be reduced faster
(approaching the modal discount).

The second effect concerns the possibility of improved information about
bank type initially. The telegraph, in particular, would allow information about a
new bank’s ability to redeem notes to have reached distant locations before the
new bank’s notes had arrived there. Organizing a new bank took time because
either a charter had to be granted by the state legislature or a free bank had to
establish itself with the regulatory authorities by depositing state bonds. There
was, thus, an interval between the time in which a bank was established and the
time of its first note issuance.During this period, information could flow to other
parts of the country. With technological change, Van Court’s initial note prices
may have becomemore accurate.28

28. The effects of improved estimates of σ on the note price are unclear: the option pricing for-
mula is nonlinear in the variance so that an unbiased estimate of the variance does not produce
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More accurate initial note prices should force the average quality of entering
banks to improve. Average quality can improve if entering banks reduce their
asset risk, reduce leverage, or hold more reserves, for the same asset risk. Recall
that in Diamond’s model there are three types of borrowers (i.e., banks): good
banks, bad banks, and banks that can choose between good and bad projects. As
time goes by, some borrowers default. On average, these will be bad banks. But a
consequence of such defaults is that the rate charged to the survivors goes down,
which can, in turn, cause the borrowers with a choice of projects to choose the
safe project, further improving the average quality of the survivors. To the extent
that market participants can detect bad types initially (and price them accord-
ingly), the lower interest rate can be charged to the remaining banks on issue.
But then the effect on those borrowers that can choose between projects is felt
immediately, reducing the interest rate for the surviving banks. Thus the predic-
tion of Diamond’s model would be that improved information should cause the
excess entry discount to decline with technological change. The argument also
implies that market participants should be better able to distinguish between
good and bad banks with technological change. We shall now examine these
predictions.

3.8.3. Tests for Effects of Technological Change

The first prediction, that technological change should reduce the average excess
entry discount, is examined in panel B of table 3.4 above. This panel computes
the excess entry discount by subperiod. As can be seen in table 3.4, there is
a marked decline in the mean excess entry discount, though it is still signifi-
cantly positive in the last period. Table 3.7 addresses the second prediction, that
technological change should improve initial information sets to allow market
participants to distinguish good banks from bad banks. In table 3.7 the excess
entry discount for good banks is insignificantly different from zero after 1845;
market participants detect good banks at entry in the later two periods. These
results suggest that the three periods are different but do not make use of the
cross-section variation in improvements in technology captured by the travel
time index.

Table 3.6 uses the travel time index and provides further evidence of the
importance of technological change. Column 1 of the table includes the variable
travel time, which is the index of the time of a trip back to the issuing bank, dis-
cussed above. The index is measured in hours. In the regression the three years
for which the index is constructed were assigned to the three regimes. If travel

an unbiased estimate of the note price. The sign of the bias cannot be unambiguously determined
(see Boyle and Ananthanarayanan 1977).
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time falls, then, as explained above, the excess entry discount should fall. Indeed,
the positive correlation is detected in the regression, again confirming the first
prediction. To get some sense of the importance of the reduction in travel time,
consider themean excess entry discount for the entire period, .0697. If this corre-
sponds to an average travel time of 3 days (72 hours) and this time is reduced to 1
day, then the excess entry discount falls to .0216, a third of the initial excess entry
discount. Thus technological change is not only significant in the regression but
quite dramatic in practical terms.

The rest of table 3.6 addresses the issue of whether the information possessed
by market participants about new banks became finer over time. Columns 2–4
of table 3.6 present a time-series, cross-section seemingly unrelated regression
of the excess entry discounts on the a priori risk factors for the three subperiods.
Notably, the risk factors of state banking systems are priced in the early period,
but in the last period they are not priced. In the early period, market participants
know the characteristics of state banking systems and possibly little else about
entering banks. But in the last period, excess entry discounts have fallen, though
they are still significantly positive, and the market still distinguishes between
good and bad banks, but the state characteristics are not priced. This would
occur if market participants had finer information than state risk characteristics.

Technological change allowed market participants to have finer information
about entering banks, imposing tougher discipline on entrants. Excess entry
discounts declined as the time it took to transmit messages fell because of tech-
nological change. In fact, good banks’ entry discounts were not insignificantly
different from those of seasoned banks in the middle and late periods.29

3.9. CONCLUSION

Diamond’s (1989) theory of reputation formation appears to accurately describe
bank note issuance during the American Free Banking Era. The notes of new
banks weremore heavily discounted than the notes of banks with credit histories.
Consumers, who use the bank notes as a medium of exchange, had an incentive
to return the notes of higher-risk banks for redemption. Thismechanism allowed
consumers to learn quickly whether new banks had the appropriate asset risk.
Redemption and reputation, combined with public and private restrictions on
risk taking that limited the degree of adverse selection, explain the success of the
Free Banking Era (in the sense that wildcat banking was not widespread).

29. In the analysis the degree of adverse selection was conceptually held constant. But the degree
of adverse selection might be correlated with technological change. Though this correlation is not
directly testable, it seems plausible that it would be causal; i.e., technological change reduced the
degree of adverse selection.
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APPENDIX A

This Appendix presents a simple model of bank notes, based on Svensson
(1985) and Gorton (1993). The main simplification is that the model assumes
that only privately issued notes can be used in exchange; the costs of using specie
make notes preferable.

Assume that agents are identical except that they are spatially separated. Let d
be ameasure of the distance from an agent’s home location to the distantmarket,
where the agent trades at time t. (A time subscript on dwill usually be omitted for
ease of notation.) Because of symmetry, the distance measure, d, is an index of
agents’ locations. (The home location is d = 0.) The representative agent (at a
representative location) is assumed to prefer goods procured from locations fur-
ther from home rather than nearer to home. The agent’s objective is tomaximize

Et

⎡⎣ ∞∑
j=t

β j−tU (C,d)

⎤⎦ , (3A.1)

where C is consumption, 0 < β < 1, U ′
C > 0, U′′

CC < 0, U′
d > 0, and U′′

dd < 0.
The assumption that utility depends on distance says that the “same” good pur-
chased further away “tastes” better; it is intended to capture the notion of a
division of labor, motivating trade. Each agent is endowed with a non-tradable
project that returns a random amount at date t, yt(d), of a single nonstorable
consumption good. Endowments are independently, identically, lognormally
distributed at each date and location. Assume that the current endowment,
yt(d) (each location d), is public information.30 Expectations below are taken
over uncertainty concerning future endowments. The standard deviation of
endowments at location d is σ (d) and is assumed constant through time. Later,
however, we shall briefly consider thought experiments in which an agent a dis-
tance d away has a higher σ (d) than other agents at that location, and also the
case in which σ may be chosen by the agent.

Since agents prefer goods from distant locations, they will trade. Assume that
agents face a cash-in-advance constraint that can be satisfied only by issuing pri-
vate money. Each agent issues two types of claims against future endowments:
bank notes and equity. The notes are non-interest-bearing debt claims that allow
for conversion into consumption goods on demand at par at the location of the
issuing agent. For simplicity the equity does not pay dividends.

Each agent is to be thought of as a buyer-seller pair, as in Lucas (1980).
There is a division of labor between the household seller and the household

30. Each location d receives the same endowment, suggesting the interpretation of the random-
ness as a geographical weather shock. Such information was widely reported in newspapers and by
travelers.
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buyer. Each household will be involved in transactions at two locations each
period, corresponding to this division of labor. At the home location, the seller
stays at home and sells the household endowment (minus the amount of notes
that the household has redeemed, explained below) to buyers from other loca-
tions, receiving bank notes of other agents in exchange. The seller receives notes
with a value equal to yt (minus the amount of notes that the household has
redeemed). Also, at the home location, the household trades in the securities
market later. Notes at the home location are indexed by d, indicating the dis-
tance to the issuing bank from the home location. Indicate note prices (in terms
of consumption units) at the home location of notes issued by banks a dis-
tance d away by Pt(d). The other transaction is carried out by the buyer and
occurs at a distant location. Only one (distant) market can be visited at each
date t. The buyer chooses a distance, d, and a direction to travel, and purchases
goods at that distant location, paying for them with bank notes.31 We shall also
need to index notes at this location. Let d′ be the distance to the issuing bank
from the distant location at which the buyer purchases goods. Indicate note
prices (in terms of consumption units) at the distant location of notes issued
by banks a distance d′ away by Pt(d′). Note that d′ depends on d (though this
dependence is suppressed). For example, d′<d when the buyer goes to a dis-
tant market, which brings the bank note closer to the issuing bank. When the
buyer goes to a distantmarket, which takes the note even further from the issuing
bank, d′>d.
The sequence of events in period t is as follows. First, households receive their

endowments yt(d). Second, households honor notes turned in for redemption
(this is described below). Third, the markets for goods open. The buyer travels
to a distant market carrying the portfolio of bank notes held over from the pre-
vious period and purchases Ct consumption units from sellers at that location,
using bank notes, and then returns home. Simultaneously, the household seller
sells goods remaining from the household endowment (after notes have been
honored) in the home market, receiving bank notes in exchange. Fourth, house-
holds go to the securities market at their home location to trade bank notes and

31. Thedirection anddistance the buyerwill travel can be taken as certain. By symmetry, the direc-
tion the buyer travels in does not matter, though it will be taken into account when the household
chooses a portfolio of notes to be carried over to finance consumption. The household will buy
the notes of that distant location (d′) in its home market in order to carry them to their home
location, where they will trade at par, or at least at a lower discount. In this securities market at
the home location, the notes will be sold at discounts. An alternative assumption is that the direc-
tion the buyer goes in is random and only the distance is chosen. In this case, the buyer will be
forced to carry notes to a distant location, and they will be sold at discounts. The assumption of a
random direction requires that this uncertainty be taken into account. The first assumption avoids
this complication without changing the conclusions.
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bank shares. Households choose a portfolio of notes and shares and, in particu-
lar, may decide to redeem some notes. The choice of the new portfolio of notes
will reflect the direction and distance that the buyer will travel next period (this
is currently known). Finally, consumption occurs and period t ends.

In order to give meaning to the notion of distance, assume that a note
issued by an agent a distance d away takes d periods to return for redemption.
Thus there is assumed to be an asymmetry between buyers and sellers. Buy-
ers can carry a note a distance d in a single period, but a seller who receives
the note requires d periods to receive the (risky) payoff to redeeming the
note (if redemption of the note is chosen). This asymmetry is introduced for
tractability.

Recall that Pt(d′) is the price (in terms of consumption units) of bank notes
carried by the representative agent and traded at a location a distance d away at
time t (d′ is the distance from the market the buyer has chosen to the issuing
bank). The cash-in-advance constraint faced by the buyer is

Ct ≤
∑
d

Pt(d′)Nt−1(d). (3A.2)

Each period the household may choose to send some notes for redemption at
distant banks. The householdmay also face a demand for redemptions of its own
notes. Redemptions are honored out of the household endowment before the
markets for goods open. LetNR

t (d) be the amount of notes of banks at location
d that are sent for redemption in period t. Notes that the household sent for
redemption k periods ago will be honored this period if d= k. Otherwise, d > k,
and the notes are still in transit.32 The face amount the household must itself
currently honor isNR

t (0).
When notes are redeemed, they are redeemed at face value if the bank is

solvent. Otherwise, there is a loss. Let PRt (d) be the price at which a note is
redeemed; PRt (d) = 1 if the bank is solvent.33 There are no bankruptcy costs,
and the household is assumed to subsequently issue new notes with a face value
equal to the face value of the amount redeemed.34 For simplicity assume that no
new equity is issued. Thus leverage is constant.35

32. Notes sent for redemption at time t will be in transit for d periods. Consequently, at any
time t there may be notes sent for redemption in the past that have not been redeemed yet. This
complication is dealt with by Gorton (1993) and, for simplicity, is ignored here.

33. The price PRt (0) = min[1, yt/NR
t (0)], where N

R
t (0) is the face value of the notes that the

household must honor this period.

34. A household cannot issue new notes in order to cover losses on old notes.

35. This can be viewed as a binding capital requirement.
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Trading in the security market and the sending of notes for redemption occur
at the home location. Let qt(d)be the price of equity claims andQt(d)the num-
ber of shares of bank d stock held at time t. The household budget constraint is

Pt(0)RNR
t (0)+Ct +

∑
Pt(d)Nt(d)+

∑
Pt(d)NR

t (d)+
∑

qt(d)Qt(d)

≤
∑

Pt(d)Nt−1(d)+
∑

qt(d)Qt−1(d)+ yt

+
∑
d=k

PRt (d)N
R
t−k+d(d)+Pt(0)NR

t (0).

The right-hand side of the inequality lists the sources available to the house-
hold. They consist of, respectively, notes held over from the previous period, the
equity portfolio held over, the household endowment, redemptions received,
and new notes issued. These sources are used to finance the items on the
left-hand side: the amount of the household’s own notes that are redeemed, con-
sumption, a new portfolio of notes, notes sent for redemption, and an equity
portfolio. Rewriting the budget constraint, we get

Ct ≤
∑

Pt(d)
{
Nt−1(d)− [Nt(d)+NR

t (d)
]}+

∑
qt(d)

[
Qt−1(d)−Q(d)

]
+ yt +

∑
d=k

PRt (d)N
R
t−1(d)+NR

t (0)
[
Pt(0)−PRt (0)

]
. (3A.3)

The representative agent chooses a distance to travel in period t, d; an amount
of notes of each type, d, to be sent for redemption, NR

t (d); an amount of notes
of each type, d, to be used to satisfy the cash-in-advance constraint, Nt(d);
and an amount of equity shares of each type, Qt(d), to maximize (3A.1), sub-
ject to (3A.2) and (3A.3). The first-order conditions for distance to travel (d),
the amount of each note type to redeem (NR

t (d)), the amount of each note
type to hold(Nt(d)), and the amount of each equity type to hold (Qt(d)) are,
respectively,

U′
dt = −Et

{
μt
∑
d

∂Pt(d′)
∂d

[Nt−1(d)]

}
. (3A.4)

U′
Ct ≥ βdEt

[
U′
Ct+d

Pt+d(d)
Pt(d)

]
each d, (3A.5)

U′
Ct ≥ βEt

{
U′
Ct+1

[
Pt+1(d)
Pt(d)

]
+μt+1

[
Pt+1(d′)
Pt(d)

]}
each d, (3A.6)

and
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U ′
Ct = βEt

[U′
Ct+1qt+ 1′(d)]

qt(d)
each d, (3A.7)

whereEt indicates the expectation conditional on information available at time t,
andμ is the Lagrange multiplier associated with the cash-in-advance constraint.
(There is also a transversality condition for the notes of each bank.)

Equilibrium requires that (1) the goods market clear at each location d,
Ct(d) = yt(d) − PRt (d)N

R
t (d); (2) the equity market clear at each location

d, Qt(d) = Qt−1(d) = 1; and (3) the note market clear at each location
d, Nt(d)+NR

t (d) = Nt−1(d). Condition 1 determines prices of notes at each
location. Conditions 2 and 3 determine security prices for bank equity and notes
issued by distant banks.

In the securities market, an agent faces a choice between holding a particu-
lar bank note for another period to satisfy the cash-in-advance constraint (eq.
[3A.6]) and sending the note back to the issuing agent for redemption, result-
ing in a risky payoff in d periods (eq. [3A.5]). If (3A.5) and (3A.6) are satisfied
with equality, the agent must be indifferent between these alternatives. In par-
ticular, if (3A.5) holds as an equality, then the notes can be priced as risky
pure discount bonds with maturity d.36 Further, if preferences display con-
stant relative risk aversion, then a closed-form solution for note prices based
on Black and Scholes (1973) can be derived. (The proof of this proposition
is standard and is due to Rubinstein [1976].)37 The price of a note is then
given by

Pt(d)= [NR
t (d)

]−1{Vt(d)
[
1−N (hD +σ)]+ (1+ rf )−1DR

t (d)N(hD)
}
,

where

hD ≡ ln [Vt(d)/NR
t (d)]+ ln(1+ rf )

σ
− σ

2
,

σ is the standard deviation of one plus the rate of change of the value of the bank
(i.e., the standarddeviation of output), rf is the risk-free rate of interest (assumed
constant),Vt(d) is the value of the debt and equity claims on household d at time
t, and N(·), without a superscript, indicates the cumulative normal distribution
function.38

36. If no notes are sent for redemption, then (3A.5) does not hold as an equality, but provides a
bound on the note price. The remaining case occurs when the bank’s notes are sent for redemption
so that (3A.5) holds with equality but (3A.6) does not: i.e., the notes are more valuable being
redeemed than they are being used as a means of exchange next period.

37. This assumes that there are no notes currently in transit.

38. For simplicity the model has no riskless security. However, the shadow price of a riskless bond
can always be calculated. A riskless security could easily be incorporated.
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This pricing formula is useful because it shows that the value of a note,
Pt(d), varies inversely with time to maturity (d), risk (σ ) and leverage (see
Merton 1974). Note, in particular, that the value of the note is decreasing in
maturity, d.

Condition (3A.4) determines how far the buyer should choose to travel. By
symmetry, the direction the buyer travels in is irrelevant (this was chosen before
trading in the securitiesmarket and is currently known). Consider a buyer travel-
ing to a distant location that takes a note even further away from the issuing bank
than the home location (i.e., d′ > d). In that case, maturity is increasing since it
will take longer to return from the buyer’s market. From the pricing formula we
know that in this case ∂Pt(d′)/∂d < 0; that is, notes decline in value as they
travel further away from the issuer. On the other hand, at the distant location the
buyer is going to, some notes will be closer to the issuing bank, so maturity will
have declined for these notes, and ∂Pt(d′)/∂d< 0.Nomatter what direction the
buyer travels in, some notes in his portfolio will increase in value (as he moves
closer to the issuing bank) and some notes will decline in value (as he moves fur-
ther away from the issuing bank). According to (3A.4), the optimal distance to
travel is chosen to equate the marginal benefit of increased distance (in terms of
the goods’ tasting better) to the marginal cost, which is the capital loss associ-
ated with carrying the notes further away from home and, hence, being able to
purchase less.

The model above considers a setting in which all banks (households) at each
location have access to the same project. In order to address the issue of new
banks without repeating the work of Diamond (1989), consider allowing a new
bank to enter the market at a given location. Assume that this new bank is per-
ceived by other households to be of higher risk, σN>σS, where σS is the variance
of the seasoned banks’ project return (at location d). The newbank is the same as
the seasoned banks at its location except with respect to project risk. I shall show
that in equilibrium the notes of the new bank (N) will be redeemed, enforcing
the equilibrium in which all banks have the risk of the seasoned banks (S) (taken
as exogenous).

The following lemma is a standard result from contingent claims (seeMerton
1974).

LEMMA. Consider two banks, bank N (for new) and bank S (for seasoned),
which are the same distance away (d) and have the same leverage, but have
different risk. In particular, σN>σS, so PSt (d)>PNt (d). Then

∂PNt (d)
∂d

<
∂PSt (d)

∂d
.
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The lemma says that the value of bankN’s notes decays at a faster rate as the
distance away from the bank is increased. Note that the optimal choice of dis-
tance using the newbank’s notes, dN, is lower than the optimal choice of distance
using the seasoned banks’ notes,dS(dN<dS), becauseσN>σS. We can now state
the following proposition.

PROPOSITION A1. If the notes of two banks at the same distant location (d),
with identical amounts of notes outstanding and identical leverage, circulate to
the same extent at a particular location, then they must have identical risk; that
is, the two banks have the same σ ’s.

Proof. The proposition is proved by contradiction. Consider two banks, bank S
and bank N, identical except that σN>σS. I shall show that the notes of bank
N will tend to be sent for redemption, whereas those of bank S will circu-
late (i.e., be used to satisfy the cash-in-advance constraint). Let NRi

t be the
amount of bank i’s notes being sent for redemption and let Ni

t be the amount
of bank i’s notes being held for circulation, i = N or S. Suppose that both
types of notes circulate to the same extent and that the household sends the
same amount of each for redemption. I shall show that this cannot be an equi-
librium. If both types of notes circulate, then Ni

t > 0 for i = S,N and (3A.6)
holds with equality for each bank’s notes. Also, by hypothesis (of an inte-
rior solution), (3A.5) holds with equality for each note type, that is, NRi

t > 0
for i= S,N.

To show that this cannot be an equilibrium, consider the following rearrange-
ment of the agent’s portfolio. Reduce the amount of bank S notes being sent for
redemption by�NRS

t , increasing the amount of bank S notes being held for cir-
culation by the same amount. Increase the amount of bank N notes being sent
for redemption by (PNt /PSt )�NRN

t = �NRS
t , so that the expected value of the

total amount being sent for redemption is the same. (Note that this strategy is
self-financing since PNt �NRN

t = PSt �NRS
t . ) Then, with respect to the expected

value of future redemptions, the agent is no worse off. But the amount of bank S
notes being held for circulation is greater and the amount of bankN notes being
held for circulation is decreased. Now, using (3A.8), consider the effect on the
choice of distance:

�Ud = −E
[
μt

(
∂PSt
∂d

�NRS
t − ∂PNt

∂d
�NRN

t
PSt
PNt

)]
.

But, imposing that the strategy is self-financing, recalling that PSt >PNt , and not-
ing that the difference in partial derivatives is negative (by the lemma), we see
that the agent is better off. Q.E.D.
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Finally, consider the case of endogenous asset risk, that is, an “out-of-
equilibrium” wildcat bank that increases asset risk above σS. Suppose that a new
bank issues notes for the first time at date t. These notes, printed at date t − 1,
will be used to finance initial consumption so that Ct ≤ Pt(d)Nt−1 is the ini-
tial budget constraint and, coincidentally, the cash-in-advance constraint; Nt−1
is the initial amount of notes printed. Next period this agent/bank will have
none of its own notes (since they will have been spent at a distant location) but
will have received other agents’ notes and will have its own bank equity, which
can be used to finance consumption. The first-order condition for choice of
risk, σ , is

−U ′
Ct

∂Pt
∂σ

Nt−1 = βEt
[
U′
Ct+1

∂qt+1

∂σ
(Qt −Qt+1)

]
.

Since ∂qt+1/∂σ>0, the increase in risk results in a higher value of the bank
equity (i.e., equity is valued as a call option on the value of the bank in the
standard way). Selling this equity next period will allow the wildcat bank to real-
ize the benefits of increased risk.39 But the cost of the increase in risk is that
∂Pt/∂σ<0; that is, a smaller amount of consumption can bepurchasedwhen the
notes are carried to a distantmarket initially to get them into circulation. In other
words, market participants, recognizing the incentives of the bank, will discount
its notes appropriately, penalizing the bank when it first introduces the notes
into the market. Consequently, this bank will not choose an infinite amount
of risk.

A wildcat bank chooses a level of risk higher than σS. In that case, if the arbi-
trage bound is violated, all its notes will be redeemed, say, next period.40 Then
the wildcat bank can benefit only if it does not go bankrupt and the choice of risk
is given by

−U′
Ct

∂Pt
∂σ

Nt−1 = β

∫ y∗

0

[
U′
Ct+1

∂qt+1

∂σ
(Qt +Qt+1)

]
f (y)dy,

where y∗ = NR, indicating the level of output at which the bank is bankrupt
when NR( = Nt−1) notes are redeemed. Thus the equilibrium in which all
banks choose σS is supported if adding more risk cannot satisfy the first-
order condition above. In that case, the threat of redemption prevents wildcat
banking.

39. Of course, in equilibrium the representative household must hold all the equity and could not
benefit by selling it.

40. In other words, since other market participants understand the incentives of the wildcat bank,
d= 1, which means that all the wildcat bank’s notes will be redeemed next period.
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APPENDIX B

Table 3-B1. COVERAGE OF VAN COURT’S BANK NOTE REPORTER: STATES
AND DATES

States with Complete
Coverage, February
1839–December 1858

States with Incomplete
Coverage*

States Listed
as “Uncer-
tain” or Not
Listed

United
States

Canada United States Canada

Alabama Canada† Arkansas (1840–58) New Iowa Territory
Connecticut Nova Scotia Florida (1842–58) Brunswick Minnesota
Delaware Illinois (July (1840–48) Missouri
District of 1856–58) Texas

Columbia Indiana (1857)
Georgia Michigan (1853)
Kentucky Mississippi (1839,
Louisiana 1841–43, 1852–58)
Maine Nebraska (1840–47)
Maryland NewHampshire
Massachusetts (1857–58)
Montana‡ Virginia (1846–47,
Pennsylvania 1853–54)
New Jersey Wisconsin (1839–55)
New York
North

Carolina
Ohio
Rhode Island
South

Carolina
Tennessee
Vermont

* Incomplete coverage means that the Van Court’s Bank Note Reporter did not quote a
price for banks in that state for thatmonth.The statemay have been listed, though, and
the notes of the banks in that state described as “all uncertain.” Dates in parentheses
indicate periods for which the data were missing.

† Canada includes banks located in provinces other thanNova Scotia orNewBrunswick.
‡ Montana became the forty-first state in 1889.
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Pricing Free Bank Notes

GARY B. GORTON* �

4.1. INTRODUCTION

In this paper I study the pricing of private money issued by banks prior to the
Civil War. These bank notes were perpetual, risky, non-interest-bearing, debt
claims with the right to redeem on demand at par in specie. Between 1838 and
1863, the Free Banking Era, thousands of different bank notes circulated, consti-
tuting the overwhelming bulk of the securities market during this period. Taking
account of the redemption option, I show how the value of these private money
contracts depends on state-specific risk factors and on the technological ability of
market participants to travel back to issuing banks to redeem notes. The pricing
model is then tested to determine whether note prices reflect these factors.

Private money contracts have traditionally been viewed as very difficult to
enforce. The basic critique of private money issuance has been articulated by
Milton Friedman (1959):

. . . the contracts in question are peculiarly difficult to enforce and fraud
peculiarly difficult to prevent . . . individuals may be led to enter into con-
tracts with persons far removed in space and acquaintance, and a long
period may elapse between the issue of a promise and the demand for its
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Charles Chao Lim, Robin Pal, Gary Stein, and Peter Winkelman was greatly appreciated. This
research was supported by National Science Foundation grant no. SES86-18130 and a University
of Pennsylvania Research Fund grant for which the Author is very grateful. Versions of this paper
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fulfillment . . . A fiduciary currency ostensibly convertible into themonetary
commodity is therefore likely to be overissued from time to time and con-
vertibility impossible. Historically, this is what happened under so-called
‘free banking’ in theUnited States and under similar circumstances in other
countries. (p. 6)

Friedman is referring to “wildcat banks,” banks that opened and then inflated
their currency to the point where it could not be continuously redeemed.1 The
banker then absconded with the proceeds, leaving the private money worth less
than par. The result was, possibly large, losses to the note holders. Indeed, exam-
ining the American Free Banking period, Cagan (1963) estimated that note
holders suffered losses on their note holdings of 25% per year. According to
Rockoff (1975) losses on notes ranged from 7 cents on the dollar in Indiana to
63 cents per dollar in Minnesota.2 On the other hand, Rockoff (1971, 1974a,
1974b, 1975, 1989) argues that wildcat banking appears to characterize the expe-
riences of only some states. Rolnick and Weber (1982, 1983, 1984) examined
the timing of bank closings in four free bank states (Minnesota, Indiana, Wis-
consin andNew York), arguing that free bank failures and losses were not due to
systematic wildcat banking, but to recessions.

The consensus seems to be that wildcat banking was not a prevalent feature
of the ante bellum banking system. This view is based on an examination of ex
post evidence concerning the incidence of bank failures and losses across differ-
ent state banking systems. Using price data, I focus on the question of whether
market participants priced the risk of bank notes ex ante. The idea is the famil-
iar one that market participants may well have understood the risks inherent in
private money and priced them correctly. This is important for addressing the
question of why there was so little wildcat banking.

Wildcat banking may have been prevented because private institutional
arrangements and state regulations constrained banks effectively. Another
important consideration is the design of the bank note contract. Given the con-
straints of available data I concentrate on these two issues in analyzing the pricing
of bank notes. First, I ask whether bank note prices reflect private institutional
and state regulatory factors that independent evidence suggests were important
determinants of risk. State banking systems varied in allowing branch bank-
ing, in providing state insurance, and in allowing “free banking” in that entry
into banking was less restrictive. (Free banking states required the deposit of
state bonds against money issuance. Chartered banking states required a license
from the legislature to operate, and imposed reserve and capital requirements.)

1. Friedman has apparently changed his views. See Friedman (1986, 1987) and Friedman and
Schwartz (1986).

2. Knox (1903, p. 315) estimates the losses to note holders to have been “about 5% per annum.”
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Also banks in some states were members of formal or informal private bank
associations which regulated members.

Secondly, to analyze bank note prices I take account of the redemption option
in bank note contracts. This option may have been important in limiting bank
risk-taking because it allowed note holders to run on banks which began to
increase their risk, for example, by printingmoney. Pricing this embeddedoption
requires taking account of the fact that to exercise the option a noteholder must
return the note to the issuing bank. Returning the note to the issuing bank
required using the available transportation technology. Indeed, Friedman’s cri-
tique appears to be rooted in such considerations of technology; that is, if the
bank is too far away then risk-taking cannot be effectively prevented. Others have
also argued that the US was so technologically underdeveloped in this period
that it was difficult to price the notes. Taylor (1951, p. 312) writes: “As long as
transportation and communication were relatively slow and no effective clear-
ing system had developed, mere distance from the centers of commerce was a
valuable asset to a bank.”

In pre-Civil War America communication and transportation were difficult,
but dramatic change did occur. The introduction of the railroad drastically low-
ered transportation costs as it spread across the country during this period.
Introduced in England in the 1820s, the railroad was quickly adopted in the US.
Between 1838 and 1860 railroadmileage nationwide increased from about 3,000
miles to over 30,000miles (see Fogel (1964) andFishlow (1965)). Also, starting
in 1846, and typically following railroad tracks, the telegraph spread across the
country (see Duboff, 1980, 1983, 1984; Thompson, 1947).

Technological change, in the form of the railroad and the telegraph, eased
the cost of note redemption andmade information flowmuch faster. The reduc-
tions in travel times were dramatic. For example, between 1836 and 1862 the
travel time between Philadelphia andBostonwas cut by 65% (to fourteen hours)
(see Gorton (1989c)).

The simple note pricing model developed here provides a framework for
addressing these issues. The main result of the model is the demonstration that
a bank note is equivalent to risky debt with maturity equal to the time it takes
to return from the particular location of the note holder to the site of the issuing
bank. In that case standard Black and Scholes (1973) option pricing theory can
be used to price the bank notes. This model then provides the basis for empirical
tests.

To analyze these pricing issues, I use a newly discovered complete set of
bank note discounts or prices from a bank note reporter, as explained below.
The data consist of monthly bank note prices of over 3,000 banks in the
US and Canada traded in the Philadelphia bank note market from February
1839 to December 1858. Also necessary for the analysis, given the techno-
logical change in transportation, are time series of measures of the durations
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and costs of trips from Philadelphia to the locations of these North Ameri-
can banks. Here, such measures are constructed from pre-Civil War travelers’
guides.

The paper proceeds as follows. Section 4.2 discusses the workings of the bank
note market, and introduces the data source. Section 4.3 presents an overview
of the data. In Section 4.4 the note pricing model is explained. The implica-
tions of the model are confronted by the data in Section 4.5. Finally, Section 4.6
concludes.

4.2. THE BANK NOTE MARKET

Prior to the Civil War, banks issued distinct private currencies. Following the
demise of the SecondBankof theUnitedStateswhichPresidentAndrew Jackson
refused to recharter in 1832, some states followed the lead of New York State
which passed the Free Banking Act in 1838. The Act allowed anyone to open a
bank, with the restriction that the private money issued by the bank be backed
by designated securities deposited with state regulatory authorities.3 Banks in
chartered banking systems also were allowed to issue private money, but entry
was more restricted.4 I concentrate on the American Free Banking Era, 1838–
1863, because of data availability, as described below. Hundreds of distinct
private monies, called bank notes, circulated as media of exchange during the
period.

Table 4.1 lists the states which adopted free banking systems and the states
which did not adopt free banking, but continued as chartered banking systems.
It is important to note that most states that adopted free banking did so in the
1850s. Prior to that time New York is the only example of a state which adopted
free banking and which sawmany new banks open.

A bank note was a small denomination noninterest-bearing, perpetual, debt
obligation of the issuing bank used as a medium of exchange. The note bearer
had the right to present the note for redemption at par at the issuing bank at any
time.5 Despite government enforcement of various regulations there was always

3. Free banking laws varied by state but contained some common features. Typically, banks had
to back their note issuance with designated state bonds deposited with state banking authorities.
Bank notes were printed and registered under the direction of state authorities. Sometimes stock-
holders faced double liability. Free banking was effectively ended with passage of the National
Banking Acts, passed during the Civil War. Further background can be found in Dewey (1910),
Hammond (1957), Grant (1857) and Cleaveland (1857).

4. Chartered banking systems were sometimes subject to abuse so that entry into banking was not
always difficult. See Chaddock (1910), Hammond (1957, pp. 332–337), Knox (1903, p. 413), Ng
(1987) and Sylla (1985).

5. Note holders were the senior claimants on the bank (see Breckenridge, 1899).
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Table 4-1. STATES WITH AND WITHOUT FREE BANKING LAWS BY 1860

States with Free
Banking Laws

Year Law
Passed

States Without Free
Banking Laws

Alabama 1849b Arkansas
Connecticut 1852 California
Florida 1853b Delaware
Georgia 1838b Kentucky
Illinois 1851 Maine
Indiana 1852 Maryland
Iowa 1858b Mississippi
Louisiana 1853 Missouri
Massachusetts 1851b NewHampshire
Michigan 1837a North Carolina
Minnesotad 1858 Oregon
New Jersey 1850 Rhode Island
New York 1838 South Carolina
Ohio 1851c Texas
Pennsylvania 1860b Virginia
Tennessee 1852b

Vermont 1851b

Wisconsin 1852

aMichigan prohibited free banking after 1839 and then passed a new free
banking law in 1857.

b According to Rockoff, very little free banking was done under the laws in
these states.

c In 1845, Ohio passed a law that provided for the establishment of “Indepen-
dent banks” with a bond-secured note issue.

dMontana became a state in 1889. The free banking law was passed by a
territorial legislature.

SOURCE: Rockoff (1975, pp. 3, 125–130) as compiled by Rolnick andWeber
(1983, p. 1082).

the possibility of a loss to the bearer of a bank note. The risk of bank failure, and
consequent loss to note holders, varied by state for a variety of reasons other
than that banks specialized in lending to borrowers with risks specific to their
region. For example, bank default probabilities appear to have differed because
state regulatory systems, and the degree of enforcement, varied. There was a dis-
tinction between free and chartered systems, but also variation within each type
of system.

While the focus of previous research has been on the distinction between the
type of banking system, free or chartered, banking systems differed in other,
perhaps more important, ways. First, some banking systems allowed branch-
ing, while others did not. State bank charters limited banks’ operations to
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that state (for their deposit business if not their loan business). Most states
also prohibited branch-banking within the state. This seems to have been
unfortunate since the branch-banking states (Virginia, North Carolina, South
Carolina, Georgia, and Tennessee) appear to have been less prone to pan-
ics and bank failure, possibly because of the effects of diversification admit-
ted by branching. Also, branch systems allowed for easy interbank loans in
times of emergency (see Schweikart, 1987; Calomiris, 1989; Calomiris and
Schweikart, 1988).

A second dimension of state heterogeneity concerns note insurance funds.
Some states sponsored insurance funds, while others did not. In general, evi-
dence suggests that banks in states with successful mutual-guarantee or coin-
surance systems (Indiana, Iowa, and Ohio) fared better than their counterparts
in states without insurance. Banks covered by insurance suffered fewer fail-
ures and losses and fared better during panics. For example, in Indiana no
insured bank failed during the thirty years the fund was in operation. (New
York, Vermont and Michigan had less successful insurance systems.) (See
Calomiris, 1989.)

A third way in which banking systems varied concerns the presence or
absence of bank coalitions. The default risk associated with bank debt, in
the form of bank notes, appears to have been reduced by organizations of
banks which enforced their own restrictions on member bank risk-taking activ-
ity. The Suffolk system of New England is the main example of such self-
regulation. The Suffolk Bank is often viewed as performing a central bank-
like role in providing a clearing system for bank liabilities and concomitantly
playing a regulatory role with respect to other banks.6 By the end of the
Panic of 1839, for example, only four out of 277 banks in New England
outside of Rhode Island suspended convertibility of notes into specie, and
they remained solvent. In other areas of the country failure rates were much
higher. For example, 13.4% of the banks in Ohio, Illinois and Michigan
failed.

The evidence strongly suggests that banks in branched systems, banks cov-
ered by well-run state insurance programs, and banks which were members of
well-functioning bank coalitions were less prone to fail or suspend convertibility
during panics.When failure did occur, banks in these systems had smaller losses.
It is not known how these factors interacted with the factor which has received
relatively more attention, namely, whether the system was a free or chartered
banking system.

6. The Suffolk Bank system was a mechanism for clearing bank notes. Its effectiveness depended
on the ability of the Suffolk Bank, a large bank at the center of the system, to control the risk-taking
activities of the member banks. See Mullineaux (1987), Dewey (1910), and Whitney (1878).
Gorton (1989a) presents a theoretical rationale for such bank coalitions.
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4.3. BANK NOTE REPORTERS AND THE BEHAVIOR
OF BANK NOTE PRICES

Once in circulation notes traded in informal secondarymarkets operated by note
brokers. Note brokers were sometimes banks that quoted prices at which they
were willing to buy and sell notes. Also, nonbank firms bought and sold notes,
advertising their services in newspapers. Note brokers, often called “Exchange
and Brokers’ Offices,” gathered information on banks, quoted bid and ask prices,
often bought notes at discounts and, possibly, redeemed them at the issuing
bank. Note reporters, small newspapers, reported the prices at which notes
traded in the secondarymarkets. Agents offered unfamiliar notes consulted such
publications to price the notes and determine their authenticity. Sumner (1896)
explains how agents relied on bank note reporters to value notes of distant and
unfamiliar banks:

It is difficult for the modern student to realize that there were hundreds
of banks whose notes circulated in any given community. The bank notes
were bits of paper recognizable as a specie by shape, color, size and
engraved work. Any piece of paper which had these came within the
prestige of money; the only thing in the shape of money to which the peo-
ple were accustomed. The person to whom one of them was offered, if
unskilled in trade and banking, had little choice but to take it. A merchant
turned to his ‘detector.’ He scrutinized the worn and dirty scrap for two or
three minutes, regarding it as more probably ‘good’ if it was worn and dirty
than if it was clean, because those features were proof of long and success-
ful circulation. He turned it up to the light and looked through it, because
it was the custom of the banks to file the notes on slender pins which made
holes through them. If there were many such holes the note had been often
in the bank and its genuineness ratified.

Such bank note reporters were obtained like other newspapers, by subscrip-
tion or from a newsstand. Typically, the reporters were printed monthly.7

The data used in this study are fromVan Court’s Counterfeit Detector and Bank
Note List, a bank note reporter printed in Philadelphia monthly from February
1839 through December 1858. It is a small tabloid which lists discounts on the
notes of the banks of twenty–nine states and territories and three provinces of
Canada. Table 4.2 lists the coverage dates and localities of the reporter. Further
detail on the data is provided by Gorton (1989b).

The prices quoted by Van Court are not necessarily transactions prices. Van
Court never explained exactly where the prices came from and never provided

7. See Dillistin (1949) for a discussion of bank note reporters.
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volume data. But, it is not likely that every note for which Van Court quoted a
price actually traded that month. Since the purpose of the reporter was to pro-
vide a price quotation to consumers on every conceivable note which might
appear in a transaction, the coverage is extensive. Evidence suggests that the
volume of notes circulating with origins outside the local area was sizeable. For
example, Knox (1969, p. 368) notes that in 1857 the Suffolk Bank redeemed
almost $400 million worth of other banks’ notes. He also points out that for
many years “Connecticut bank notes had been eagerly sought after for circula-
tion inOhio, Indiana and otherWestern States . . .” (p. 384). These observations
are consistent with the sizeable inter-regional trade flows in ante bellum Amer-
ica. Fishlow (1964) presents quantitative evidence on these flows andLindstrom
(1975) specifically discusses Philadelphia.

Not all banks issuing private money during the Free Banking Era are cov-
ered by Van Court. Comparing Table 4.1 to Table 4.2, note that Oregon, Texas,
California, and Minnesota were not covered by Van Court. Bank notes from
these locations, if listed by Van Court, were described as of “uncertain” value.
Also, only partial coverage is provided for many locations, such as Canada,
Wisconsin, and Montana. It is noteworthy that the locations which are not cov-
ered, or for which coverage is partial, are typically locations long distances from
Philadelphia.While this is consistentwith the notion that distance fromPhiladel-
phia back to the issuing bank is important in note pricing, it also suggests that the
situation is more complicated. For example, Montana is further away than Min-
nesota. Yet, Minnesota, generally considered to be an example of a failed free
banking state, is never covered. Below these observations about distance will be
made more precise.

4.3.1. Free Banking States, Chartered Banking States

Tables 4.3 and 4.4 provide summaries of the data from Van Court for two states.
The two states, to some extent representative of the variety of state experiences,
are Indiana and North Carolina. (Gorton (1989a) contains similar tables for all
other locations.) Indiana adopted free banking in 1852. North Carolina was a
chartered banking state for the entire period.

The tables list a variety of information about the note discounts, including
the “averagemodal discount” which is the annual average of themonthlymodes.
At each monthly date the bank notes of most banks at each particular distant
location are trading at the same discount in Philadelphia. This number is the
modal discount for the month. The annual average of the monthly modal dis-
counts is the “averagemodal discount.” The column entitled the “averagemodal
percent” gives the average of the monthly percentages of the total number of
banks in that location which had the modal discount. The mean discount is
higher than the modal discount because many of the banks with discounts listed
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Table 4-2. COVERAGE OF VAN COURT’S BANK NOTE REPORTER:
STATES AND DATES

States with Complete
Coverage, February
1839–December 1858

States with Incomplete
Coveragec

States
Listed as
“Uncertain”
or Not Listed

United States Canada United States Canada
Alabama Canadab Arkansas New Iowa territory
Connecticut Nova Scotia (1840–58) Brunswick Minnesota
Delaware Florida (1840–48) Missouri
District of (1842–58) Texas

Columbia Illinois
Georgia (July 1856–58)
Kentucky Indiana
Louisiana (1857)
Maine Michigan
Maryland (1853)
Massachusetts Mississippi
Montanaa (1839, 1841–43,
Pennsylvania 1852–58)
New Jersey Nebraska
New York (1840–47)
North NewHampshire

Carolina (1857–58)
Ohio Virginia
Rhode Island (1846–47,
South Carolina 1853–54)
Tennessee Wisconsin
Vermont (1839–55)

aMontana became the 41st state in 1889.
b Canada includes banks located in provinces other than Nova Scotia or New Brunswick.
c Incomplete coveragemeans that the Van Court Bank Note Reporter did not quote a price
for banks in that state that month. The state may have been listed, though, and the notes
of banks in that state described as “all uncertain.” Dates in parentheses indicate periods
for which the data was missing.

byVanCourt are insolvent.8 The tables also provide the number of banks in exis-
tence each year. The leverage measures, constructed from the 1876 Comptroller
of the Currency Annual Report, are measures of the annual aggregate leverage of
banks in the particular location.

8. The notes of insolvent banks had positive prices because insolvent banks were liquidated over
a period of time. During the liquidation period some notes were redeemed and the value of the
remaining assets fluctuated. Rockoff (1974a,b) also makes this point. VanCourt does not indicate
whether a bank is insolvent or not.



Table 4-3. SUMMARY OF INDIANA BANK NOTE DISCOUNT DATAa

Year (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
Mean Standard Minimum Maximum Average Annual Average Number Notes Notes Specie

Discount Deviation Discount Discount Modeb Standard Modal%d of Total +Deposit Total
Deviation of Bankse assets Total assets assets

Modec

1839 4.36 0.861 3.250 5.500 4.364 0.861 100.00 1 0.024 0.101 0.210
1840 4.83 0.389 4.000 5.000 4.833 0.389 100.00 1 0.026 0.083 0.156
1841 7.41 1.062 5.000 9.000 7.417 1.062 100.00 1 0.026 0.099 0.166
1842 21.67 23.800 5.000 70.000 10.417 4.940 87.50 2 0.027 0.076 0.187
1843 19.61 19.680 2.000 60.000 2.773 0.984 50.00 2 0.007 0.048 0.166
1844 10.01 8.640 1.500 22.500 1.688 0.155 50.00 2 0.012 0.055 0.209
1845 9.75 7.953 1.750 17.500 2.000 0.204 50.00 2 0.025 0.080 0.209
1846 7.31 6.422 1.500 17.500 2.125 0.506 50.00 2 0.014 0.082 0.183
1847 4.42 3.151 1.250 7.500 1.333 0.123 50.00 2 0.019 0.088 0.156
1848 4.81 2.762 1.750 7.500 2.125 0.433 50.00 2 0.043 0.137 0.156
1849 4.55 3.016 1.250 7.500 1.604 0.249 50.00 2 0.022 0.106 0.192
1850 4.48 3.089 1.000 7.500 1.458 0.209 50.00 2 0.015 0.111 0.187
1851 4.91 4.478 1.000 20.000 1.271 0.250 50.00 2 0.028 0.028 0.031
1852 9.05 9.363 0.750 20.000 1.313 0.188 48.10 5 0.043 0.129 0.161
1853 1.58 2.065 0.500 20.000 1.230 0.072 80.92 22 0.067 0.173 0.160
1854 6.60 6.251 1.130 15.000 5.105 6.012 99.72 91 0.046 0.159 0.125
1855 19.24 11.130 1.000 50.000 20.667 12.280 51.02 110 0.042 0.147 0.095
1856 26.73 27.980 1.000 80.000 5.000 0.000 33.24 97 0.046 0.198 0.153
1857 - - - - - - - - 0.044 0.189 0.117
1858 9.70 17.04 5.000 75.000 5.000 - 90.91 33 0.043 1.197 0.163

a Themissing values do not mean that the bank note reporter did not report the data. Rather, the reporter would list all the bank notes of the state as “uncertain.”
b The average mode is the annual average of the twelve monthly modal discounts.
c The annual standard deviation of the modemeasures the variation of the monthly modal discounts during the year.
d Themodal percentage is the percentage of total banks with modal discounts. The average modal percentage is the annual average of the twelve monthly modal percentages.
e The number of banks in existence during the year.



Table 4-4. SUMMARY OF NORTH CAROLINA BANK NOTE DISCOUNT DATAa

Year (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
Mean Standard Minimum Maximum Average Annual Average Number Notes Notes Specie

Discount Deviation Discount Discount Modeb Standard Modal%d of Total +Deposit Total
Deviation of Bankse assets Total assets assets

Modec

1839 3.24 0.95 2.000 5.000 3.188 0.98 100.00 3 0.021 0.114 0.114
1840 1.88 0.66 1.000 3.000 1.875 0.68 100.00 3 0.035 0.116 0.091
1841 2.33 0.76 1.500 4.000 2.333 0.78 100.00 3 0.036 0.115 0.130
1842 3.96 2.30 2.000 10.000 8.958 2.37 100.00 3 0.054 0.147 0.143
1843 1.88 0.30 1.500 2.500 1.875 0.31 100.00 3 0.045 0.136 0.160
1844 1.27 0.07 1.250 1.500 1.271 0.07 100.00 3 0.035 0.133 0.152
1845 1.46 0.14 1.250 1.750 1.458 0.14 100.00 3 0.047 0.139 0.166
1846 1.78 0.22 1.500 2.250 1.729 0.23 100.00 3 0.061 0.150 0.176
1847 1.40 0.19 1.250 1.750 1.396 0.20 100.00 3 0.046 0.136 0.190
1848 2.08 0.38 1.750 2.750 2.083 0.39 100.00 4 0.039 0.118 0.176
1849 1.73 0.26 1.500 2.250 1.729 0.27 100.00 4 0.037 0.106 0.182
1850 1.35 0.12 1.250 1.500 1.354 0.13 100.00 4 0.050 0.139 0.176
1851 1.38 0.19 1.250 1.750 1.375 0.20 100.00 5 0.051 0.149 0.172
1852 1.34 0.17 1.000 1.500 1.344 0.18 100.00 7 0.051 0.149 0.172
1853 1.00 0.00 1.000 1.000 1.000 0.00 100.00 6 0.037 0.141 0.145
1854 2.64 2.75 1.000 15.000 1.796 0.68 81.98 11 0.043 0.164 0.129
1855 1.95 0.54 1.500 3.000 1.958 0.56 100.00 13 0.029 0.109 0.094
1856 1.38 0.13 1.250 1.500 1.375 0.13 100.00 13 0.022 0.099 0.095
1857 2.70 3.56 1.000 30.000 2.500 2.76 98.08 13 0.024 0.100 0.076
1858 3.43 4.13 1.000 30.000 2.458 1.77 91.78 13 0.026 1.098 0.072

a Themissing values do not mean that the bank note reporter did not report the data. Rather, the reporter would list all the bank notes of the state as “uncertain.”
b The average mode is the annual average of the twelve monthly modal discounts.
c The annual standard deviation of the modemeasures the variation of the monthly modal discounts during the year.
d Themodal percentage is the percentage of total banks with discounts. The average modal percentage is the annual average of the twelve monthly modal percentages.
e The number of banks in existence during the year.
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Indiana is often viewed as one of the worst examples of free banking, though
its insurance system is considered to have been a success. Between 1834 and
1853 the State Bank of Indiana was the only bank in the state. It had branches
throughout the state, but the “branches” were separately owned and operated.
The bank easily weathered the storm of the Panic of 1837. In 1853, however,
the state constitution was changed to allow free banking. (Free banks were not
covered by insurance.) As can be seen in Table 4.3, the number of banks quickly
increased. The modal discount also increased dramatically. The modal percent-
age falls by one half implying that the newly entering banks’ notes were more
heavily discounted.

During the Panic of 1857 two thirds of the Indiana banks went bankrupt. In
Table 4.3 there is no entry for this year becauseVanCourt listed Indiana banks as
all uncertain (even before the panic). Rockoff (1974b) cites evidence suggesting
that the problem in Indiana was that the state auditor may have valued Indiana
bonds, used to back bank note issues, at par when their market value was less
than par.9

NorthCarolina is an example of a charteredbanking system(without an insur-
ance system). North Carolina authorized an official state bank in 1854. This
bank had branches in four cities and agencies in six others, but did not have
a monopoly because the legislature also authorized two other banks. The state
government appears to have overseen these banks carefully. Between 1847 and
1860 the state authorized the incorporation of fourteen new private banks with
twenty–six branches. These new banks were allowed to receive deposits but
could not “issue any bill, note or other device in the nature of a bank note” (see
Knox, 1969). Notably, as shown in Table 4.5, both the modal discount and the
standard deviation of the modal discount are low compared to the free banking
states.10

InTables 4.3 and4.4 themodal discount ismost relevant. Themodal discount
is the focus of the subsequent empirical work because it represents the price at
which the notes of solvent banks traded. In the Philadelphia note market, the
notes of most of the banks at any specific distant location traded at the same
price, the modal discount. Below I provide a theoretical reason for this phe-
nomenon. All other discounts of banks at the particular location are higher,
suggesting that those banks were insolvent. (In fact, for a sample of New York
banks, I verified that banks trading at the higher nonmodal discount are insol-
vent. Insolvent banks were liquidated over a period of time during which their
notes continued to trade.)

9. For a further discussion of Indiana see Harding (1895) and Dewey (1910). See Calomiris
(1989) on Indiana’s insurance system.
10. For more information on North Carolina see Schweikart (1987).
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Several other important observations can be made about Tables 4.3 and 4.4.
For any given location, the modal discount varies substantially over time and
does not decline smoothly as might be predicted from a simple notion of how
the discount relates to the diffusion of the railroad and the telegraph. Not only
does the discount not decline smoothly, but the effects of the introduction of
the railroad and the telegraph are not obvious. It seems clear that the modal
discount is not solely a function of distance from Philadelphia to the issuing
bank, though more will be said about this below. Finally, note the variation in
the modal percentage over time for a given location. This reflects the number of
insolvent banks with notes still in circulation.

4.3.2. Note Discounts, Railroads, and Panic

Table 4.5 provides a summary of the data from Van Court for the year 1839,
the beginning of the sample period. The table shows the monthly modal dis-
counts for each location on which Van Court reported in each of that year.
During this period there was a banking panic, visible in Table 4.5 as negative
discounts.11

As expected, the modal discount for Pennsylvania is always zero. Also, the
modal discounts for New England states tend to be lower than other states, pos-
sibly reflecting the Suffolk system. But another possibility is simply that New
England was a long-settled, possibly less risky, region. Moreover, there was
almost no free banking in New England. But, it has been argued that state
legislatures in this region were quick to grant bank charters so that entry into
banking was similar to a free banking state (see Sylla, 1985).

Table 4.5 also makes clear that distance is not related to note discounts in
any simple way. The table provides several examples where the discounts are
higher on the notes of banks at locations which are closer to Philadelphia. For
example, the discounts on the notes of Tennessee are zero in Table 4.5. Yet,
Tennessee is clearly farther from Philadelphia than many of the other locations.
TheTennessee banking systemwas dominatedby an official state bank, theBank
of Tennessee, which at the beginning of the period was fully backed by the state

11. In Table 4.7 the reader will notice that there are some negative entries for modal discounts.
These occur during the Panic of 1839 (and during a few months of the Panic of 1857). During
periods of suspension of convertibility following banking panics Van Court apparently switched
from quoting prices in terms of gold to quoting prices in terms of Philadelphia bank notes. During
a period of suspension it was not possible to convert bank notes into specie on demand. Appar-
ently, for this reason, Van Court switched to quoting prices in terms of Philadelphia bank notes
during suspensions. Thus, in terms of Philadelphia notes, the notes of some banks would be worth
a premium though still at a discount in terms of gold. SeeGorton (1989b) for details. On the Panic
of 1857 see Van Vleck (1943).



Table 4-5. SUMMARY OF 1839DISCOUNT DATA

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sept. Oct Nov. Dec.
1) Alabama − 3.50 3.50 10.00 10.00 10.00 14.00 12.50 15.00 12.50 10.00 2.00
2) Arkansas − 12.50 15.00 15.00 15.00 15.00 15.00 15.00 − − − −
3) Connecticut − 0.75 0.75 1.00 1.00 1.00 1.00 1.00 1.00 1.00 −3.00 −5.00
4) Delaware − 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5)Washington, DC − 0.50 0.50 0.88 0.88 0.88 0.88 0.88 0.88 1.50 2.00 1.00
6) Georgia − 3.50 3.75 5.50 5.50 5.50 5.50 4.50 5.00 10.00 10.00 5.00
7) Illinois − 3.25 3.25 4.00 4.00 4.00 4.00 4.00 5.50 5.50 6.50 6.50
8) Louisiana − 1.25 1.25 3.50 3.50 3.50 3.50 5.00 7.00 7.00 6.00 0.00
9)Maine − 0.75 0.75 1.00 1.00 1.00 1.00 1.00 1.00 0.00 0.00 −5.00

10)Massachusetts − 0.75 0.75 1.00 1.00 1.00 1.00 1.00 1.00 −3.00 −3.00 −5.00
11)Michigan − 1.50 10.00 10.00 10.00 10.00 10.00 8.00 5.00 −3.00 7.00 7.00
12)Montana − 4.00 4.00 4.00 4.00 4.00 4.50 4.50 6.00 7.00 7.00 5.00
13)Maryland − 0.50 0.50 1.00 0.50 0.375 0.375 0.50 0.50 2.00 0.75 0.75
14) North Carolina − 2.50 2.50 3.00 3.00 3.00 3.00 3.00 4.00 5.00 5.00 2.00
15) Nebraska − 20.00 20.00 20.00 20.00 20.00 20.00 20.00 20.00 0.00 − −
16) NewHampshire − 0.75 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.00 −5.00
17) New Jersey − 0.75 0.75 1.00 1.00 1.00 1.00 1.00 1.00 1.00 −3.00 −5.00
18) New York − 0.75 0.75 1.00 1.00 1.00 0.75 1.00 1.00 −6.00 −5.00 −5.00
19) Ohio − 3.25 3.25 4.00 4.50 4.00 4.00 4.50 5.00 5.50 5.50 5.00
20) Pennsylvania − 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
21) Rhode Island − 0.75 0.75 1.00 1.00 1.00 0.75 1.00 1.00 −3.00 0.00 0.00
22) South Carolina − 2.50 2.50 3.00 3.00 2.75 2.75 3.00 5.00 7.00 3.00 0.00
23) Tennessee − 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
24) Vermont − 0.75 0.75 1.00 1.00 1.00 1.00 1.00 1.00 −2.00 −3.00 −5.00
25) Virginia − 0.75 0.75 1.00 1.25 1.25 1.00 1.00 1.50 4.00 2.00 1.00
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and acted like a central bank (see Campbell, 1932). Also, note that the dis-
counts ofVermont’s banks’ notes are the same as those ofNew Jersey banknotes.
There are many examples of this sort in the data, though New Jersey borders
Pennsylvania.

4.3.3. Travelling from Philadelphia to the Bank of Issuance

In order to exercise the redemption option feature of the note contract, the
note bearer had to travel to the location of the issuing bank. Also, for much
of the period and many locations, information would have to have travelled by
the same mode of transportation that people used. Consequently, the cost of
such a trip in terms of time or money would naturally seem to be related to the
note discounts or prices. Banks which aremore distant fromPhiladelphia should
have notes which are more heavily discounted, ceteris paribus. In fact, a tradi-
tional hypothesis explaining the cross-section variation in note discounts is that
the cost of returning from the note holder’s location to the bank of issuance is
the dominant factor. Since banks were risky institutions it is not clear to what
extent the discounts reflect travel costs and to what extent they reflect other
factors.

In order to analyze the relations between travel costs and note discounts, and
to evaluate the note pricing model to be described in Section 4.4, measures of
the distance from Philadelphia back to the location of the banks covered by Van
Court are needed. In particular, measures of the costs and the durations of such
trips are needed. Suchmeasures would capture the dramatic diffusion of the rail-
road across the eastern part of the US, as well as the improvements in canals and
steamships.

Gorton (1989c) constructs transportation costs and trip duration indices
using pre-Civil War travelers’ guides and historical information on the costs and
speeds of various modes of travel. The travellers’ guides provided the pre-Civil
War traveler with the most commonly used routes from Philadelphia to various
other locations in North America. The guides detail the route to be taken, and
indicate whether each leg of the journey was to be by stagecoach, canal, steam-
boat, or railroad. Combining this information with estimates of the speeds and
costs of each mode of transportation, indices were constructed for three years:
1836, 1849, and 1862 (the only years for which such guides could be located).

Examination of these indices confirms that improvements in transportation
technology were dramatic. The time and costs of a trip from Philadelphia to
other locations in North America were greatly reduced. Figure 4.1 graphically
portrays the reductions in the durations of trips fromPhiladelphia to the capitals
of selected other locations.

To what extent does the distance to the issuing bank explain cross-section
variation in the discounts?Table 4.6 reports the (Spearman rank) correlations of
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Figure 4.1 Trip times from Philadelphia to ten state capitals

discounts with the measures of the cost of the return trip and the duration of the
return trip.12 Cross-section regressions of the (annual average) modal discount
on both transportation indices jointly yield:

For 1839:

Modal discount= −1.07− 0.44∗Trip Cost+ 0.122∗Trip Time,

(4.3) (4.2) (5.3)

R2 = 0.31.

For 1849:

Modal discount= 0.326− 0.011∗Trip Cost+ 0.04∗Trip Time,

(1.19) (0.27) (3.05)

R2 = 0.12.

For 1858:

Modal discount= 0.333− 0.059∗Trip Cost+ 0.067∗Trip Time,

(3.3) (4.08) (7.3)

R2 = 0.11.

12. Note that only the year 1849 is the correct match of the distance data with the discount data.
Unfortunately, the distance data for 1836 had to be matched with 1839. Similarly, 1858 and 1862
were matched.
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Table 4-6. CORRELATIONS BETWEEN DISCOUNTS AND DISTANCEa

Cost of Trip Modal Avg.
Trip Duration Discount Nonmodal

Discount
1839

Cost of trip 1.000 0.96 0.656 0.525
(0.000) (0.000) (0.001) (0.021)

Trip duration 1.000 0.653 0.523
(0.000) (0.001) (0.022)

Modal discount 1.000 0.593
(0.000) (0.008)

Avg. nonmodal 1.000
discount (0.000)

1849
Cost of trip 1.000 0.95 0.794 0.280

(0.000) (0.000) (0.000) (0.261)
Trip duration 1.000 0.787 0.300

(0.000) (0.001) (0.226)
Modal discount 1.000 0.422

(0.000) (0.081)
Avg. nonmodal 1.000
discount (0.000)

1858
Cost of trip 1.000 0.96 0.800 0.674

(0.000) (0.000) (0.000) (0.003)
Trip duration 1.000 0.789 0.669

(0.000) (0.001) (0.003)
Modal discount 1.000 0.317

(0.000) (0.215)
Avg. nonmodal 1.000
discount (0.000)

aPearson correlation coefficients. Probability of zero correlation in parentheses.
288 observations for each year. See Gorton (1989d) for details.

t-statistics are given in parentheses. The results in Table 4.6 and the above
regressions confirm the popular notion that the return trip to the issuing bank is
a prime determinant of the discount in cross-section. The traditional hypothesis
does fairly well.

But travel time by itself does not appear to be a completely satisfactory expla-
nation. The main difficulty concerns examples like those noted above where
discounts were higher on the notes of banks which were relatively closer to
Philadelphia. Either there are other important determinants of the discounts or
the note market was inefficient. Are these other determinants the risk attributes
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of the banking system of that state? Were these risks priced? In order to analyze
this question the next section presents a model of bank note pricing.13

4.4. PRICING BANK NOTES

In this section a very simple, stylized, model of bank note pricing is presented.
The model is based on Svensson (1985). (See also Gorton, 1996.) The goal of
the model is to relate the note price to the duration of a trip back to the bank of
issuance. Then the above transportation indices can be used to study the effects
of technological change.

4.4.1. A Model of Bank Note Pricing

Assume that agents are spatially separated. Let “d” be a measure of the distance
from an agent’s home to the market which is the location of the agent’s trade at
time t. Thus, d indexes location. (A time subscript on dwill be omitted, except as
necessary.) Each agent owns a firm at the home location. Firms at each location
receive a stochastic endowment of a single nonstorable good, y(d)t . Output is
assumed to be independently, identically, lognormally distributed at each date t
and location d. The standard deviation of output at location d is given by σ (d).

Each household-firm begins period t with equity,Qt−1, and debt,Dt−1, out-
standing. These are claims on the household’s endowment stream. The debt
of a firm consists of small denomination noninterest-bearing perpetuities with
embedded American put options allowing conversion of the debt into consump-
tion goods on demand at par. The debt is called “bank notes.” All output not
used to honor debt is paid out as dividends since goods are nonstorable. Each
household is a money-issuing firm so the terms “bank,” “household,” and “firm”
all refer to the same economic unit.

The representative household (at a representative location) is assumed to
prefer goods procured from locations further from home rather than procured
nearer home:

Et

⎧⎨⎩
∞∑
j= t

β j− t U (C, d)

⎫⎬⎭ , (4.1)

13. It is worth noting that a linear Tobitmodel with themodal discount as dependent variable and
trip time and risk measures as independent variables does very poorly (see earlier versions of this
paper). If the model of the next section is correct, then there is a nonlinear relationship between
note price and the other variables, suggesting that the linear specification is incorrect.
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where 0< β < 1, U′
C > 0, U′′∝ < 0, U′

d > 0, U′′
dd < 0. The assumption that util-

ity depends on distance is intended to capture the notion of a division of labor.
The introduction of distance as an argument of the utility function is a device to
model a desire for goods from other locations.14

Each household is to be thought of as consisting of a buyer and a seller, as in
Lucas (1980). The seller stays at home and sells the output of the firm receiving
bank notes in exchange. The buyer chooses to travel a distance, d, to buy con-
sumption goods, paying for them with bank notes. (Assume the buyer chooses
the distance d, but that the direction is random. All expectations below will
be taken over this uncertainty.) Only one market can be visited at each date
t. Buyers face a cash-in-advance constraint which can only be satisfied by bank
notes.15 Let Pt (d) be the price (in terms of consumption units) of bank notes
issued by the representative agent and traded at location, d, at time t. Thus, the
buyer is constrained by

Ct ≤
∑

d
Pt (d)Dt−1(d), (4.2)

which is the cash-in-advance constraint. In Eq. (4.2), the buyer carries a portfolio
of bank notes from banks at different distances (indicated by the argument d)
from the market that is chosen for transactions at date t. This market will be a
distance d away from the home location.

The sequence of events in a period, t, is as follows. At the start of period
t, the current state, y (d)t , is learned for each location, d.16 Then the goods
market opens. The household buyer travels the distance d carrying the pre-
determined portfolio of bank notes. (The portfolio was held over from date
t − 1.) The buyer purchases Ct consumption units from sellers at location

14. In ante bellum America there was a spatial division of labor. The traditional thesis concerning
this division of labor was articulated by Schmidt (1939) and Callender (1909). Also see Mercer
(1982) and Pred (1980). The main point is that interregional trade flows between different loca-
tions were sizeable. It is not known to what extent these flows imply a large volume of bank notes
moving around the country.

15. For simplicity the model omits specie as an alternative medium for satisfying the cash-in-
advance constraint. Since, as will be seen, a capital loss is associated with carrying notes to distant
markets, gold or silver would appear to be preferable as a means of exchange. Thus, unless there
is some cost to using gold or silver, bank notes would not circulate much beyond the location
of the bank of issuance. During the ante bellum period the costs of using specie were sizeable.
First, specie is heavy and difficult to transport. Second, insofar as there were coins available, there
was a confusing array of denominations because many (possibly most) of the coins in circulation
were foreign. The US mint was incapable of reminting the foreign coins because of poor mechan-
ical minting equipment and because of the transportation costs of moving specie. See Carothers
(1930) andDewey (1910).Third, there was a shortage of small coins whichwasmet by bank notes
(see Carothers, 1930, p. 79).

16. This assumption is consistent with the existence of the telegraph.
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d, using bank notes, and then returns home. Meanwhile, the seller sells
goods in the home market, receiving bank notes in exchange for consump-
tions goods. After the goods market closes, and buyers have returned home,
the securities market in which notes and shares are traded opens at each loca-
tion. At this time a household chooses a portfolio of notes and shares and,
in particular, may decide to redeem some notes. When the securities market
opens, prices for the notes will already have been established in the goods
market. At those prices households decide to hold notes or redeem notes,
depending on whether they expect to travel a greater or lesser distance next
period.

In order to model the idea that note redemption requires a time consuming
trip, the following assumption is made. The receipt of a note issued by a firm at
distance d from the issuer’s location is assumed to imply that it takes d periods
to return for redemption, if the holder wants to redeem it. In other words, there
is assumed to be an asymmetry between household buyers and sellers. Buyers
can carry a note a distance d during a single period, but, a seller who receives the
note requires d periods to return it if the redemption option is exercised. Thus,
it is costly to redeem notes in the sense that it is time consuming. Since it is time
consuming to redeem notes, the amount of debt whichwill actually be redeemed
in period t was, in fact, determined at past dates, and so is predetermined at the
start of period t.

The amount of debt that will be redeemed in the current period depends upon
the profile of locations, and hence, dates in the past, fromwhich debt was sent for
redemption.Notes sent for redemption at date t will be in transit for dt periods.17

Suppose that a note of a bank located at a distance d from the home location
was sent for redemption k periods ago. This note will be in transit for d periods
before it is redeemed. At any time t, if d > k, then the note will be redeemed in
d − k periods. If, at time t, d = k, then the note is presented for redemption
in the current period. Let DR

t (d) be the amount of notes sent for redemp-
tion d periods ago. When d = 0 the amount of notes the bank must redeem
isDR

t (0) .
The situation of the firm, at time t, is as follows. When selling output at time

t, the firm receives bank notes which are the obligations of banks various dis-
tances away. At the home location the amount received from sales in period t is:∑

d Pt(d)Dt = yt(0). At the firm’s own location the price of a dollar of its own
notes is Pt (0). This is the price at which its notes will be redeemed in period
t. The amount of debt which the firm will redeem (in consumption units) is:
Pt (0)DR

t (0). (Pt (0) = 1 if the firm is solvent.)

17. Once notes have been sent for redemption, it is assumed that they cannot be called back.
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The firm may also issue new debt and new equity. For simplicity assume
that no new equity is issued and that the face value of new debt issued, DN

t (0),
always equals the face value of the amount redeemed, so long as the firm is sol-
vent. Thus, the firm’s leverage is constant. Since debt does not pay interest, the
dividends the representative household pays out are always yt.

Let qt(d) be the price of shares of banks at location d in period t and let
vt (d) be the dividend paid to an owner of a share of stock issued by a household
from location d. Then, the resources available to the household consist of: (i)
shares and dividends,

∑
d [qt (d) + vt (d)] Qt−1(d); (ii) the value of the debt

of other firms redeemed, Pt (0)DR
t (0); and (iii), any monies not spent satisfy-

ing the cash-in-advance constraint. In the securities market these resources will
be used to finance: (i) a portfolio of bank shares; (ii) a portfolio of bank notes
of various types to be held until the next period to finance consumption; and
(iii), an amount of each bank’s notes to be sent for redemption. So the budget
constraint is∑

d

{qt(d)Qt(d)+ Pt(d)[Dt(d)+DR
t (d)]}+ Pt(0)DN

t (0)

≤
∑
d

Pt(d)Dt−1(d)−Ct + Pt(0)DR
t (0)+

∑
d

[qt(d)+ vt(d)]Qt−1(d). (4.3)

4.4.2. Equilibrium

The representative agent chooses a distance to travel in period t, dt , an amount
of notes of each type, d, to be sent for redemption DR

t (d), an amount of
notes of each type, Dt(d), to be carried to next period, and an amount of equity
shares of each type,Qt(d), to hold to maximize (4.1) subject to (4.2) and (4.3).
Letμ be the Lagrangemultiplier associatedwith the cash-in-advance constraint,
(i). The first-order conditions with respect to choice of Dt(d), DR

t (d), dt and
Qt(d), respectively, assuming an interior solution, can be written as

U ′
Ct = βEt{U′

Ct+1[Pt+1(d)/Pt(d)]}+βEt{μt+1[Pt+1(d)/Pt(d)]}, (4.4)

U ′
CtPt(d) = βdEt{U ′

Ct+dPt+d(0)}, (4.5)

U ′
dt = −Udt

∑
d

P′
dt{Dt−1(d)− [Dt(d)+DR

t (d)]}

+μt
∑
d

P′
dtDt−1(d), (4.6)

U′
Ctqt(d)= βEt{U ′

Ct+1qt+1(d)}, (4.7)
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whereEt indicates the expectation conditional on information available at time t.
(There are also transversality conditions for each note.)

Equilibrium requires that: (i) the goods market at each location clear, i.e.,
Ct(d) = yt(d) for each d; (ii) the market for each bank’s equity clear, Qt−1 =
Qt+1(d) = 1, for each d; (iii) the market for each bank’s debt clear, Dt−1(d) =
DR
t (d)+Dt(d), for each d; (iv)

∑
d vt(d)= yt(d), for each d, that is, each house-

hold pays out dividends in the amount of the firm’s proceeds that period; (iv) by
assumption,DR

t (0)= DN
t (0), that is, the amount of new notes issued equals the

amount retired.
The first-order condition (4.4) determines the optimal choice of Dt(d), the

face value amount of bank notes from location d to be carried over to next period
to provide the household buyer with bank notes to satisfy the cash-in-advance
constraint. A bank note dollar held to next period has a direct return, as part of
wealth, the first term on the right-hand side of Eq. (4.4), and a future benefit in
the form of future liquidity services when the note dollar is used to satisfy next
period’s cash-in-advance constraint, the second term. See Svensson (1985) for a
discussion.

Conditions (4.5) and (4.7) price the firm-bank’s debt and equity, respectively.
Write Eq. (4.5) as

Pt (d) = βdEt
{
Pt+d (0)

[
U ′
Ct+d/U

′
Ct
]}

, (4.8)

where Pt+d(0) is the redemption value of a note d periods from now. This price
assumes a first-come-first-served rule since at date t + d, DR

t+d(0) notes have
been presented for redemption, and only this debt must be honored at that time.
Bankruptcy is defined by whether or not the bank can honor the amount of debt
being presented for redemption, DR

t (0), and not by the outstanding amount of
debt.

In considering redemption a complication arises because notesmayhave been
sent for redemption in the past which have not yet reached the issuing bank.
These notes are in transit to the bank. Suppose, for the moment, that there are
no notes in transit. (This would be known at time t.) If there are no notes in
transit, then there is no question of the bank defaulting prior to presentation of
the notes currently being sent for redemption. The value of the bank at time t
and location d is Vt (d) = Pt (d)Dt + qt (d)Qt .

We now turn to pricing the bank notes. To begin with, see Proposition 1.

PROPOSITION 1. The bank notes of a bank a distance d away are valued as risky
pure discount debt claims with a maturity of d periods.

To see this note that from Eq. (4.5), which can be solved for the price of the
bank note at location d, Pt (d), the representative agent must, in equilibrium, be
indifferent between holding a one dollar note and sending the note for redemp-
tion. The value of a note sent for redemption as is given by Eq. (4.8) values the
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note as a risky debt claim maturing d periods later. Even though the debt is per-
petual, from the point of view of the representative agent, since it takes d periods
to redeem, it can be priced as debt of maturity d. Thus, we can state the second
proposition.

PROPOSITION 2. Assume that preferences display constant relative risk aver-
sion. Then, ifDR

t (d) is the face value of the amount of debt sent for redemption
at date t, from location d, its value at date t is given by

Pt (d) = [DR
t (d)

]−1 {Vt (d)[1−N(hD +σ )]+ (1+ rf )−1DR
t (d)N (hD)},

(4.9)

where hD,
{
ln
[
Vt (d)/DR

t (d)
]+ ln

(
1+ rf

)}
/σ −σ/2.

σ is the standard deviation of one plus the rate of change of the value of
the bank (i.e., the standard deviation of output), and rf is the risk free rate of
interest (assumed constant).N(•) indicates the cumulativeNormal distribution
function.18 The proposition says that bank notes can be priced using Black and
Scholes (1973) option pricing formula. The proof of this proposition is standard
and due to Rubinstein (1976).

Propositions 1 and 2 were derived under the assumption that there were no
notes in transit. If there are notes in transit, then, between the current date,
t, and date t + d, these notes will, successively, be presented for redemption.
These notes are more senior claimants in a sense. The bank may default on
one of these payments. From the point of view of the household/bank these
successive redemptions are akin to coupon payments. The stock is then a com-
pound option because until the current amount, DR

t (d) has been redeemed at
date t+ d, the stockholders have the option of buying the option to redeem the
next amountwhichwill be presented. Under these conditions a proposition anal-
ogous to Proposition 2 can be proven. That is, assuming that preferences display
constant relative risk aversion, the bank notes can be priced according toGeske’s
(1977) extension of Black-Scholes.

Equilibrium in the goods market requires that the note price, Pt (d), adjust to
clear the market given choice of location d. Then, in the securities market, notes
will be demanded for satisfying future liquidity constraints.We can now inquire
as to when the redemption option is worth exercising. A note dollar held must
satisfy Eq. (4.4); a note dollar sent for redemption must satisfy Eq. (4.5). Thus,
the option is “in the money” when a note dollar is more valuable being sent for
redemption, i.e., when the value of a note given by the right-hand side of Eq.
(4.5) is greater than the left-hand side and vice versa for Eq. (4.8).

18. For simplicity the model has no riskless security. However, the shadow price of a riskless bond
can always be calculated. A riskless security could easily be incorporated.
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4.4.3. Equilibrium Note Price Characteristics

Since bank notes can be priced using Proposition 2, Black and Scholes’ option
formula, some useful comparative statics are immediate.19 In particular, the
value of the notes, Pt(d), varies inversely with d, σ , and leverage of the bank (see
Merton, 1974). These results, will provide the basis for confronting the data,
starting in the next section.

An important feature of the data is that Van Court quoted “all uncertain” for
banks a long distance fromPhiladelphia, suggesting that the notes of these banks
were very highly discounted, perhaps to zero. Locations even further away were
not listed. The above valuation model implies that, at the same distance from
the issuing bank, not all notes will circulate. Condition (4.6) determines the
optimal choice of distance from home, d∗

t , the buyer should travel to buy con-
sumption goods. To understand Eq. (4.6), recall that in equilibriumDt−1 (d) =
Dt (d)+DR

t (0) , i.e., the stock of bank notes outstanding for each bank and car-
ried over into period t, must be divided into an amount held until next period
and an amount sent for redemption.20 Thus, in equilibrium, Eq. (4.6) becomes:

U′
dt = −μt�dP′

dtDt (d) . (4.10)

By Proposition 2, P′
dt < 0, i.e., the value of notes issued at the home location

falls as distance increases because the maturity of the debt increases. Condition
(4.10) says that d∗

t is chosen to equate themarginal benefit of increased distance
to the marginal cost of the capital loss associated with carrying the notes further
away fromhome. The notes decline in value with distance leaving the buyer with
less on hand to satisfy the cash-in-advance constraint, i.e., while consumption
goods purchased further away “taste” better, a note carried further away drops in
value as a function of d so fewer goods can be purchased. This is summarized in
the following proposition.

PROPOSITION 3. At each date, t, there exists a critical distance, d∗
t , beyond

which bank notes of banks at location d will not circulate.

The optimal distance depends on σ and leverage. Note prices which at vari-
ous times are quoted in Philadelphia as “uncertain” (or which are note listed at
all) may, at other times, be quoted because σ or bank leverage have changed.

19. If the volume of notes in transit were known, so that Geske’s (1977) formula was appropriate,
the same comparative statics would hold (Geske, 1977).

20. Note that if there are notes in transit then, in equilibrium, the outstanding amount of notes
would be divided between notes in transit, notes sent for redemption, and notes held until next
period.
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For example, in Table 4.5, Arkansas and Nebraska are initially quoted, but sub-
sequently are not quoted, even though the notes of more distant banks are
quoted.

Now consider what happens if the household buyer goes to the home mar-
ket and purchases goods from the household seller using bank notes from the
home location, i.e. dt = 0. Then, since the debt has no maturity, the option
could be exercised instantly. If a bank note issued by a bank at the home loca-
tion traded at discount at the home location, it could be costlessly converted
into consumption goods at par as long as the bank is solvent. If the note were
not priced at par, then this would occur until the bank was closed. Hence, the
notes of banks at the home location must have no discount at the home loca-
tion. By Proposition 2, if d = 0, then the discount is zero if the bank is solvent.
Thus, d = 0 implies that those notes are risk free. Consequently, the notes of
Philadelphia banks should always have a zero discount (which they do in the
data).

During the Free Banking Era transportation costs and the duration of trips
declined greatly with the spread of the railroad across the continent. This cor-
responds to an exogenous reduction in the time it takes to get back to a given
location, i.e., to a reduction in d for a given location. Technical change reduces
d, and hence increases notes prices (reduces discounts), ceteris paribus. But, if
other factors change, while technical progress is occurring, then note discounts
will not necessarily decline smoothly.

Note discounts are notmonotonically increasing in time to return, d∗, because
of the effects of risk (σ ) and bank leverage. The factors which a priori evidence
suggests affect bank risk are captured by σ . Coalitions of banks which may have
effectively been self-regulating, in particular the Suffolk Bank system, encom-
passing the banks of New England, correspond, in the context of the above
model, to a reduction ofσ . Similarly, σ can be interpreted as capturing the effects
of branching restrictions, insurance, and the default risk associated with bank
issuance of additional money by wildcat banks, and whether or not the type of
banking system, free or chartered matters.

A final feature of the equilibrium note prices is proven in Gorton (1996) in
the context of the same model (but where σ is not exogenous). This feature
concerns the modal discount. We state it here to explain the subsequent use of
the modal discount in the empirical work. It would seem that the notes of dif-
ferent solvent banks at the same location could be priced differently at some
particular distant location so long as the different prices reflected the different
default risks. This would be true in efficient markets if notes were not used as a
mediumof exchange. The fact that notes are used as amediumof exchange, how-
ever, changes this intuition. Gorton (1996) shows this as given in the following
proposition.
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PROPOSITION 4. All solvent banks at the same location will have identical dis-
counts at given distant locations and given date, t (assuming banks have the same
leverage).

The proposition says that equilibrium requires all banks to choose their asset
risk, σ , to be the same. While this is beyond the current model, the intuition
for this result can be easily seen based on the above results. Consider the notes
of two banks the same distance away, but with different risks (σ ). A consumer
holding notes of these two banks will not be indifferent between them evenwhen
their default risks are accurately priced. The reason is that if the consumermoves
still further away from the issuing banks’ location, increasing the time to redemp-
tion (maturity), the riskier banks’ notes will decline in value by relatively more,
hence purchasing less consumption units at the distant location. A less risky
bank’s notes will be preferred as a medium of exchange while the riskier bank’s
notes will be sent for redemption. But then equilibrium requires all banks with
circulating notes to have the same risk and, hence, they are priced the same. This
price is the modal discount.

4.5. THE BEHAVIOR OF BANK NOTE PRICES

If secondary note markets accurately priced risk, that is, accurately priced the
redemption option, then the privatemoney contractwas enforceable in the sense
that note holders would not suffer an unanticipated (i.e. unpriced) transfer to
the note issuer (via issuance of additional currency as in wildcat banking or via
increases in bank asset risk). The question to be addressed now is: Do bank note
prices reflect bank risk?

To begin, a measure of bank risk is required. In the note pricing model, bank
risk is completely captured by the variance or volatility of bank asset values. If
bank notes can be priced with the Black-Scholes model as applied to corpo-
rate debt by Merton (1974), using the above result, then the volatilities of bank
assets, i.e.,σ ’s, implied by the note prices can be extracted be inverting the Black-
Scholes formula. Using the closed-form Black-Scholes solution depends upon
some strong assumptions. These are discussed below.

The volatilitymeasure of risk is obtained from the note prices by inverting Eq.
(4.10) for each state and date. Note that it is in this step that the importance
of the redemption option and technological change enter the procedure. Lever-
age and trip time (i.e., maturity) are used in the formula to obtain the implied
volatilities and do not enter the subsequent regressions. Technological change
is captured in the calculation of the implied volatilities sincematurity declines as
transportation improves.

The method outlined above uses the exact closed form pricing solution for
bank notes obtained in Proposition 2 under the assumption that there are no
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notes in transit or that agents behaved as if therewere nonotes in transit.21 Appli-
cation of the Black-Scholes formula also requires assuming that the volatility and
risk-free interest rate are constant through time. The first of these assumptions
may be violated. Evidence suggests, however, that this violation is not likely to
be important.22 The second of these assumptions may also be violated. But, the
implied returns on the bank notes are so high that the results are robust to a
number of interest rate assumptions.23

The next step in empirically testing the model is to relate the measures of
bank riskiness extracted from note prices to the measures of bank riskiness: the
implied risk measures are regressed on the measures of bank riskiness discussed
above. If secondary note markets functioned efficiently then the risk attributes
of state banking systems should be priced. Explanatory variables, thus, include a
dummy variable indicating whether the state is a member of the Suffolk System
(SUFFOLK), a dummy variable indicatingwhether the state is a branch banking
system (BRANCH), and a dummy variable indicating whether there is a state
sponsored insurance arrangement (INSURANCE), and a dummy variable indi-
catingwhether thestate isa freebankingstate(FREE).24 (Thereareonlyahandful
of risk variables available due to the data limitations associatedwith this period.)
Finally, twovariables capturing aggregate factors are included: amonthly indexof
stock prices (SDEX), and a dummy variable for the periods of suspension (SUS).

Table 4.7 reports the results of regressing the implied volatilities on the
risk measures. Remarkably, the results in Table 4.7 are largely as expected.
The R2s are comparable to similar studies of modern bank debt (e.g.
Flannery and Sorescu, 1995). The estimated coefficients on Suffolk system
membership, branch banking, and insurance are all of the correct sign and sig-
nificant. The presence of any of these factors is associated with lower volatility
of bank assets (and hence lower discounts ceteris paribus). (This is true whether
year dummies are included or not.)

21. The assumption that there are no notes in transit is made because there are insufficient data to
make any other assumption.

22. The results of Schmalensee and Trippe (1978) and Latane and Rendleman (1976) demon-
strate the value of using the Black-Scholes model to predict volatilities despite the inconsistency of
using a model which assumes a constant variance to recover a possibly nonstationary variance. See
Galai (1983) for further discussion.

23. A variety of interest rate assumptions were attempted. A series of annual commercial paper
rates fromMacaulay (1938) was used. Also, the risk free rate was, alternatively, exogenously set to
zero and three percent for the period. No interest rate assumptions affects the results because the
implied returns on the bank notes are so high.

24. The dummy variable is set to one when a state adopts free banking. In fact, such a state would
have both free and chartered banks, but there is no feasible way to incorporate this information
since it is not generally available.



Table 4-7. IMPLIED VOLATALITY REGRESSIONS (N = 3384)

Independent Variable (1) (2) (3) (4) (5) (6) (7) (8)
Intercept 38.86a 37.79a 38.87a 37.82a 51.41a 49.10a 51.61a 49.31a

(1.73) (3.33) (1.71) (3.30) (1.64) (3.03) (1.65) (3.033)
Suffolk −1.82a −2.37a −0.93 −1.49 −10.89a −11.93a −11.16a −12.25a

member (0.671) (0.680) (0.670) (0.683) (0.70) (0.704) (0.737) (0.744)
Suspension −11.32a 0.573 −11.33a 0.589 −14.56a 0.961 −14.50a 0.966

(0.941) (2.54) (0.933) (2.52) (0.863) (2.29) (0.864) (2.29)
Free banking 1.89a 0.77 − − −0.82 −2.58a − −

(0.66) (0.736) (0.606) (0.674)
Good free − − −0.43 −1.69 − − −0.54 −2.24a

(0.717) (0.791) (0.656) (0.720)
Bad free − − 8.37a 7.19 − − −1.78 −3.68a

(1.05) (1.09) (1.04) (1.07)
Branch − − − − −17.11a −17.50 −17.41a −17.85a
banking (0.76) (0.752) (0.805) (0.797)
Insurance − − − − −22.67a −23.28a −22.98a −23.66a

(1.10) (1.10) (1.13) (1.13)
Stock index −0.11a −0.05 −0.12a −0.05 −0.145a −0.056 −0.145a −0.056

(0.19) (0.05) (0.019) (0.051) (0.017) (0.046) (0.017) (0.046)
Year dummies No Yes No Yes No Yes No Yes
R2 0.056 0.081 0.07 0.10 0.22 0.25 0.22 0.25
F-value 51.94 14.04 54.64 16.34 164.52 46.98 141.20 45.25
(Prob.> F) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001)

NOTES: Standard errors in parentheses.
aIndicates significance at the 0.05 confidence level.
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Free banking, however, does not appear to be associated with higher risk.
In columns (1) and (2), where the branching and insurance factors are omit-
ted, free banking increases risk, consistent with the traditional assertion, but is
not significant in column (2). When the branching and insurance factors are
included, columns (5) and (6), free banking lowers risk (but again is insignifi-
cant in one of the cases). Suppose a finer distinction is made, following Rockoff
(1974b). On the basis of independent evidence Rockoff (1974b) suggests that
the free banking states can be usefully divided into two groups: “good” free bank-
ing states and “bad” free banking states.25 The results imposing this distinction,
columns (3) and (4), and columns (7) and (8), still provide a mixed pattern of
results. In column (8) both variables are significantly negative, but insignificantly
different from one another.

That free banking was not perceived to be riskier is consistent with the evi-
dence that wildcat banking was not common. The extensive commentary about
wildcat banks by contemporaries of this period rarely distinguished between free
banking states and chartered banking states. Moreover, many chartered bank-
ing systems were subject to abuse so that entry was not always difficult (see
Chaddock, 1910; Hammond, 1957, pp. 332–37; Knox, 1903, p. 413; Ng, 1987;
Sylla, 1985). It is also worth noting that, aside from New York, almost all of the
entry into banking under free banking laws occurred in the 1850s, by which time
the railroad and telegraphwerewidespread. One conjecturemight be that by this
point the redemption option was a powerful device for preventing risk-shifting.

Finally, notice that volatility rises when the stock market declines. The sus-
pension variable is difficult to interpret since its sign depends on whether the
year dummies are present or not. Though not reported, it is worth noting that
seasonal dummies were always insignificant.

4.6. CONCLUDING REMARKS

Previous research indicates that wildcat banking was not a prevalent problem
during the Free Banking Era. The reason for thismay be thatmarket participants
could discipline banks by pricing factors that affected risk and via the contrac-
tual redemption option. Properly pricing riskmeans that a bank which set out to
overissue notes would obtain a market price of zero on its notes. The contract
device of the redemption optionmay have allowed note holders to run on banks
which attempted to add risk. This paper has investigated whether note markets
functioned in this way. Taking account of the redemption option, and the effects
of technological change on this option, the above results are quite suggestive of

25. Following Rockoff the “bad” free banking states were identified as Michigan, Indiana, Illinois
and New Jersey. The remaining free banking states were classified as “good.”
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the ability of market participants to price bank risk. The results also suggest that
the type of banking system, free or chartered, was not the primary factor deter-
mining the relative risk of different banking systems.Other risk attributes appear
to have been more important. This is consistent with previous findings.

4.7. FOR FURTHER READING

The following references are also of interest to the reader: Gorton, 1985;
Rockoff, 1985; Rockoff, 1990; Rolnick, 1988.
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The Development of Opacity in
U.S. Banking*

GARY B. GORTON �

5.1. INTRODUCTION

The financial crisis of 2007–2008 has led to widespread calls for “transparency.”
Some blame the crisis on a lack of transparency. But, banking is inherently
opaque. Were it not opaque it could not be able to produce money. Bank opac-
ity requires that banks be regulated and examined. Calling for “transparency” is
misguided.

To those calling for “transparency” the financial system and some financial
instruments are too opaque and too complex. This may explain why regulators
were unaware of the extent of the shadow banking system and of the widespread
use of some newer financial instruments. This lack of awareness, in the eyes of
these observers, can be remedied by more transparency. The reasoning for this
is the familiar—if vague—notion that “sunshine is the best disinfectant.” In fact,
the Dodd-Frank Act was in large part motivated by this concern; it mandated
many new types of financial disclosure and created an independent office, the
Office of Financial Research, which is charged with collecting data and empow-
ered to obtain new data in order to inform the newly created Financial Stability
Oversight Council.

There can be some appeal to economics as well, in a very general sense. Eco-
nomics implicitly suggests that transparency is good. For example, the idea that
opening financial markets is good and closing them is bad comes from the theory

* This paper draws on ideas in joint work with Tri Vi Dang, Bengt Holmström and Guillermo
Ordonez to whom I am very grateful. Thanks to Yiming Ma and Arwin Zeissler for research
assistance.
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of complete markets. It is best when markets are complete, that is, when the
existing financial claims are sufficient to construct any conceivable payoff, cor-
responding to any state of the world (in a world without frictions). Complete
markets are desirable because risks can be hedged. A separate idea about finan-
cial securities is that “market efficiency” is desirable. This says that the prices
of financial securities are informative, providing information to investors, for
example.

The existence of informative financial markets allows for markets can dis-
cipline banks, but that requires information and that’s a problem. First, with
deposit insurance depositors have no incentive to differentiate good banks from
bad banks. Even for stock investors, there is little information. Bartlett (2012)
writes: “The problem with prevailing bank disclosures . . . is that they are gener-
ally limited to aggregated metrics that make it difficult to assess a bank’s credit
concentrations, underwriting standards, or portfolio quality . . . The second
factor relates to the complexity of a bank’s investment activities” (pp. 298–99).

It is more than a lack of transparency, secrecy surrounds banks. Most of the
infrastructure surrounding banks is precisely intended to make them opaque to
outsiders. The results of bank examinations are kept confidential by the regula-
tors and borrowing from the discount window is (supposed to be) kept secret.
Even important special information is not revealed. JohnCarney ofCNBC: “The
Senate report on JP Morgan Chase’s London Whale fiasco revealed that federal
regulators secretly downgraded the bank’s management rating last summer—a
fact kept from investors and the public until last week” (NetNet, CNBC, March
20, 2013). And the financial instruments banks created, like subprime mort-
gages, are complex and opaque. During the crisis the Federal Reserve System
did not reveal which institutions got emergency loans. And so on.

Banks are special. They face runs and that is why they are regulated. At the
root of this specialness is the fact that banks are optimally opaque. So, contrary to
the pleas for transparency, in this paper I argue that banks are opaque for a good
reason and this is why they are regulated. I look atU.S. financial history and show
that the production of private money by banks optimally involves closing infor-
mative financial markets where bank liabilities (debt and equity) are traded. The
efficient use of bank claims as money entails eliminating informative financial
markets, so that banks are opaque and their monies consequently are accepted at
par.My argument is that banks are supposed to be opaque. But, that makes them
vulnerable to runs and hence they are regulated. A call for transparent banks is
oxymoronic. One must start with the question of why banks exist, what is that
they do, and why are they so different that they need to be regulated.

The output of a bank is its debt which is used as money, whether demand
deposits, private bank notes, sale and repurchase agreements, or other forms
of short-term debt. A “bank” is a firm which issues short-term debt in whatever
form. For short-term bank debt to function efficiently as money it must trade at
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par, keep its value, that is, it must be accepted at face value without any suspicion
that it is worth less than its face value. And no information should become avail-
able to create suspicion. For this to be successful banks keep secret the value of
the backing for their debt. Banks, for example, lendpredominantly to households
and small businesses, entities for which there is little or no public information.
Bank examiners check the banks’ portfolios, but their assessments are also kept
secret.

This opacity has a cost: short-term bank debt is vulnerable to bank runs
because the backing for bank debt is not riskless. The private sector cannot cre-
ate riskless assets. In a bank run, the holders of the debt become suspicious about
the backing of the debt. A financial crisis is an information event,occurring when
holders of bank debt become so suspicious of the backing of the debt that they
seek to obtain their cash back en masse. Obviously the banking system cannot
honor these demands and so the banking system is insolvent. This occurs when
there is unexpected news of a coming recession or unexpected news of a decline
in an important sector of the economy. Hence the conundrum: the business of
banking inherently requires opacity, but that can create runs. This is why banks
are regulated and examined.

In order to understand the above points, I focus on an example. I trace the
historical transition from private bank notes to demand deposits in the United
States. Rather thanmake the above points in theory,U.S. financial history is used
to show how this endogenously occurred andmade the economymore econom-
ically efficient.1 The transition I focus on is one example, but suffices tomake the
point.

Before the U.S. Civil War, the predominant form of bank liabilities used
as money was private bank notes. The federal government did not issue
paper currency at that time, but banks issued their own paper currencies.
Bank notes traded at discounts from face value, revealing information about
the issuing banks’ backing assets. And, bank equity traded in information-
revealing stock markets. Gradually, demand deposits (checking) grew signif-
icantly and after the Civil War the U.S. government imposed a tax on pri-
vate bank notes, essentially forcing them out of existence. The transition
from bank notes to demand deposits is instructive about the optimal form of
banking and bank money. The transition involved closing informative bank
note and stock markets in which bank liabilities traded, reducing the available

1. The corresponding theory can be found in Gorton and Pennacchi (1993), Holmström (2008,
2011), Dang, Gorton, and Holmström (2012) and Dang, Gorton, Holmström, and Ordonez
(2013). These papers make the case that the optimal transaction medium is debt because debt
minimizes the incentive to produce private information which can lead to adverse selection when
the private money is used to trade. In order to privately create such money, banks are opaque.
While this is socially optimal, it can lead to runs, which is why banks are regulated.
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information, so that demand deposits could more effectively function as money.
The transition involved the creation of opaque banks, not via regulation but
endogenously.

Closing private bank note markets and bank stock markets was possible
because a monitoring role developed centering on private bank clearing houses.
Ostensibly founded to clear checks, internalizing the bank note secondary mar-
ket, clearing houses produced information about member bank risk, without
revealing (most of) it. During financial crises—bank runs—clearing houses
assumed the role of a central bank, acting as a lender-of-last-resort. During a
crisis, the clearing house managed the information environment, further sup-
pressing information about member banks while at the same time producing
information that it kept secret when the clearing house examined some banks
during a crisis. The clearing house also issued new liabilities, which were the
joint liabilities of the member banks. These two acts, suppressing bank-specific
information and issuing joint liabilities, effectively joined the members into a
single banking system. Rather than focusing on whether any specific bank was
weak, the clearing house by these two acts, made the only relevant question one
of whether the banking system was solvent.

The idea that firms or other nonmarket organizations may be better than
markets in allocating resources is hardly a new idea (see, e.g., Coase (1937),
Williamson (1975), and Holmström (1999)). What is different about banks
is that the attendant financial markets must be shut down to produce efficient
private money. And this causes private bank clearing houses to assume the
role of suppressing information, but also to assume a central bank-like role
during financial crises and in non-crisis times. The clearing house is a unique
organization—not a firm—necessary because bank-specific information had to
be suppressed in order for banks to produce money. The origin of the Federal
Reserve System lies in these private bank clearing houses, in large part.

In the context of the above ideas, the financial crisis of 2007–2008 is also
briefly discussed. I discuss what happened during the crisis and then I focus
on three particular informational aspects of the crisis. This is followed by the
conclusion.

5.2. PRIVATE BANK NOTES

It is perhaps easiest to understand the above information issues with bankmoney
by starting with the period of U.S. history when banks issued their own cur-
rency, 1837–1863, sometimes referred to as the Free Banking Era. This was a
period, prior to the U.S. Civil War, during which the U.S. government did not
issue paper money. It was also a period in which the use of demand deposits
(checking accounts) was growing. I focus on the transition from private bank
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notes to demand deposits, and the concomitant alterations in the information
environment concerning banks.2

A private bank note was a perpetual noninterest-bearing liability of a specific
private bank. The note holder had the right to go back to the issuing bank at
any time and demand redemption in gold or silver. The notes were printed in
denominations similar to government money today, e.g., one dollar bills, five
dollar bills, etc. During 1837–1863 there were around 1,500 different banks’ cur-
rencies circulating at one time. Since these were the liabilities of private banks,
these currencies were not riskless, so when they circulated at any distance from
the issuing bank—so that returning to redeem the money would take time—
the notes circulated at discounts. For example, the bank notes of Boston banks
would circulate at discounts from par in New York City. A ten dollar note of a
particular bank in Boston would circulate in New York City at say a five percent
discount from face value; a ten dollar note might only buy $9.50 worth of goods
in New York City.

Bank notes of nearby banks, say the notes of Boston banks in Boston, would
have no discount. A note holder of a Boston bank could always go back to the
bank and ask for gold, without bearing any real transportation costs and with-
out taking much time; the bank was viewed as riskless over very short intervals
of time. But, outside Boston there would be discounts on the notes’ face val-
ues, and the discounts increased as the distance from the issuing Boston bank
increased. Over time, discounts decreased as technological change occurred,
i.e., the introduction of the railroad, which made it easier to return to the
Boston bank, for example. At a distance away from the issuing bank, a trans-
action would be made at the note discount. The discount was determined in
informal note secondary markets in which note brokers traded bank notes.
The discounts were recorded by newspapers called “bank note reporters,” the
financial press of the time. (See Dillistin (1949).) A Philadelphia bank note
reporter, for example, Van Court’s Counterfeit Detector and Bank Note List, cov-
ered 3,089 banks in 35 states, territories, and provinces of Canada. See Gorton
(1989).

So, in order to transact with a customer, a storekeeper would look up the
discount in the local bank note reporter. The banknote reporter, usually pub-
lished monthly, got the discount information from a note broker (who traded
in an informal note market). Each large city had at least one bank note reporter.
The bank note reporter would list the discounts on all bank notes circulating in
that particular location, say in Boston or New Haven. Notes from very distant
locations would not circulate, e.g., notes of Wyoming banks did not circulate in

2. Not all states passed Free Banking laws, though banks in all states issued private currency. For
background on the U.S. Free Banking Era see Rockoff (1975), Rolnick and Weber (1983, 1984),
and Gorton (1996, 1999).
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Figure 5.1 Bank of Virginia Note Discounts in Philadelphia (% from face value)
SOURCE: Gary B. Gorton andWarrenWeber, “Quoted Discounts on State Bank Notes in
Philadelphia, 1832–1858,”Research Department, Federal Reserve Bank ofMinneapolis.
http://minneapolisfed.org/research/economists/wewproj.html.

Philadelphia. Most notes from Boston banks circulated at the same discount in
Philadelphia, but not all Boston banks. And the further away the location of the
banks, the less like that the notes in a distant location would circulate at the same
discount.

Figure 5.1 shows the discounts in Philadelphia on a single bank, the Bank of
Virginia, over time. The y-axis scale is percent discount. Most of the time the
discount is low, but there is a lot of volatility to the discount. In the face of such
volatility, the bank note reporter’s role was to provide market participants with
the discount at the time of the transaction. Table 5.1 further provides a sense of
the variation in note discounts. As examples, the table shows the average annual
discount, in Philadelphia, averaged over months, together with the number of
banks for Ohio and for South Carolina. (See Gorton (1989).) The mean dis-
counts and their standard deviation in Ohio are both much larger than those
of South Carolina. State banking systems were regulated differently, so the risk
could differ even holding distance constant. It is clear that the discounts var-
ied over time, sometimes rather dramatically. The standard deviation also varies
over time.

The bank note market was efficient, in the financial economics sense of
“market efficiency,” i.e., security prices contain and reveal information. Here it
means that the discounts on notes some distance from the issuing bank accu-
rately reflected the bank’s risk, given that it would take time to get to that
bank (the effective maturity of the note), time during which the bank could
fail. See Gorton (1999). Furthermore, the discounts functioned to discipline
new banks. The discounts of new banks were higher than the discounts on
the notes of other banks at the same location, creating an incentive for note
holders to go back and demand cash, to check on the new bank. The higher

http://minneapolisfed.org/research/economists/wewproj.html


Table 5-1. NOTE DISCOUNTS ON OHIO AND SOUTH CAROLINA NOTES IN PHILADELPHIA

Ohio South Carolina
Year Mean Standard Number Mean Standard Number

Discount Deviation of Banks Discount Deviation of Banks
1839 4.18 1.33 38 3.57 1.65 11
1840 4.76 1.55 42 0.34 0.83 12
1841 7.45 3.44 40 1.27 0.91 12
1842 14.18 13.32 34 2.54 1.49 12
1843 14.4 20.18 36 1.81 0.59 12
1844 10.49 16.96 35 0.94 0.25 12
1845 8.97 14.24 35 1.26 0.21 12
1846 7.68 13.97 40 1.35 0.33 13
1847 8.26 18.23 39 1.00 0.37 13
1848 9.18 19.01 44 1.78 0.96 15
1849 12.16 23.23 44 1.17 0.63 15
1850 12.84 24.17 44 0.85 0.26 14
1851 12.4 23.96 43 0.84 0.33 14
1852 6.16 17.91 30 0.87 0.26 14
1853 2.63 10.27 39 0.75 0.11 16
1854 1.86 0.86 37 0.96 0.19 17
1855 3.08 8.18 37 1.08 0.35 18
1856 2.64 8.21 38 0.83 0.11 18
1857 5.69 12.12 38 1.97 2.65 19
1858 6.5 16.33 36 1.63 1.12 20

SOURCE:Van Court’s Counterfeit Detector and Bank Note List (see Gorton (1989)).
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discount thus acted to reward those monitoring new banks. See Gorton
(1996). In sum, bank note markets functioned as “efficient” markets; the
discounts were informative about bank risk. Banks at the same location com-
peted, and the note market enforced common fundamental risk at these
banks.

While the note market was efficient from the point of view of the note dis-
counts, there was a market failure: it was not economically efficient (i.e., the best
allocation of goods and services could not be made based on transaction with
these notes). The problemwas that the costs of transacting with bank notes were
high. Sumner (1896) explains this in hisHistory of Banking:

The bank-note detector did not become divested of its useful but con-
temptible function until the national bank system was founded [creating
government money]. It is difficult for the modern student to realize that
there were hundreds of banks whose notes circulated in any given com-
munity. The bank-notes were bits of paper recognizable as a species by
shape, color, size and engraved work. Any piece of paper which had
these came with the prestige of money; the only thing in the shape of
money to which the people were accustomed. The person to whom one
of them was offered, if unskilled in trade and banking, had little choice
but to take it. A merchant turned to his ‘detector.’ He scrutinized the
worn and dirty scrap for two or three minutes, regarding it was more
probably ‘good’ if it were worn and dirty than if it was clean, because
those features were proof of long and successful circulation. He turned it
up to the light and looked through it, because it was the custom of the
banks to file the notes on slender pins which made holes through them.
If there were many such holes the note had been often in bank and its
genuineness was ratified. All the delay and trouble of these operations
were so much deduction from the character of the notes as current cash.
A community forced to do its business in that way had no money. It
was deprived of the advantages of money. We would expect that a free,
self-governing, and, at times, obstreperous, people would have refused
and rejected these notes with scorn, and would have made their circu-
lation impossible, but the American people did not. They treated the
system with toleration and respect. A parallel to the state of things which
existed, even in New England, will be sought in vain in the history of
currency. (p. 455)

These complaints were commonplace during the Free Banking Era.
Thus, although the discounts displayed individual bank risk, there was a mar-

ket failure in terms of private banks being able to produce debt that could be used
asmoneywithout the concomitant disadvantages of bank notes. Bank noteswere
not an efficient transactionmedium.
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5.3. DEMAND DEPOSITS AND BANK STOCKS

Demand deposits (checking) were a financial innovation that grew enormously
during the years before theU.S. CivilWar; see figure 5.2. Checking accounts had
several advantages over private bank notes. First, these accounts paid interest.
And, second, there was no discount on local checks; the checks were accepted
at the value the payer denominated. The disadvantage is that checks not only
depend on the bank but also on the personwriting the check, who must have the
money in the bank account. A check is a “double claim,” being a claim on both
a specific bank and a specific person’s account. Consequently, markets for such
specific claims would be very thin; it would be too costly to have a secondary
market in the checks of individual people at their specific banks. So checks first
grew in urban areas where a person’s identity was most easily verified. One way
to think of the discount on checks is that the discount was either zero or 100
percent. Out-of-town checks had a 100 percent discount at first, while local
checks had zero discounts. It took some time for out-of-town checks to become
accepted.

Bank note markets were organized informally by note brokers. But, checks
require “clearing.” The checks written on one bank would be deposited at
another bank. So, the receiving bank had to present the check to the other bank
for payment. With many checks, the process of clearing by banks each sending
messengers to all the other banks to present checks for payment, while all the
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other banks were sending their messengers with checks for payment,was quickly
very cumbersome. Clearing houses were established so that banks could go to a
single location and submit and receive checks from other banks. The first clear-
ing house in the United States was established in New York City in 1853 and
subsequently spread across the nation (see Gibbons (1859), Cannon (1910),
Redlich (1951), Gorton (1984, 1985a), Timberlake (1985), and Gorton and
Mullineaux (1987)).

In the clearing process a bank might face another bank which owed the first
bank a large amount of money or vice versa on another day. This counterparty
risk, as we would call it today, meant that the clearing house took on other
responsibilities related to monitoring member banks. Clearing houses imposed
capital requirements, reserve requirements, interest rate restrictions, ongoing
audits and reporting. (See Cannon (1910).) In the process of clearing, the clear-
ing house became informed about the state of individual member banks and,
in fact, started a bank examination process. The results of examinations were
kept secret, but the clearing house did require members to publish balance sheet
information weekly in newspapers.3 As Bolles (1903, p. 379) explained:

The extent of the supervision exercisedby this association over itsmembers
the public will never know, because it is best that much of it remain secret.
The banks thus associated learn more about one another than they ever
would if acting entirely alone and examinations are made, and warnings
given, of which the public has no knowledge. The direct interest that every
bank has in knowing the true condition of every othermember is one of the
great merits of the system.

The clearing process produced information, as did clearing house member bank
examinations, but other than the information that was required to be made pub-
lic, no other information was revealed. In other words, because there were no
discounts to the face value of demand deposits, and because the information
garnered by the clearing house was not made public, information from note dis-
counts was effectively lost to the public. But it was still produced and the clearing
house acted on this information.

In order for checks to be accepted at par, that is with no discount for the risk
of the issuing bank, there must be no information available to price the bank risk
of a bank’s checks. If the two parties to the transaction understand that neither
party has any secret information about the risk of the bank such that the unin-
formed party is taken advantage of, then the check will trade at par. I will accept
your check for $100.00 in exchange for $100.00 of goods.

3. On clearing house bank examinations see Bolles (1903), Cannon (1910), and Smith (1908).
Smith (1908) described the government bank examinations as “defective.”
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Clearing houses replaced bank note markets and kept the information about
the risk of individual banks secret. But, what about bank stock prices, renowned
as information-revealing prices in an efficient market? Bank stock prices, which
in the Free Banking Era were publicly available in New York City for large
banks, would reveal information, because the stock prices were efficient. Such
information-revealing prices would reveal information about bank risk and
could have led to discounts on checks or runs on banks. Why did that not
occur?

The answer is quite straightforward: themarket for bank stocks was also effec-
tively closed, by the banks themselves. Banks took actions to make their stocks
very illiquid. Goetzmann, Ibbotson and Peng (2001) collected individual firm
stock prices for NYSE stocks over the period 1815–1925. They exhaustively
collected stock prices from a variety of sources, covering over 600 companies
during the sample period. Their data display an interesting phenomenon, which
is portrayed in figure 5.3. The figure graphs the total number of companies with
actively traded stock in their sample, and the total number of banks in the sample
with traded stock. Bank stocks were quite prevalent up to 1872 after which they
disappear.

Banks remained public companies but they took actions to insure that their
stock was illiquid. This was accomplished by making the stock price of a single
share very high, out of reach of most investors. And, the stock ownership was
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concentrated. Loeser (1940, p. 158): “For a long time the stocks of these institu-
tions [bank, trust, and insurance companies], particularly the leading ones, were
looked upon as ‘rich men’s investments.’ . . . In other instances there was a high
degree of concentration of shareholdings among family groups and groups of
business associates and other with allied interests.”

Banks recognized that fluctuations in stock prices, in particular declines in
a stock price, could lead to bank runs because the informative price could
reveal that the backing assets had declined in value. As Stevenson (1910)
put it:

No bank can long exist without a complete trust on the part of the depos-
itors. If stories which affect the bank’s standing and character seem to be
a part of the speculative tactics, should they grow, which may cause panic,
then it is incumbent that those in the management of large banks see to it,
as far as in their power to, and prevent the dealing of bank stocks and their
quotations on the stock exchanges of the country. (p. 341)

Also Loeser (1940) noted:

Within the past decade, with one exception, leading banks with issues listed
in New York had their issues removed from listing. Many banks in other
cities also delisted their securities. The reason generally given for this vol-
untary delisting was that the banks were apprehensive that the publicity
which might be given to prices declines of their issues on the exchanges
might be misconstrued by the public and might affect the confidence of
depositors adversely (pp. 160–161).

The transition to demand deposits entailed making bank stocks illiquid, so that
their priceswould beuninformative. O’Sullivan (2007): “For themost part, bank
stocks were not widely traded” (p. 517).

The Federal Reserve System was founded in 1914 with the express purpose
of preventing banking panics. Indeed, it did prevent a panic in 1920 (see Gorton
(1988) and Gorton and Metrick (2013)). For a brief period in the 1920s some
banks listed on the New York Stock Exchange, as follows:

Bank of America, 1927–1928
Bank Manhattan, 1927–1928
Bank of New York, 1927–1929
Chase National Bank, 1927–1928
Chatham Phoenix National Bank, 1927–1928
Chemical National Bank, 1927–1928
Commerce Guardian Trust & Savings Bank, 1927–1929
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Continental Bank, 1927–193
Corn Exchange National Bank, 1927–195
Farmers Loan & Trust, 1927–1928
Hanover National Bank, 1927–192
National City, 1927–1928
National Park, 1927–1929

But the banks quickly delisted in a few years. The Corn Exchange is the only
bank that remained listed after January 1930.

The lack of information about banks persisted, even after deposit insurance
was adopted in 1934. In 1964 the U.S. House of Representatives commissioned
a study on the issue of bank opacity as it related to bank equity holders. The
committee noted that:

Stockholders of banks in many cases receive little or no information con-
cerning the financial results of their bank’s operations.Less than 50 percent
of all banks publish annual reports.Of thosewho publish annual reports, 29
percent do not reveal the size of their valuation reserves. Before-tax earn-
ings are not disclosed by 36 percent of all banks and after tax earnings are
not disclosed by 34 percent of all banks.

(U.S. House of Representatives (1964), p. v)

The report contained table 5.2 below. The table shows the number of shares
traded in 1962 for different number of shares outstanding. Surprisingly, the num-
ber of shares traded monotonically declines in number of shares outstanding. In
other words, larger banks with more shares outstanding have the lowest num-
ber of shares traded. The total annual trading volume of bank shares on the New
York Stock Exchange is shown in figure 5.4. Until the early 1960s bank stock did
not actively trade.

In the transition from bank notes to demand deposits two information-
revealing markets closed: the market for bank notes which set the discounts;
and bank stock markets. Closing information-revealing markets that would
reveal bank risk was economically efficient because bank liabilities could then be
accepted at par, avoiding the transactions costs associatedwith banknotes. How-
ever, this does notmean that information should not be produced, to distinguish
good banks from bad banks. It means that is it the job of the bank regulators to
do this.

Demand deposits were the “shadow banking” system of the National Bank-
ing Era, 1863–1914. It was thought that panics would end once the government
entered the business of paper currency during the Civil War. But, panics con-
tinued with runs when people suspected the backing of the checking accounts.
Economists and regulators were not sure of the extent towhich checks were used
as a transactionmedium, and panics persisted until deposit insurance.



Table 5-2. NUMBER OF SHARES TRADED IN 1962 VERSUS TOTAL NUMBER OF SHARES OUTSTANDING AT YEAR END 1962
Shares Traded Number ofOutstanding Shares Total

0 to 10,000 50,000 100,000 500,000 1,000,000 Over
10,000 to 50,000 to 100,000 to 500,000 to 1,000,000 to 5,000,000 5,000,00 0

Less than 1,000 51,684 15,816 1,372 384 98 120 40 69,514
1,001 to 50,000 719 4,288 2,288 2,837 217 30 – 10,379
50,001 to 100,000 – – 28 177 242 19 – 466
100,001 to 500,000 10 – – 74 166 299 – 549
500,001 to 1,000,000 – – – – – 60 30 90
More than 1,000,000 – – – – – – 60 60
Total 52,413 20,104 3,668 3,472 723 600 130 81,110

SOURCE: U.S. House of Representatives (1964).
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5.4. CLEARING HOUSES AND PRE-FED FINANCIAL CRISES

Before the Federal Reserve came into existence, financial crises weremanaged by
the private bank clearing houses, which acted as lenders-of-last-resort. A finan-
cial crisis is a bank run; holders of bank short-term debt no longer want to hold
the debt and instead want their cash back. The debt holders want cash because
they have received information about a coming recession during which their
bank may fail (see Gorton (1988)). Since banks are opaque there was no way
for them to know which banks were weak and which were not. (See Gorton
(1985b).) Hence, all banks were run on. When this happens in the entire bank-
ing system at the same time, banks cannot possibly honor the demands for cash
because their assets—mostly loans—cannot be sold. The entire banking system
is insolvent because the debt holders’ contractual right to ask for cash cannot be
honored.

The first act of the clearing house when a crisis started was to cut off
the publication of bank-specific information, which was required in normal
times, usually followed by suspension of convertibility, that is banks would
refuse to pay cash to redeem checks.4 During normal times, the clearing
house required members to publish balance sheet information; newspapers
published these numbers weekly. Bank-specific information might identify the
weaker banks, which would then be subject to runs. To stop the desire to
run on the banks, the clearing house had to convince bank debt holders that

4. This was always illegal but never enforced; see Gorton (2012).
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the member banks were solvent, that the bank assets were illiquid but not in
default. This required management of the information environment in two very
specific ways. First, a securities market had to be created to reveal informa-
tion about the solvency of all member banks jointly, effectively the banking
system.5 Secondly, the clearing house needed to convince the public that cer-
tain specific banks, those subject to persisting rumors of weakness, were in fact,
solvent.

The clearing house also had to address the illiquidity problem. After suspen-
sion occurred, the clearinghouse issued “clearing house loan certificates,” a new
form of privatemoney that could be used in the clearing process instead of cash.6

Loan certificates were the jointly liability of clearing house members. In other
words, the banks banded together formally by assuming this joint liability. The
prospect of this happeningmeant that in normal times themember banks had an
incentive to monitor each other. (See Gorton andHuang (2006).)

Individual member banks would apply to a clearing house committee for loan
certificates, offering collateral from their balance sheets. The clearing housewent
to great lengths to protect the secrecy of which banks borrowed loan certificates.
Preventing leaks concerning the loan certificate borrowings of individual clear-
ing housemembers was important for preventing signs of weakness at banks with
large borrowings.7

By issuing loan certificates, the clearing house could buy bank assets and
economize on the use of cash in the clearing process (where the certificates
were accepted as cash) so that cash could be handed out to depositors. Later,
clearing house loan certificates were issued directly to the public (see Gorton
(1984)). Also, certified checks circulated as cash, and banks accepted them as
cash in the clearing process. Certified checks are not dependent on any sin-
gle account. Further, the checks were stamped “Only Payable Through the
Clearing House.” This meant that they were the joint liability of the clearing
house, rather than of a single bank. These checks circulated as a hand-to-hand
currency.

Importantly, by agreeing that certified checks were acceptable as money, the
clearing house created a market in these checks. The currency premium on
checks was reported in newspapers. The currency premiumwas the excess check

5. The New York clearing house members were the largest banks in the country and held most of
the banking system’s reserves, so the solvency of the New York Clearing House was effectively the
solvency of the banking system.

6. Clearing house loan certificates were not permanent. They would all be retired at the end of the
crisis.

7. This was later the underpinning of the Federal Reserve’s discount window when the central
bank was established in 1914. Discount window borrowing was to be kept secret.
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Figure 5.5 Currency Premium for Panic of 1873
SOURCE: Commercial & Financial Chronicle.

amount that needed to be paid to receive a dollar of cash. In other words, an
informative financial market was createdwhere the risk of the clearing house fail-
ing was priced. Figure 5.5 shows the high and low currency premiums during the
Panic of 1873. The high was five percent, meaning that $1.05 of certified checks
was needed to buy a dollar of cash. The figure shows the decline in the currency
premium, which led to the end of the crisis. If information suggested the clearing
house was solvent, it would be impounded in the price so the premium would
go down. When there was no longer a premium, convertibility of checks into
currency would be resumed.

Also, during the crisis the clearing house would send special examination
teams to study the situation of certain specific banks that were the subject of
rumors. In the case of a special examination during suspension, the results of
the examination were publicized with a certificate of financial health issued by
the Clearing House Committee. This occurred even if privately the Clearing
House Committee had reservations about the bank’s solvency. The certificates
issued by the clearing house simply stated that the specific bank was solvent; no
detailed information was released. In fact, the detailed results of clearing house
examinations were nevermade public, even in normal times, although bailouts of
member banks were public. Therewere thirteen special examinations conducted
during the five panics of the National Banking Era, 1863–1914. See Gorton and
Talman (2013).

During the National Banking Era, the New York Clearing House had around
sixty members, the largest banks in the country. In the five major panics (1873,
1884, 1890, 1893, 1907) a total of five members failed.

A clearing house, that is a clearing system, is an inherent part of the use of
checks as money. It replaced the bank note market. Bank stocks stopped trading
also. There was no information leakage and so checks traded at their face value.
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During a bank run, the clearing house first suppressed all bank-specific informa-
tion, so individual banks would no face runs. But, amarket did open, amarket for
claims on the clearing house, and the prices of these claims revealed information
about the banking system.

The opacity of banks was endogenously created so that checks could trade
at par. The vulnerability to runs meant that the clearing house had to take a
central bank-like role as lender-of-last-resort. This role entailed managing the
information environment during the crisis. This delicate task meant prevent-
ing the revelation of some information while producing and revealing other
information.Notably, “transparency” was never the goal, nor would it have been
advisable.

5.5. THE FINANCIAL CRISIS OF 2007−2008

The response of the central bank and the government to the financial cri-
sis of 2007−2008 was reminiscent of previous responses in the 19th century.
The crisis was an information event, and the information environment had to
be managed, most particularly by suppressing some information, hiding some
information, and producing and announcing other information.

With the advent of deposit insurance in 1934, depositors had no incentives to
produce information about their banks. Deposit insurance guarantees opacity in
the sense that nomarket participants writing checks need worry about the risk of
the bank issuing the deposits. Checks are accepted without a second’s thought
(about the bank). The government’s bank examiners look after the banks and
the results of their examinations are kept secret.

But, banking systems evolve and so do the forms of bank money. Market
economies are not static, just as checks came to replace private bank notes, new
forms of bank money have appeared and grown. Indeed, the issue of bank opac-
ity has arisen againwith the growth of the “shadowbanking system,” which refers
to a large market in which uninsured short-term bank debt plays a role similar to
demand deposits, except that the depositors are large institutions.8

In the modern era bank money has expanded to include sale and repur-
chase agreements (“repo”) and asset-backed commercial paper (ABCP). These
forms of bank debt are issued by financial intermediaries that were not regu-
lated as commercial banks. ABCP was issued by special purpose vehicles that
used the proceeds of issuing the paper to buy asset-backed securities (ABS),
bonds backed by portfolios of loans, mortgages, auto loans, credit card receiv-
ables, etc. See Gorton and Metrick (2011) and Gorton and Souleles (2006).

8. I do not review all the details here. See Gorton (2010, 2012) and Gorton and Metrick (2012)
for details on the crisis.
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Similarly, sale and repurchase agreements (“repo”) often also used ABS as
collateral.

Repo is a form of bank money, which has grown to rival the size of the mar-
ket for demand deposits. This growth is not surprising because the world has
changed. In particular, institutional investors, pension funds, asset managers,
sovereign wealth funds now dominate global financial markets. Large nonfi-
nancial firms hold enormous amounts of cash. For these entities there is no
insured checking account large enough to accommodate the size of their desired
deposits. To meet their demand for a short-term store of value that is safe and
that earns interest, the repo market grew enormously.

In a repo, a depositor (lender) deposits money with a dealer bank, usually
overnight, and receives interest. To ensure the safety of these deposits, the loan
is backed by collateral in the form of bonds (with a market value equal to the
amount lent). The depositor takes possession of the bonds. The bonds might
be U.S. Treasury bonds, but before the crisis there was a shortage of this form
of collateral and much of repo was backed by privately-produced debt, namely,
asset-backed securities.

In traditional banking, the bank offers, say, three percent interest to depos-
itors and lends the money to a home buyer at six percent. The bank earns the
spread, six minus three. In repo, the depositor is offered three percent, and takes
collateral, of say a mortgage-backed security which earns six percent. The six
percent goes to the bank, so the bank earns the same spread of six minus three.
Furthermore, you can see that the two systems are intimately related because
the traditional bank no longer holds the mortgage on its balance sheet. It ends
up being financed in the capital markets when it is securitized, that is turned into
a bond which is backed by a portfolio of mortgages. So, repo ends up financing
traditional bank loans. The point is that “shadow banking” is genuine banking,
not some aberration.

ABCP is similar to repo. ABCP is often one to four day maturity and repo
is usually overnight. These liabilities serve as a kind of money for large institu-
tions. The short maturity is essential so that depositors have flexible access to
their cash. In order for this to function as money the backing collateral must
be opaque, as discussed above. For this purpose ABS are ideal. As explained by
Gorton and Metrick (2011) and Gorton and Souleles (2006), ABS consist of
layers of bonds ordered by seniority (called “tranches”) linked to the same large
portfolios of loans. The loan portfolios are homogeneous, for example all auto
loans or all prime mortgages. Asset classes are never mixed in a portfolio. Also,
and importantly, ABS have no traded equity. That part of a transaction is held by
the originator. ABS are complicated, opaque, and it is not profitable in normal
times to bother doing credit analysis on them. Since ABS have no traded equity,
no information is revealed.
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Opacity is what makes asset-backed securities ideal for the collateral backing
asset-backed commercial paper and repo. Indeed, shadow banking consists of
repo and ABCP backed by bonds linked to portfolios of loans. This is real bank-
ing: loans are financed by deposits (repo), so to speak, of institutional investors
who have a demand for this kind of interest-earning, short-term, saving. This
bank money works because the ABS is opaque. But, like the older banking sys-
tem, which finances loans via deposits, shadow banking is vulnerable to runs, just
as the older banking system was prior to deposit insurance.

5.5.1. What Happened?

The financial crisis of 2007–2008 was a bank run on repo and ABCP. Depositors
began to worry about the ABS backing their loans and refused to renew their
loans. Unlike the bank runs of the nineteenth century and the Great Depression,
this run was not visible unless you were on a trading floor. In a run the banks
must raise cash. No one will lend to them in the crisis and so they end up hav-
ing to sell securities, causing bond prices to plummet. But, bond markets—ABS
markets—are over-the-counter, and so the plummeting prices were not seen
either. Outsider observers saw the effects of the run, namely large banks could
not raise enough money and verged on insolvency. Federal Reserve Chairman
Ben Bernanke, in his Financial Crisis Inquiry Commission testimony, noted that
of the “13 . . . most important financial institutions in the United States, 12 were
at the risk of failure within a period of a week or two” (Bernanke (2010)).

All market economies have faced the problem of bank runs, although some
countries have avoided the problem for long periods of time.When there is bank
run, every society and government has found a way to keep from liquidating its
banking system. There have been bailouts, nationalizations, blanket guarantees,
and so on. All of these mechanisms have been at root a way to make the suspi-
cions of depositors go away. The government, by virtue of its taxing power, can
(usually) do what the private sector cannot, namely, eliminate suspicions about
the collateral backing private money.

5.5.2. Overcoming Stigma

I now focus on some aspects of the recent financial crisis related to the informa-
tion environment. I highlight the information issues faced by the government
and show that the goal was to suppress information.
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The first issue concerns “stigma.” Stigma refers to the negative effects on a
bank of information leakage about the bank’s borrowing from the discount win-
dow. This is perceived to be a sign of weakness, potentially leading to a run on
that bank. Fed Chairman Bernanke (2010b):

Many banks . . . were evidently concerned that if they borrowed from the
discount window, and that fact somehow became known to market partic-
ipants, they would be perceived as weak and, consequently, might come
under further pressure from creditors. To address this so-called stigma
problem, the Federal Reserve created a new discount window program, the
Term Auction Facility (TAF). (p. 2)

Stigma has historically been a problem. In the pre-Federal Reserve period the
clearing houses kept secret how many loan certificates each member borrowed.
And this secrecy was continued by the Federal Reserve with respect to the
discount window. Only that information leaks out so banks are reluctant to use
the discount window.

To overcome this problem during the crisis the Federal Reserve designed spe-
cial lending programs that were based on auctions. The Term Auction Facility
(TAF) and other programs obscured which banks were trying to borrow by
keeping secret which banks were bidding, how much they were bidding, how
much they wanted and which banks got funds. This information was kept secret
and since the auction was a coordination mechanism, getting a large number
of banks to come to borrow at once, no single bank was stigmatized as weak.
Armantier, Ghysels, Sarkar, and Shrader (2011) studied TAF and found that
“banks were willing to pay an average premium of at least 37 basis points (and
150 basis points after Lehman’s bankruptcy) to borrow from the Term Auction
Facility rather than from the discount window.”

Also, lending to institutions through the Troubled Asset Relief Program
(TARP) was also kept secret.9 The special lending programs set up by the
Fed during the financial crisis, like the clearing house loan certificates, required
secrecy so that individual banks would not be singled out by the market.

5.5.3. Banning Short Sales of Bank Stocks

But, wouldn’t stockmarket prices reveal which banks wereweak? Yes, themarket
did reveal which banks were weaker, but not how weak. See Peristiani, Morgan,
and Savino (2010). The Federal Reserve undertook “stress tests” to determine

9. InOctober 2008, the Emergency Economic StabilizationAct of 2008 (DivisionA of Public Law
110–343) established the Troubled Asset Relief Program (TARP) for the purpose of enabling the
Treasury to purchase and guarantee of “troubled assets.”



Development of Opacity in U.S. Banking 175

how much capital was needed by each bank. The stress tests (Supervisory Cap-
ital Assessment Program, SCAP) were introduced in February 2009. Ten of
the 19 largest bank holding companies that underwent the SCAP were required
to raise equity capital—by $75 billion in total. Peristiani, Morgan, and Savino
(2010) studied the market response to the announcement; it was positive for
banks that were required to raise equity. There was no stock price response
(abnormal return) for banks that were not required to raise equity.

The SCAP was the only instance where the Federal Reserve produced infor-
mation and announced it during the crisis. But, the Fed only announced how
much capital each bank would need. SCAP was essentially the modern coun-
terpart to the clearing houses’ special examinations of members during crises.
In both cases, the details of the examinations were not announced. Only a
conclusion was announced.

Finally, informative stock prices were viewed as a problemduring the financial
crisis. In 2008 the U.S. Securities and Exchange Commission (and, in England,
the Financial Services Authority) banned short sales of the stock of seventeen
large financial firms and also FannieMae and Freddie Mac. At the time the SEC
(2008) wrote:

False rumors can lead to a loss of confidence in our markets. Such loss of
confidence can lead to panic selling, which may be further exacerbated by
“naked” short selling. As a result, the prices of securities may artificially and
unnecessarily decline well below the price level that would have resulted
from the normal price discovery process. If significant financial institutions
are involved, this chain of events can threaten disruption of our markets.

Later, in September 2008, the SEC temporarily prohibited short selling of the
stocks of approximately 800 financial firms, required institutional money man-
agers to report short sales and short positions in certain securities, and eased
restrictions on the ability of issuers to repurchase their securities.10

The short sales bans were attempts to suppress bank-specific information.
The academic studies to date show that the short sale bans reduced market liq-
uidity and hindered price discovery, exactly what the bans were intended to do.
See, e.g., Beber and Pagano (2013) and the references therein. The academics,
however, view short sales bans as misguided. But, in the context of the financial
crisis, it appears to have been an attempt to cut off information about specific

10. September Emergency Order Taking Temporary Action to Respond To Market Develop-
ments, Exchange Act Release No. 34-58592, 73 Fed. Reg. 55,169 (Sept. 18, 2008), available
at http://www.sec.gov/rules/other/2008/34-58592.pdf; Amendment To Emergency Order
Taking Temporary Action To Respond To Market Developments, Exchange Act Release No.
58,591A, 73 Fed. Reg. 55,557 (Sept. 21, 2008), available at http://www.sec.gov/rules/other/
2008/34-58591a.pdf.

http://www.sec.gov/rules/other/2008/34-58592.pdf
http://www.sec.gov/rules/other2008/34-58591a.pdf
http://www.sec.gov/rules/other2008/34-58591a.pdf
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banks, to keep the runs from concentrating on the weak banks. Until the early
1960s bank stocks were already endogenously illiquid and so there could not be
short sales. During financial crises then there was no need to ban short sales. In
the recent crisis though the information-revealing feature of stock markets were
viewed as a problem by the Securities and Exchange Commission. Information
that would have revealed weaker banks could have led to runs on those banks.
To prevent such runs information was cut off.

Note that to the extent that the short sales bans were successful, investors
traded stocks at the wrong prices. Some investors got gains they would not
otherwise have gotten, and their trading partners got losses that they would
not otherwise have gotten. But, this was—implicitly—viewed as the price for
avoiding liquidating the banking system.

5.5.4. Discussion

Did lack of transparency play any role in the crisis? Of course it played a role.
That is exactly the vulnerability of banks, they are subject to runs.

When we observe a phenomenon—bank runs—happening over and over
again in market economies throughout history, there is a root problem, a com-
mon structural problem, an inherent problem. The problem is the vulnerability
of bank money. The vulnerability comes from the need for opacity for money
to function. Historically, with various forms of money facing runs, the same
complaints of complexity and a lack of transparency are heard over and over
again.

But, there was another problem too which should not be confused with the
opacity that I have been speaking about. Regulators, academics, the media, and
the public did not understand how theU.S. financial system had evolved and did
not observe the actual runs. As mentioned above, the evolution of the financial
system was driven by a number of factors. Over the last thirty years or so there
has been the rise of institutional investors and a concurrent decline in the fraction
of households that directly hold securities. The fact that regulators, academics,
themedia, and the public were unaware of the developments in the U.S. banking
system and did not see the run is not the same as a “lack of transparency.” The
inability to see what was going on was not due to a lack of transparency. It is an
intellectual problem. It was a failure to understand the evolution of the financial
system and a failure to understand the vulnerability of bank money. A lack of
understanding of financial history and bankmoney is at the root of this failure.11

It was not knowing where to look or, indeed, realizing that it was worth looking

11. I discuss the reasons for this failure in Gorton (2012).
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at all. It was simply assumed that the U.S. would never experience a systemic
crisis again.

There is clearly a measurement problem. Our forms of measurement,
National Income Accounting, the Federal Reserve’s Flow of Funds data set,
Generally Accepted Accounting Practice, bank Call Report data, and so on,
are all important but incomplete in a world with derivative securities and off-
balance sheet vehicles. This problem requires augmenting these systems with a
system of national risk and liquidity accounting, as proposed by Brunnermeier,
Gorton, and Krishnamurthy (2011, 2012) and Bai, Krishnamurthy, and
Weymuller (2013).

5.5.5. Summary

The desirability of opacity in banking does not mean that no information should
be produced. Banks need to be transparent to the regulators, but that informa-
tion is kept confidential. This puts the burden on the clearing house and later
on bank regulators. Opacity can create systemic risk. But, in the modern era
systemic risk is created when regulators are unaware of what information they
should be producing. It is their job to distinguish good banks from bad banks. As
financial systems evolve, it is important to keep up with this evolution.

5.6. CONCLUSION

Banks are inherently opaque so that their debt can be used as money. This
opacity notably developed during the 19th century; it entailed shutting infor-
mative markets for bank liabilities (bank notes and bank stock), internalizing
that information into the clearing house, which kept the information secret. This
is not unlike the modern era in which bank examinations are confidential to
the government, and discount window borrowing from the Fed is supposed to
be secret.

During financial crises bank coalitions (clearing houses) and central banks
have always carefully managed the bank information environment. During crises
policies have been aimed at preventing bank runs on individual banks, based
on information about specific banks. The financial system can unravel serially
if banks are sequentially run on. In general, bank-specific information is sup-
pressed thereby forcing attention to the question of the solvency of the entire
banking system. In the 19th century an explicit market pricing the risk of the
clearing house being insolvent opened, and when the currency premiumwent to
zero, normalcy returned.
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Recently, the problem of bank runs emerged again. The development of
new forms of bank money, repo and asset-backed commercial paper, have also
been created to be opaque, by being backed by ABS, which itself has no infor-
mation leakage. The same problems as in the 19th century have reemerged,
and the Federal Reserve and the government have rediscovered the modern
equivalents, overcoming stigma, introducing stress tests, and trying to suppress
information-revealing markets.
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Banking Panics





6

Bank Suspension of Convertibility

GARY B. GORTON* �

6.1. INTRODUCTION

During the nineteenth and early twentieth centuries the American banking
system suspended convertibility eight times.1 That is, during these episodes
banks refused to exchange currency for demand deposits upon demand.2 In
each case, suspension was the response to a banking panic which was coin-
cident (or nearly so) with a business cycle downturn [see Cagan (1965) and
Gorton (1984)]. A curious aspect of suspension is that despite its explicit illegal-
ity, neither banks, depositors, nor the courts opposed it at any time. This paper
argues that such accommodating behavior arose because suspension was part of
a mutually beneficial arrangement.

* The comments and suggestions of Costas Azariadis, Robert Barro, Bob Defina, Peter Garber,
Robert King, Don Mullineaux, Alan Stockman, and Mike Toman are gratefully acknowledged.
Errors remain my own. This paper was completed while the author was at the Federal Reserve
Bank of Philadelphia. The views expressed in this paper are not necessarily those of the Federal
Reserve Bank of Philadelphia or the Federal Reserve System.

1. Those eight times were: August 1814, Fall 1819, May 1837, October 1839, October 1857,
September 1873, July 1893, October 1907. Major panics occurred in all these cases, though
during this period suspension also happened without a banking panic (in the 1860’s). Also pan-
ics happened without suspension. There were also some minor cases of suspension. Friedman
and Schwartz (1963) distinguish between the terms “restriction” and “suspension”, reserving the
latter for the Great Depression during which the government closed banks. Previous episodes
were marked by banks “restricting” convertibility between deposits and cash, but unlike the 1933
episode, they carried on all other activities. The analysis here does not involve a government,
and no distinction is made between the two terms, though the older usage of “suspension” is
maintained throughout, as in Hammond (1957).

2. This refusal was usually qualified in various ways. Banks sometimes limited the amounts of the
exchange, or only paid out currency needed for wage bills. For details see Sprague (1910).
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The strategy of analysis is to first examine the relations between banks and
depositors under full information so that decision rules and outcomes have a
useful basis for comparison when an incomplete information setting is subse-
quently examined. The focus is on the conditions under which suspension of
convertibility would be a Pareto-improving part of an assumed demand deposit
contract.3

With full information there is no role for suspension of convertibility. In
the full information setting a banking panic occurs when depositors decide
to withdraw all their deposits from banks because of expected capital losses.
The expectation of future capital losses is rational and depositors would never
agree to suspension because it would prevent them from achieving their optimal
portfolio allocations.

Under incomplete information there is a role for suspension. Incomplete
informationmeans that depositors do not know the state of banks’ investments,
but use a noisy indicator to form rational expectations of deposit return rates.
A banking panic can be triggered by a movement of the indicator, causing
depositors to withdraw all their deposits because of fears of capital losses. By
suspending convertibility, banks can signal to depositors that continuation of
the investments is mutually beneficial. Suspension, however, only occurs when
depositors panic because of expectations formed conditional on observing the
noisy indicator, but would not panic if they had full information. Thus, the full
information world can be approximated by including suspension as part of the
demand deposit contract.

6.2. THE BANKING SYSTEM

The model economy lasts for three periods. Depositors maximize the utility
of consumption the first two periods and end of world wealth during the third
period. Depositors are retired during the third period and live off their savings.
Each depositor begins the world with an inherited endowment of wealth, M0.
Currency and demand deposits are the only available stores of value. The bank-
ing system has two essential, exogenously imposed, features. First, individual
banks, in a competitive banking system, finance two-period investments (at the
beginning of the world) with debt (deposits) and equity. Debt is the senior
claimant on a bank’s returns. The return on debt may include capital losses,
but deposits cannot incur capital gains. Second, depositors may withdraw their
deposits at the end of the first period. These two features create the possibility of
depositors ending the investment process after the first period.

3. Santomero (1983, sec. I) surveys the literature on why banks exist. Also, see Haubrich and King
(1983).
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There are two sources of uncertainty in the model. The rate of return to hold-
ing currency is random, and the rate of return on banks’ investments is random.
It is assumed that currency consists of gold coins, and its rate of return is its rate
of appreciation or depreciation against goods.4 At the beginning of the world,
the rate of return on currency for period 1 is known, but it is not known what
the rate of return on currency will be during period 2. That random variable is
realized at the end of period 1.

The rate of return on bank investments is random because of underlying real
shocks to produced output upon which banks hold claims. Since the physical
realization of the technology that banks have invested in is random, the value
of bank investments, referred to as “the state of bank investments”, reflects these
underlying shocks. Thus, the state of bank investments is a random variable, real-
ized at the ends of periods 1 and 2. Realizations of the state of bank investments
determine whether a capital loss is imposed on depositors at the end of each
period.

The notation adopted is presented in table 6.1. The rate of return on demand
deposits at the end of period 1, the repurchase price, is (1+ rd1)(1−π1 (θ1)) ,
i.e., the predetermined rate of return ondemanddeposits (rd1)discountedby the
capital loss on demand deposits (π1 (θ1)). The capital loss is determined from
the bank’s balance sheet, so it follows that

(1+ rd1)[1−π1 (θ1)]=min[(1+ rd1) ,θ1L/�] . (6.1)

Whether the depositors incur a capital loss or not depends on the state of bank
loans, θ1, and on the amount that senior claimants can claim,(1+ rd1)�. If a
bank cannot repay depositors at the initially agreed upon specie price of deposits,
then the deposit price depreciates to reflect the value of the bank’s assets. The
required depreciation is

1−π1(θ1) = 1 if θ∗
1 ≤ θ1 ≤ θ1,

= θ1L
(1+ rd1)�1

if ¯θ1 ≤ θ1 ≤ θ∗
1 , (6.2)

where the critical value,

θ∗
1 = (1+ rd1)�1

L
,

just permits satisfaction of the claims against the bank at the fixed price.
Similarly, if depositors hold deposits until the end of the world, then the two-

period rate of return on deposits is

4. In general, C can be thought of as an alternative investment which earns λ1 over the first period,
and λ2 over the second period.
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Table 6-1. MODEL NOTATION

r ≡ the (exogenous) two-period rate of return earned on bank
investments (%);

rQ ≡ the two-period rate of return on equity shares (%);
rdt ≡ the one-period rate of return banks promise to pay on demand

deposits over the ith period (%), i = 1, 2;
λ1 ≡ the rate of return on currency over period 1 (net of the services

return to deposits) (%);
λ2 ≡ the rate of return on currency over period 2 (%), a random

variable with p.d.f. g (λ2)over
[
¯λ2, λ̄2

]
;

θ1 ≡ the state of bank investments at the end of period 1 (%), a
random variable with p.d.f. f (θ1)over

[
¯θ1, θ̄1

]
;

θ2 ≡ the state of bank investments at the end of the world (%);
π1(θ1) ≡ the capital loss on deposits at the end of period 1;
π2(θ2) ≡ the capital loss on deposits at the end of the period 2;
C1 ≡ currency holdings of an individual depositor during period i,

i = 1, 2;
D1 ≡ deposit holdings of an individual during period i, i = 1, 2;
Q ≡ the amount of equity at an individual bank;
X1 ≡ consumption of an individual depositor during period i, i= 1, 2;
β ≡ discount factor;
� ≡ an individual bank’s level of debt, the sum of individual

depositors’ holdings at that bank;
W ≡ an individual depositor’s end of world wealth;
L ≡ the amount of bank investments at the beginning of period 1;
M0 ≡ an individual’s initial wealth endowment.

(1+ rd1)(1+ rd2)(1−π2 (θ2)) =min
[
(1+ rd1)(1+ rd2) ,

(1+ r)θ2L
�2

]
.

(6.3)

There is again a critical value, θ∗
2 , above which capital losses do not occur, i.e.,

π2
(
θ∗
2
)= 0. From (6.3), this is

θ∗
2 = (1+ rd1)(1+ rd2)�2

(1+ r)L
.

The required depreciation is

1−π2 (θ2) = 1 if θ∗
2 ≤ θ2 ≤ θ̄2,

(6.4)

= (1+ r)θ2L
(1+ rd1)(1+ rd2)�2

if ¯θ2 ≤ θ2 ≤ θ∗
2 .
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Table 6-2. STRUCTURE OF INFORMATION: FULL INFORMATION CASE

Beginning of
Period 1

Beginning of
Period 2

End of
Period 2

Known
information

λ1, rd1, rd2 λ2, rd2, θ1, π1, (θ1) θ2, π2 (θ2)

Depositors’
actions

Choose portfolio
(C1, D1)

Decide to withdraw or
not; Choose (C2, D2)

(Receive end of
world wealth)

Banks’ actions Choose Q, given rd1,
rd2, such that L =
Q + �

If ¯θ1 ≤ θ1 < θ∗
1 , then

setπ1 (θ1) > 0
If ¯θ2 ≤ θ2 < θ∗

2 ,
then set
π2 (θ2) > 0

Faced with these return distributions depositors must choose an initial port-
folio at the beginning of period 1 and decide whether to withdraw deposits
at the beginning of period 2. These decisions will be based on comparing the
prospective returns associated with different portfolios, and will utilize all avail-
able information. The information structure of the problem is shown in table 6.2.
The information available to depositors at the times described by the first row of
table 6.2 is the case of full information (FI). Under full information depositors
know the state of bank investments, θ1, at the beginning of period 2. Expecta-
tions are formed rationally, so depositors use θ1 to compute π1 (θ1) at the time
they are making the decision to withdraw or deposit.

Previously, the states of the bank investments were explained as reflecting real
shocks to an underlying production process. If it is assumed that this underlying
process exhibits persistence, then the state of bank investments each period is
serially correlated. So an observation on the state of bank investments at the end
of period 1 allows an inference about what final outcome will be realized at the
end of period 2. A specification which incorporates this is

θ2 − θ̃2 = γ (θ1 − θ̃1)+μ, (6.5)

where γ>0, E (θ1) = θ̃1, E (θ2) = θ̃2, θ̃2 
 θ̃1, andμ is white noise with density
function Z (u) . “E” indicates the expectation operator.

Banks and depositors are assumed to know the process (6.5). At the begin-
ning of period 2, having observed θ1, depositors’ expectation of θ2 is

E1 (θ2) ≡ E (θ2|θ1) = θ̃2 + γ (θ1 − θ̃1).

Using eqs. (6.4) and (6.5), the expected capital loss at the end of period 2,
conditional on having observed θ1at the end of period 1, is

E1 [π2 (θ2)]=
∫ μ∗

¯
μ

⎧⎨⎩1−
(1+ r)L

[
θ̃2 + γ

(
θ1 − θ̃1

)
+μ
]

(1+ rd1)(1+ rd2)�

⎫⎬⎭Z (μ)dμ,

(6.6)
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where
μ∗ = θ∗

2 − θ̃2 − γ
(
θ1 − θ̃1

)
.

6.3. THE DEPOSITORS’ FULL INFORMATION PROBLEM

At the beginning of the world, depositors choose a portfolio to get a consump-
tion path. The representative depositor faces the following problem:

maxV0 = E0
{
U (X1)+βU (X2)+β2�(W)

}
, (I)

subject to
(i) X1 +C1 +D1 ≤M0,

(ii) X2 +C2 ≤ (1+λ1)C1 + (1+ rd1)
[
1−π1(θ1 )

]
(D1 −D2),

(iii) W = (1+λ2)C2 + (1+ rd1)(1+ rd2)[1−π2 (θ2)]D2.

Constraint (ii) requires second-period consumption (X2) and second-period
currency holdings (C2) to be financed by the value of the depositor’s portfolio
realized at the end of period 1. Constraint (ii) applies the capital loss on deposits
only to the amount of deposits withdrawn at the end of the first period, i.e.,
(D1 − D2). We assume returns are bounded such that D2 ≤ D1, i.e., the rep-
resentative depositor never depositsmore at the end of period 1. Constraint (iii)
determines the representative depositor’s end of world wealth as a function of
returns realized at the end of period 2.

Working backwards in typical dynamic programming fashion,we start by ana-
lyzing the problem faced by agents at the end of the first period. That problem is

max V1 = E1 {U (X2)+β�(W)} , (II)

subject to (ii), (iii).
Assume that depositors are risk-averse with respect to lotteries on consump-

tion during periods 1 and 2, but are risk-neutral with respect to retirement
wealth. This assumption simplifies the analysis and focuses attention on the
problem of interest. The assumption causes depositors to choose portfolios
which are corner solutions; depositors hold either currency or deposits, but not
both. Consequently, if depositors hold deposits at the beginning of the world,
then all their wealth is in this form. If depositors withdraw their deposits at
the end of period 1, they withdraw all their deposits, switching completely to
currency. Under this assumption,

�(W) = A+BW , A,B> 0,
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and using

E1 (W) = (1+λ2)C2 + (1+ rd1)(1+ rd2)[1 − E1 (π2 (θ2))]D2,

we find that if depositors start the world holding deposits, then they will
withdraw all their deposits if

(1+λ2)[1−π1 (θ1)]>(1+ rd2)[1−E1 (π2 (θ2)] . (6.7)

According to (6.7), depositors withdraw their deposits if the known rate of
return to currency over period 2 is greater than the expected rate of return to
holding deposits over period 2, accounting for the capital loss associated with
withdrawing. (λ2 and θ1 are independent.) This decision rule for withdrawing,
which compares a known return to an expected return, is the result of depositors’
risk neutrality toward end of world wealth, and the fact that, knowing θ1, second-
period utility is not uncertain.

For each realized θ1, there exists a critical value of the rate of return on cur-
rency, λ∗

2 (θ1), such that depositors are just indifferent between withdrawing and
not withdrawing,

[1+λ∗
2 (θ1)]= (1+ rd2) [1−E1 (π2 (θ2)]

[1−π1 (θ1)]
. (6.8)

That is, the decision rule is to withdraw if λ2 >λ∗
2 (θ1), which divides the area

of possible (λ2,θ1) realizations into a region over which depositors will with-
draw their deposits and the remainder over which they will not withdraw (see
figure 6.1).

The slope of rule (6.8) depends on the implications of the θ1 realization for
the prospective return on deposits at the end of period 2,

∂λ∗
2 (θ1)

∂θ1
= (1+ rd2)γ 

θ∗
2

if θ∗
1 ≤ θ1 ≤ θ̄ ,

= (1+ r)γ 

θ∗
2

− (1+ rd2)[1−E1 (π2 (θ2 ))]
[1−π1 (θ1)]2 θ∗

1
if ¯θ1 ≤ θ1<θ∗

1 ,

where

 = 1−
∫ μ∗

¯
μ

Z (μ)dμ,

which is the probability of the banking system not failing at the end of period 2.
The slope of the withdraw rule is positive with respect to increases in θ1. To

see this recall that above we assumed that a low θ1 realization currently implies a
lower θ2 realization next period since γ>0 in (6.5). Now consider the range of
θ1 realizations over which there is no capital loss on deposits at the end of period
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Figure 6.1 The full information withdraw rule

1, i.e., θ∗
1 ≤ θ1 ≤ θ̄1. Over this range, as θ1 increases, E1 (π2 (θ2)) decreases,

increasing λ∗
2 (θ1) since the prospective return to deposits at the end of the

second period is more favorable.
Over the rangewhere there is currently a capital loss on deposits, ¯θ1 ≤ θ1<θ∗

1 ,
two forces pull λ∗

2 (θ1) in opposite directions. As θ1 increases over this range,
both the current and prospective capital losses decline. If γ is large enough,
then, as θ1 increases, λ∗

2 (θ1) increases because E1 (π2 (θ2)) declines by more
than π1 (θ1).Though it is not necessary for what follows, diagrams which follow
assume that γ is large enough that the slope over this range is positive.

6.4. DEPOSIT MARKET EQUILIBRIUM UNDER FULL
INFORMATION

Banks are risk-neutral and there are no bankruptcy costs. The investment pro-
cess is assumed to be such that a positive return on equity can only be earned
if depositors do not withdraw their deposits at the end of period 1. Banks
are required to earn an expected return on equity no greater than an exoge-
nously given number, r̄Q . Once chosen, the level of equity cannot be changed
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by the bank at the end of the first period. Given the depositors’ rule for with-
drawing, any initial level of debt, �, and depositors’ choice of rd, a bank
then chooses a full information equity level, QF , by equating expected profits
with the return on equity, Q

(
1+ r̄Q

)
. This yields a decision rule for equity

(see appendix).
At the beginning of the world each bank announces its rule for choosing an

amount of equity. Depositors choose a portfolio at the beginning of the world
to maximize expected utility (assuming rd1 = rd2 = rd) knowing the relations
between the expected capital loss, the promised rate of return on deposits (rd),
the total level of deposits at the bank (�) , and the banks’ rules for equity.5 Since
depositors have identical attitudes toward risk and can choose any amount of
risk, they distribute themselves across banks so that, in equilibrium, all banks
have identical debt–equity ratios (Q/�)and deposit rates (rd).6

At the end of the first period, banks and depositors observe λ2 and θ1. Depos-
itors re-evaluate their portfolios and decide whether to withdraw their deposits
or not. The information in θ1 about the likely realization of capital losses at the
end of period 2 is rationally used by depositors in making the decision to with-
draw or not. If depositors withdraw their deposits, then they end the investment
process. The decision to withdraw deposits at the end of period 1 is an optimal
decision in the presence of full information.7

6.5. THE INCOMPLETE INFORMATION EQUILIBRIUM

There is no role for suspension to play under full information conditions. Under
full information, depositors know the stochastic process of shocks to bank invest-
ments, eq. (6.5), and observe the θ1 realization at the end of period one.
Conditional on the observed θ1, and knowing λ2, depositors withdraw all their

5. Second-period consumption is implicitly determined by the first-order conditions for (II).
Using that function and the withdraw rule, eq. (6.8), the depositors’ first-period problem way be
solved. Appendix A of Gorton (1982) solves the depositors’ first-period problem.At the beginning
of the world depositors choose an initial portfolio, (C1,D1) , and rd. Gorton (1982) also considers
indexing rd2 by θ1.

6. This is a result of constraining depositors to each have only one bank, i.e., an underlying assump-
tion about returns to scale in the transaction technology. The results do not depend on identical
debt–equity ratios in equilibrium.

7. At the end of the first period, if depositors decide to withdraw and π1 (θ1)>0, then there
is the possibility of renegotiation of the contract. This possibility is considered in section VI of
Gorton (1982). The initial contract could also incorporate this possibility by indexing rd2 by
θ1 and λ2. This would change the area over which the bank would be declared bankrupt, but
under incomplete information, does not eliminate suspension as a Pareto-improving part of the
contract.
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deposits at the end of period 1 when they expect large enough capital losses on
deposits at the end of period 2 as determined by the withdraw rule. In this case it
is optimal for depositors to withdraw their deposits, and suspension would be a
constraint preventing the realization of that decision.

Suspension of convertibility, however, can play a role if depositors are incom-
pletely informed about the state of bank investments. The incomplete infor-
mation setting is assumed here, but has recently been rationalized by several
researchers [e.g., Boyd and Prescott (1984)]. Without full information deposi-
tors makemistakes relative to full information. It is the existence of these potential
mistakes which creates the possibility of a signalling role for suspension, that is,
suspension by banks can signal to depositors that they have made a suboptimal
decision relative to full information.

Suppose that depositors do not know θ1 at the end of period 1, but banks
observe θ1. Without knowledge of θ1, depositors cannot compute π1 (θ1)

exactly. Nor can depositors revise their expectation of π2 (θ2). Depositors, how-
ever, will be assumed to have a noisy indicator of θ1 . For purposes of the model
it is convenient to let λ2 serve as the indicator of the value of banks’ portfolios.
Suppose that λ2 is negatively correlated with θ1 and that depositors observe λ2
at the end of period 1. The assumed correlationmeans that gold coins appreciate
during “bad” times, i.e., when θ1 is low.
Again working backwards, at the end of period 1, depositors, with incomplete

information, maximize expected second-period utility conditional on having
observed λ2,

maxV2 = E[U (X2) |λ2]+βE[�(W) |λ2] , (III)

subject to (ii) and (iii).
(Expectations conditional on having observed λ2 are indicated by ‘|λ2’.) As

before, depositors will behave as “plungers” and hold either all currency or all
deposits over period 2. Under incomplete information, depositors decide to
withdraw if λ2 > λ∗∗

2 , where λ2 is observed and λ∗∗
2 is given by(

1+λ∗∗
2
)
E
{
[1−π1 (θ1)]U′

x2

}= (1+ rd2)[1−E[π2 (θ2)]]E
[
U′
x2

]
.
(6.9)

The expectations in (6.9) are conditional on having observed λ2.
Under full information, λ∗

2 (θ1) was chosen to equate the marginal utility of
withdrawing with the marginal utility of not withdrawing. Now, λ∗∗

2 is chosen
to equate the expected marginal utilities of withdrawing and not withdrawing.
Since θ1 is not known, under incomplete information, second-period utility is
uncertain, so expected marginal utilities (conditional on having observed λ2)
enter the decision rule for withdrawing.

Given depositors’ decision rule for withdrawing, banks choose a different rule
for their choice of equity (see appendix). Then given the rule for withdrawing
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and the bank’s rule for choosing equity, depositors, at the beginning of theworld,
choose a level of deposits and an initial rd. In general, under incomplete informa-
tion, Q, �, and rd.will be chosen differently, so that all the variables depending
on these, θ∗

1 ,θ
∗
2 ,π1 (θ1) ,π2 (θ2), will have different values under incomplete

information.
The full and incomplete information rules for depositor withdrawal are shown

in figure 6.2.8 The incomplete information rule cannot replicate the full infor-
mation decisions, so depositors are worse off.9 In particular, a realization of
(λ2, θ1) in area A or area C results in an incorrect decision by depositors under
incomplete information.10 In areaA depositors withdraw all their deposits under
incomplete information, when they would not if they had full information. In
area C, depositors do not withdraw deposits when they would if they had full
information. These mistakes result from the fact that the indicator, λ2, does not
reveal the exact state of bank investments.

6.6. THE SUSPENSION CONTRACT

Both banks and depositors would prefer to avoid the banking panic occurring in
areaA.Depositors prefer to avoid the areaAmistake becausewithdrawing in area
A reduces expected end of world wealth. Banks prefer that the investment pro-
cess not be ended so that a (positive expected) return on equity can be earned.
The situation, however, is asymmetric because only depositors have an incentive
to avoid area C. A mistake by depositors in area C is to the advantage of banks
since depositors do not end the investment process (which they would if they

8. Comparing the banks’ decision rules under full and incomplete information (see appendix) it
is apparent that if depositors choose λ∗∗

2 such that areas A and C are equal (see figure 6.2), then
�, Q, and rd would be the same under either information assumption. This, however, cannot be
the solution under incomplete information. Under incomplete information depositors will choose
some combination of a lower level of deposits and a lower rd . In that case the expected marginal
value of the withdraw option [see appendix A of Gorton (1982)] under full information would be
higher than it would be under incomplete information by exactly the marginal utility over areas A
andC, which, moreover, would be equal (i.e., A=C). In this case, however, depositors’ beginning
of the world first-order condition, eq. (A9) of appendix A of Gorton (1982), cannot-possibly be
satisfied. Satisfying it requires lowering D and rd , which would lower λ∗∗

2 , so that area C would be
less than area A.
9. Since closed form solutions for the beginning of the world problems cannot be obtained [see
appendix A of Gorton (1982)], it cannot be proven that areas A and C, in the figure, exist. In what
follows it is assumed that, under incomplete information, λ∗∗

2 is chosen such that areas A and C
exist.
10. Since depositors do not observe θ1, but observe λ2 and form a conditional expectation of θ1
using λ2 , figure 6.2 has only one relevant dimension under incomplete information. It is drawn in
two dimensions for illustrative purposes.
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Figure 6.2 Full and incomplete information rules

had full information). A prestate agreement which avoided the effects of the area
A banking panic would be mutually beneficial to both banks and depositors. But
this would not be the case for area C.

Since banks and depositors are asymmetrically informedwemodify themodel
to allow information about the state of banks, θ1, to be transmitted to depositors
at a cost. Any realization of θ1 is known only by banks unless a verification cost is
borne. [See Townsend (1979).] In this setting we will consider a prestate agree-
ment which states when verification is to take place and what the outcome of
exchange is to be, contingent on the state revealed. If banks signal when verifi-
cation is to take place, submit to verification, and abide by the prestate specified
outcome, then the contract is said to be incentive compatible.

The only difficulty is the asymmetry between areas A and C. Both banks and
depositors have incentives to avoid areaA, but only depositors want to avoid area
C.However, if the prestate agreement refers only to areaA, allowing this mistake
to be avoided, then depositors will be compensated for the areaCmistake. Since
the expected rate of return on equity cannot exceed r̄Q , the gain to banks from
avoiding area Awill accrue to depositors.

Consider the following arrangement between a bank and its depositors. If
depositors, under incomplete information, withdraw their deposits at the end
of period 1 because λ2>λ∗∗

2 , then the bank is allowed to suspend convertibility
if it chooses. Suspension, however, requires the equity holders of the bank to pay
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Figure 6.3 The suspension contract

a verification cost proportional to its debt, v�. If the verification cost is paid,
then the true realization of θ1 is determined and revealed to depositors.
There is no incentive for a bank to suspend outside area A. After verification,

depositors will demand the return of their deposits anyway and the verification
cost would be unnecessarily lost to equity holders. If depositors withdraw and
there is no capital loss, i.e., θ∗

1 ≤ θ1 ≤ θ̄1, then the bank can pay off the claims
of depositors without inflicting capital losses. But the bank has an incentive to
suspend and leave the investments undisturbed. However, suspension would
require verification, so that depositors would receive (1 + rd1)� and equity
holders would be liable for v�. This strategy cannot be optimal. The situation
is similar if depositors withdraw and there is a positive capital loss, i.e., ¯θ1 ≤ θ1 ≤
θ∗
1 . While the bank has an incentive to suspend, verification would show that,
unless the realization was in areaA, depositors would demand their deposits and
equity holders would have to pay the verification cost (v�) . The bank, therefore,
only suspends in area A.Therefore, this agreement is incentive compatible.

The contract is pictured in figure 6.3. Since depositors now withdraw over
a smaller area of the space of possible first-period realizations, the expected
rate of return on an equity share, E(rQ ), will exceed r̄Q when E(rQ ) is com-
puted using the banks’ decision rule for equity under incomplete information
(see appendix). Under the suspension contract the amount of equity chosen will
exceed the amount chosen without suspension in the contract (see appendix).
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In other words, to satisfy the constraint banks are forced to return the increase
in expected profits to depositors. Banks raise their equity–debt ratios, making
deposits “safer” by reducing expected capital losses. This is the source of the wel-
fare gain to depositors. But as long as v > 0, depositors cannot achieve the level
of expected utility attainable under full information. (See appendix.)

During a banking panic suspension signals that the realization is in areaA.The
verification process accompanying suspension allows depositors to determine
the state of bank investments, information not fully revealed by λ2. In effect,
depositors only monitor (or monitor more intensely) when they have reason to
expect that high capital losses on deposits are more probable, i.e., “high” realiza-
tions of λ2. The Pareto-improvement captured by the suspension contract origi-
nates in avoiding the results of the panic which would occur without suspension.

6.7. CONCLUSION

The view of panic and suspension presented here may best be described as an
information-based explanation.Without full information about the state of bank
investments, a panic can be rationally triggered by movements in a noisy indica-
tor of the state of bank investments. The panic is “rational” because the indicator
contains useful information; it is, in fact, correlated with the state of bank invest-
ments. The indicator is not an intrinsically irrelevant variable. If a panic occurs,
banks, with superior information, can signal to depositors that continuation of
the investment process is mutually beneficial. Suspension circumvents the real-
ization of suboptimal depositor withdrawals which are based on (rational) fears
of capital losses.

The information-based explanation of panic and suspension implies that these
events are predictable on the basis of prior information. That is, panic and sus-
pension are not random events, but are related to changes in expected returns
caused bymovements in the indicator.While the indicator used in themodel, λ2,
should not be interpreted literally (as the rate of return on currency), the model
makes fairly strong predictions aboutwhen panics and suspensions should occur.
In a study of the National Banking Era (1865–1914), Gorton (1984) uses
the liabilities of failed non-financial businesses as the indicator and shows that
every time this variable reached a defined critical level there was a panic. Other
researchers have cited, as indicators, the failure of particular large, non-financial
corporations [e.g., Friedman and Schwartz (1963)], or “seasonal stringency”
[e.g., Kemmerer (1910)].

The information-based explanation of panic and suspension contrasts sharply
with what may be described as bubble explanations. Recent examples of this
latter view include Diamond and Dybvig (1983) and Waldo (1982). In these
models the occurrence of an intrinsically irrelevant event can cause a panic
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because of the exogenous imposition of a first come, first serve rule for bank pay-
outs to depositors. Hence, individual depositors have an incentive to “beat” runs
and anything which happens causing them to anticipate a panic causes the panic.
Unfortunately, bubble explanations appear to place no testable restrictions on
the data.

APPENDIX

Under full information, given rd, a level of debt, �, and the depositors’ rule for
withdrawing [eq. (6.7) in the text], each bank, at the beginning of the world,
chooses an amount of equity, QF ,by equating expected profits with

(
1+ r̄Q

)
Q ,

where r̄Q is the maximum rate of return on equity. The solution to the banks’
problem is

QF

�
= [E0 (1+ r) |NW]−E0

[
(1+ rd)2 |NW]

1+ r̄Q −E0 [(1+ r) |NW]
, (6A.1)

where

E0[(1+ r)|NW] ≡ G(1+ r)
∫ μ

μ∗
[
∼
θ 2 +μ]Z(μ)dμ,

E0
[
(1+ rd)2|NW

]≡ G(1+ rd)
2∼
θ 1

∫ −
μ

μ∗
Z(μ)dμ,

G≡
∫ −

θ1

θ1−

∫ λ
∗(θ1)
2

λ2−

g(λ2)f (θ1)dλ2dθ1.

“NW” indicates conditional on not withdrawing. E0 indicates the expectation at
the beginning of the world. Under incomplete information, each bank chooses
an amount of equity, QI , in the same way except that the depositors’ rule for
withdrawing is different [eq. (6.9) in the text]. The form of the banks’ solution
is the same as (6A.l), except, under incomplete information,

G≡
∫ θ̄1

¯θ1

∫ λ∗∗
2

¯λ2
g (λ2) f (θ1)dλ2dθ1.

Under the suspension contract, the banks’ decision rule is given by

QS

�
= E0 [(1+ r) |NW , II,S]−E0

[
(1+ rd)2 |NW , II,S

]+E0 [(1+ r) |S]
1+ rQ −E0 [(1+ r) |NW , II,S]−E0 [(1+ r) |S]

− E0
[
(1+ rd)2 + r|S]

1+ rQ −E0 [(1+ r) |NW , II,S]−E0 [(1+ r) |S] , (6A.2)
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where

E0
[
(1+ r)2 |NW , II,S

]≡ G(1+ r)
∫ μ̄

μ∗

[
θ̃2 +μ

]
Z (μ)dμ,

E0
[
(1+ rd)2 |NW , II,S

]≡ G(1+ rd)2 θ̃1

∫ μ̄

μ∗
Z (μ)dμ,

E0 [(1+ r) |S]≡ A (1+ r)
∫ μ̄

μ∗

[
θ̃2 +μ

]
Z (μ)dμ,

E0
[
(1+ rd)2 + v|S]≡ A

[
(1+ rd)2 + v

]∫ μ̄

μ∗
Z (μ)dμ,

G≡
∫ θ̄1

¯θ1

∫ λ∗∗
2

¯λ2
g (λ2) f (θ1)dλ2dθ1,

A ≡
∫ θ̃1

θ1

∫ λ
∗(θ1)
2

λ∗∗
2

g (d2) f (θ1)dλ2dθ1.

“S” indicates that the solution is conditional on suspension being part of the con-
tract; “II” indicates incomplete information. To compare this decision rule for
equity to the incomplete information decision rule for equity, suppose deposi-
tors chose the same� and rd as under incomplete information. Then eq. (6A.2)
can be written as

QS

�
= QI

�
+ E0 [(1+ r) |S](1+�/Q ) −E0

[
(1+ rd)2 + v|S]

1+ r̄Q −E0 [(1+ r) |NW , II]
. (6A.3)

Therefore, if depositors chose the same� and rd, QS>QI .
Under the suspension contract depositors withdraw with suspension allowed

if λ2>λ∗∗
2 , where λ∗∗

2 is given by eq. (6.9) of the text, but λ∗∗
2 is computed given

the banks’ decision rule (6A.2). Solving eq. (6.10) for the equity–debt ratio, get:

[
1+QS/�

]= (1+ rd)2
∫ μ∗

¯
μ

∫ θ̄1

¯θ1
f (θ1|λ2)Z (μ)dθ1dμ · ∫ θ̄1

¯θ1
Ux2 f (θ1|λ2)dθ1(

1+λ∗∗
2
)∫ θ̄1

¯θ1
θ1Ux2 f (θ1|λ2)dθ1

.

+ (1+ r)
(1+ rd)

∫ μ∗

¯
μ

∫ θ̄1

¯θ1

[
θ̄2 +μ

]
f (θ1|λ2)dθ1 ·

∫ θ̄1

¯θ1
Ux2 f (θ1|λ2)dθ1.

If depositors chose the same � and rd under the suspension contract as under
incomplete information, then the right side of (6A.4) would be the same in
both cases. Then since QS > QI , λ∗∗

2 would have to be lower everywhere.
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Call this choice of λ∗∗
2 , λ∗∗∗

2 . Since deposits are now safer, under the assump-
tion that depositors choose the same� and rd as under incomplete information,
λ∗∗∗
2 <λ∗∗

2 , increasing the area of suspension, since capital losses decline, and
minimizing the error associated with area C. Depositors, however, cannot com-
pletely eliminate area C because v > 0. Depending on depositors beginning of
the world first-order conditions, however, the compensation to depositors can
be absorbed by depositing more and raising rd, which raises λ∗∗∗

2 . The gain to
depositors remains, but the form changes.
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Banking Panics and Business
Cycles*

GARY B. GORTON* �

7.1. INTRODUCTION

The nearly universal experience of banking panics has led many governments
to regulate the banking industry. Economists, too, have increasingly focused on
panics as evidence of bank uniqueness. Yet, competing theories to explain bank-
ing panics have never been tested. Are banking panics caused by the same rela-
tions governing consumer behavior during nonpanic times? Are panics random
events, or are panics associated with movements in expected returns, in particu-
lar, with movements in perceived risk which are predictable on the basis of prior
information? If so, what is the relevant information? Using newly constructed
data this study addresses these questions by examination of the seven panics
during the U.S. National Banking Era (1863–1914). Depositor behavior under
subsequent monetary regimes is also examined. In all, one hundred years of
depositor behavior are examined.

* The comments and assistance of Andy Abel, Robert Barro, Phillip Cagan, Bob DeFina, Mike
Dotsey, Mark Edwards, Stanley Engerman, Lauren Feinstone, Claudia Goldin, Jack Guttentag,
Robert King, Erv Miller, Jeremy Siegel, Alan Stockman, John Taylor, Steve Zeldes, two anony-
mous referees, and the University of Pennsylvania Macro Lunch Group, were helpful and greatly
appreciated. They are not responsible for errors. The research assistance of Earl Pearsall, Elaine
Ross, and Wendy Tann was invaluable for this work, as was the programming assistance of Steve
Franklin, and Wells Vinton. Thanks to Robert Avery for help with the Tobit program, CRAW-
TRAN. This study was initiated while the author was at the Federal Reserve Bank of Philadelphia.
The study was completed using the Philadelphia Fed’s computers, thanks to Richard Lang. The
views expressed in this paper are not necessarily those of the Federal Reserve Bank of Philadelphia
or the Federal Reserve System.
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A common view of panics is that they are random events, perhaps self-
confirming equilibria in settings with multiple equilibria, caused by shifts in the
beliefs of agents which are unrelated to the real economy. An alternative view
makes panics less mysterious. Agents cannot discriminate between the riskiness
of various banks because they lack bank-specific information. Aggregate infor-
mation may then be used to assess risk, in which case it can occur that all banks
may be perceived to be riskier. Consumers then withdraw enough to cause a
panic.While the former hypothesis is not testable, it suggests that panics are spe-
cial events and implies that banks are inherently flawed. The latter hypothesis
is testable; it suggests that movements in variables predicting deposit riskiness
cause panics just as suchmovements would be used to price such risk at all other
times. This hypothesis links panics to occurrences of a threshold value of some
variable predicting the riskiness of bank deposits.

The thrust of this paper is to differentiate between these two hypotheses.
Since the former hypothesis imposes no restrictions on the data, this will, need-
less to say, be difficult. I, therefore, focus attention on the second hypothesis.
The analysis is conducted along two lines. A reduced-form equation describing
the behavior of the deposit-currency ratio is studied, and correlations in the data
using only the panic dates are studied.

The results suggest that banking panics can be explained by the economic
theory explaining consumer behavior during nonpanic times. Banking panics
during the U.S. National Banking Era were systematic responses by depositors
to changing perceptions of risk, based on the arrival of new information rather
than random events. In fact, I show below that every time a variable predicting a
recession reached a threshold level, a panic occurred. All the largemovements in
this variable exactly correspond to large movements in a consumption-beta-type
measure of deposit riskiness. The risk measure also reaches a threshold or crit-
ical level at panic dates. Panics did not occur at other times. The interpretation
is intuitive. Consumers know that during recessions they will want to dissave,
drawing down bank accounts. But, banks, like other firms, tend to fail during
recessions.When consumers forecast a coming recession theywithdrawdeposits
in advance to avoid losses due to bank failure.

Thus, the analysis confirms that there is something special about panics,
but not in the way suggested by theories of self-fulfilling panics or random
shifts of depositor beliefs. Rather, depositor behavior during panics is accurately
described by a model which characterizes their behavior at other times. But, the
information arriving about a coming recession (while noisy) reaches a critical
level; this is “special.”

The panics of the 1930s, however, cannot be ascribed to the same pattern
of consumer behavior. An estimated counterfactual shows that had the down-
turn of the thirties come during the National Banking Era, losses to depositors
would have been four to five times lower; the number of banks that failed during
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the thirties was roughly twenty-five times what it would have been had the pre-
Federal Reserve System institutions been in place. The banking panics during
the Great Depression were, thus, special events. Those panics occurred with-
out the private deposit insurance supplied by private bank clearinghouses or the
deposit insurance supplied publicly afterwards.

7.2. BANKING PANICS: DESCRIPTION AND THEORIES

A bank panic occurs when depositors demand such a large-scale transformation
of deposits into currency that, at the contracted for exchange rate (of a currency
dollar for a deposit dollar), the banking system can only respond by suspending
convertibility of deposits into currency, issuing clearinghouse loan certificates,
or both.1 Table 7.1 lists the recessions and panics during the National Banking
Era, the declines in output as measured by pig iron production, and the increases
in the currency-deposit ratio. Also shown are the losses to depositors and the
numbers of banks failing. Notice that the banking panics tended to occur just
after business cycle peaks. Also, losses on deposits and the number of failures
seem small considering that the panics were generalized events which literally
involved all banks and depositors.

Two fundamentally different types of theories have been advanced to explain
banking panics. The first type of theory, in its traditional form (e.g., Noyes
(1909), Gibbons (1968), Kindleberger (1978)), views panics as random man-
ifestations of “mob psychology” or “mass hysteria” rooted in individual and
collective psyches. The modern version of the theory that panics are random
events is articulated by Diamond and Dybvig (1983), and Waldo (1985). In
these models depositors’ expectations about the value of deposits are linked to
extraneous variables because of an exogenously imposed first-come-first-served
rule for bank repurchases of their deposits, in which case the return a depos-
itor receives depends on his place in line at the bank. If the face value of the
deposits is larger than the liquidation value of the bank’s assets, and there is
such a first-come-first served rule, then there exist panic equilibria in which the
banking system collapses in panic. Hence, in the Diamond and Dybvig model,

1. Of the seven panics during the National Banking Era five involved suspension of convertibility
(1873, 1890, 1893, 1907, 1914) and six involved the issuance of clearinghouse loan certificates
(1873, 1884, 1890, 1893, 1907, 1914). During the Panic of 1895 issuance of the loan certifi-
cates was authorized, but none were actually issued. Clearinghouse loan certificates are explained
in Gorton (1985B) and Gorton and Mullineaux (1986). This definition is much more precise
than others which include the nebulous idea of “periods of financial stringency.” See, for exam-
ple, Sprague (1915) and Kemmerer (1910). To be clear, a bank run refers to a situation in which
depositors at a single bank seek to exchange their deposits for currency. A banking panic refers to
the situation in which depositors at all banks want to withdraw currency.
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for example, “. . . anything that causes [depositors] to anticipate a run will lead to
a run.” Possible causes include “a bad earnings report, a commonly observed run
at some other bank, a negative government forecast, or even sunspots” (p. 410).
I will subsequently refer to these alleged panic-causing events as “sunspots.”

The second type of theory advanced to explain panics argues that panics are
systematically related to the occurrence of other events which change percep-
tions of risk. If there is an information asymmetry between banks and depositors
because bank assets and liabilities are nontraded, for example, then depositors
might not be able to accurately assess the risk of individual bank’s liabilities.
They may be forced to use aggregate information. There are three versions of
this theory, differentiated by what the relevant aggregate information is taken to
be. These theories are: (i) panics are caused by extreme seasonal fluctuations
(referred to here as “the Seasonal Hypothesis”); (ii) panics are caused by the
(unexpected) failure of a large (typically financial) corporation (referred to as
“the Failure Hypothesis”); (iii) panics are caused by major recessions (referred
to as “the Recession Hypothesis”). As discussed below, these three hypotheses
are not mutually exclusive.

The view that panics are manifestations of seasonal “crises” or seasonal “strin-
gency” was first put forth by Jevons (1884) with reference to England, and later,
by Andrew (1906) and Kemmerer (1910) for the United States. Kemmerer
identified the seasons when the money market was most “strained” as the peri-
ods of the “spring revival” (March, April, May), and the crop-moving period of
the fall (September, October, November). He points out that, of the six pan-
ics prior to 1910 (the date his work was published), four occurred in the fall
and two occurred in the spring. In each case, Kemmerer cites high interest rates,
depressed stock prices, and the failure of specific firms as the seasonal effects
precipitating panics. He concluded that “the evidence . . . points to a tendency
for the panics to occur during the seasons normally characterized by a stringent
money market” (p. 232). Andrew (1906) expresses a similar view, and Miron
(1985) presents a modern articulation of this traditional view.

The Failure Hypothesis cites the unexpected failure of a large, typically
financial, institution as the immediate cause of panics.2 The argument of the
Failure Hypothesis appears to be that because of an information externality such
failures created distrust in the future solvency of all banks, leading towithdrawals
as depositors sought to avoid expected capital losses on deposits. Since there are
many examples of failures of large firms which did not result in panics, a failure

2. The failures cited by contemporary observers of panics and subsequent researchers are as fol-
lows: 1873: Jay Cooke and Co.; 1884: Grand and Ward; 1890: Decker, Howell and Co.; 1893:
The National Cordage Co.; 1907: The Knickerbocker Trust Co.; 1914: the closing of the stock
exchange. Details can be found in the Commercial and Financial Chronicle and in many secondary
sources.



Table 7-1. NATIONAL BANKING ERA PANICS

NBERCycle Panic Date %�
(C
D
)∗ % ? Pig Loss Per % and # Nat’l

Peak-Trough Iron † Deposit $ † Bank Failures†

Oct. 1873–Mar. 1879 Sept. 1873 14.53 −51.0 0.021 2.8(56)
Mar. 1882–May 1885 Jun. 1884 8.8 −14.0 0.008 0.9(19)
Mar. 1887–Apr. 1888 No Panic 3.0 −9.0 0.005 0.4(12)
Jul. 1890–May 1891 Nov. 1890 9.0 −34.0 0.001 0.4(14)
Jan. 1893–Jun.1894 May 1893 16.0 −29.0 0.017 1.9(74)
Dec. 1895–Jun. 1897 Oct. 1896 14.3 −4.0 0.012 1.6(60)
Jun. 1899–Dec. 1900 No Panic 2.78 −6.7 0.001 0.3(12)
Sep. 1902–Aug. 1904 No Panic −4.13 −8.7 0.001 0.6(28)
May 1907–Jun. 1908 Oct. 1907 11.45 −46.5 0.001 0.3(20)
Jan. 1910–Jan. 1912 No Panic −2.64 −21.7 0.0002 0.1(10)
Jan. 1913–Dec. 1914 Aug. 1914 10.39 −47.1 0.001 0.4(28)

∗Percentage change of ratio at panic date to previous year’s average.
†Measured from peak to trough.
Data sources provided in Appendix.
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per se cannot be the cause of a panic. Writers arguing the Failure Hypothesis
generally point to the economic context in which the failure occurs. In general,
the economic context of the failure cited is a recession.

The Recession Hypothesis emphasizes that panics occurred as features of
severe recessions, presumably because depositors expected large numbers of
banks to fail during recessions. During the National Banking Era every major
business cycle downturn was accompanied by a banking panic. During this
period seven of the eleven cycles (in the NBER chronology) contain panics
(see table 7.1). Writers articulating the Recession Hypothesis include Mitchell
(1941) and Fels (1959). Mitchell, for example, argues that, “when prosperity
merges into crisis . . . heavy failures are likely to occur, and no one can tell what
enterprises will be crippled by them. The one certainty is that the banks hold-
ing the paper of bankrupt firms will suffer delay and perhaps a serious loss on
collection” (p. 74). Like Mitchell, Fels (1959, p. 224) sees panics as “primar-
ily endogenous” parts of the business cycle. Gorton (1985A, 1987A) presents a
model of the RecessionHypothesis.

The central common element of all these theories of banking panics is the
hypothesized existence of an information asymmetry between banks and depos-
itors which creates the possibility of (information) externalities which change
perceptions of the risk of bank deposits, sometimes to the point of panic (e.g.,
Diamond and Dybvig (1983), Gorton (1987A)). Different explanations of
banking panics differ on what variables change perceived risk, but agree that
because of the information asymmetry the banking system cannot respond by
adjusting the rate of return on deposits. Instead, if there is a panic, the bank-
ing system responds to the change in perceived risk by suspending convertibility
of deposits into currency rather than adjusting the rate of return. (See Gorton
(1985A).) This is because, due to the information asymmetry and consequent
externalities, either the change in perceived risk is unrelated to “fundamentals”
or it is not possible to credibly raise the rate of return.

7.3. THE DEPOSIT-CURRENCY RATIO

The view that panics are random events places no testable restrictions on the
data. Consequently, the basic strategy of analysis followed here is to empirically
examine a description of depositor behavior and test whether this description
explains depositor behavior at panic dates. In this section the model to be
examined is discussed and the hypotheses to be tested are explained. As Miron
(1986) points out, data limitations severely constrain the sophistication ofmod-
els of panics which can be feasibly tested. This section first presents some
theoretical motivation for a subsequent, basically ad hoc, model which will be
estimated.
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Consider the behavior of a representative consumer who lives in a Baumol–
Tobin economy where consumption goods must be purchased with currency
and where “trips” to the bank are costly. Let the number of trips chosen be mt;
letXt be real consumption, and let pt be the price level. Under the usual Baumol–
Tobin assumptions, currency (C) and deposit holdings (D) during period t are
defined as follows:3

Ct ≡ Xt (1/mt)pt Dt ≡ Xt (1− 1/mt)pt;

Ct =
(
1
2

)
Ct; Dt =

(
1
2

)
Dt;

These definitions follow Baumol–Tobin in imposing a binding cash-in-
advance constraint on the consumer. For simplicity deposits are the only way
of saving.

The representative consumer finances current consumption (Xt) and “trips”
(mt)with last periods’ savings and income:

MAX
mt

: Et

{ ∞∑
i=t

β i−tU (Xi) |It
}

(I)

subject to:

Xt +αmt ≤ (1− rdt−1 −πt−1)
Dt−1

pt
+Yt−1

where:
α is the real cost of a trip;
rdt−1 is the real rate of return promised ex ante by banks on an average balance
deposit dollar held during t− 1;

πt−1 is the real capital loss on an average balance deposit dollar;
Yt−1 is real income earned during t− 1;
β is the subjective rate of time preference;
It is the information set available at time t.

The budget constraint requires current consumption and current “trip” costs
to be financed by income earned (Yt−1) and the return on savings, which is
the realized return on the average deposits held last period

(
Dt−1

)
. Since the

cash-in-advance constraint is assumed binding, choice ofmt determines current
consumption and, simultaneously, choice of savings (through choice of Dt).

3. The usual assumptions are that “trips” are evenly spaced and that deposits are only drawn down
when currency balances are exhausted. See Tobin (1956). Notice, also, that it is without loss of
generality that the possibility of writing checks, i.e., using deposits as a medium of exchange, is not
allowed. This could be included without changing the basic equation.
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The first order condition for problem (I) is:

αU′
Xt = Et

{
βU′

Xt+1
(1+ rdt −πt)

(
1
2

)
(Xt)(1/mt)

2 |It
}

(7.1)

which is a stochastic Euler equation. Similar equations have been extensively
studied, e.g., Lucas (1978). In this case, solving (7.1) formt and using the above
definitions, the relation is a money demand function.

Let utility exhibit constant relative risk aversion where A is the coefficient of
relative risk aversion. Then, solving (7.1) for mt and using the solution in the
above definitions, the deposit-currency ratio is obtained:[

Dt

Ct
+ 1
]2

= Et

{
β

(
Xt+1

Xt

)−A (1
2
)
Xt

α
(1+ rdt −πt) |It

}
(7.2)

Or, alternatively, letting St ≡ β(Xt+1/Xt)
−A (1

2
)
(1/α)Xt , the deposit-currency

ratio can be expressed as:[
Dt

Ct
+ 1
]2

= Et {St |It }Et {(1+ rdt −πt) |It }
(7.3)+COV (St; (1+ rdt −πt) |It )

Equation (7.3) is the basic description of the deposit-currency ratio to be stud-
ied. In (7.3) the deposit-currency ratio is a function of expectations about the
rate of return on demand deposits, the intertemporal terms-of-trade, St , and the
covariance between the two. An important feature of (7.3) is the specification
that the covariance is not time invariant. It depends on the depositor’s infor-
mation. The task is to determine the information on which the expected rate
of return and covariance are conditioned, and what, if any, information vari-
ables can be identified as causing changes in either the expected rate of return or
covariance, such that the deposit-currency ratio declines to the extent of panic.
The model does not explain panics, but offers a simple way of embedding the
previous discussed models in a single, testable, framework.

7.3.1. The Empirical Model

Equation (7.3) contains a number of unobservable parameters. In particular, A,
α, and β are not observable. There are, also, severe data problems. For the nine-
teenth century, there are no data on the promised rate of return (rdt), the capital
loss (πt) , consumption, or demand deposits. Data on currency are incomplete.
An additional problem is that the data are not evenly spaced, as explained below.
In principle, equation (7.2) could be estimated using the method of moments
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(Hansen and Singleton (1982)), ignoring the data problems by using proxies
and constructed data. The fact that no consumption data is available, and that
the banking data is unevenly spaced seem particularly troublesome. The proxy
for consumption data is pig iron production, discussed below. Nothing can be
done about the uneven data spacing, except to insure that, as far as possible, data
are at the same, if unevenly spaced, dates. Given these problems the moment
condition, implied by (7.2), is likely to be misspecified.

These considerations lead to the empirical strategy adopted here. In par-
ticular, most of the analysis is conducted using nonparametric methods, after
projecting various measures of the covariance and rate of return on possible
information variables to get expected values. However, some ad hoc versions
of equation (7.3) will also be analyzed. Given the use of pig iron produc-
tion as a proxy for consumption, the resulting equation is best viewed as a
reduced form. It is worth stressing, in defense of this approach, that since
there are many ways of constructing the different variables required, the reasons
why different combinations of constructed variables produce robust results are
laid bare.

A basic version of the ad hocmodel to be estimated is:[
Dt

Ct
+ 1
]2

= α0 +α1t+α2t2 +α3(1+ rdt −π2
1 )+α4COVe

t +μt (7.4)

α3 ≡ EXP
[
β1 ln (Xt+1/Xt)+β2 ln Xt

]
πt = Ztγ + εt if Ztγ + εt > 0

= 0 if Ztγ + εt ≤ 0
(7.5)

COVt ≡ (Xt+1 −Xt)πt =Wtδ + ut if Ztγ + εt > 0
= 0 if Ztγ + εt ≤ 0

(7.6)

The total expected rate of return on demand deposits consists of two compo-
nents, the “promised” component (rdt) and the expected capital loss component(
π e
t
)
. The promised component is known at time t because it is contractually

agreed upon by banks and depositors ex ante. Since demand deposits never earn
capital gains, the capital loss component (πt), realized at the end of period t, is
constrained, in (7.5), to be positive or zero. Hence, equation (7.5) will be esti-
mated using Tobit methods. The expected capital loss, estimated from (7.5),
then enters equation (7.4). In equation (7.5) Zt is a matrix of predictors of the
capital loss.

Perceived risk is taken as the estimated value of COVt from equation (7.6)
and entered into equation (7.4).4 In an abuse of terminology, the representative

4. Joint estimation of the model, (7.4)–(7.6), is not econometrically feasible because of the trun-
cation of (7.5), and the affect of that truncation on (7.6). Gorton (1987B) reports on some joint
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depositor’s conditional forecast of how consumption and losses on deposits will
covary is indicated as “expected covariance,” COVe

t . As shown, the asymmetry of
the contract, namely thatπt ≥ 0, must be taken into considerationwhen estimat-
ing (7.6). Note that equation (7.6) forecasts only part of the covariance term, the
expected product of the change in consumption and the capital loss. The term
1 + rdt is not included, and the cross product of the means is not present. The
cross product of the means of the change in consumption and the capital loss
term can be computed separately. This requires predicting Xt+1. . Computing
the covariance is difficult because of the data problemsmentioned above. In fact,
none of the relevant data are available. The basic strategy adopted in this paper is
to compute aweighted capital loss, as in (7.6), as a proxy.WhileGorton (1987B)
contains many other results, results reported here all use variations of equation
(7.6). In equation (7.6),Wt is a matrix of predictors, possibly different from Zt .

Note that while next period’s consumption,Xt+1, appears in (7.4), the model
does not contain an equation predicting next period’s consumption.5 As dis-
cussed below, pig iron production is used as a proxy for consumption. Pig iron
production can be directly substituted for consumption. Or it may be reason-
able to think of current pig iron production as the best estimate of next period’s
consumption. Subsequently, both possibilities are investigated.

Finally, equation (7.4) contains time trends because data limitations require
that deposits be restricted to nationally chartered bank deposits, a declining
fraction of total deposits (which include state banks).6

7.3.2. Data Considerations

The covariance term is constructed as the weighted loss on deposits, where
the weights are the difference in consumption. Pig iron production is used in
place of consumption. In what follows a great deal of attention is focused on
the covariance term so it is worth briefly discussing each of its components
in detail.

Consumption data for the nineteenth century are not available at observation
intervals of less than a year. The available annual data are constructed. One possi-
bility would have been to distribute the annual series acrossmonths using related
series. This would mean using related monthly series to distribute a constructed

estimates of (7.4) and (7.6) when the truncation of (7.5)’s affects on (7.6) are ignored. No results,
subsequently reported, seem to turn on this issue.

5. Subsequent reported results were not changed when next period’s consumption was predicted
with an ARIMAmodel.

6. The time trend squared is included because the dependent variable is squared.
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series. In fact, one of the few monthly series available is pig iron production.
Consequently, the second possibility of using pig iron in place of consumption
was chosen.

How reasonable a proxy is pig iron production? Berry (1978) presents con-
structed annual personal consumption expenditures in constant dollars (see
Berry’s Table 7B). Gallman has also constructed annual estimates of the value
of goods flowing to consumers (in constant 1860 prices). Gallman’s estimates
are unpublished, but are described in Gallman (1966). The correlation between
Berry’s annual consumption series and the annual average pig iron production,
i.e., the average of monthly values, is 0.9270. The correlation between Gallman’s
annual consumption series and the average annual pig iron production is 0.8877.
If, instead of averagingmonthly pig iron values to obtain an average annual value,
the last value is used, then the correlations are 0.8600 and 0.8260 between pig
iron and the Berry and Gallman series, respectively. Thus, pig iron production is
a very good proxy for real consumption.7

There are no data on the capital losses on deposits. The proxy for actual cap-
ital losses during the pre-1914 period is the “loss on assets compounded or sold
under order of court” for national banks placed in the hands of receivers (see
Appendix). In other words, when a bank failed, court appointed receivers would
liquidate the bank over a period of years (sometimes ten or so years). Each year
in which an asset was sold at some amount belowbook value, a losswas recorded.
This stream of losses was assigned to the date the bank was closed as the capital
loss of deposits.

During a banking panic banks suspend convertibility of deposits into cur-
rency. Banks’ liabilities, however, continued to circulate in the form of loan cer-
tificates and certified checks. (See Gorton (1985B) and Gorton andMullineaux
(1986).) During the period of suspension these bank liabilities exchanged at
small discounts against government currency. These discounts represent losses
to depositors during suspension periods. Below inclusion of such losses does not
change any results.

7.3.3. Hypothesis Testing Using the Model

The model, (7.4)–(7.6), will be used to test three types of hypotheses. First,
are banking panics systematic events? The basic claim that panics are sys-
tematic events requires testing the hypothesis that the characterization of the

7. Data on pig iron production apparently doesn’t exist beyond the series reported in Macaulay
(1938). His last observation is dated January 1936. Historical Statistics of the United States, how-
ever, reports a series on pig iron shipments. The correlation between pig iron shipments and total
real consumption over 1929–1970 is 0.7360.
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deposit-currency ratio estimated using all nonpanic observations (significantly)
holds at the panic dates. If panics are random events caused by extraneous events
such as sunspots, then the behavior of the deposit-currency ratio at panic dates
should not be described by relations which hold at other dates. From this point of
view, economic theories of causal relations are not at issue. Rather, the question is
whether a set of correlations which significantly hold at nonpanic dates also hold
at panic dates. If the correlations hold at panic dates, panics will be described as
systematic events.

A stronger type of claim concerns hypothesized economic behavior, the sec-
ond type of claim to be examined. In particular, are banking panics predictable?
The above model is one of risk averse depositors who seek to optimally smooth
consumption intertemporally. The model hypothesizes that losses on deposits
which come during periods when depositors want to dissave will be given a lot of
weight in utility terms. On the other hand, losses on deposits which occur dur-
ing periods of rising consumptionwill be given little weight in utility terms.With
respect to panics, if depositors expect a coincidence of declining consumption
and high capital losses on deposits, then they will seek to withdraw deposits in
advance of those periods. They do this in order to avoid the capital loss which
they expect to occur during the period in which they expect to dissave. In other
words, panics should not only be systematic, but should be associated with move-
ments in perceived risk predictable on the basis of prior information. This hypothesis
then requires that the predictors of COVt not include contemporaneous infor-
mation (unlike the first claim, above). In this case, panics will be said to be
predictable.

The third, and final, type of claim concerns what is contained in the infor-
mation set upon which expectations are conditioned. What type of news causes
panics? If panics are systematic, and perhaps predictable, then which of the vari-
ables predictingπt andCOVt are important at all points in time and, if important
at all points in time, which are important at panic dates? In other words, condi-
tional on panics being, at least, systematic, which of the predictors of the capital
loss, πt , and risk, COVt , are important at panic dates. Notice that this excludes
predictors which are important at panic dates, but not at other dates. This restric-
tion, then, tests for “sunspots,” if “sunspots” are events which do not occur at all
dates. Below, however, the first two claims are re-examined by checking whether
predictors found to be unimportant as predictors of COV are important at panic
dates.

The three hypotheses that panics are predictable are given empirical form
by including in the Zt and Wt matrices of (7.5) and (7.6) variables (and lags)
capturing seasonal effects, failures, and recessions. These variables are taken to
be exogenous, and, in fact, are exogenous by Granger-causality tests (see Gor-
ton (1987B)). The Seasonal Hypothesis is represented by the rate of interest
on commercial paper (from Macaulay (1938)). Short-term interest rates had
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strong seasonals during the pre-Fed period (e.g., Kemmerer (1910), Sargent
(1971), Shiller (1980)). The inclusion of short-term interest rates is intended to
capture the notion of “seasonal stringency” or “seasonal crisis.” The Recession
Hypothesis is represented by a leading economic indicator, liabilities of failed
nonfinancial businesses.8

The Failure Hypothesis emphasizes the unanticipated failure of large, usu-
ally financial, institutions. This notion is the hardest to quantify. The Failure
Hypothesis is represented by unanticipated capital losses on deposits, i.e., the
residuals from theTobit estimation of capital losses (seeGorton (1987B)). This
measure seems close to what the failure hypothesis maintains, but it limits atten-
tion to national banks and ignores completely the idea that the failure of specific
institutions is what counts.

The variables chosen to capture the content of each hypothesis are not pure
representations. All three hypotheses, for example, involve business failures,
and short-term interest rates reflect more than seasonals. To some extent these
effects can be disentangled. Failed nonfinancial business liabilities and short-
term interest rates can be deseasonalized. It is, therefore, possible to test whether
failed business liabilities have an impact on the risk measure independent of
seasonal movements. Similarly, it is possible to test for effects of interest rates
independent of seasonals.

7.4. ANALYSIS OF THE NATIONAL BANKING ERA

The National Banking Era (1865–1914) is examined first because this period
preceded the existence of the Federal Reserve System and the Federal Deposit
InsuranceCorporation, two institutionswhichmay be expected to affect deposi-
tor behavior. During theNational Banking Era national (though not state) banks
were required to report a variety of information to the Comptroller of the Cur-
rency five times a year. The Comptroller Reports provide most of the data to test
the hypotheses of the previous section.

An important drawback to using the Comptroller Reports is that informa-
tion was recorded five times a year (at “call dates”). These reporting dates
were not the same every year, but fell in different months. The observations,
then, are not evenly spaced.9 In what follows the data are treated as if they were

8. The liabilities of failed businesses led peaks by one cycle phase, and led troughs by two
cycle phases (Burns and Mitchell (1946)). Neftci (1979) has shown how the predictive abil-
ity of leading indicators can be evaluated by applying a test for Granger causality. By such a
test the liabilities of failed businesses does not lead pig iron production, but does lead the risk
measure.

9. This was precisely the intention of the Comptroller, who while monitoring banks attempted to
keep the call dates from being predictable.



Banking Panics and Business Cycles 213

evenly spaced. Also, the information is limited to national banks. All data are
described in the appendix. The fact that virtually every series is constructed
or proxied has some potentially important implications discussed in particulars
later.10

The first step in estimating the model of the currency-deposit ratio is esti-
mation of the capital loss on deposits, equation (7.5), the fitted value of which
enters equation (7.6). The expected capital loss series is the predicted value from
an equation estimated using Tobit analysis due to the truncated distribution of
πt . The equation used in what follows contains a constant term, two lags of the
capital loss, the contemporaneous and nine lags of the liabilities of failed busi-
nesses, and the contemporaneous and four lags of both pig iron production and
the interest rate on commercial paper. The results are not sensitive to specifi-
cation of this equation and details may be found in Gorton (1987B). In fact,
subsequent results are not changed significantly, if, instead of predicted values
of the capital loss, actual future capital losses are used. The reason is that panics
are not associated with spikes in the capital loss series. There are many dates at which
capital losses are much higher! There is, thus, prior evidence that the timing of the
capital losses with respect to changes in consumption, and not just the level of
losses, is important.

7.4.1. Estimates of Perceived Risk

The results of estimating equation (7.6) are all contained in Gorton (1987B).
Here those results are summarized. Subsequently, predicted values of COVt will
be used so the importance of equation (7.6) lies in what variables are impor-
tant predictors of perceived risk (COVt). In this regard, the results are basically
robust to howCOVt is defined, and to whether data are deseasonalized or not.11

10. The fact that virtually every data series is constructed, proxied, or interpolated raises a large
number of issues and makes the possible combinations of estimates very large. Many of the issues
are discussed in Gorton (1987B)which is a large companion appendix to this text. In the text here
only the sensitive issues are discussed.

11. Recall that since pig iron is being used as a proxy for consumption, as discussed in the main
text, there is the question of the appropriate empirical definition of COVt . Recall that throughout
we are restricting attention to definitions in which the cross product of the means component
of COV is ignored. Possible definitions are: (1)COVt ≡ (Xt+1 −Xt)

(
rdt −πt

)
; (2)COVt ≡

(Xt+1 −Xt)πt; (3)COVt ≡ (Xt −Xt−1)
(
rdt −πt

)
; (4) COVt ≡ (Xt −Xt−1)πt . The main

text argued that the last definition is the appropriate definition. The results discussed in the text are
basically robust to which definition is used, though theR2 in the case of the third definition ismore
than twice the other cases, whether data are deseasonalized or not, and whether contemporaneous
predictors are included or not. The high R2 does not occur in the case of definition (2), though
definitions (1) and (2) give similar results. The likely reason is the way rdt was constructed. See
Gorton (1987B) for the full set of results.
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The best fits are achieved with ten lags of COV, nine lags of the liabilities of
failed nonfinancial businesses, and four lags of the commercial paper rate.12 The
R-squared’s are all in the range of 0.30. (Estimated coefficients, unimportant for
purposes here, can be found in Gorton (1987B).13)
In all cases, the liabilities of failed businesses variables, deseasonalized or

not, are always jointly significant. When short-term interest rates are added
to the equation, the liabilities variables, deseasonalized or not, remain jointly
significant. Seasonality, as captured by the interest rate variables are always
jointly significant. But, notably, when the interest rate on commercial paper is
deseasonalized, the interest rates are not jointly significant!

Unanticipated capital losses (representing the Failure Hypothesis) do not
appear in any of the final equations used because this variable and lagged values
were never jointly significant. There is the possibility that the failure of a single
institution occurring in conjunction with business failures is what is important,
but attempts to separate these effects did not improve the predictive power of
the equation.14

12. When tests for whether panics are systematic events, as defined in the main text, contem-
poraneous values of the liabilities of failed businesses and the commercial rate are also included.
Contemporaneous values are excludedwhen analyzing whether panics are predictable on the basis
of prior information.

13. A typical example is as follows:

COVt = 0.004+ 0.049COVt−1 − 0.185COVt−1 + 0.006COVt−3
(0.002) (0.074) (0.074) (0.073)
+ 0.074COVt−4 − 0.102COVt−5 + 0.089COVt−6 + 0.001COVt−7
(0.070) (0.070) (0.070) (0.070)

+ 0.020COVt−8 + 0.013COVt−9 − 0.128COVt−10 − 1.44BLIAt
(0.070) (0.068) (0.067) (1.56)

− 4.34BLIAt−1 + 1.09BLIAt−2 − 7.33BLIAt−3 − 1.1BLIAt−4
(1.7) (1.8) (1.81) (1.79)

+ 2.9BLIAt−5 − 2.2BLIAt−6 + 3.46BLIAt−7 − 2.77BLIAt−8
(1.77) (1.77) (1.77) (1.76)

+ 4.81BLIAt−9 − 0.011COMPt − 0.105COMPt−1
(1.67) (0.025) (0.027)

+ 0.091COMPt−2 − 0.057COMPt−3 + 0.041COMPt−4
(0.028) (0.028) (0.027)

R2 = 0.28; SSE = 0.0026; F = 2.89; df= 186.
BLIA=Liabilities of failed businesses; COMP≡ interest rate on commercial paper. This example
uses nondeseasonalized data.

14. The contemporaneous liabilities of failed businesses, proxying for both effects, would be mis-
measured. OLS estimates, columns (1), (2), and (4), would then be biased and inconsistent.
Columns (3) and (5) address this potential problem by using instrumental variables. The instru-
ments were the current value and four lags of loans and discounts at national banks and the current
value and four lags of Frickey’s Index of Production for Transportation and Communication. (See
Gorton (1987B) for details.) Inspection of table 7.2 does not reveal any important differences
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It is perhaps important to point out that the information used to predict COV
and capital losses on deposits separately was available to agents living during the
National Banking Era. The liabilities of failed businesses were published as were
interest rate data. In addition, the telegraph, invented in the 1840s, had spread
nationwide by the National Banking Era.

7.4.2. Test Results for the Deposit-Currency Ratio Equation

Themain results of interest are estimates of the nonlinear deposit-currency ratio
equation, (7.4), using predicted perceived risk measures, and expected capital
loss measures from the Tobit procedure. Table 7.2 presents a sample of the
results. Table 7.2 considers a variety of different COV predictions. In table
7.2, rows (1), (2) and (5) use nondeseasonalized data to predict COV; the
remaining rows use deseasonalized data. Rows (1)–(4) use contemporaneous
variables, as well as lags, to predict COV; rows (5) and (6) only uses lagged
variables.15

Consider the first hypothesis to be examined: that panics are systematic
events. Table 7.2 addresses this issue by including a dummyvariable for the panic
dates. If the estimated model cannot explain panics then the dummy variable
should be significant. But, the dummy is not significant.16 The implication is that
nothing is happening at panic dates which is not being explained by the model.
This conclusion is very strong. It does not depend on the definition of COV,
on whether data are deseasonalized, on whether contemporaneous predictors
of COV are used, or on the functional specification of the deposit-currency
equation. (See Gorton (1987B).)

The evidence is also strong that panics are predictable on the basis of prior
information. In table 7.2, the perceived risk variable is significant in all equations.
In particular, it is significant when the contemporaneous predictors of COV are
omitted as in rows (5) and (6). This means that if, on the basis of prior infor-
mation, COVe

t is negative, then depositors shift from deposits to currency in

when the instruments are used, but subsequently the Failure Hypothesis is reexamined, and the
measures of perceived risk estimated using instruments.

15. Rows (1) and (3) use instruments to predict COV, as discussed above in footnote 14.

16. The dummy variable is set to one at the panic dates and zero otherwise. The panic dates
in the data are: December 26, 1873; June 20, 1884; December 19, 1890; July 12, 1893;
October 6, 1896; December 3, 1907; September 12, 1914. The results are not sensitive to
perturbations of these dates. The dummy variable was not significant in any functional spec-
ification attempted. In a log-linear deposit-currency ratio equation, reported on in Gorton
(1987B), dummies for the individual panic dates were never significant, individually or as a group.
The nonlinear estimation procedure would not converge when individual panic dummies were
included.



Table 7-2. DEPOSIT-CURRENCY RATIO TEST RESULTS, 1870–1914[
Dt
Ct

+ 1
]2 = α0Dummy + α1 + α2t+ α3t2 + Exp

[
α4 ln(Xt + 1/Xt) + α5 lnXt

](
1+ rdt −π e

t
) + α6COVe

t

α0 α1 α2 α3 α4 α5 α6 R2 σ

1) 0.6349 3.74 −0.0084 0.0002 −0.1971 0.9789 85.99 0.9686 0.4681
(0.5731) (0.151) (0.0029) (0.00002) (0.2619) (0.0304) (19.89)

2) 0.5495 3.737 −0.0081 0.0002 −0.1901 0.982 110.34 0.9689 0.4660
(0.5530) (0.15) (0.0029) (0.00002) (0.2601) (0.0303) (24.26)

3) −0.4526 3.689 −0.0079 0.0002 −0.066 0.9881 53.15 0.9668 0.4820
(0.5044) (0.1555) (0.0030) (0.00002) (0.2668) (0.0303) (21.14)

4) −0.5260 3.696 −0.0076 0.0002 −0.0849 0.9882 87.35 0.9673 0.4778
(0.4918) (0.1534) (0.0029) (0.00002) (0.2623) (0.030) (27.61)

5) 0.3765 3.729 −0.0080 0.0002 −0.1440 0.9831 101.69 0.9684 0.4690
(0.5485) (0.5485) (0.0029) (0.00002) (0.2612) (0.0303) (24.42)

6) −0.7739 3.712 −0.008 0.0002 −0.0315 0.9844 90.93 0.9671 0.4792
(0.4888) (0.1553) (0.003) (0.00002) (0.2661) (0.0307) (30.68)

Standard errors are in parentheses. Dummy= 1 at panic dates and zero otherwise.
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order to avoid the capital loss which they expect to occur when consumption
is declining.17 This conclusion is slightly sensitive to the definition of COVt .18

The final caveat concerns the functional form of the deposit-currency ratio
equation in the face of the multitude of data assumptions that have been made.
Unfortunately, because of the presence of the time trends in the deposit-
currency equation, White (1981, 1982) specification tests are inappropriate.19

The results here are robust to a number of other specifications, however. (See
Gorton (1987B).)

Considering the multitude of assumptions about data construction, variable
definition, and specification of functional form, and the fact that many of the
usual tests cannot be conducted, the robustness of the results is, perhaps, more
suspect than usual.20 Nevertheless the robustness of the results is worth stress-
ing. It seems difficult to argue that there is something special about panics in
the sense that the above specification of consumer behavior does not capture
behavior during panics. However, the next section re-analyzes the data by con-
centrating on the panic dates, and avoiding, at least, the specification of the
deposit-currency ratio equation. In that sense, the tests in the next section are
nonparametric. Such tests also allow for a more precise, and intuitive, sense of
what is happening during a banking panic.

17. There is an important data timing problem, discussed subsequently in the main text, which
slightly colors these results. The quarterly liabilities of failed businesses observations were assigned
to the nearest call date (and the missing value estimated) because of seasonals. In order to avoid
mixing up seasons, the resulting series sometimes assigns future values to the current date and
sometimes past values. This means that, strictly speaking, including the contemporaneous busi-
ness liabilities variable as a predictor of COVt is not inconsistent with the hypothesis that panics
are predictable on the basis of prior information.

18. In particular, when rdt is included, the perceived risk measure is not significant. See Gorton
(1987B).

19. One possible way to circumvent the problem is to first detrend the data and then test the func-
tional specification. This biases the test in favor of rejection since the White test is now testing the
joint hypothesis of correct specification of the detrending function and correct specification of the
deposit-currency ratio equation. Gorton (1987B) reports the results of this procedure. In general,
the joint hypothesis of correct specification is not accepted.

20. Entering the perceived risk measure into the deposit-currency ratio equation imposes a set of
restrictions on the manner in which the predictors of the risk measure are allowed to influence the
deposit-currency ratio. If the measure of perceived risk is appropriate, then the imposition of the
restrictions should not significantly worsen the fit of the deposit-currency ratio equation. It is well-
known that such cross-equation restrictions can be tested (e.g., Barro (1981)). In effect, the test
is for whether there is additional information in the predictors of COVt which affects the deposit-
currency ratio through some channel other than perceived risk. Unfortunately, this type of test is
inappropriate here because it is not possible to impose the restriction that πt ≥ 0, i.e., that there
are no capital gains to deposits. That is, the truncated value of COVt , shown in (7.6), cannot be
imposed. Gorton (1987B) discusses this issue in greater detail and conducts some experiments
concerning its importance. It turns out to be important, so the cross-equation restriction tests are
not conducted.
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7.5. THE TIMING AND SEVERITY OF PANICS

In this section the actual panic dates are the focus of attention. By focusing
on the panic dates it is possible to identify anything “special” which may have
occurred. To confirm the above hypotheses, it should be the case that the spe-
cial event is a large change, a spike, in a variable predicting COV, which in turn,
causes a change in the deposit-currency ratio. The special event is the arrival of
information which causes depositors to reassess the riskiness of deposits, and
to withdraw currency from banks as a consequence. In this section, the channel
of causation is analyzed. It is shown that panics did correspond to spikes in the
predictors of deposit riskiness, but in a rational way.

The hypotheses that panics are systematic and predictable have testable impli-
cations for the timing and severity of panics.With respect to the timing of panics,
the hypotheses imply that at the panic dates there should be specific, identifiable,
movements in the predictors of risk which result in movements in perceived risk
and, hence, in the deposit-currency ratio. Movements in the predictors at panic
dates should imply that the perceived risk variable achieves some critical (negative)
value at the panic dates. Also, the movements in the risk predictors and in perceived
risk should occur at panic dates and not at other dates. If suchmovements occurred
at other dates, then there should have been panics at those dates.21

At the panic dates themagnitudes of the movement of variables can be tested.
In effect, the flow of information through the channel of perceived risk at panic
dates can be tested. If the information in the predictors of risk is accurate, then
the severity of the panic should be related, through the perceived risk measure,
to measures of the information content of the predictors. The larger the move-
ment in the predictors, and hence the larger the movements in perceived risk,
the larger should be the movements in the deposit-currency ratio.

In addition, if the movements in the predictors are accurate, then the size of
these movements, and the associated movements in perceived risk, should be
statistically related to the magnitude of downturns in income, rises in capital
losses, and the risk measure. The size of the movement in the deposit-currency
ratio should be related, through the channel of perceived risk, to the size of
income declines and to capital losses. Each of the three hypotheses about what
the relevant predictive information is can be examined with respect to the above
implications for the predictors of risk.

21. This statement, however, is subject to an important caveat. Following panic dates deposits
may be perceived as even riskier, as depositors get more information, but depositors have already
withdrawn their deposits, the banking system has suspended convertibility, or depositors have
converted their deposits into clearinghouse loan certificates. On clearinghouse loan certificates
see Gorton (1985B), Gorton andMullineaux (1986), and Cannon (1910).
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7.5.1. Tests of Timing Relations

At a panic date the perceived risk variable should achieve a critical or threshold
value not achieved at other dates. Using five different measures of perceived risk,
table 7.3 lists the number of times the perceived risk measure achieved a lower
value before the panic date (i.e., previous business cycle peak to panic date) and
after the panic date (i.e., panic date to subsequent business cycle trough).22 As
a reference, the first column of the table lists the number of data points between
the previous peak and the panic date (labelled “before”) and between the panic
date and the subsequent trough (labelled “after”). The results are quite striking:
negative spikes in the perceived risk measures tend to occur at panic dates.

Is there a threshold value of perceived risk which, when reached, results in a
panic? The evidence, while sensitive to the perceived risk measure, supports the
existence of such a critical value. In the case of the first perceived risk measure,
COVe

t(1), for example, there are a total of four values lower (i.e., “more” neg-
ative) than those occurring at the panic dates, three associated with the Panic
of 1884. COVe

t(2) also has some problem with the Panic of 1884. The last three
perceived riskmeasures indicate that spikes do, indeed, tend to occur at the panic
dates. It is rare for there to be a spike in the perceived risk variable before or after
the panic.

What causes the large negative values or spikes in the perceived riskmeasure at
panic dates? Do these spikes correspond to identifiable movements or spikes in
the predictor variables? In order to test these implications for the three hypothe-
ses, measures of the information content of the (contemporaneous) predictors
of perceived risk are needed. Three measures of the liabilities of failed busi-
nesses are used in subsequent tests. The first measure attempts to capture the
new information in the liabilities of failed businesses, movements in the variable
not predictable on the basis of prior information (its own history). This measure
is unanticipated changes in the liabilities of failed business (UNLIA), measured
by the residuals from an estimated ARIMA model (see Gorton (1987B)). The
second measure is the cyclic component of the liabilities of failed businesses
series (CCBUS), measured as the log of the observation minus the mean of the
logged series. The third measure, using deseasonalized data, is the observation
minus the mean of the series (DECC).

22. The five measures of perceived risk all define COVt ≡ (Xt − Xt−1)πt , where Xt is pig iron
production at date t, and πt is the capital loss on deposits at date t . See footnote 11. All the
equations use the lags of COV, nine lags of the liabilities of failed businesses, and four lags of the
commercial paper rate. In table 7.3, COVet (1), COVet (2) , and COVet (3) use nondeseasonalized
data, COVet (4) and COVet (5) use deseasonalized data. COVet (5) was estimated jointly with the
deposit-currency ratio equation. The estimated equations are provided in Gorton (1987B).



Table 7-3. TIMING OF MEASURES OF PERCEIVED RISK†

Panic of #Data Points COVe
t(1) COVe

t(2) COVe
t(3) COVe

t(4) COVe
t(5)

Before After Before* After Before After Before After Before After Before After
1873 0 26 0 0 0 0 0 0 0 2 0 0
1884 13 4 3 1 6 3 1 1 1 1 1 1
1890 2 2 0 1 1 1 0 0 1 1 0 0
1893 2 4 0 1 0 1 0 1 0 1 0 0
1896 4 3 0 0 0 1 0 0 0 0 0 0
1907 2 2 0 1 0 1 0 0 0 0 0 0
1914 8 2 1 1 2 1 0 0 0 0 0 0

∗ Number of times the perceived risk measure is lower, i.e., “more negative,” than the value at the panic date, previous peak to from
panic date (Before), and from panic date to subsequent trough (After).

† The five measures, COVe
t(1), COVe

t(2), etc., are defined in footnote 22.
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The commercial paper rate is examined by looking at deviations from
seasonals. In other words, at panic dates the observed rate of interest should
be higher than the expected seasonal movement. Such a deviation is intended
as a measure of “seasonal stringency.” The unanticipated losses on deposits,
intended to capture the Failure Hypothesis, are also re-examined.

First, the timing of movements in the liabilities of failed businesses predictor
are examined. Table 7.4 lists the largest positive values of unanticipated increases
in the liabilities of failed businesses (UNLIA) and the largest positive values of
the cyclical component of liabilities of failed businesses (CCBUS for nondesea-
sonalized data; DECC for deseasonalized data). In each case there are no positive
shocks larger than those listed in the table. For each measure of the information
in the liabilities variable, the values listed are equal to or higher than the lowest
value at a panic date.

The results in table 7.4 are striking: panics tend to correspond to the largest
values of the liabilities shocks. By the CCBUS measure, every time a shock
greater than or equal to 0.8264 occurred after a business cycle peak, there was
a panic. Also, the panics correspond to the first large shock following the latest
business cycle peak. There are some exceptions. For example, by the UNLIA
measure, the shock inNovember 1887 did not cause a panic, while a smaller one
did in June 1884.23

The deviation of the commercial paper rate from its seasonals is positive
at all the panic dates, but there are larger deviations at many other dates. In
fact, at 33 nonpanic dates there are positive deviations higher than the lowest
positive deviation at a panic date. Nor is there any particular (e.g., business
cycle) pattern to the seasonal shocks. This evidence suggests that seasonality
in interest rates is not important for panics, though it is important for move-
ments in perceived risk and, hence, the deposit-currency ratio over the whole
cycle.

The results for unanticipated losses on deposits are similar to those for sea-
sonal deviations in the commercial paper rate. At three of the panic dates there
were no unanticipated losses on deposits. At eight nonpanic dates the unantici-
pated losses were higher than the highest unanticipated loss at a panic date. There
aremany cases of positive unanticipated losses, with no apparent pattern. By this
measure the Failure Hypothesis again seems unimportant. The timing evidence

23. The Panic of 1895–96 was the mildest panic of those discussed and constitutes a border-
line case. The New York Clearing House Association authorized the use of loan certificates on
December 23, 1895, but no member banks applied for them. In late August 1896 the loan cer-
tificate process was again activated in response to panic conditions. (See New York City Clearing
House Loan CommitteeMinutes.) The Commercial and Financial Chronicle describes September
to December 1895 and December 1896 as “panicky periods.” Spikes in the liabilities variable in
October 1896 would then be accurate since December 1896 is not a data point.



Table 7-4. TIMING OF LIABILITIES OF FAILED BUSINESSES SHOCKS

NBERChronology Largest Values Largest Values Largest Values Panic
Peak Trough of UNLIA of CCBUS of DECC Date

(Sep. 1873: 1.1474)
Oct. 1973–Mar. 1879 Dec. 1873: 1.5028 Dec. 1873: 1.4012 Dec. 1987: 0.08187 Dec. 1873

(Feb. 1874: 1.272)∗ (Feb. 1874: 1.1511) (Feb. 1874: 0.05181)*
(Oct. 1878: 0.7587) (Mar. 1878: 0.9397) (Jun. 1878: 0.04086)
(Oct. 1883: 0.782)

Mar. 1882–May 1885 Jun. 1884: 1.0535 Jun. 1884: 0.9653 Jun. 1884: 0.07631 Jun. 1884

Mar. 1887–Apr. 1888 Nov. 1887: 1.307 Nov. 1887: 0.8223 No Panic

Jul. 1890–May 1891 Dec. 1890: 1.1249 Dec. 1890: 1.0216 Dec. 1890: 0.03956 Dec. 1890

Jan. 1893–Jun. 1894 Jul. 1893: 1.4340 Dec. 1893: 1.3323 Jul. 1893: 0.11365
(Jul. 1895: 0.03313)

Jul. 1893

Dec. 1895–Jun. 1897 Oct. 1896: 0.8780 Oct. 1896: 0.8264 Jul. 1896: 0.03255
(Jul. 1897: 0.03579)

Oct. 1896

Jun. 1899–Dec. 1900 Jun. 1900: 0.03383 No Panic

Sep. 1902–Aug. 1904 No Panic

May 1907–Jun. 1908 Dec. 1907: 0.8712
(Feb. 1908: 0.8763)∗

Dec. 1907: 0.9308 Dec. 1907: 0.03183 Dec. 1907

Jan. 1910–Jan. 1912 Mar. 1910: 1.041 Mar. 1910: 0.8236
(Apr. 1913: 0.8736)
(Jan. 1914: 0.8618)
(Jun. 1914: 1.1558)

Jun. 1911: 0.03615
(Jun. 1913: 0.0482)
(Mar. 1914: 0.0396)
(Jun. 1914: 0.0940)

No Panic

Jan. 1913–Dec. 1914 Mar. 1914:0.7545 (Jun. 1914: 1.1558)
Sep. 1914: 0.9958
(Dec. 1914: 0.9863)
(Mar. 1914: 0.9535)

Sep. 1914: 0.0434
(Dec. 1914: 0.0986)

Sept. 1914

∗During suspension.
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with respect to the predictors of perceived risk suggests that for panics the lia-
bilities of failed businesses is the important variable. Banks hold claims on firms,
and when firms begin to fail in sufficiently large numbers, it signals the onset of a
recession and a panic is likely to occur.

Remarkably, the data support the notion of a critical or threshold value of the
liabilities of failed businesses variable, and a threshold value of the perceived risk
measure, at the panic dates. The seemingly anomalous event of a panic appears
to be no more anomalous than recessions.

7.5.2. Severity Tests

While strongly suggestive, the timing of variables discussed above does not con-
stitute a test. However, Spearman’s rank correlation coefficient can be used
to test the implications of the systematic hypothesis for timing and severity.
The rank correlation test is important because it can check that the above
hypotheses explain panics when the data are unconstrained by nonpanic rela-
tions. The test is conducted by ranking the measures of the information content
of the predictors, the perceived risk measures, the currency-deposit ratio, mea-
sures of the severity of recessions, and measures of losses on deposits. The
Spearman rank correlation coefficient can then be used to test whether the cor-
relations between the movements of these variables at the specified dates are
significant.

The results are presented in table 7.5. The Spearman rank correlation coef-
ficients are shown for seventeen variables which were ranked at eleven dates.24

The first three variables are measures of the severity of the eleven recessions dur-
ing the National Banking Era. Columns (4) and (5) are the percentage changes
in the money stock and currency-deposit ratio for the selected dates through the
subsequent recession.25 Columns (9)–(11) are measures of losses on deposits.
Columns (14)–(17) are fourmeasures of perceived risk.26 The notes to the table
explain the other variables.

The results in table 7.5 broadly confirm the earlier conclusion that panics
are systematic. The nondeseasonalized measures of failed business liabilities

24. Seven of the dates were the panic dates. The remaining four dates correspond to the remaining
four business cycles during the National Banking Era. These four dates were selected according to
the largest spikes in themeasures of the information in the liabilities variable. The dates used were:
December 26, 1873; June 20, 1884;October 5, 1887;December 19, 1890; July 12, 1893;October
6, 1896; June 29, 1900; January 22, 1904; December 3, 1907; March 29, 1910; September 12,
1914.

25. Results are unaffected if percentage changes are computed from peak to trough.

26. The four measures of perceived risk correspond to the first four measures described in
footnote 22. Gorton (1987B) contains similar results using other measures of perceived risk.



Table 7-5. SPEARMAN RANK CORRELATION COEFFICIENTS

Eckler
(Overall)

Eckler
(Pig
Iron)

Achinstein
(Amplitude)

%�M %� C
D UNLIA CCBUS DECC Losses Total

Losses
Post-
panic
Losses

RES DECOMP COVe

(1)
COVe

(2)
COVe

(3)
COVe

(4)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17)
(1) 0.90 0.818 0.564 0.609 0.888 0.618 0.582 0.818 0.935 0.913 0.782 0.445 0.636 0.591 0.718 0.636
(2) 0.827 0.50 0.755 0.867 0.668 0.527 0.627 0.909 0.873 0.605 0.455 0.70 0.618 0.691 0.60
(3) 0.65 0.632 0.877 0.682 0.609 0.782 0.944 0.914 0.536 0.591 0.709 0.618 0.645 0.536
(4) 0.564 0.862 0.736 0.755 0.691 0.818 0.764 0.482 0.464 0.445 0.336 0.445 0.409
(5) 0.872 0.70 0.273 0.391 0.914 0.879 0.282 0.727 0.836 0.755 0.773 0.682
(6) 0.65 0.491 0.605 0.956 0.962 0.268 0.482 0.591 0.555 0.536 0.436
(7) 0.673 0.545 0.949 0.91 0.345 0.482 0.809 0.673 0.673 0.60
(8) 0.436 0.60 0.509 0.345 0.264 0.518 0.30 0.355 0.345
(9) 0.791 0.782 0.682 0.527 0.627 0.573 0.664 0.727
(10) 0.989 0.473 0.718 0.759 0.736 0.755 0.709
(11) 0.382 0.627 0.636 0.664 0.645 0.645
(12) 0.355 0.491 0.364 0.582 0.391
(13) 0.855 0.891 0.818 0.80
(14) 0.918 0.882 0.827
(15) 0.982 0.873
(16) 0.855
(17)

The rank correlation can range from−1 (completely uncorrelated) to +1 (perfectly correlated). The correlation is significant at the 5% level if the calculated coefficient is higher than 0.553, and
at the 1% level if the calculated coefficient is higher than 0.684.
Columns (l)–(3) are measures of the severity of the eleven recessions during the National Banking Era. Column (1) is an overall measure from Eckler (1933). Column (2), also from Eckler
(1933), is a measure based only on pig iron production. Column (3) is a measure of the amplitude of each cycle from Achinstein (1961). Columns (4) and (5) are the percentage changes
in the money stock and currency-deposit ratio from the selected date through the trough. Columns (6), (7), and (8) are the measures of the liabilities variable, UNLIA, CCBUS, and DECC,
respectively. Column (9) is the loss per deposit dollar at the selected date, while column (10) is the loss per deposit dollar from peak through the trough (Total Losses). Column (11) is the loss
per deposit dollar from selected date through the trough (Post-panic Losses). Column (12) is the unanticipated loss on depositsmeasure (RES). Column (13) is the deviation from the seasonal
for the rate of return on commercial paper (DECOMP). Columns (14)–(17) are four measures of perceived risk. (See footnote 26.)
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(UNLIA, CCBUS) are significantly correlated with the measures of risk which
donot use deseasonalizeddata (COVe (1), COVe (2)). The cyclical component,
CCBUS, is significantly correlated with all the measures of perceived risk.27 The
deviations of the commercial paper rate from its seasonals (DECOMP) are sig-
nificantly correlated with all the measures of perceived risk, though not with any
measure of the liabilities variable. The unanticipated losses on deposits (RES)
are correlated with one measure of perceived risk, COVe(3).
The business cycle aspect of panics is also revealed again. The percentage

change in the currency-deposit ratio is significantly correlated with all the mea-
sures of perceived risk. Both the currency-deposit ratio and the perceived risk
measures are significantly correlated with the measures of recession and losses
on deposits.

The results of this section confirm the earlier conclusion that panics are sys-
tematic. The stronger hypothesis that panics are predictable is problematic.
Causal inferences would be stronger if it could unambiguously be stated that
panics are predictable on the basis of prior information, rather than on the basis
of contemporaneous information. But there is an important data timing prob-
lem. The quarterly liabilities of failed businesses observations were assigned to
the nearest call date (and the missing value estimated) because of seasonals.
The resulting series then sometimes assigns future values to the current date and
sometimes past values.28 If the contemporaneous value of the liabilities variable
is omitted in equations (7.5) and (7.6), estimates of equation (7.4) are basically
unaffected, but the analysis at the panic dates using only lags of the liabilities vari-
able to predict COVt results in insignificant correlations.29 The problem seems

27. Notice, however, that seasonality in the liabilities variable seems important. The nondesea-
sonalizedmeasure (UNUA,CCBUS) are significantly correlatedwith themeasures of risk, but the
deseasonalized liabilitiesmeasure (DECC) is not significantly correlated with any of the perceived
risk measures.

28. Three dates are relevant: the actual date of the panic; the dating of the Comptroller’s
Reports; the assignment of the quarterly liabilities of failed businesses variable. The call date in the
Comptroller’s Reports immediately after the panic date is assigned to the panic in the data (though
“immediately after” varies by up to almost three months). At these call dates, corresponding to the
panics, the liabilities variable is dated after, but in the same month, in four cases, and before, in
the immediately proceeding month in two cases. These were the closest assignments. In the case
of the Panic of 1873 the liabilities variable was estimated from railroad bond defaults (see Gorton
(1987B)). The problem is further complicated by the fact that the liabilities variable is cumulative
over the quarter.

29. More accurately, the perceived risk estimates are often zero at several panic dates, so that there
is no way to rank them and conduct the tests. In the one case where this is not true, however, the
perceived risk measure is significantly correlated with the percentage change in currency-deposit
ratio. See Gorton (1987B).
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to be that the liabilities observations lagged once are “too far away.” In short, the
data are not fine enough to adequately draw stronger inferences.

7.6. THE FEDERAL RESERVE SYSTEM, DEPOSIT
INSURANCE, AND PANICS

The Federal Reserve System, begun in 1914, and deposit insurance, initi-
ated in 1934, were both introduced primarily to prevent banking panics. This
section examines the effects of these two monetary regimes on depositor behav-
ior by estimating the model over these subsequent periods. All data, estimated
equations, and test statistics for this section are detailed in Gorton (1987B).

7.6.1. The Period 1873–1934

The introduction of the Federal Reserve System significantly altered deposi-
tor behavior. Both the perceived risk equations and the deposit-currency ratio
equations exhibit significant structural changes after 1914.30 A more precise
sense of the difference made by the existence of the Federal Reserve Systemmay
be obtained by examining the timing of the measures of the information content
of the liabilities of failed businesses variable during the period of 1914–1934.
Table 7.6 lists the largest liabilities shocks for the peak to trough phase of the
business cycles during this period. The table presents two measures. The unan-
ticipated liabilities measure (UNLIA)was estimated over the period 1873–1934
and is, thus, comparable with the earlier period (table 7.4). The cyclical compo-
nent of the liabilities shock (CCBUS) was computed as the logged value minus
the mean of the logged value over the years 1914–1934.

Examining the table, the UNLIA shock in June 1920 was large enough to have
precipitated a panic had it come during the National Banking Era, but there was
no panic under the Federal Reserve system. The UNLIA shock in December
1929 also did not precipitate panic, though it would have during the National
Banking Era. The December 1929 shock coincides with the stock market crash
since October 1929 is not a data point. By the other measure, CCBUS, which is
not comparable with the earlier period, there is also a spike in December 1929.
Notably, the timing of the UNLIA shocks in June 1920 and December 1929 are

the same as the pre-Fed era. Both shocks come just following the business cycle

30. Tests for structural change after the introduction of the Federal Reserve System, and deposit
insurance in 1934, were done on the equations predicting COVt , the deposit-currency ratio
equation, and a log-linear deposit-currency ratio equation. The evidence favored the existence of
structural change under all data definitions, using the usual Chow tests.
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Table 7-6. TIMING RELATIONS DURING THE PERIOD 1914–1934

Peak-Trough UNLIA CCBUS Panic
Shock Shock

Aug. 1918–Mar. 1919 Nov. 1918 0.2435 No Positive No Panic
Shocks

Jan. 1920–July 1921 June 1920 1.1341 Mar. 1921 0.7767 No Panic
May 1923–July 1924 Nov. 1923 0.5199 Mar. 1924 1.1473 No Panic

(Oct. 1923 0.9392)
Oct. 1926–Nov. 1927 Apr. 1927 0.2685 Mar. 1927 0.6584 No Panic
Aug. 1929–Mar. 1933 Dec. 1929 0.7687 Dec. 1929 0.7775 Oct. 1930

Jan. 1931 1.1157 Mar. 1931
Jan. 1932 1.1392 Jan. 1933
Feb. 1932 1.0074
Mar. 1932 1.1061
Apr. 1932 1.1817
Jan. 1933 0.9366

UNLIA was estimated over the period 1873–1934. CCBUS was estimated over 1914–
1934.

peaks. Simple tests on processes generating the failure liabilities do not reject
the null hypothesis of no structural change (see Gorton (1987B)). In other
words, the introduction of the Federal Reserve System did not alter the pro-
cess driving failure liabilities. Depositor behavior changed. In deposit-currency
ratio equations over the 1914–1934 sample period, measures of perceived risk
are always insignificant though the perceived risk equations perform best over
this period (see Gorton (1987B)). The panics of the 1930s happened in Octo-
ber 1930, March 1931, and January 1933, well after the business cycle peak. So
the existence of the Fed did prevent a panic in June 1920, but only altered the
timing of the later panic.

7.6.2. The Period 1914–1972

The introduction of deposit insurance again significantly altered depositor
behavior. Both the perceived risk equations and the currency-deposit ratio
equations exhibit significant structural changes after 1934. Following the intro-
duction of deposit insurance there were several cases of large failed business
liabilities shocks, none of which precipitated panics. Like the results for the
1914–1934 period, the perceived risk measure is insignificant in the deposit-
currency ratio equation estimated over the 1935–1972 sample period. Over the
1914–1934 period the sign on the perceived risk measure is positive as it is over
the pre-Fed period. That is, in response to an expected coincidence of capi-
tal losses on deposits with declining consumption, i.e., COVt < 0, depositors



228 BANK ING PAN ICS

reduced their deposit-currency ratios. However, over the 1935–1972 sample
period the sign on the perceived risk measure is consistent with the success of
deposit insurance. Expecting to dissave during recessions, when the perceived
risk measure is negative, depositors increased their deposit-currency ratios.

7.7. THE 1920S AND 1930S WITHOUT THE FED

What would have happened during the 1920s and 1930s if the Federal Reserve
System had not come into existence? This question can be partly answered
if it is assumed that depositors would have reacted to the liabilities of failed
businesses signal during the 1920s and 1930s in the same way as during the
National Banking Era. Recall that tests of the null hypothesis that the pro-
cess generating the liabilities variable is not stable over the 1873–1934 sample
period are rejected. As previously indicated, the UNLIA shock estimated over
the period 1873–1934 is appropriate for the counterfactual. According to this
UNLIA series (see table 7.6), there would have been a panic in June 1920, and
another panic in December 1929. These panics would have followed the tim-
ing pattern of the panics during the National Banking Era. The June 1920 spike
comes shortly after the business cycle peak of January 1920 (the trough was
July 1921). The December 1929 spike follows the August 1929 peak (trough:
March 1933).

To construct the counterfactual, two further reduced form equations must
be estimated to characterize the effects of depositor responses to changes in
perceived risk during panics. Using the observations on the seven panics dur-
ing the National Banking Era, the percentage of failing banks in the system and
the percentage losses on deposits can be predicted using the UNLIA shock. The
estimated reduced form relations are:

%FAILt = 0.010023UNLIAt
(0.0027)

R2 = 0.6973 DW= 1.7019 d. f.= 6
(7.7)

%LOSSt = 0.062942UNLIAt
(0.0204)

R2 = 0.6129 DW = 1.7097 d. f. = 6.
(7.8)

Standard errors are in parentheses. The observations on losses and failures
are cumulative from the panic date through the trough date, divided by total
deposits and total number of national banks, respectively, at the panic date.

Table 7.7 compares the actual percentages of failures and losses, from the
panic dates through the troughs, with the values predicted using (7.7) and (7.8).
For the actual percentages of banks failing fromDecember 1929 throughMarch
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Table 7-7. ACTUAL AND PREDICTED LOSSES AND FAILURES,
1920S AND 1930S

Failures
Predicted % of National Actual % of National Actual % of All

Date Banks Failing Banks Failing Banks Failing
June 1920 1.137 0.27 0.91∗
Dec. 1929 0.77 26.24; 13.36 36.08; 30.76

Losses
Predicted Losses at Actual Losses at

Date National Banks (%) National Banks (%)
June 1920 7.14 0.42
Dec. 1929 4.84 18.407

∗ Covers the period Jan. 1921–July 1921 and uses the number of all banks in June 1921
as the base. Data on all banks begin in 1921.
All data are described in Gorton (1987B).

1933, two numbers are listed. The first uses the Federal Reserve System’s defini-
tion of suspension which is not strictly comparable (see Gorton (1987B)). The
second number, in the case of National Banks, uses the number of receiverships
closed during 1930–1933. The second number, in the case of all banks, uses the
number of banks which did not reopen after theMarch 1933 banking holiday (2,
132), instead of the Federal Reserve number for suspensions duringMarch 1933
(3,460) (seeGorton (1987B)). Neither of thesemeasures is strictly comparable.
The two numbers, however, are the upper and lower limits. The loss measures,
however, are comparable.

Table 7.7 shows that if there had been a panic in June 1920, the percentages of
banks failing and losses on deposits would have been higher than those which actually
happened.31 However, if there had been a panic in December 1929, failure and loss
percentages would have been an order of magnitude lower. Losses and failures from
June 1920 through the trough (July 1921) were lower than predicted perhaps
because therewas no panic. BetweenDecember 1929 andApril 1933, therewere
three panics which came near the trough (October 1930; March 1931; January
1933). Losses and failures, however, were much higher than predicted. Table
7.7 indicates that the magnitudes of the losses and failures during the 1930s can-
not be explained by the relations operating prior to the existence of the Federal

31. Moreover, prior to 1920 state bank failure rates were about three times the rates for National
banks (Bremer (1935)). This would increase the differences between the actual and predicted
values for June 1920.
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Reserve System. The existence of the Federal Reserve System altered deposi-
tors’ perceptions of risk, as indicated by the insignificance of the perceived risk
measures in the deposit-currency ratio equations estimated over the 1914–1934
sample period (see Gorton (1987B)).

7.8. CONCLUSION

The results of this study are a set of stylized facts about banking panics, which,
while extremely important since their reoccurrence motivated bank regulation,
are not well understood. The main stylized fact is that panics are systematic
(as previously defined) events linked to the business cycle. Panics turn out not
be mysterious events after all. The evidence favors the conclusion that pan-
ics were a manifestation of consumption smoothing behavior on the part of
cash-in-advance constrained agents. Panics seem to have resulted from changes
in perceived risk predictable on the basis of prior information. The recession
hypothesis best explains what prior information is used by agents in forming
conditional expectations. Banks hold claims on firms and when firms begin to
fail, a leading indicator of recession (when banks will fail), depositors reassess
the riskiness of deposits.

Depositors panic when the liabilities signal is strong enough. In fact, during
the National Banking Era, whenever the information measure of the liabilities
of failed businesses reached a “critical” level, so did perceptions of risk and
there was a banking panic. In this sense panics were special events. The cyclical
behavior of the liabilities variable made panics an integral part of the pre-1914
business cycle.

As with all statistical inference, the above results cannot reject the notion
that there exists an unknown variable(s) causing simultaneous increases in the
currency-deposit ratio, risk, and the liabilities of failed businesses. However, we
can say that the influence of such unknown factors must happen the same way at panic
and nonpanic dates, which is not consistent with sunspot theories of panics. Sunspot
theories argue that there is something special going on at the panic dates which
does not occur at other dates, i.e., sunspots, but this is not consistent with the
above evidence.

Could the causality be reversed in the above conclusions?Might it not be the
case that depositors panic because of sun spots, run the banks, and thereby,
cause the banker to call in loans, causing firms to fail? This scenario can be
eliminated for three reasons. First, capital losses on demand deposits do not
Granger-cause the liabilities of failed businesses, but liabilities of failed busi-
nesses do Granger-cause losses on deposits.32 In other words, the mechanism

32. In regressions with ten lags of each variable, theF statistic for the liabilities variable with capital
losses on deposits as the dependent variable was 2.11 (d.f. = (11, 184)), significant at the 5 percent



Banking Panics and Business Cycles 231

of causality running from depositors withdrawing currency from “illiquid” banks
and causing businesses to fail is not present, at least when all dates are examined.
Second, the response of banks to panics was not to liquidate loans, but to issue
circulating private moneywhich insured depositors against the failure of individ-
ual banks. (See Gorton (1985B, 1987A).) Finally, call loans do not seem to have
been sizable enough to be the mechanism, and do not seem to have been loaned
to nonfinancial businesses, in general. (See Myers (1931).)

At the panic dates the important shock seems to be the liabilities of failed busi-
nesses (with a seasonal component). This result was the basis of the counterfac-
tual about the 1920s and 1930s. After 1914 the private insurance arrangements
of commercial bank clearinghouses were replaced by the Federal Reserve System
(see Gorton (1985B)). The counterfactual reveals the inadequacies of drawing
policy conclusions about privatemarket failures from the experience of theGreat
Depression. The evidence suggests that the private insurance arrangements of
clearinghouses compare favorably to the Federal Reserve System in responding
to banking panics.

APPEND I X

Gorton (1987B) contains complete details of data sources and data construc-
tion methods, as well as further results. The basic data sources are as fol-
lows. Currency in the hands of the public and demand deposit data are from
the Annual Report of the Secretary of the Treasury, Friedman and Schwartz
(1963), Survey of Current Business (Supplements), Banking and Monetary Statis-
tics, and the Annual Statistical Digest of the Federal Reserve System. The
liabilities of failed businesses series is from Financial Review and from Sur-
vey of Current Business, for the later period. Pig iron production is from
Macaulay (1938). Capital losses on demand deposits are constructed from the
Comptroller Reports and from FDIC Annual Reports. Data on bank suspen-
sions are from the Federal Reserve Bulletin, September 1937. Earlier data on
the number of national banks failing are from the Comptroller Reports of 1925
and 1935.
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Clearinghouses and the Origin
of Central Banking in the

United States

GARY B. GORTON* �

Beginning with Coase’s famous essay “The Theory of the Firm,” a large liter-
ature has developed which seeks to explain why organizations, such as firms,
are preferred to a price system for allocating resources.1 The structure of the
U.S. banking industry prior to the existence of the Federal Reserve System is a
unique example of such a nonprice allocation system. An essential feature of the
banking industry then was the endogenous development of the clearinghouse, a
governing association of banks to which individual banks voluntarily abrogated
certain rights and powers normally held by firms. Behaving most of the time as
the dominant authority in a market-like setting, the clearinghouse was capable
of temporarily behaving as a single firm during banking panics. The powers and
functions that clearinghouses developedmost resembled those of a central bank.
In fact, it is almost literally true that the Federal Reserve System, as originally
conceived, was simply the nationalization of the private clearinghouse system.

Studying the organization of the pre-1914 banking industry, and, in particular,
the role of the clearinghouse, is likely to have implications for assessing the effi-
ciency and uniqueness of contractual arrangements in banking.Mynote suggests

* The author is Assistant Professor of Finance, The Wharton School, University of Pennsylvania.
He gives thanks to the New York City Clearinghouse Association and especially to Gertrude Beck
for access to and assistance with their archives.

1. R. H. Coase, “The Nature of the Firm,” Economica 4 (1937), pp. 386–405.
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some working hypotheses about banking industry products and structure and
focuses on the New York City Clearinghouse Association (NYCHA) response
to banking panics.

8.1. BANK NOTES AND DEMAND DEPOSITS

The clearinghouse emerged with a shift in the relative importance of banking
products, products with differing informational and contractual characteristics.
The first clearinghouse in theUnited States, established byNewYorkCity banks
in 1853, simply created an organized market—a single location where exchange
between banks occurred through one other party—the clearinghouse.2 The rise
of demand deposits relative to bank notes, during the latter part of the Free
Banking Era (1837 to 1863) necessitated a larger role for the clearinghouse than
the market organizer because the demand deposit contract significantly differed
from the bank note contract.3

Bank notes, small denomination discount bonds, payable in specie on
demand at the issuing bank, did not exchange at par outside the bank but at a dis-
count against specie. The system of floating exchange rates between bank notes
and specie was possible because secondary markets in bank notes could exist.
In fact, the bank note industry consisted of three, sometimes overlapping, types
of firms. Banks issued and redeemed notes. Note brokers could earn a return
on their investment in information gathering, “making a market” in bank notes,
because notes, bought at a discount, could be redeemed at par when “cleared”
at the issuing bank. Finally, the prices in these secondary markets were trans-
mitted to agents using the notes in other markets by “monitoring” firms which
published bank note reporters and counterfeit detectors.4 The bank notemarket
revealed information about specific issuing banks so that resources in the bank
note industry were allocated by this price system.

A demand deposit, unlike a bank note, is a “double claim” since it is a claim on
a specific agent’s account at a specific bank. Markets for double claims would be
extremely “thin,” and it would likely be very costly for brokers to invest in infor-
mation gathering on every depositor. Also, while in principle checks can circulate
by being endorsed, the least costly way to verify the agent-specific dimension of

2. On clearinghouse beginnings see J. S. Gibbons, The Banks of New York,Their Dealers, The Clear-
inghouse, and the Panic of 1857 (New York, 1968; reprint of 1859 original); James G. Cannon,
Clearinghouses (Washington, 1910); Fritz Redlich, The Molding of American Banking (New York,
1951), chap. 13.

3. See Redlich, American Banking, Part II, p. 3.

4. SeeWilliamH.Dillistin,BankNote Reporters andCounterfeit Detectors, 1826–1866, Numismatic
Notes and Monographs 114 (New York, 1949).
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the claimwas to “clear” the check quickly. Consequently, private secondarymar-
kets in bank checks did not develop. Thismarket was internalized by the banking
industry in the form of the clearinghouse, but with the implication that prices did
not reveal bank-specific information. In fact, the public exchange rate between
checks and specie was fixed at one-to-one. In other words, the demand deposit
contract, whereby checks cleared after every transaction, created an information
asymmetry between banks and customers because the exchange rates did not
fluctuate. Without sufficient price statistics available to depositors to judge the
riskiness of banks’ deposits, individual banks had an incentive tomarket deposits
with a specie price of less than one, free-riding on the industry. This necessitated
a nonprice system to monitor bank performance.5

Rather than allocate resources through a price system, the clearinghouse reg-
ulated quantities to ensure that the one-to-one exchange rate was accurate. On
the one hand, entry to the clearinghouse was screened, and then members were
regulated. There were capital requirements, reserve requirements, interest rate
restrictions, and ongoing audits and reporting forms to ensure compliance.6

These efforts were designed to ensure that members did not take advantage of
the information asymmetry to reduce the “backing” of their deposits. On the
other hand, insofar as deposits were of differing quality, clearinghouses signaled
this to the public by requiring members to publish balance sheet items so that
the public could adjust their holdings across banks.7 Threat of expulsion from
the clearinghouse was a potent enforcement mechanism.8

8.2. THE CLEARINGHOUSE RESPONSE TO PANICS

TheU.S. clearinghouse system experienced eight banking panics prior to the cre-
ation of the Federal Reserve System. A banking panic occurs with a sudden shift
in the perceived riskiness of demand deposits at all banks, leading depositors

5. The argument is developed in greater detail in G. Gorton and D. Mullineaux, “The Joint
Production of Confidence: Clearinghouses and the Theory of Hierarchy,” 1985, forthcoming.

6. See Cannon, Clearinghouses.

7. An important part of the clearinghouses’ usual functioning was the investigation of rumors
about particularmember banks. In response to rumors the clearinghouse, sometimes at the request
of the member bank, would audit the bank with its own auditors or auditors hired for that pur-
pose and would then announce the results. There are many examples of this in the New York
City Clearinghouse Association, Clearinghouse Committee Minutes [hereafter, Minutes]. See, for
example, April 29, 1873 entry.

8. Member banks were suspended, expelled, and readmitted fairly frequently. For example,
the Minutes record two member suspensions, six expulsions, four applications for membership
declined, four readmissions, and two admissions during the first six years after the clearinghouse
was organized.
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to demand large-scale transformations of deposits into currency. While the pre-
cise variables which can account for panic-causing changes in perceived risk are a
matter of debate, information asymmetry creates the possibility of panic. Depos-
itors could not identify bank-specific risk so all banks were vulnerable to runs
caused by aggregate events such as increases in business failures.9 Moreover, in
such a setting the failure of individual banks could cause changes in depositors’
conditional expectations so that other banks experienced runs. Clearinghouses
were institutional responses to both the possibility and the actuality of such
information externalities.

When a panic occurred, the structure of the banking industry was radically
altered by the metamorphosis of the clearinghouse into a single, firm-like orga-
nization uniting the member banks in a hierarchical structure topped by the
Clearinghouse Committee. The formation of the new entity was signaled by
the first act of the clearinghouse facing a panic, which usually was to suspend
the publication of individual bank balance sheet information, publishing instead
the aggregate of all members.10 This was generally accompanied by a joint
suspension of convertibility of deposits into currency.11

The suppression of bank-specific information, an act completely contrary to
the usual functioning of clearinghouses, avoided identifying “weak” banks which
might then experience a run which led to runs on other banks. Much more
importantly, however, bank-specific information was no longer relevant because
banks had joined together in such a way that the aggregate information was,
in fact, the appropriate information. The mechanism which united banks was
the clearinghouse loan certificate, a liability of the clearinghouse created during
panics.

During a panic depositors are demanding that bank portfolios be transformed
into securities, the value of which is easily ascertained—namely, specie. Because
of the information asymmetry, it is impossible to convince depositors of the
value of bank portfolios. The banks themselves, however, were in a position
to cope with the problem. The clearing process provided information as did
clearinghouse audits and member bank reports. In addition, banks had the

9. See Gary B. Gorton, “Banking Panics and Business Cycles,” Philadelphia Federal Reserve
Bank, Working Paper, 1984.
10. New York City Clearinghouse Association, Loan Committee Minutes, January 30, 1891, June
6, 1893, November 1, 1907; andMinutes, November 1, 1907.

11. Suspension of convertibility was avoided during the crises of 1860, 1884, 1895, and 1896.
Loan certificates were issued during the crises of 1860 and 1884. In the Panic of 1884 one member
did suspend convertibility and was then “suspended from the privileges of the clearinghouse” by
unanimous vote (Minutes, May 6, 1884). During the crises of 1895 and 1896 the Loan Commit-
tee was authorized to issue loan certificates, but no members applied (Loan Committee Minutes,
December 24–31, 1895, ff., and August 24, 1896).
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specialized knowledge to value bank assets. Moreover, banks had an incentive
to avoid other members’ failures because of the information externalities.

The clearinghouse loan certificate originated during the Panic of 1857 and
was used in every subsequent panic through 1914.12 The process worked as fol-
lows. When a panic was imminent or had occurred, the clearinghouse would
authorize the issuance of loan certificates. A member bank needing currency
to satisfy depositors’ demands applied to the clearinghouse’s Loan Committee,
submitting part of its portfolio as collateral. If acceptable as collateral, certificates
were issued amounting to a percentage of the market value of the collateral, that
is, bank assets were discounted. The certificates had a fixedmaturity of, typically,
one to three months, carried an interest charge, and were issued in large denom-
inations.13 Member banks could use the loan certificates in the clearing process
in place of currency, freeing currency for the payment of depositors’ claims.

The loan certificates were acceptable in the clearing process not only because
they were backed by discounted securities—of greater importance was that loan
certificates were claims on the clearinghouse, a joint liability of the members.
If a member bank failed and the collateral was worth less than the member’s
outstanding loan certificates, the loss was shared by the remaining members in
proportion to each member’s capital relative to the total of all members.14 The
intention of the risk-sharing arrangement, whereby member banks insured each
other, was to allow enough currency to be paid out to depositors to signal the
soundness of the members while avoiding members’ failures.

The coinsurance arrangement, triggered by a panic, did not operate in the
usual way markets are thought to operate. The Clearinghouse Committee (and
Loan Committee) had a great deal of power in directing the loan certificate
process. Not only were the assets submitted as collateral scrutinized by the com-
mittee, but the committee had the “power to demand additional security either
by an exchange or an increased amount at their discretion.”15 Since the rate of
interest on loan certificates and the discount on collateral were the same for all
banks (and assets), the power to select and approve collateral and decide on
amounts of certificates for individual banks was crucial to the allocation process.

12. SeeMinutes, October 14, 1857 through November 9, 1857.

13. O. M. W. Sprague, History of Crises Under the National Banking System (New York, 1968;
reprint of 1910 original), pp. 432–33 lists dates of issue, amounts, rate of interest, nature of
collateral, and length of issue.

14. The original loan certificate process agreement, Minutes, November 21, 1860, does not men-
tion this, though it was made clear during the Panic of 1907 (Minutes, October 31, 1907). The
Panic of 1907 was apparently the only occasion when members, subsequent to the October 31
resolution could not repay loan certificates.

15. Minutes, November 21, 1860.
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In addition, the committee apparently had the power to directly allocate the
resources of healthy banks to particularly troubled banks. For example, consider
this entry in NYCHA minutes, dated October 21, 1907: “The debit balance of
theMercantile Bank having been found to be $1,900,000, it was agreed to extend
aid to that bank for the amount of its balance, in addition to the amount already
advanced, and theManager [of the NYCHA] was requested tomake requisition
on individual banks for the sum of $2,000,000.” And there are other examples, as
well, of the committee making arrangements for “aid” for members during pan-
ics.16 In general, banks were not allowed to fail during the period of suspension
of convertibility, but were expelled from clearinghouse membership for failure
to repay loan certificates after the period of suspension had ended.17

During banking panics the clearinghouse became a hierarchical structure with
the Clearinghouse Committee administering the internal allocation of resources
in an attempt to signal to depositors the accuracy of the one-to-one exchange
rate for deposit to specie. After a panic, the clearinghousewould revert to its non-
panic form. For the temporary transformation of the clearinghouse to be a viable
way for the survival of banking system, the screening and regulatory functions
undertaken during nonpanic times had to be successful in limiting the exposure
of banks to risk.

8.3. DEPOSIT INSURANCE

During the panics of 1893 and 1907 clearinghouses took the further step of issu-
ing loan certificates, in small denominations, directly to the public.18 Since this
did not involve replacing gold in the clearing process, but instead was the direct
monetization of bank portfolios, large amounts of money could be created and
issued to the public in exchange for demand deposits. During the Panic of 1893
about $100 million of clearinghouse hand-to-hand money was issued (2.5 per-
cent of the money stock), and, during the Panic of 1907, about $500 million was
issued (4.5 percent of the money stock).19

Previously, a banking panic was described as an event caused by a shift in
the perceived risk of demand deposits at all banks which could happen because

16. SeeMinutes, October 18, 1907, October 21–22, 1907, January 9, 28, 1907, February 1, 1908.

17. Minutes, January 30–31, 1908.

18. During the Panic of 1873, the New York City Clearinghouse took an intermediate step by
certifying limited amounts of checks as liabilities of the Association. See Sprague, Crises, p. 54.

19. John D. Warner, “The Currency Famine of 1893,” Sound Currency, II (Feb. 15, 1895); A.
Piatt Andrew, “Substitutes for Cash in the Panic of 1907,”Quarterly Journal of Economics, 22 (Aug.
1908), pp. 497–516.
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depositors lacked information about bank-specific risk. The loan certificates
issued to the public, in exchange for their demand deposits, were acceptable
to depositors because they were claims on the association of banks, not just a
single bank. Consequently, the exchange of a demand deposit for a loan certifi-
cate insured the depositor against individual bank failure. Thus, the problem of
bank-specific risk, due to the information asymmetry, was directly addressed.

The loan certificates in the hands of the public were not insurance against the
failure of all banks in the association, that is, the failure of the clearinghouse. But,
since these claims on the associationmade bank-specific risk irrelevant to depos-
itors, a secondarymarket in these claims could and did quickly develop, allowing
the risk of clearinghouse failure to be priced. Indeed, a currency premium arose
in exchanges of certificates for currency, gradually subsiding until reaching zero,
where upon the suspension of convertibility was lifted.20 This secondarymarket,
reminiscent of bank notes, could exist because of the contractual basis of the loan
certificates.

8.4. CONCLUSION

Traditional economic theorizing is strongly biased in favor of markets which
operate costlessly through price mechanisms. When applied to banking the
paradigm suggests that banking is like any other industry.21 Yet, by the early
twentieth century clearinghouses looked much like central banks. They admit-
ted, expelled, and fined members; they imposed price ceilings, capital require-
ments, and reserve requirements; they audited members and required the regu-
lar submission of balance sheet reports. Finally, they issuedmoney and provided
a form of insurance during panics. That such an economic entity should have
endogenously arisen in the banking industry suggests important links between
the characteristics of the product and institutional and contractual forms of eco-
nomic organization. While much work remains to be done on these links, the
existence of the clearinghouse suggests that private agents can creatively respond
to market failure.

20. The currency premia are provided by Sprague, Crises, pp. 57, 187, 280–81.

21. For example, see Eugene Fama, “Banking in the Theory of Finance,” Journal of Monetary
Economics, 6 (Jan. 1980), pp. 39–57.
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The Joint Production of
Confidence: Endogenous
Regulation and Nineteenth
Century Commercial-Bank

Clearinghouses

GARY B. GORTON AND DONALD J. MULLINEAUX* �

The feasibility of private-market arrangements for the production of money has
resurfaced as an important research question (see King 1983 for a review essay).
In an early and influential contribution to this literature, Benjamin Klein (1974)
emphasized the critical role of consumer confidence in laissez-faire monetary
arrangements, and he analyzed “brand names” as potential devices for insuring
confidence in private monies.1 He noted that if monies could not be differ-
entiated, each producer would have incentive to overissue and would do so,
unless constrained by some mechanism involving monitoring and control of
individual bank behavior. In this regard, Klein notes (p. 441) that “many banks
becamemembers of private protective and certifying agencies, which performed

* The authors thank the New York Clearinghouse Association for access to their archives, and
Gertrude Beck of the NYCHA for assistance with the archives. They also thank Michael Bordo
and members of the staffs of the Federal Banks of Philadelphia and Cleveland for comments on an
earlier draft.

1. Vaubel (1977) claims that guarantees, rather than brand name backing, are more likely to be
provided in a competitive money-production environment.
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some functions similar to present-day central banks.” Commercial-bank clear-
inghouses (CBCHs), for example, utilized regulatory-like tools such as reserve
requirements, deposit-rate ceilings, and bank examinations to influence and
control the behavior of member institutions.2

Based on Klein’s analysis, it is somewhat unclear: (1) what motivated com-
mercial banks to voluntarily participate in such arrangements or, (2) why
CBCHs were involved in the production of monetary confidence. In this paper,
we argue that the evolution of the CBCH reflects an endogenous “regulatory”
response to the problems associated with the asymmetric distribution of infor-
mation in the banking industry. The nature of these information problems was
related to the product mix in the banking sector—in particular, to the propor-
tion of demand deposits relative to bank notes. The capacity of “the market” to
monitor and control the behavior of bank managers was increasingly eroded as
demand deposits came to supplant bank notes during the nineteenth century.
The set of actions of the CBCH represent the substitution of hierarchy (“private
regulation”) for amarket-basedmechanismof control. That “organizations”may
dominate markets as allocation and control devices is hardly a new idea (Coase
1937, Williamson 1975, and Stiglitz 1985).

In section 9.1, we discuss the importance of the banking product mix dur-
ing the nineteenth century from the viewpoint of information costs. Section 9.2
describes the role of theCBCHas amonitor/supervisor which provides valuable
“screening” services to bothmember banks and the public. Section 9.3 examines
the behavior of the CBCH during financial panics. In response to the unusual
information costs associated with a panic, the CBCH increased the amount of
private regulation. The CBCH then reverted to its simpler organizational form
following the conclusion of a panic. Private regulation declined and the role of
“the market” as a control mechanism increased. Section 9.4 concludes.

9.1. BANK NOTES, BANK DEPOSITS, AND

INFORMATION COSTS

Bank notes involved a contract between the bearer and the bank to redeem the
face value of the note in specie at the bank. The specie value of a bank note to a
seller accepting it in exchange was simply the expected value of a bank’s specie
promise less the costs of collecting specie at that bank. Even if the expected
specie value of a note was par, the collection costs drove a wedge between the

2. Gorton (1985b) and Timberlake (1984) have called still more explicit attention to the strong
similarities between the activities of nineteenth century CBCHs and today’s Federal Reserve
System. Neither of these authors explored in depth the reasons why clearinghouses took on
regulatory-like activities, however.
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par value of a note and its value in exchange for goods. This wedge created an
incentive for note-broker businesses to form offering to exchange bank notes
for gold or the notes of other banks at discounted rates. Brokers could profit
by collecting specie at par at the issuing bank. Such firms indeed did form, and
a secondary market in bank notes emerged. The size of the discounts quoted on
notes presumably varied with the geographic distance to the issuing bank, the
perceived riskiness of that institution and the quantity of counterfeit notes of
that institution believed to be in circulation relative to the total issue (Gorton
1986). In “bank-note reporters,” brokers published information on counterfeits
along with current quotes on various notes.

Secondary market makers also had strong incentives to monitor the quality of
the assets backing bank notes since they collected specie in bulk as the source
of their profitability. Their price quotations in turn revealed their information
to buyers and sellers of bank notes. Indeed, merchants commonly consulted
bank-note reporters in reaching judgments about the exchange values of par-
ticular bank notes. Competition among note brokers and publishers of note
reporters presumably enhanced the information quality of these price signals
(Dillistin 1949, White 1895). To the extent that brokers returned notes to the
bank of issue, they also performed a clearing and collection function.Thus, while
bank notes typically exchanged for goods and services at a discount, the overall
variability in these discounts was constrained by the self-correcting responses
of banks, note brokers, and consumers to the recurring signals provided by the
secondary market in bank notes.

A demand deposit, unlike a bank note, is both a claim on a bank and on an
agent’s account at that bank. This complicates the information required to price
a check claim on that deposit. In an exchange mediated by check, the seller of
goods must consider (1) whether the check writer has sufficient funds for the
check to be collected; (2) whether the check writer’s bank can exchange for
specie; and perhaps (3) whether his own bank can exchange for specie at par.
While the identity of a buyer “doesn’t matter” with use of a bank note (in the
absence of counterfeits), a check-based transaction is agent-specific with respect
to risk.

The contractual characteristics of demand deposits accordingly increased the
transactions costs associatedwith this product. These costs in turn precluded the
development of a secondary market in claims on such deposits. Such a market
would require pricing agent-specific claims on a bank. It would prove extremely
costly for specialist note brokers to acquire information on the reliability of indi-
viduals as well as banks. Yet such information is necessary to price such a claim
since the agent issuing a check can overdraw his balances.

Banks were better able than note brokers to handle the information-related
disadvantages of checks. Banks could delay specie payment on checks, for
instance, until after checks were collected. This required an accounting system,
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but such a system was a necessary adjunct to producing demand deposits. Also,
banks could assume that some proportion of the checks collected would be
held as deposits rather than paid in specie. These deposits could fund income-
producing assets. Brokers could not offer deposit-type accounts, at least not
without the risk of being considered a bank, and therefore having to submit to
chartering requirements and perhaps other regulations.

The contractual differences between bank deposits and notes effectively
precluded brokers from competing with banks in the collection of deposits.
Accordingly, no “secondary market” in check claims was formed. As a result,
the information production of the note brokers concerning the “quality” of
individual banks became increasingly less available as the volume of deposits
increased relative to notes. Holders of bank liabilities therefore could monitor
bank behavior only in a direct and costly fashion.

Banks in the cities had a larger proportion of their liabilities as deposits than
as bank notes as early as the late eighteenth century. The Bank of New York
reported in 1791 that it had 50 percent more deposits than notes outstanding.
Data became regularly available in the 1830s and show a fairly steady decline in
the notes/deposits ratio. In New York state, for example, the notes/deposit in
ratio was 1.2 in 1837, 0.74 in 1847, and 0.31 in 1857 (Redlich 1951). Nationally,
the trend was less pronounced. The ratio fell from 0.85 in 1835, to 0.79 in 1845,
and to 0.67 in 1860 (seeHistorical Statistics of the United States, p. 995).

Given their informational disadvantages, it may seem curious that deposits
came to dominate bank notes rather early in the century, even before the estab-
lishment of the first CBCH. But demand deposits do possess certain well-known
advantages over bank notes. They are less subject to theft, for example. In addi-
tion, writing checks avoids the cost of making change and provides proof of
payment. Another less commonly recognized feature of using checks rather than
notes to make payments is that checks exchanged against currency or goods
and services in local markets at a fixed price. While the specie price of a par-
ticular bank’s notes could vary dramatically over time and space, deposits, when
acceptable to sellers in transactions, exchanged at par in local transactions. But if
deposits were to prove viable in exchange, somemechanism for providing confi-
dence in performance by banks was necessary. This was especially the case since
a uniform exchange rate for deposits created incentives for banks to “cheat” by
backing deposits with inferior assets. There was no secondarymarket to “reveal”
such behavior as there was with bank notes.

The formation of the CBCH not only reduced the costs of clearing checks,
it solved the information problem created by the missing market, by internaliz-
ing the secondary market in a unique organizational form. With the CBCH, the
apparent defects of the demand deposit product could be turned into distinct
advantages.
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9.2. THE CLEARINGHOUSE AS A MONITOR/MANAGER

The CBCH was not initially formed to deal with resource allocation problems
which markets handle poorly. Its function was to economize on the costs of
check clearing. Prior to the New York CBCH formation in 1853, commercial
banks collected checks and other instruments by a daily exchange and settlement
with each other bank. Once the clearinghouse formed, the exchange was made
with only one party—the clearinghouse itself. Gibbons (1859) estimates that
for New York City banks the cost of “conducting this vast amount of business
did not exceed eight thousand dollars a year,” which constituted roughly 0.02
percent of deposits in the New York CBCH at the end of 1854.

While the clearinghouse was organized to produce a simple product, check-
clearing, it was also capable of producing a by-product—information. When
demand deposits dominate bank notes, banks have an exploitable information
advantage over their customers concerning the quality of bank liabilities. Banks
face incentives to back deposits with high-yielding, risky assets. Customers want
to obtain information about the true quality of bank deposits, but face free rider
problems. The direct statement of the bank lacks credibility since a “bad” bank
has no incentive to reveal its true condition. Customers would clearly gain if
some form of credible supervisor monitored the quality of bank liabilities and
disseminated relevant information. Such a supervisor would need enforcement
powers to correct contract deviations. The supervisor, in other words, would
act as a substitute for the price system; hierarchy (authority) would replace the
market.

Such a system would be implemented if it were in the welfare interests of the
banks as well as their customers. The gain to an individual bank from industry
supervision is identical to that for employees in a firm: colleagues can shirk only
at a higher cost. Even though workers see compulsion as costly, they are better
off in a number of circumstances by accepting it (Stiglitz 1975). This becomes
more true as shirking by colleagues reduces the return to an individual worker
or increases his risk. When deposits dominate, banking is characterized by just
such a condition, since shirking by one bank can lower the return to another
directly. A “bad” bank’s failure or suspension, for example, would induce bank
customers to monitor the quality of their own bank’s liabilities.3 The cheap-
est way to monitor was to exercise the deposit contract. But if large numbers
of customers chose to monitor at once (a bank run), even a “good” bank ran a
substantial risk of failure. This externality problem strengthened the demand for
supervision, other things equal. The “best” banks would favor monitoring even
aside from externalities since disclosure of their status may allow them to capture
“ability rents.”

3. Suspension was a temporary default on the contract to exchange bank liabilities for specie.
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There are strong reasons in favor of quality measurement by the banks them-
selves. Bank measurement need occur only once per measurement period, for
example, but customer measurement involves a great deal of duplication. In
addition, bankers possess comparative advantages in judging the quality of the
assets backing deposits.

The CBCH was well positioned to provide monitoring and supervision ser-
vices to the banking industry. The form of the New York clearinghouse, embod-
ied in its 1854 constitution, included a number of aspects similar to institutions
commonly identified today as providing screening services, mainly educational
institutions. The clearinghouse required, for example, that member institutions
satisfy an admissions test (based on certification of adequate capital), pay an
admissions fee, and submit to periodic exams (audits) by the clearinghouse.
Members who failed to satisfy CBCH regulations were subject to disciplinary
actions (fines) and, for extreme violations, could be expelled.

Expulsion from the clearinghouse was a clear negative signal concerning the
quality of bank’s liabilities. It suggested that in the collective judgment of the
banking community, the probability of nonperformance in the exchange process
by the expelled bank was uncomfortably high. The ability of the CBCH to audit
a member’s books (to measure quality) at any moment provided strong incen-
tives for prudent behavior by each bank and thus strengthened the credibility of
the CBCH signals.4 Moreover, without access to the clearinghouse a bank had
to clear its checks in the more costly manner used prior to the existence of the
CBCH. Consequently, expulsion was a potent enforcement threat.

TheCBCHalso increased the value of other information signals. Each bank in
New YorkCity was required by law to publish on each Tuesday morning a state-
ment showing the average amount of loans and discounts, specie, deposits, and
circulation for the preceding week. Banks were also required to publish quarterly
statements of condition. The existence of the CBCH prevented banks from pub-
lishing inaccurate statements and from engaging in excessive “window dressing”
of balance sheets.5

The advantage of the CBCH organization was such that within a decade
a large number of new local clearinghouses were formed. These typically

4. Gibbons writes: “With knowledge of these facts (debits in excess of specie balances for a sus-
tained period), the Committee visits the bank, and investigates its affairs. If they are found to be
hopelessly involved, it is suspended from the exchange at the Clearing House—a last blow to its
credit” (pp. 319–20). Dismissal from the clearinghouse required only a majority vote.

5. “It was only when the Clearing House records were brought to such perfection as to give the
means of analysis and test beyond dispute, that the positive integrity of those statements could
be guaranteed to the public” (Gibbons 1859, p. 325). The CBCH would also investigate rumors
about the states of particular member banks. In response to rumors, the CBCH would audit the
bank and publish the results. There aremany examples of this in theNewYork CityClearinghouse
Association, Clearinghouse CommitteeMinutes (hereafter,Minutes).
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organized along lines similar to the New York CBCH, but some extended their
roles beyond that of monitoring to regulating bank behavior. The Buffalo and
Sioux City clearinghouses set interest-rate ceilings on deposits which could be
paid by member banks (Cannon 1910).

The New York CBCH did not employ fixed reserve requirements as
a supervisor-enforced constraint on members until 1858, when a 20 per-
cent “coin requirement” was established against “net deposits of every kind”
(Hammond 1957, p. 713). Reserve requirements were also soon thereafter
established in Philadelphia. The reserve requirement did not apply against circu-
lating notes.The CBCH alsomonitored the extent to whichmembers purchased
or borrowed specie from external sources to meet claims. Member banks were,
in effect, under implicit contract to the CBCH to avoid “excessive liability
management.”6

These activities of CBCHs served to enforce the fixed local exchange rate of
one-to-one between specie and demand deposits. By credibly supervising mem-
ber bank activities and by reducing the costs of clearing checks, CBCHs helped
demand deposits become the preferred bank product on the liability side. But
one problem remained: how would bank liability holders monitor the monitor?

9.3. THE CLEARINGHOUSE DURING BANKING PANICS

The behavior of CBCHs was consistent with a hierarchical form of organiza-
tion focused principally on supervisory kinds of activities. But, while the costs
of member-bank “cheating” were raised by the CBCH, it could not eliminate all
incentives to cheat. Indeed, by raising the public’s perception of the quality of
the “average” bank, the CBCH raised the benefit of cheating along with the cost.
There remained some incentive, therefore, for bank customers to engage in their
ownmonitoring of bank behavior. A banking panicmay be seen as an instance of
customer monitoring. Exercising the deposit contract’s option feature en masse
represents a cheap way for bank customers tomonitor the ability of their bank to
perform, and, in effect, to monitor the monitoring of the CBCH.

Banking panics were large-scale attempts by bank customers to convert
deposits into specie or currency. While the precise causes of banking panics
remain a point of dispute, it seems clear that, because of the information asym-
metry created by demand deposits, depositors had to rely on aggregate or
nonbank-specific information to assess the riskiness of deposits. Increases in

6. “A positive principle, or rule of financial government, has been demonstrated by this action of
the Clearing House on the city banks—that is, the restriction of loans, by the necessity of main-
taining a certain average of coin from resources within the bank. Borrowing from day to day will no
longer do. It cannot be concealed.” (Italics original, Gibbons 1859, p. 321.)
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business failures or the failure of a single large financial firm could cause deposi-
tors to “run” on all banks seeking, in a single act, to withdraw deposits and mea-
sure the performance of their individual banks and, implicitly, the performance
of the CBCH (Gorton 1984).

From a bank’s point of view, there are potentially large costs to such mea-
surement by its customers. The customers can only be convinced of the value
of demand deposits if the banks can transform them into specie or currency.
With bank notes, the secondary market signaled the value of bank portfolios in
an efficient manner. But without a secondary note market, bank claim holders
had to rely on nonmarketmethods of evaluation. In part because of the high cost
of obtaining information on the quality of bank loans, this portion of a bank’s
assets can be deemed illiquid. If the sale of such illiquid assets is required tomeet
depositors’ demands, then a bank may incur substantial losses. In other words,
the excessive measurement by customers which occurs during a panic effectively
makes illiquidity the same as insolvency.

With costless, full information, the banking systemwould never face problems
during panics because bank assets could easily be transformed into any other
desired securities. But in that case there would never be a panic to start with
because depositors would never need to monitor. With an information asym-
metry, banks would value some mechanism which allowed for their assets to be
transformed into some other security in such a way as to signal to depositors
their value. The CBCH provided such amechanism by inventing a new security,
the clearinghouse loan certificate.

The first issue of clearinghouse loan certificates occurred during the panic
of 1857; they were issued in every subsequent panic through 1914. The pro-
cess was straightforward: a policy committee of the CBCH First authorized the
issuance of loan certificates. Member banks needing specie or currency to sat-
isfy customers’ demands could then apply to the clearinghouse loan committee
for certificates. Borrowing banks were charged interest rates varying from 6 to 7
percent and were required to present “acceptable collateral” to be “discounted”
by the CBCH. The loan certificates had a fixed maturity of, typically, one to
three months. The important feature of the certificates was that member banks
could use the loan certificates in the clearing process in place of currency, freeing
currency for the payment of depositors’ claims.7

Themechanism of the loan certificate produced amore hierarchical organiza-
tional form of the CBCH during panics than existed otherwise. Indeed, during
panics when the loan certificate process was operating, the CBCH behaved
much like an integrated firm allocating resources by hierarchical decision. In fact,

7. The dates of issue, amounts issued, rate of interest, and nature of collateral can be found in the
Report of the U.S. Treasury, 1914, p. 589. In the pre–Civil War, “bills receivable, stocks, bonds,
and other securities” were acceptable. Also see Sprague (1910), pp. 432–33.
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the loan certificateswere claims on the clearinghouse, a joint liability of themem-
ber banks. If a member bank with outstanding loan certificates failed, the loss (in
excess of the value of pledged collateral) was shared by the remaining members
of the CBCH.8

The loan certificate process in effect internalized the missing market within a
hierarchical form. While depositors faced an information asymmetry, the banks
themselves were in a position to cope with this problem. The clearing process
itself provided information on members, as did clearinghouse audits and mem-
ber bank reports. Also, banks had the specialized knowledge to value bank assets.
Most importantly, individual banks had an incentive to lower the probability of
other members’ failures because of the information externalities. This meant in
practice that no member banks were allowed to fail during a period of panic.
Instead, members were expelled from clearinghouse membership for failure to
repay loan certificates after the panic had clearly ended and their failure would
result in weaker externality effects.

The loan certificate process was available to all members, and consequently, is
accurately described as a coinsurance arrangement. But thismeant that resources
had to be allocated to members, even those which the CBCH perhaps knew
would certainly fail, in the interests of allmembers. Since the interest rate on loan
certificates and the discount on collateral did not vary over banks or assets, the
central decisions of selecting and approving collateral, and deciding on amounts
of certificates were quantity decisionsmade by theCBCH.Moreover, theCBCH
could, at its discretion, demand additional security and requisition aid for
particularly troubled banks.9 The CBCH clearly possessed a great deal of
control. It regulated bank behavior substantially during a panic.

8. In New York the first explicit record of how loan certificates were to function,Minutes,Novem-
ber 21, 1860, does not mention this. It was made clear during the Panic of 1907 (Minutes, October
31, 1907) which was apparently the only occasion when, after the panic, members (two banks)
could not repay loan certificates. However, during the first panic the CBCHs faced after forma-
tion, a particularly lucid statement of this was adopted by the Boston CH (October 15, 1857).
The agreement is quoted in Redlich (1951), p. 159.

9. In Boston the original 1857 agreement included the following:

And it is further agreed . . . that the Clearing House Committee may at any moment call
upon any bank for satisfactory collateral security, for any balance thus paid in bills instead of
Specie; and each Bank hereby agrees with the Clearing House Committee, and with all and
each of the other Banks to furnish immediately such security when demanded.

Quoted in REDLICH (1951), p. 159.

In New York the CH Committee had the “power to demand additional security either by an
exchange or an increased amount at their discretion” (Minutes, November 21, 1860). But beyond
this was power to directly allocate resources by making requisitions on individual banks (Minutes,
October 21, 1907). Also, see Minutes, October 18, 1907; October 21–22, 1907; January 9, 28,
1907; February 1, 1908.
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Another managerial decision in which the CBCH became involved was when
and whether to suspend the right of deposit convertibility, that is, to suspend
the option feature of deposit contracts. Suspension amounted to default on the
deposit contract, and was a violation of banking law. Nevertheless, suspension
occurred on eight occasions during the nineteenth century.10 In banking pan-
ics after 1853, the CBCH played the central role in deciding whether and when
suspension was appropriate.11 Suspension signals that the CBCH believes fur-
ther liquidation of bank assets to acquire currency or specie is not in the welfare
interests of either the suspending banks or their customers (Gorton 1985a).

The transformation of the CBCH into a single firm-like organization during
panics was signaled by suspending the weekly publication of individual bank
statements, and instead, publishing the weekly statement of the clearinghouse
itself.12 In this way, the clearinghouse avoided identifying weak banks. But, more
importantly, with the loan certificate process at work, the aggregate information
was the appropriate information. Also, the CBCH did not publish the identity
of banks borrowing through the loan-certificate process. Cannon (1910, p. 90)
reports that “attempts on the part of the business community were made in vain
to discover what banks had taken out in certificates.”

For this organizational structure to be successful, the amount of currency
released from use in the clearing process through use of loan certificates had
to be large enough to signal to depositors that the one-to-one deposit exchange
rate was, in fact, correct. But the amount of currency released was limited, and
so, during the panics of 1893 and 1907, the clearinghouses directly monetized
bank portfolios by issuing loan certificates, in small denominations (as low as 25
cents), directly to the public. This allowed all the banks’ assets to be monetized,
if needed.13

Depositors were willing to accept loan certificates in exchange for demand
deposits (rather than currency) because the loan certificates, being claims on the

10. Suspension of convertibility occurred during August 1814, Fall 1819, May 1837, October
1857, September 1873, July 1893, and October 1907. Suspension also occurred in the 1860s
though this was not related to a major banking panic as in the other cases. Loan certificates were
issued during every panic after the formation of the CBCH, including 1860 and 1884. During the
crises of 1895 and 1896 the New York City CBCH authorized the issuance of loan certificates, but
no member banks applied (Loan Committee Minutes, December 24–31, 1895; August 24, 1896).

11. For example, the Marine National Bank was punished for acting on its own by unilaterally
suspending in May, 1884 (Minutes, May 6, 1884). The New York CBCH avoided suspension
during the Panic of 1884.

12. E.g., Loan Committee Minutes, January 30, 1891; June 6, 1893; November 1, 1907; and
Minutes, November 1, 1907.

13. Gorton (1985b) computes that theU.S.money stock temporarily increased in this way by 21/2
percent during the Panic of 1893 and by 41/2 percent during the Panic of 1907.
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CBCH, insured depositors against individual bank failure. In this way, the prob-
lem of bank-specific risk arising from the information asymmetry was solved,
leaving only the risk that the CBCH would fail. But the circulating loan certifi-
cates were neither bank- nor agent-specific, so a secondarymarket could and did
quickly develop, allowing the risk of CBCH failure to be priced. This secondary
market served as an index of confidence. Initially, a currency premium existed in
exchanges of certificates for currency.14 Over the period of suspension, it gradu-
ally subsided until reaching zero, whereupon suspension was lifted. In this way,
a market signal was sent from depositors to CBCHs.

During banking panics, the CBCH was operating a miniature capital mar-
ket, allocating resources by nonmarket means for the benefit of the collective
of firms. But once the period of suspension was over, the CBCH reverted to its
more limited organizational form. Only by reverting back to the more limited
organizational form could the CBCH restore the proper incentives for banks to
jointly monitor each other on a continuous basis.

Suppose that once the more hierarchical form of organization had been
adopted during a panic, the CBCH did not revert back to its more limited form.
Then individual banks, knowing that the loan certificates were available, would
have an incentive to make riskier loans since each would believe that the risk
could be spread over the other members through the loan certificate process.
Clearly, this would not be viable. During the period of suspension when the risk
pooling arrangementwas in effect, however, banks have incentives tomakemore
risky loans, free-riding on the CBCH. No mention of such a problem appears
in the archives of the New York Clearinghouse Association or other sources.
The problem apparently didn’t exist because member banks had no funds to
make new loans. During panics banks attempted to liquidate loans of existing
customers to generate cash. If amember did engage inmaking riskier loans, how-
ever, it was exposed to the risk that thematurity of the loanswould be longer than
the suspension period, making free-riding less likely. Also, the CBCH required
daily reporting of all balance-sheet changes during a panic period.

Only by reverting back to the more limited organizational form did individual
banks have the incentives to monitor each other. The externalities from individ-
ual bank cheating provided the incentives, and the resulting monitoring made
it possible for the panic-form of the CBCH to be effective since the risk expo-
sure of the members had been limited during nonpanic times. Consequently,
the changing organizational form and degree of regulation of the CBCH was an
integral part of the production of demand deposit services. In the absence of a
market to monitor product quality, bank firms were required to jointly produce
“confidence” in deposits, but this required a delicate balance between hierarchy
andmaintenance of market incentives.

14. See Sprague (1910), pp. 57, 187, 280–81.
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9.4. CONCLUSION

Analysis of the CBCH system focuses attention on the issue most critical to
the discussion of competitive banking: the ability of “the market” to control
the behavior of bank managers. Hayek (1976) and White (1984) have argued
that market forces are capable of controlling banks, and consequently preserv-
ing confidence in the system, provided that bank liabilities are convertible into
some outside money. Klein (1974) has emphasized the role of brand names
in establishing and maintaining confidence concerning convertibility. We have
argued, however, that, because of information asymmetries, the market’s capac-
ity to control bank behavior depends on the banking product mix. In particular,
the rising ratio of deposits to bank notes during the nineteenth century resulted
in (1) increased monitoring costs for bank customers, and (2) more significant
externality problems among banks. The CBCH, originally formed as a simple
collective to reduce the costs of collecting checks, became involved in moni-
toring activities and established mechanisms of managerial control. In fact, the
CBCH “regulated” bank behavior.

Our analysis provides a more complete and consistent explanation for the
role of private institutions such as the CBCH in the creation of monetary confi-
dence, which has been noted by Klein (1974), Timberlake (1984), and Gorton
(1985).15 It also suggests that the conclusions of Hayek (1976) and White
(1984) concerning the efficacy of markets as control mechanisms in banking
may be valid only under certain conditions concerning information costs and
monitoring technologies.
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Bank Panics and the Endogeneity
of Central Banking

GARY B. GORTON AND LIXIN HUANG* �

10.1. INTRODUCTION

Themost important function of a central bank is to provide liquidity to the bank-
ing system in times of crisis. The classic work on central banking, Lombard
Street, by Walter Bagehot, published in 1877, offered the advice that in times
of panic the central bank (Bank of England) should lend freely and continue to
pay out currency (Bagehot, 1877). At the time Lombard Street was published,
there was no central bank in the US and yet the private arrangement of banks in
the US clearinghouse system had already discovered Bagehot’s precepts and was
acting on them. In this chapter we argue that the lender-of-last-resort function of
“central banking” arose endogenously through the formation of state contingent
bank coalitions, such as clearinghouses, which provided liquidity during banking
panics.

In the model we propose, central banking emerges endogenously as a
response to the banking system’s problems of asymmetric information and con-
comitant moral hazard. In some banking systems these problems can lead to
banking panics. But, these banking panics are not irrational manifestations of
multiple equilibria. Rather, these episodes represent depositors monitoring their
banks, which are vulnerable to moral hazard problems in certain states of the
world. With the information asymmetry, such panics may involve inefficiencies
because banks may be mistakenly liquidated. Banks cannot honor the demands

* Thanks to Franklin Allen, Eslyn Jean-Baptiste, Michael Bordo, John Boyd, Charles Calomiris,
EdGreen, RichardKihlstrom, HolgerMueller, Ben Polak and to seminar participants at NewYork
University, the Yale Banking Conference, and the Federal Reserve Bank of Cleveland Conference
on the Origins of Central Banking for comments and suggestions. Huang acknowledges the finan-
cial support of theHongKongRGCCompetitive EarmarkedResearchGrant (CityU1252/03H).
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of all depositors; there is not enough liquidity in the banking system. Efficiency
can be improved in two ways. First, banks can be more accurately identified,
so that only those banks in bad states are liquidated. Secondly, liquidity can be
created which, as we show below, mitigates the problem of moral hazard. The
industrial organization of the banking system is crucial in determining whether
these improvements are operable. We show how central banking arose endoge-
nously as a by-product of the interaction between the industrial organization of
banking and the problems emanating from asymmetric information.

Specifically, we study three different organizational forms of the banking
industry: a systemwith small independent unit banks; a systemwith a few highly
branched and well-diversified big banks; and a systemwith a bank coalition. The
unit banking system is the least efficient, because it suffers from severe asym-
metric information problems, due in part to the fact that these banks are not
diversified. Costly economy-wide liquidations following banking panics are the
only way to forestall moral hazard. The big bank system is more efficient for two
reasons. First, diversification alleviates the asymmetric information problem so
that mistaken bank runs can be avoided. Second, big banks can self-monitor by
closing branches to improve the quality of assets. The self-monitoring mech-
anism enables big banks to send credible signals to depositors that incentives
to engage in moral hazard have been removed. Once depositors’ confidence
is restored, bank runs are stopped. The bank coalition system partially repli-
cates the big bank system in certain states of the world through state contingent
coalition operations, including mutual monitoring and liability pooling. How-
ever, ownership and property rights of individual banks give rise to incentive
compatibility constraints that prevent coalitions from fully replicating big banks.

The implications of the model are consistent with banking history. A com-
parison of the US and Canadian banking experiences from the middle of the
19th century is a particularly instructive example of the importance of industrial
organization in banking and its relation to central banking. Haubrich (1990),
Bordo et al. (1994, 1995), and White (1984), among others, study the drastic
contrast between these two systems. During the period 1870 to 1913, Canada
had a branch banking system with about 40 chartered banks, each extensively
branched, while at the same time the US had thousands of banks that could not
branch across state lines. The US experienced panics, while Canada did not.1

There were high failure rates in the US and low failure rates in Canada. Thirteen
Canadian banks failed from 1868 to 1889, while during the same period hun-
dreds of banks failed in the US (see the Comptroller of the Currency, 1920).
During the Great Depression, there were few bank failures in Canada, but the
Canadian banking system did shrink by about the same amount as in theUS (see

1. Calomiris and Gorton (1991) identify six panics in the US prior to 1865, seven during the
National Banking Era.
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White, 1984). Overall, the Canadian banking system survived the Great Depres-
sion with few effects, while in theUS, which had enacted the Federal Reserve Act
in 1914, the banking system collapsed. Canada’s central bank came into being in
1935, well after the Great Depression.

Associated with the likelihood of bank panics is the prevalence of private
arrangements among banks. In the US, for example, where panics were not
infrequent, the private clearinghouse system developed over the course of the
19th century (see Cannon, 1910; Sprague, 1910; Timberlake, 1984; Gorton,
1984, 1985; Gorton and Mullineaux, 1987; and Moen and Tallman, 2000,
among others). During a banking panic member banks were allowed to apply
to a clearinghouse committee, submitting assets as collateral in exchange for
“clearing house loan certificates,” which is a form of private money issued by
bank coalitions. The loan certificates were the joint liability of the clearing-
house, not the individual bank. During the Panics of 1873, 1893, and 1907 the
clearinghouse loan certificates were issued directly to the banks’ depositors, in
exchange for demand deposits, in denominations corresponding to currency.2

If the depositors would accept the certificates as money, then the banks’ illiquid
loan portfolios would be directly monetized. In this way, a depositor who was
fearful that his particular bank might fail was able to insure against this event by
trading his claim on the individual bank for a claim on the portfolio of banks in
the clearinghouse. This lender-of-last-resort function was the origin of deposit
insurance.

Bank coalitions are also not unique to the US. There are many examples of
bank coalitions forming on occasion in other countries as well (see Cannon,
1910 for information on the clearinghouses of England, Canada, and Japan).
We mention a few examples. According to Bordo and Redish (1987), the Bank
of Montreal (founded in 1817) emerged very early as the government’s bank
performing many central bank functions. The pattern of the Bank of Montreal
(and earlier precursors like the Suffolk Bank in the US) in which the bank coali-
tion is centered on one large bank, is quite common. Similarly, in Germany the
Bankhaus Herstatt was closed June 26, 1974. There was no statutory deposit
insurance scheme in Germany, but the West German Federal Association of
banks used $7.8 million in insurance to cover the losses. Germany is a developed
capitalist country where deposit insurance is completely private, being provided
by coalitions of private banks that developed following theHerstatt crisis of 1974
(see Beck, 2001).

2. The amount of private money issued during times of panic was substantial. During the Panic
of 1893 about $100 million of clearinghouse hand-to-hand money was issued (2.5 percent of the
money stock). During the Panic of 1907, about $500million was issued (4.5 percent of the money
stock). See Gorton (1985).
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The paper proceeds as follows. In Section 10.2 we present a simple model of
a banking system that is then analyzed in subsequent sections. Our first step is
to analyze two polar cases using the model. The first case is a banking system
with small independent unit banks (Section 10.3) and the second is a system of
large, well-diversified, branched banks (Section 10.4). Neither of these systems
literally represents reality, though they come close to the experiences of some
countries. TheUShistorically has been a systemof small independent unit banks
andwhen private clearinghouses were in existence, not all banks weremembers.3

The system of large branched banks, the other polar case, does resemble many
of the world’s banking systems, such as Canada. In Section 10.5 we consider the
system with small independent unit banks that can form a coalition in the event
of a banking panic. Section 10.6 concludes. Proofs of the propositions can be
found in the appendix of the paper on SSRN or NBERWorking Paper #9102.4

10.2. THE MODEL

There are three dates, 0, 1, and 2 in the model economy and two types of agents:
consumers/depositors and bankers. Bankers are unique in having the ability to
locate risky investment opportunities. Also, only banks can store endowments
(i.e., provide the service of safekeeping).

There is a continuumof bankers. Each banker has capitalβ and ameasure one
of potential depositors. Each bank has access to a riskless storage technology and
to a risky investment technology. The fraction of the portfolio invested in the
riskless storage technology is α; this investment will be referred to as reserves.
The remaining fraction 1 − α + β is invested in the risky technology. Invest-
ments in the risky projects have to bemade at date 0, and the returns are realized
at date 2. The return to a unit (of endowment good) invested in the risky project
is π̃ + r̃, that is, there is a systematic component, π̃ , and an idiosyncratic com-
ponent, r̃, to the return. So, the state of the macroeconomy is indicated by π̃ ,
while the bank’s individual prospects are indicated by r̃. We assume that π̃ is
uniformly distributed in the interval [πL, πH] and r̃ is uniformly distributed in
the interval [0, 2M]. For future reference, the probability density function of π̃
will be referred to as A, where A ≡ 1/(πH −πL).

At date 1, information about the date 2 return is realized, but there is asym-
metric information between bankers and depositors. Depositors observe the
realized state of the macroeconomy (π), but they do not observe the realized

3. Some banks were too far away to be members. Rural banks and banks in smaller cities did not
have formal clearinghouse arrangements.

4. See http://papers.ssrn.com/sol3/cf_dev/AbsByAuth.cfm?per_id=17513 or http://papers.
nber.org/papers/w9102.

http://papers.ssrn.com/sol3/cf_dev/AbsByAuth.cfm?per_id=17513
http://papersnber.org/papers/w9102
http://papersnber.org/papers/w9102
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state of their bank’s idiosyncratic return (r). Each banker knows his own bank’s
state (r), and observes the realizations of other banks’ idiosyncratic shocks at
date 1. Idiosyncratic shock realizations at date 1 are not verifiable among banks,
but realized cash flows at date 2 are verifiable. So, to be clear, banks cannot write
contracts with other banks contingent on idiosyncratic shocks at date 1. At date
0, we assume that banks’ capital β and choice of reserve level α are observable
and verifiable.

There is a moral hazard problem in that bankers have an opportunity to
engage in fraud at date 1. Fraud is socially wasteful. If a banker engages in fraud,
he gets a proportion f of the return, i.e., f (π + r), where f is strictly less than
1. The remaining amount, (1 − f )(π + r), is wasted and depositors receive
nothing. Projects can be liquidated at date 1, yielding a constant return of Q,
regardless of the state of the project.

Depositors have a subsistence level of 1. Their utility function is:

u(c1, c2) =
{

c0 + c1(1+ ε1)+ c2(1+ ε2) if c0 + c1 + c2 ≥ 1,
−∞ if c0 + c1 + c2 < 1,

where c0, c1, and c2 are consumptions at dates 0, 1, and 2, respectively. ε1 and ε2
represent depositors’ preference for later consumption.We assume ε2 > ε1 > 0
and they are both very small such that they can be ignored in the following anal-
ysis. The depositors’ utility function implies that they will always wait until date
2 to withdraw if they believe their deposits are safe. However, they will withdraw
at date 1 if they anticipate that there is any chance that their bankers are going to
engage in fraud. Depositors deposit in a single bank.

Because of their utility functions, depositors need to be assured that their
claim will be worth 1 unit and banks can satisfy this need. Implicitly, individ-
ual banks can diversify to this extent. Gorton and Pennacchi (1990) show that
uninformed consumers/traders with uncertain consumption demands prefer to
transfer wealth intertemporally with riskless claims. A better arrangement for
these consumers could be claims on a diversified bank that are always worth 1
unit (i.e., so that there is no private information that informed traders could take
advantage of).Wedo not explicitly incorporate all this here. Rather, in themodel
here the structure of preferences dictates the type of claim that banks will offer
depositors: the bank must offer the right to withdraw deposits at face value at
date 1, i.e., a demand deposit contract.

We assume that bankers are risk neutral and they get the entire surplus from
investment. In addition, we assume the following:

Assumption1. (1+β)(1− f )(πL+M)< 1. This assumption assures that there
is a potential moral hazard problem. Suppose a banker invests all of his assets in
the risky project, and the economy turns out to be in the worst possible state
(πL) at date 1. Consider the banker with the mean return πL +M. If he engages
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in fraud, he will receive f (1+β)(πL +M) . If he does not engage in fraud, his
payoff will be (1+β)(πL+M)−1. The assumption (1+β)(1− f )(πL+M)<

1 implies that the banker has an incentive to engage in fraud.

Assumption 2. πL > Q > f (πH + 2M). In words, there is a dead weight loss
if liquidation or fraud occurs. If fraud does not occur, then the value of a risky
project is greater than the liquidation value,Q, even if the project is in the lowest
possible state. If fraud occurs, then the value of a risky project is less than the
liquidation value even if the project is in the highest possible state.

Assumption 3. (πL +πH)/2+M > 1>Q . This assumption says that, ex ante,
a risky project is more efficient than riskless storage, if there is no liquidation or
fraud. However, if liquidation or fraud happens, then a risky project is dominated
by investment in riskless storage.

Assumption 4. (1+β)Q > 1. That is, if depositors withdraw from their bank
at date 1, then their deposit contract can always be honored.

Assumption 5. A risky project is indivisible when liquidation occurs. Although
at date 0, a banker can choose howmuch to invest in a risky project, at date 1 all
the assets in a risky project must be liquidated if liquidation occurs.

The essential ingredients of the model are the moral hazard problem and the
information asymmetry. Fraud, the assumedmoral hazard in this model, has his-
torically been the most common reason for bank failure. The Comptroller of the
Currency (1873), reporting on the Panic of 1873, wrote that all the bank failures
during the panic were due to “the criminal mismanagement of their officers or
to the neglect or violation of the national-bank act on the part of their directors”
(p. xxxv). A century later, the Comptroller of the Currency (1988b) reported
that:

The study found insider abuse inmany of the failed and rehabilitated banks
during their decline. Insider abuse—e.g., self-dealing, undue dependence
on the bank for income or services by a board member or shareholder,
inappropriate transactions with affiliates, or unauthorized transactions by
management—was a significant factor leading to failure in 35 percent of
the failed banks. About a quarter of the banks with significant insider abuse
also had significant problems involving material fraud. (p. 9)

For purposes of the model, it is important that there be a moral hazard
problem, but it is not essential that the problem be fraud. Any one of a num-
ber of moral hazard problems would suffice. Fraud, however, is a realistic and
significant problem.

Since a banker may have an incentive to engage in moral hazard in certain
states of the world, actions needs to be taken to stop them. Specifically in this
model, we make the following definition.
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Definition.Monitoring means to prevent a bank from engaging in fraud.
There are different ways to prevent fraud (or monitor the banks). The

simplest way is to take the assets away from the bankers.

Definition. A bank run is an event in which a large number of depositors, fearing
the banker engaging in fraud, withdraw their funds at date 1. A bank panic is an
event in which many banks suffer from bank runs.

Because of the problem of information asymmetry, there can be “good” runs
and “bad” runs. Good runs prevent the moral hazard problems; bad runs force
banks that are not going to suffer frommoral hazard problems to liquidate their
projects. According to Assumption 2, good runs are efficient while bad runs are
inefficient. If the information asymmetry problem can be alleviated, then bad
runs might be avoided. This generates the demand for a lender-of-last-resort.

Definition. A lender-of-last-resort is an institution which provides liquidity to
banks so that they do not have to liquidate their projects.

Note that liquidity provision has broader meanings than cash injection. For
example, if an institution can provide insurance for a bank, then a run can be
stopped. A more interesting example is that the lender-of-last-resort can save a
bank by delivering a convincing signal that the bank is in good state. In other
words, alleviating information asymmetry is also a way to provide liquidity. This
is the point we want to emphasize in this paper.

Bankers can commit to not engaging inmoral hazard by holding reserves.The
higher the level of reserves, the lower the probability of a bank run. However,
ex post, if the state of the economy is good at date 1, then it would have been
better to have invested reserves in risky projects. The bankers’ task at date 0 is to
choose an optimal reserve level, α (the fraction of bank assets held in the riskless
storage technology). This is the only choice variable. The optimal reserve choice
dependsonwhetherbankbranchingisallowedandontheinteractionbetweenthe
bankers. We interpret branching restrictions and different interactions between
the bankers as different banking systems.We consider three basic forms of orga-
nization, two polar cases and one intermediate case. The first case is a system of
many small independent unit banks. Thenext is a systemof large, well-diversified
banks, and the last is a system of small unit banks that can form a coalition in
certain states of the world. Below, we proceed to solve the bankers’ optimization
problem under the different organizations of the banking industry, examining
the reserve level, banking stability, and social welfare under each system.

10.3. THE SYSTEM OF INDEPENDENT UNIT BANKS

The first banking system we examine is one in which there are many small,
independent unit banks. That is, implicitly the banks are small so they are undi-
versified. This is because they have no branches and they do not interact with
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each other ex ante or ex post (they are independent). This system character-
izes those periods of US history, for example, where banks were not allowed to
branch and where they did not form explicit or implicit coalitions. We will call
this banking system the “unit bank” system.

Unit banks are “small” in the following sense: a banker in charge of a unit bank
can only manage one risky project. Implicitly, we imagine that banks are spa-
tially separated so that risky projects have the idiosyncratic risk of the individual
bank’s location. A banker only has the expertise in managing the project in his
local region. The assumption also implies that at date 1, the project of a banker
cannot be transferred to another banker, who lacks the skill to manage it. In
other words, a project involves a relationship specific investment that cannot be
transferred.

We solve the bankers’ optimization problem by backward induction. First,
given a unit bank’s choice of reserve level, α, we characterize the states in which
bankers will have incentives to engage in moral hazard and, hence, depositors
will withdraw their deposits. Second, we will calculate the bankers’ optimal
choice of reserve level, α, at date 0.

At date 1, depositors receive the signal about the state of the macroecon-
omy, π ; they do not observe the realization of their bank’s idiosyncratic shock, r.
Because their utility functions are kinked and they will get minus infinity if con-
sumption is less than one, they do not care about the likelihood of their bank
engaging in fraud, but only consider whether there is any chance of this occur-
ring. They, therefore, assume that r = 0 and check whether their banker has
an incentive to engage in fraud. Suppose a banker has reserves α and the real-
ized state of the macroeconomy is π . If the banker does not engage in fraud,
his payoff will be π(1 + β − α) + α − 1. If he engages in fraud his pay-
off will be π f (1+β −α), since he cannot steal anything from the reserves.
The banker has incentive to engage in fraud if and only if π f (1+β −α) >

π (1+β −α) + α − 1, or π < (1−α)/
((
1− f

)
(1+β −α)

)
. If such an

incentive exists
(
i. e. π < (1−α)/

((
1− f

)
(1+β −α)

))
, depositors with-

draw all their savings. Since all the depositors receive the same macroeconomic
information and all the banks are, from their viewpoint, homogeneous, if one
bank suffers from a run, there are runs on all the other banks. Therefore, a panic
occurs.

At date 0, anticipating what will happen in different states of the world at date
1, bankers choose the optimal reserve level to maximize their expected payoff.
On the one hand, bankers want to maximize investment in the risky projects
because this is more profitable, but on the other hand, they want to avoid being
prematurely liquidated in a banking panic at date 1. If bankers hold reserves such
that α ≥ αU

max ≡ (1− (1+ β)(1− f )πL)/(1− (1− f )πL), then they have no
incentive to engage in themoral hazard even if the economy is in the lowest state.
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Therefore, bankers solve the following optimization problem at date 0:

Maxα
∫ π r

πL

[
α + (1+β −α)Q − 1

]
dF(π̃)

+
∫ πH

π r

[
α + (1+β −α)(π +M)− 1

]
dF(π̃)

s. t. π r = 1−α

(1− f )(1+β −α)
,α ∈ [0, αU

max
]
.

PROPOSITION 1. There exists a unique optimal reserve level α ∈ [0, αU
max
]
that

solves the bankers’ optimization problem.

(The proof of Proposition 1, and all other proofs can be found in the longer
version of the paper on SSRN or the NBERWorking paper.)

The purpose of a panic is to monitor the bankers, to prevent them from
engaging in fraud. The panic is not irrational; it is not motivated by exter-
nalities due to actions of other depositors when there is a sequential service
constraint. Rather, the panic is related to the macroeconomy, which may create
incentives for bankers to engage in moral hazard. The fear of not being able to
satisfy subsistence should the banker engage in moral hazard, a kind of extreme
risk aversion, causes the depositors’ withdrawals. However, not all bankers will
engage in moral hazard. The problem is that depositors do not know which
bankers have high idiosyncratic shock realizations and which have low idiosyn-
cratic shock realizations. Depositors liquidate all banks because of information
asymmetry. Bankers hold high reserves to avoid being liquidated, but ex ante
this is inefficient.

10.4. THE BIG BANK SYSTEM

At the other extreme from a banking system composed of many independent
unit banks is a system where banks are large and heavily branched, or well diver-
sified. We call this the “big bank” system. Most banking systems in the world are
closer to this system than to the system of independent unit banks, discussed
above.

Because a big bank is well diversified, it has a portfolio of assets that has a
realized return of π + M at date 1. In other words, a big bank’s return is the
systematic return plus the diversified idiosyncratic mean return, M. This is the
essential point, namely, that the idiosyncratic risk is diversified away, implicitly
by virtue of the bank’s size via branching. Consequently, at date 1, the state of
macroeconomy is sufficient information for assessing the state of a big bank. As
a result, depositors know for sure whether a big bank is going to engage in moral
hazard or not and they never run a big bank wrongly.
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In addition to more transparent information, a second benefit is that a big
bank has the flexibility to liquidate individual projects. By liquidating projects
with low idiosyncratic returns, a big bank implements “self-monitoring” and
improves the quality of assets. More importantly, since branch closure is pub-
lic information, depositors know that a big bank’s situation has been improved.
If a big bank can convince depositors that its incentive to engage in moral hazard
has been eliminated by self-monitoring, depositors’ confidence can be restored
and they will allow the big bank to continue the non-liquidated projects till
completion.

Since the risky projects have the same liquidation value Q in spite of their
idiosyncratic returns, a big bank will always liquidate those projects that have the
lowest realized idiosyncratic returns. Suppose the big bank is to liquidate a frac-
tion x of the risky projects. It will liquidate those projects with realized idiosyn-
cratic returns, r, in the interval [0, x2M]. The average return on the remaining,
i.e., nonliquidated, (1− x) fraction of projects is π + (x2M+ 2M) /2 = π +
(1+ x)M. In order to make a commitment not to engage in fraud, the big bank
has to liquidate a fraction x of the risky projects such that:

α + (1+β −α)xQ + (1+β −α)(1− x)(π + (1+ x)M)− 1
≥ (1+β −α)(1− x) (π + (1+ x)M).

This is a quadratic inequality, which admits a solution in the interval [0, 1],5

x=
Q − (1− f )π −

√
(Q − (1− f )π)2 − (4M(1− f )(1−α)/1+β −α)+ 4M(1− f )2(π +M)

2M(1− f )
.

Anticipating what will happen in different states of the world at date 1, the
banker who owns a big bank chooses the optimal reserve level to maximize the
expected payoff at date 0. If the reserve level is higher than αB

max ≡ (1− (1+
β)(1 − f )(πL + M))/(1 − (1 − f )(πL + M)), then he has no incentive to
engage in moral hazard even if the economy is in the lowest state. The date 0
optimization problem can be written as

Maxα
∫ π r

πL

{
α + (1+β −α)xQ + [(1+β −α)(1− x)(π + (1+ x)M)− 1

]}
dF(π̃)+

∫ πH

π r

[
α + (1+β −α)(π +M)− 1

]
dF(π̃)

5. Since depositors can only observe howmany branches, but not which branches are closed, they
form consistent with the Big Bank’s action on the equilibriumpath. It is easy to characterize depos-
itors’ off-equilibriumpath beliefs. For example, depositors always believe that a Big Bank closes the
branches with lowest idiosyncratic returns and use this belief to check the Big Bank’s incentive.
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Table 10-1. BANK BALANCE SHEET ITEMS FOR CANADA AND THE US, 1870–1919

1870–79 1880–89 1890–99 1900–09 1910–19
Canada
Loan/assets 0.717 0.706 0.696 0.722 0.640
Securities/assets 0.013 0.021 0.071 0.087 0.110
Debt/equity 1.458 1.914 2.796 4.232 6.876
United States
Loan/assets 0.487 0.563 0.589 0.546 0.567
Securities/assets 0.253 0.169 0.117 0.164 0.168
Debt/equity 1.826 2.334 2.620 4.184 5.352

SOURCE: Table 4 of Bordo et al. (1995) (based on US Comptroller of the Currency,
Annual Reports, and Curtis, 1931).

s. t. π r +M = 1−α

(1− f )(1+β −α)
,

α ∈ [0, αB
max
]
,

x=
Q − (1− f )π −

√
(Q − (1− f )π)2 − (4M(1− f )(1−α)/1+β −α)+ 4M(1− f )2(π +M)

2M(1− f )

PROPOSITION 2. The above objective function is strictly concave in α. There is a
unique optimal reserve level, α ∈ [0, αB

max
]
that solves the big bank’s optimization

problem.

To emphasize, note that in the big bank system banks may experience with-
drawals at date 1, but they do not fail because of their ability of “self-monitoring.”
This is the major difference from the unit banking system, in which bank panics
cause bank failures. In the big bank system, although some of the projects might
be liquidated and branches closed, the system can survive. The unit banking
system cannot survive panics.

In broad outlines, the distinction between the big bank system and the sys-
tem of small independent unit banks corresponds to the difference between the
Canadian and US systems. As mentioned above, the Canadian system gener-
ally displayed fewer failures and no panics. In addition, as table 10.1 makes
clear, Canadian banks held fewer reserves (in the form of securities) and,
correspondingly, they made more loans per asset dollar.

After 1920, the comparison is also stark. By 1920 the private clearinghouse
system in the US that functioned as a lender-of-last-resort was gone, having been
replaced by the Federal Reserve System. In Canada, the bankmergermovement,
from 1900 to 1925, reduced the number of banks and resulted in a small number
of banks with large branch networks. Prior to the merger movement, Canadian
banks were branched, but there were manymore banks. The post-mergermove-
ment banking system in Canada is clearly the big bank system. The comparison
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between the two systems during this period is the subject of Bordo et al. (1994),
who emphasize the fact that between 1920 and 1980 there was one bank failure
in Canada, in contrast to hundreds and thousands in the US, particularly dur-
ing the Great Depression. There were no banking panics in Canada, though the
reduction in deposits during the Great Depression was of similar magnitude, as
noted above.

10.5. BANK COALITIONS

The above two polar cases, the unit banking system and the big bank system, can
be thought of as representative benchmarks. In this section, we introduce the
possibility of a bank coalition, i.e., a state contingent agreement between banks.
The discussion of bank coalitions will follow the US clearinghouse experience,
briefly described above, but the argument is more general, as discussed below.

Thebasic idea for the coalition is as follows. The failure of individual small unit
banks as a result of bank runs at date 1,despite holding high levels of reserves, can
be improved upon if the small banks can replicate, at least partially, the perfor-
mance of a big bank. Diversification allows big banks to alleviate the information
asymmetry problem. In addition, big banks can “monitor” themselves by liqui-
dating part of their portfolio, in the face of withdrawals, to boost the depositors’
confidence. For small banks to attempt to replicate theperformanceof abigbank,
a mechanism that achieves these two functions must be invented.

Credibility of a coalition is established by a signal of its solvency; the signal
is the coalition’s act of issuing claims backed by all member banks to depositors
in exchange for individual bank deposits. These claims, the loan certificates, are
supported by a sharing rule that combines assets and liabilities at date 1 and pro-
vides incentives for themember banks with high idiosyncratic shock realizations
to monitor member banks with low idiosyncratic shock realizations. “Moni-
toring” means to prevent member banks from engaging in moral hazard, by
liquidating these banks or subsidizing them. The internal workings of the coali-
tion are not observable to depositors, so they will not accept the loan certificates
unless they believe that the coalition’s behavior is incentive compatible. In equi-
librium depositors’ beliefs will be consistent with the behavior of the coalition.
We now turn to providing the details.

10.6. THE SETTING WITH BANK COALITIONS

Suppose that there are small independent unit banks at date 0. They are prohib-
ited from forming a big bank. (For example, banks are prohibited frombranching
across state lines.) Without forming a big bank, however, unit banks can get
together to form a coalition by reaching an agreement about their individual



266 BANK ING PAN ICS

capital and reserve levels at date 0. The coalition stipulates date 1 state contin-
gent rules indicating which banks to be liquidated and how to share liabilities
among the remaining non-liquidated banks. Because the idiosyncratic shocks are
not verifiable, and thus not contractible, the coalition has no power to force its
members to comply with the rules and the member banks are free to quit at any
time they want. In other words, coalition rules have to be incentive compatible.
Depositors cannot observe whether the rules have been carried out or not at date
1. They can only observe whether the coalition liquidates some of the member
banks and combines the assets and liabilities of the remainingmember banks.

The sequence of events at date 1 begins with depositors observing the realized
state of the macroeconomy and deciding whether to withdraw their deposits or
not. Then the banks decide whether to trigger the operation of the coalition.We
define the coalition and the operation of the coalition as follows:

Definition. The bank coalition is an agreement between member banks at date
0 about the following issues to maximize the total payoffs to its member banks:6

(i) Bank reserve levels, α, at date 0.
(ii) A date 1 state-contingent rule, P(α, π), indicating when the coalition is

to operate (P= 1) or not operate (P= 0). If P = 0, then banks act as
unit banks. (The contingency, in fact, will be a panic; this is shown
below.)

(iii) If the coalition is set into operation, then the coalition applies two rules:
a liquidation rule L(α, π , r), which is a mapping from [0, 2M] to
{1, 0}, indicating whether a member bank with idiosyncratic shock r is
to be liquidated (L= 1) or not liquidated (L= 0); and a debt transfer
rule,D(α, π , r),7 which is a mapping from [0, 2M] to R+, indicating
the liability reallocated to a non-liquidated member bank with
idiosyncratic shock r. Deposits in non-liquidated banks are replaced
with loan certificates, which are debt claims of the coalition, backed by
all the assets of all the member banks.

The operation of the coalition is intended to achieve two goals. First, by liq-
uidating some of the member banks the coalition tries to inform depositors that

6. For simplicity, we do not go into the details how decisions are made inside the coalition. We
assume that the internal organization of the coalition is equivalent to assuming the existence of a
coalition decision maker who is independent of any of the member banks and maximizes the total
payoffs to all member banks.

7. Although r is not verifiable, D is verifiable at date 2. Moreover, the coalition needs to prevent
member banks revealing their r by showing depositors their D(α, π , r). We can imagine that the
coalition takes out a note “You owe the coalitionD(α, π , r)” and asks the banker for his signature.
In this way, only the coalition holds the verifiable contracts, which specify all non-liquidated banks’
liabilitiesD(α, π , r).
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“mutual monitoring” has started and the non-liquidated banks are in relatively
more sound states. This partially alleviates the asymmetric information between
the banks and depositors. Second, by pooling the liabilities the coalition quells
depositors’ concern over banks’ idiosyncratic states and convinces depositors
that the coalition as a whole is healthy and good banks will provide liquidity to
bad banks.

10.7. EQUILIBRIUM WITH BANK COALITIONS

Suppose at date 1 the systematic macroeconomic state, π , is realized. Define
r∗ ≡ (1−α)/

((
1− f

)
(1+β −α)

)− π . We have f (1+β −α)(π + r) >

α + (1+β −α)(π + r) − 1 for r < r∗ i.e., only banks with r < r∗ have incen-
tives to engage in fraud. If these banks act as unit banks (i.e., the coalition does
not operate, P(α, π) = 0), the total payoff to all the banks is∫ r∗

0
f (1+β −α)(π + r)dF(r̃)+

∫ 2M

r∗

[
α + (1+β −α)(π + r)− 1

]
dF(r̃).

If the coalition operates (P(α, π) = 1), the liquidation rule and the sharing
rule are carried out. Under any given coalition rules, the coalition as a whole
can be either solvent or insolvent at date 2. If it is solvent, the total of payoff
cannot exceed

∫ 2M
0 [α + (1+β −α)(π + r)− 1]dF (r̃) , which can be reached

when none of the member banks engages in fraud. If it is insolvent, the total
payoff cannot exceed

∫ 2M
0 f (1 + β − α)(π + r)dF (r̃) , which can be reached

when all member banks engage in fraud. Therefore, the maximum total payoff a
coalition can achieve is

max
{∫ 2M

0
[α + (1 + β −α)(π + r)− 1]dF (r̃) ,∫ 2M

0
f (1+β −α)(π + r)dF (r̃)

}
. Since∫ r∗

0
f (1+β −α)(π + r)dF (r̃)

+
∫ 2M

r∗
[α + (1+β −α)(π + r)− 1]dF (r̃)

≥max
{∫ 2M

0
[α + (1+β −α)(π + r)− 1]dF (r̃) ,∫ 2M

0
f (1+β −α)(π + r)dF (r̃)

}
,

it is better not to carry out the coalition rules voluntarily.
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Depositors are rational and they understand that the coalition is not going
to operate without a bank panic. So they run the banks to trigger the state
contingent operation of the coalition.

Once the depositors run the banks, the coalition has to operate to convince
the depositors that it will exert its monitoring and coinsurance functions, the
following proposition presents the details.

PROPOSITION 3. Suppose that at date 1 π < (1−α)/
((
1− f

)
(1+β −α)

)
and, consequently, depositors run the banks. Define

x∗ (α, π) ≡max

{
0, min

{
1,

1−α −π
(
1− f

)
(1+β −α)

M
(
1− f

)
(1+β −α)

− 1

}}
.

The coalition operates, i.e., P(α, π) = 1. It applies the liquidation rule, set-
ting L(α, π , r) = 1 (i.e., liquidation) for banks with idiosyncratic shocks r ∈
[0, x∗ (α, π)2M] and pays these bankers α + (1+β −α)Q − 1. For non-
liquidated banks, the coalition reallocates liabilities according to the members
type, r: D(α, π , r) = α+(1− f

)
(1+β −α)(π + r) ; loan certificates backed

by all non-liquidated banks are issued to replace deposits in these banks. All
member banks comply with coalition rules.

The proposition shows how the coalition behaves as a lender-of-last-resort
by monitoring and by providing insurance.8 Monitoring corresponds to liq-
uidating bad banks, those with the worst idiosyncratic shock realizations
(r ∈ [0, x∗ (α, π)2M]) . These banks would have engaged in fraud. The insur-
ance comes from the transfers implemented among the non-liquidated banks
(r ∈ [x∗ (α, π)2M, 2M]). These banks are assigned new debt obligations
according to D(α, π , r) = α + (1− f

)
(1+β −α)(π + r) . Their original

debt, i.e., face value of the demand deposits, was one. Note that banks with
r < (1−α)/

((
1− f

)
(1+β −α)

) − π have their liabilities reduced, i.e.,
D(α, π , r) < 1, so they no longer have incentives to engage in fraud. This
is efficient because the continuation values of these projects are worth more
than the liquidation value if they are immune to fraud. Member banks with
r > (1−α)/

((
1− f

)
(1+β −α)

) − π have their liabilities increased, i.e.,
D(α, π , r) > 1, so they are taxed to pay the subsidy to the low r banks. Banks
with high idiosyncratic shock realizations cannot be taxed toomuch, or they will
engage in fraud. The transfers of the debt obligations must satisfy the budget

8. Here again, for expositional purposes, we omit the characterization of the off-equilibrium path
beliefs held by depositors when they observe that the number of banks liquidated by the coalition
is different from what the liquidation rules stipulate. The most reasonable belief is that deposi-
tors always believe the coalition liquidates banks with lowest idiosyncratic returns. It is easy to
check that such a belief does not allow the coalition to deviate from the liquidation rule and the
sharing rule.
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constraint
∫ 2M
x∗ D(α, π , r)dF (r̃) = 1. This limits how much liquidity the coali-

tion can provide and, therefore, determines the point at which member banks
are liquidated.

The banking panic creates an externality for banks that would not engage
in the moral hazard problem, the “good” banks. Without a panic, they would
have no incentive to monitor the banks that are going to engage in fraud,
the “bad” banks. Because depositors do not know the idiosyncratic states
of each bank and bad banks can always mimic good banks, good banks
cannot renege on their responsibilities by quitting the coalition. Facing the
prospect of being liquidated, they are forced to monitor the bad banks by
liquidating the worst ones and providing liquidity to the others via liability
sharing.

There is a critical difference between how the coalition and the big bank deal
with panics. The difference has to do with the difference between the ownership
and property rights in these two systems. The banker of a big bank (implicitly)
hires branch managers to manage branches for him, and he gets the entire sur-
plus. We do not need to consider the branch managers’ incentives because the
branch manager has no property rights over his branch.9 A coalition member
cannot be forced to operate his bank in a certain way, nor can he be involuntar-
ily separated from his assets. Consequently, when a big bank closes a branch, it
gets α + (1+β −α)Q − 1 after paying off the branch depositors and uses this
amount as additional reserves. These additional reserves change the incentives
of the big bank. But, the coalition cannot increase reserves in this way because
member banks have the property rights and hence control of their assets; they
are free to quit the coalition. In addition, while the big bank “monitors” itself,
the coalition works through “mutual monitoring.” Non-liquidated good banks
need to bribe/subsidize non-liquidated bad banks to keep them from engag-
ing in fraud. This restricts the coalition’s liquidation rule and the sharing rule
because each banker has to be promised a payoff at least equal to what he can
get from quitting the coalition or staying and engaging in fraud. Otherwise
the coalition would have more freedom to set these rules and act more like a
big bank.

At date 0, each bank must decide whether to join the coalition and the coali-
tion must determine the optimal reserve level α. The optimal reserve for the
coalition is the solution of the following problem:

9. The banker of a big bank is the owner and has the cash flow rights. Even though a manager can
engage in fraud, it does not mean he can reap the benefit of doing so, because the realized cash
flows go to the banker first before they are redistributed to the managers. In addition, since the
banker has the full control, it is easy for him acquire evidence and bring a manager to the court in
case the manager engages in fraud without his agreement
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Maxα
∫ π r

πL

[
α + (1+β −α)xQ + (1− x) × (π + (1+ x)M)]dF(π̃)

+
∫ πH

π r

[
α + (1+β −α)(π +M)

]
dF(π̃)− 1

s. t . π r = 1−α

(1− f )(1+β −α)
,

x=max

{
0, min

{
1,

1−α −π
(
1− f

)
(1+β −α)

M
(
1− f

)
(1+β −α)

− 1

}}
,

α ∈ [0, αU
max
]
.

PROPOSITION 4. The coalition’s objective function is strictly concave in α. There is
a unique optimal reserve level, α ∈ [0,αU

max
]
, that solves the coalition’s optimization

problem. At date 0, every bank strictly prefers to join the coalition.

The coalition system is an intermediate case between the unit banking sys-
tem and the big bank system. When the macroeconomy is in the good state, the
coalition system is the same as the Unit Bank system. Contingent on banking
panics following a negative systematic shock, the coalition system is triggered
and mutual monitoring and insurance take place. The coalition partially repli-
cates the big bank. The unique feature associated with the coalition is that when
a panic occurs, it suspends convertibility and issues certificates. This feature
is important because it is a commitment made to depositors that the non-
liquidated member banks will not engage in fraud and it provides incentives
for member banks to monitor and insure each other. The role of suspen-
sion of convertibility here is quite different from a coordination device used
to eliminate Pareto-dominant equilibria in other models (e.g., Diamond and
Dybvig, 1983).

10.8. COMPARING THE DIFFERENT BANK SYSTEMS

We have studied three different banking systems: the independent unit banking
system, the big bank system, and the bank coalition. In this section, we compare
these systems in terms of welfare. Keep in mind that, on the one hand, holding
reserves is inefficient because the risky project earns a higher return. But, on the
other hand, holding fewer reserves means a higher chance of a panic and project
liquidation.

PROPOSITION 5. The unit banking system holds more reserves than the coalition
system, which, in turn, holds more reserves than the big bank system. The big bank
system is more efficient than the coalition system, which is more efficient than the
independent unit banking system.
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In the unit banking system, if depositors monitor banks by withdrawing, then
the bank panic results in all banks being liquidated. Independent unit banks can-
not monitor each other, nor do they have (private) deposit insurance like the
coalition system. Banks in the unit banking system can only resort to excess
reserves to avoid the ex post losses from forced liquidations. The big bank
has two advantages. First, diversification eliminates the information asymmetry
problem. And second, it can close branches and use the proceeds as reserves to
alter its incentives to engage in fraud—self-monitoring and liquidity provision.
Such advantages allow the big bank to invest more in the risky projects and hold
less reserves. The coalition system lies between the unit banking system and the
big bank system. State contingentmonitoring and co-insurance provide banks in
the coalition with a way to survive panics if they are solvent. However, because
property rights in the coalition do not allow it to completely replicate the big
bank, mutual monitoring and insurance is not as efficient as self-monitoring and
liquidity improving, and banks in the coalition have to hold more reserves than
banks in the big bank system.

10.9. DISCUSSION

We studied the relation between the industrial organization of banking and
banking panics. Banking panics occur in systems of small unit banks. Panics
result from depositors monitoring/liquidating banks in a setting where some
banks are more likely to be engaging in moral hazard, but the depositors do
not know which banks are the more likely because of asymmetric information.
Banking systems with large, well-diversified, banks are more efficient because
diversification alleviates asymmetric information problem. In addition, branch
closure as a publicly observable self-monitoring mechanism allows big banks to
improve the quality of assets and restore depositors’ confidence. When branch-
ing is not allowed, the lender-of-last-resort functions, including money creation,
monitoring, and deposit insurance arose from private arrangements among
banks. Small banks formbank coalitions to monitormembers and provide insur-
ance to depositors. Banking panics play a crucial role inmaking such private bank
coalitions work. They impose an externality on member banks so that they are
forced to commit to pool resources and liquidate somemembers.

Why did government central banks replace private bank coalitions? In the
above analysis, there is no obvious rationale for the government to step in and
provide the lender-of-last-resort function unless the government hasmuchmore
power than private agents, more resources than private agents, or there are costs
to panics that have not been considered. Gorton and Huang (2003) consider
the above model, but include a transactions role for bank liabilities. A panic dis-
rupts the role of bank liabilities as a medium of exchange. They argue that in this
context the government may be able to improve welfare with deposit insurance.
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Liquidity, Efficiency, and
Bank Bailouts

GARY B. GORTON AND LIXIN HUANG*�

In the early 1980’s high interest rates caused many U.S. savings and loan institu-
tions to become economically distressed. At the height of the crisis, the period
1988–1992, an average of one bank or S&L was closed every day (Mary L. Bean
et al., 1998).1 But, what was to become the thrift crisis in the late 1980’s has, in
large part, been attributed to the fact that insolvent institutions were allowed
to remain open, mostly due to the depleted resources of the Federal Savings
andLoan InsuranceCorporation. Insolvent thrifts were not promptly closed and
their assets sold to new investors. The policy of allowing insolvent institutions to
remain open was labeled a policy of “forbearance” and Edward J. Kane deemed
the insolvent thrifts “zombies.”2 Eventually, the Resolution Trust Corporation

* We thank Franklin Allen, Jack Kareken, Richard Kihlstrom, Adriano Rampini, three anonymous
referees, and seminar participants at the University of Minnesota and the Federal Reserve Bank of
New York for comments and suggestions. Huang acknowledges partial research funding provided
by a grant fromCity University of Hong Kong.

1. During the period 1980–1994, 1,617 banks with $302.6 billion in assets were closed or received
assistance from theFederalDeposit InsuranceCorporation. During the sameperiod, 1,295 savings
and loans, with $621 billion in assets, were closed by the Federal Savings and Loan Insurance
Corporation (FSLIC) or the Resolution Trust Corporation, or received assistance from FSLIC;
see Bean et al. (1998). On the thrift crisis generally, see R. Dan Brumbaugh, Jr. (1988), Edward
Kane (1989), James Barth (1991), and Lawrence White (1991).

2. The term “zombie thrifts” became widely used and is now applied to similar banking situations.
In a private communication, EdKane recalls having first used this term in a speech to theAmerican
Bar Association in 1986. It first appeared in published work in Kane (1987), a paper that was
presented at theWestern Economics Association in 1986.
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was established to liquidate the assets of insolvent thrifts.3 The bailout of the
thrift industry ultimately cost $180 billion (3.2 percent of GDP); see Gerard
Caprio and Daniela Klingebiel (1996).4

Prolonged and expensive government bailouts of financial intermediaries fol-
lowing banking crises have recently proliferated around the world, and it is not
only transitional and emerging economies that have had such experiences.5 As
in the U.S. thrift crisis, the resolution of these crises typically involves the use
of public money to subsidize the restructuring or disposal of impaired loans, a
“bailout.” In a survey of 120 banks in 24 developed countries in the 1980’s and
1990’s, Charles A. E. Goodhart (1995) found that two out of three failed banks
were bailed out. These bailouts are expensive. In a sample of 40 such episodes,
PatrickHonohan and Klingebiel (2000) found that, on average, countries spend
12.8 percent of their GDP cleaning up their banking systems. Stijn Claessens
et al. (1999) set the costs at 15–50 percent of GNP. To emphasize, even devel-
oped economies other than the United States have faced large costs of bank
bailouts. For example, Spain is estimated to have spent 16.8 percent of GNP on
bailouts; Sweden, 6.4 percent of GDP; Finland, 8 percent of GDP. See Caprio
and Klingebiel (1996).

In bank bailouts the government directly aids banks by buying equity, extend-
ing long-term loan guarantees to the banks, or buying bank loans at favorable
prices. [Usually, nonperforming loans are purchased by the government at face
value (see Daniel, 1997).] Sometimes government bonds are exchanged for bad
bank loans. Often a public centralized asset management company is set up that
uses government funds to lend to troubled banks against specific loan collateral
or that buys the loans from the banks (e.g., see JohnHawkins and Philip Turner,
1999; David Woo, 2000). For example, in the Asian crisis, government-owned
asset management companies in Indonesia, Malaysia, Korea, and Thailand had,

3. The 1989 Financial Institutions Recovery, Reform and Enforcement Act (FIRREA) substan-
tially changed the regulatory structure of the thrift industry. The Resolution Trust Corporation
(RTC) was part of the 1989 law. The RTC was the government vehicle for selling the assets of
closed thrifts.

4. According to Barth and Bartholomew (1992), as of 1992: “More than 500 institutions were
closed at an estimated present-value cost in excess of $50 billion. Still another 500 ormore institu-
tions were open but insolvent at the end of the decade. These remaining candidates for closurewill
cost an estimated $100 billion or more . . .” (p. 37). Other estimates are considerably higher. For
example, the Wall Street Journal, April 6, 1990, cites a Congressional Budget Office and General
Accounting Office projection of a cost of $300 to $350 billion. See Kane and Min-Teh Yu (1996)
for market value estimates.

5. Caprio and Klingebiel (1999) count 112 episodes of systemic banking crises in 93 countries
since the late 1970’s. Since 1980, at least two-thirds of International Monetary Fund member
countries have experienced problems with their banking systems (see James A. Daniel, 1997).
Also, see Carl-Johan Lindgren et al. (1999).
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by April 1999, taken over bank assets with face values equivalent to 20, 17,
10, and 17.5 percent of the GDP of these respective countries (Lindgren et al.,
1999).6 An early, and influential, example of such a vehicle was the Recon-
struction Finance Corporation (RFC) that President Herbert Hoover initiated
during the onset of the Great Depression in the United States (see James Stu-
art Olson, 1977; Joseph Mason, 2001). The RFC is the (implicit or explicit)
model for a large number of such vehicles in countries around the world, includ-
ing the Resolution Trust Corporation, founded to use federal money to buy
and then sell assets of insolvent U.S. savings and loans institutions (see Walker
Todd, 1992). As we discuss later, government bank restructuring agencies are
now commonplace.7

Why do government bailouts occur?Why does the government engage in for-
bearance, rather than simply closing insolvent banks and selling their assets to
private investors immediately?8 Are government bailouts efficient? The basic
idea developed in this paper is that it is costly for private agents to be prepared
to purchase substantial amounts of assets on short notice, such as the assets of
the banking system (or a large part of the banking system), because liquidity is
socially costly. Simply put, the sheer volume of the assets that need to be sold
can be too large for private agents to absorb quickly. The resources of private
agents are “illiquid.” In order tomake this point, we firstmust address the issue of
“liquidity.”What is “liquidity” andwhere does it come from?And, how does “liq-
uidity” relate to “market efficiency”? The first part of the paper addresses these
questions. The second part of the paper demonstrates how these answers are
useful in understanding government bailouts.We showhow the government can
create liquidity and improve welfare. We go on to address the issue of whether

6. Hawkins and Turner (1999) list 15 countries that have recently restructured their banking
systems and corporate sector with asset management companies; see their Table 12.

7. It is not only financial institutions that are bailed out. Nonfinancial firms are also some-
times bailed out directly. Nonfinancial firm bailout examples include firms that had outstanding
commercial paper during the Penn Central crisis (see Charles Calomiris, 1994), the Chrysler
Corporation (see Lee Iacocca and William Novak, 1986), and the airlines industry following the
terrorist attacks of September 11, 2001. In these cases, the government provided loan guaran-
tees to a syndicate of banks and, in the case of Penn Central crises, provided liquidity through
the Federal Reserve’s discount window lending. A related example is the case of the hedge fund
Long Term Capital Management (LTCM), where the lenders in effect purchased the assets at
the government’s instigation (see Lowenstein, 2000). But, in most countries corporate restruc-
turing is intimately related with bank restructuring because of the prevalence of bank loans; most
of the nonperforming loans of a banking system are the obligations of nonfinancial firms that are
no longer able to meet their debt payments (see Hawkins and Turner, 1999, and Mark Stone,
2002).

8. We do not address the issue of why banking systems come to be distressed. See Gorton and
AndrewWinton (2003) for a survey of the literature on banking crises and banking panics.
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the government has the resources to bail out the banking system. Perhaps a pol-
icy of “forbearance” is optimal. We provide conditions under which this is the
case.

We start with a general setting in which agents who have invested in securi-
ties or projects sometimes need to sell them later. The price the projects fetch
at that time depends upon the “liquidity” of the market. We present a general-
equilibriummodel in which not all assets can be used to purchase all other assets
at every date. “Liquid” assets are the only readily available funds that can be used
to purchase projects/securities from other agents. “Liquidity” then refers to the
extent to which liquidity supply can meet liquidity demand. If insufficient liquid
funds are available, then claims on projects cannot be subsequently transferred,
because potential new owners have no way to buy them. Projects that cannot be
transferredmay decline in value. Recognizing that there may be opportunities at
future dates to buy, some agents initially choose to invest in “liquid” assets. So,
liquidity provision can be socially efficient.

There are two requirements for a model of liquidity. First, there must be a
need to trade: at some dates there must be agents seeking to sell assets and
there must be other agents who are willing to buy. Second, there is a restriction
needed, namely, not all assets can be used to purchase all other assets at every
date. Buyers must be restricted to making purchases only with certain assets,
“liquid” assets. This restriction is akin to a cash-in-advance constraint. The con-
straint arises from the fact that other assets are not liquid; they cannot be used
to trade at some dates. In the model here agents make investment choices at the
initial date, choosing a long-term investment project or choosing a short-term
investment project. The only purpose of selecting a short-term project is to get
“liquid” assets to possibly buy a troubled long-term project at a later date. Long-
term projects are financed by borrowing from lenders. Subsequently, long-term
project borrowers learn whether their projects are high value or low value. Own-
ers of low-value projects are “distressed” and may engage in moral hazard. But
low-value projects may be recapitalized by being sold in the “liquidation”market
to agents with available liquid capital. The only buyers available are agents who
initially chose short-term projects for exactly this purpose (“vulture” investors).

It is costly for a society to always have liquid funds stand by in large amounts,
as alternative investments (long-term projects) are (socially) more attractive,
but “illiquid.” The private provision of liquidity can be avoided, if, instead of
projects being sold in the liquidation market, the original lenders are willing
to forgive debt of borrowers with low-value projects. Such forgiveness dom-
inates the private provision of liquidity since it does not involve inefficient
“hoarding,” i.e., investing in the short-term project to get liquid funds. But,
forgiveness is not always in the interests of lenders. If forgiveness is not in
their interests, then privately supplied liquidity is the only way to recapitalize



Liquidity, Efficiency, and Bank Bailouts 277

projects. Since this is socially costly, perhaps the government can improve wel-
fare by supplying liquidity. We showwhat it means for the government to supply
liquidity.

Owners of long-term projects that had a high value realization are privately
illiquid because they cannot monetize their gains, i.e., their assets are illiquid.
But, the government canmonetize their gains by issuing securities backed by tax
revenue collected from these agents later. The government securities are used to
subsidize owners of low-value projects, while owners of high-value projects are
taxed later. Low-value projects are recapitalized by the subsidies.

We then extend the analysis to consider possible systematic risk in the banking
system and to investigate the phenomena of bank bailouts. As above, investment
in projects at the initial date is financed through borrowing. Subsequently, long-
term project owners learn the value of their projects and may desire to sell their
projects in the liquidation market in order to obtain the recapitalization. But,
the lending banks may also want to engage in moral hazard for the same reasons
that their borrowers might engage in moral hazard. If banks suffer a negative
shock to their capital (from other asset-side activities), then they may acqui-
esce in allowing their borrowers to engage in moral hazard rather than seeking
to recapitalize them. In this case, banks are not interested in liquidating their
borrowers’ projects. Anticipating that this may occur affects the initial choice
of investments, in particular the supply of liquidity, and can reduce social wel-
fare. We provide conditions under which the government can improve welfare
by bailing out banks.

There are many different notions of “liquidity” and “illiquidity” in the litera-
ture.9 In the finance literature, liquidity is not explicitly modeled. Rather there
are “noise traders” or “liquidity traders,” modeled as exogenous randomamounts
of buy and sell orders. The other side of the market is the “market maker” who
has an inventory that potentially can be long or short an infinite amount (see
Albert S. Kyle, 1985). Because the market maker’s inventory is infinite, the price
set is equal to expected value of the payoff (conditional on available informa-
tion). That is, the supply curve of liquidity is infinitely elastic so the price is
not influenced by the size of the market maker’s inventory. The model here
obviously differs in important respects. Because themodel is one of general equi-
librium, the supply of liquidity will be determined endogenously and will not be

9. Douglas W. Diamond and Philip H. Dybvig (1983) view consumption smoothing as liquidity.
Hugo A. Hopenhayn and Ingrid M. Werner (1996) develop a notion of liquidity based on search.
In Gorton and George Pennacchi (1990) liquid assets are assets that minimize trading losses to
uninformed traders when they trade in markets with privately informed traders. “Liquid assets”
are not sensitive to private information because they are relatively riskless, like bank deposits.
Andrea Eisfeldt (2002) presents a general equilibrium model of liquidity based on adverse selec-
tion. Agents are motivated to trade by changes in productivity and this interacts with desires to
self-insure.
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infinitely elastic. Because we explicitly model liquidity provision we can conduct
welfare analysis.

Often, “liquidation” of projects is modeled in partial equilibrium as an exoge-
nous value, interpreted as the value of the project in its next best alternative
use. In reality, the next best alternative use is the value of the project to another
agent, so the “liquidation value” of a project depends on the price that the project
fetches in the market when it is sold to the other agent. And that price, in turn,
depends on the supply of liquidity, that is, on the aggregate resources of those
agents who can feasibly bid at that date. Andrei Shleifer and Robert Vishny
(1992) observe that when a distressed firm needs to sell assets, the natural buy-
ers are other firms in the same industry. The other firms may also be distressed,
leading to the conclusion that the price of the assets being liquidated is partly a
function of the available supply of liquidity, not just information about payoffs.
We formalize this by showing how it can occur that liquidity is not in perfectly
elastic supply; in that case, a project’s “fundamental value” may be different from
the price it trades for in the market, a price that depends upon the amount of liq-
uidity available, or the market “depth.” Thus, the notion of “market efficiency,”
i.e., the idea that prices are conditional expectations of project payoffs, requires
perfectly liquid markets. Otherwise, markets are not price efficient, but there is
no arbitrage possible because of the lack of liquid assets to conduct such a trade.
We provide a model of this.

Intimately related to any notion of “liquidity” is an assumption of a shock
that is the motivation for immediate selling or borrowing. Our focus on the
transferability of distressed projects, or more specifically on the transferability
of control rights to such projects, is quite different from the notion of liquidity
in Bengt Holmström and Jean Tirole (1998) and Diamond and Raghuram G.
Rajan (2001, 2002). In those papers, a “liquidity shock” is an event that causes
firms to need to borrow extra funds from other firms or from consumers. This
idea has its origin in Diamond and Dybvig (1983), although in that instance the
shock was to consumers’ consumption timing rather than to firms’ investment
opportunities. In our paper there is no investment boom-type shock (where
firms suddenly need resources), but there is a shock to the value of assets in the
hands of an entrepreneur for a given level of liabilities—a “capitalization shock.”
Then there is a potential need to sell the control rights to the project. Anticipat-
ing that this marketmay be open at the interim date, entrepreneurs choose at the
first datewhether to be either buyers or sellers in the secondarymarket. Thus, we
endogenize the supply of liquidity.

The choice of shock, Diamond-Dybvig-type “liquidity shocks” versus “capital-
ization shocks” is important for policy results. For example, Diamond and Rajan
(2001, 2002) also discuss recapitalization by the government, observing that it
may be counterproductive because it increases the demand for liquidity without
increasing the supply of liquidity. As a result, the interest rate rises and banksmay
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be forced into insolvency. Such distortionary government intervention should
not occur in equilibrium. Our model is very different, partly because the shock
is different. Unlike Diamond and Rajan, no firm is forced to liquidate; firmsmay
choose to liquidate. Government intervention in our model is not distortionary
because the price in the liquidation market adjusts so that good projects will
never be liquidated. In addition, in their model government intervention only
affects the market for liquidity, but not the investment choice. In our model, in
contrast, government intervention corrects investment inefficiency through its
impact on the liquidation price. While ultimately an empirical matter, our view
is that “capitalization shocks” are more important.10

Also, the notion of liquidity we develop is intuitive. It refers to the amount
of resources standing ready to purchase the claims on projects should there
be a desire to sell the projects at some date between initiation and final pay-
off. The motivation for projects to be sold is financial distress. As in Sanford J.
Grossman (1988), some agents must commit at the initial date to have certain
resources available at an interim date, should opportunities arise. We provide a
model of this “liquidity-in-advance” constraint. Our focus enables us to extend
the analysis to banking crises and bank bailouts. Since themodel is one of general
equilibrium, we can conduct welfare analysis.

The paper proceeds as follows. In Section 11.1 themodel is presented and the
assumptions discussed. In Section 11.2 we show that there is no need for liquid-
ity, in the sense of agents standing ready to buy projects, if lenders are willing
to forgive the debt of distressed borrowers. Debt forgiveness is a kind of liq-
uidity provision on the part of the lender, and it can implement the first-best
allocation. If debt forgiveness is not optimal for lenders, then there is a need for
private agents to provide liquidity. This is studied in Section 11.3. The equilib-
rium in which liquidity is provided privately is analyzed. This allocation is not
first best, but the government via bailouts may be able to improve welfare and
achieve first best. A system of taxing and subsidizing amounts to liquidity cre-
ation, and we provide a condition under which first best can be achieved. It is
studied in Section 11.4. Section 11.5 considers the extended case where bank
lenders themselves may seek to engage in moral hazard, by acquiescing in allow-
ing their distressed borrowers to engage in moral hazard. This results in an even
less efficient outcome. However, under certain conditions, a government bailout
can achieve first best. Section 11.6 concludes.

10. There are many other papers that make use of Diamond-Dybvig-type shocks, e.g., Sudipto
Bhattacharya and Douglas Gale (1987), Diamond (1997), and Franklin Allen and Gale (1998),
among others. These papers examine the consequences of an aggregate shortage of liquidity. Not
only is our shock different, but also in our model the liquidity problem is generated by incentives
to add risk when capital is inefficient. The moral hazard not only generates a demand for liquidity,
but also restricts the supply of liquid.
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11.1. THE MODEL

In this section we present the model and discuss the important assumptions.
There is a continuum of depositors, a continuum of entrepreneurs, and a con-

tinuum of banks in the economy. There are three dates: 0, 1, and 2. At date
0 entrepreneurs must choose one of two possible investment projects, either
a long-term project or a short-term project. The long-term project requires an
investment of $1 at date 0. The short-term project only needs the entrepreneurs’
human capital. The cash flow of the long-term project is realized at date 2. It
can be high (H) with probability π or low (L) with probability 1−π . Informa-
tion about the date 2 cash flow arrives at date 1. The cash flow of the short-term
project is realized at date 1, which is a random variable equal to r, where r is
uniformly distributed on the interval [0, R]. For simplicity, there is no available
short-term project between dates 1 and 2.

11.1.1. Assumptions

We make the following assumptions on cash flows from the projects, operation
of the projects, and how the projects can be financed.

Assumption 1. πH+ (1− π)L > 1+ R/2. That is, the long-term project has a
higher expected cash flow than the short-term project.

Because the long-term project offers superior returns, we refer to investing
in the short-term project as “hoarding.” As we will see, the only reason any
entrepreneur will invest in the short-term project is that it enables him to
purchase a long-term project in the low state at date 1.

Assumption 2. Each entrepreneur can only manage one project at a time. Projects
are not divisible.

Assumption 3. Neither the date 1 states (H or L), nor the cash flows realized at
date 2, are contractible. Therefore, outside equity financing is not feasible.

Entrepreneurs have no resources at date 0, so they need to borrow frombanks.
The credit market is competitive at date 0. Therefore, entrepreneurs receive the
entire expected surplus and lenders earn zero expected profits. For simplicity, all
agents are risk neutral and the riskless interest rate is zero.

At date 0 investment decisions are taken and entrepreneurs who choose long-
term projects borrow from the lenders. Because states and cash flows are not
verifiable, we only allow debt contracts. Gorton and James Kahn (2000) ratio-
nalize the use of a debt contract in this setting, where there is no interim cash
flow from the project, but where there is a moral hazard problem. They show
the optimality of bank debt, where the debt can be renegotiated at the interim
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date. Initial terms are not set to price default risk but rather are set to efficiently
balance bargaining power in later renegotiation, and renegotiated interest rates
may not be monotonic in firm risk.

At date 1 entrepreneurs operating short-term projects receive the realization
of the projects’ cash flows. Entrepreneurs operating the long-termproject receive
no cash flows at date 1, but they learn the realization of the state, H or L. This
information is also observable by the lenders, but by Assumption 3 it is not con-
tractible. Other agents, in particular the government, do not observe the realized
project states at date 1.

Denote by α the fraction of entrepreneurs that take the long-term project at
date 0; the fraction of the entrepreneurs that take the short-term project at date
0 is 1− α. After each entrepreneur chooses a project type, those choosing the
long-term project sign a debt contract with one of the lenders. The face value of
the debt contract, F, will be determined in equilibrium.

There is a potential moral hazard problem because the entrepreneurs may
engage in asset substitution at date 1. Each entrepreneur, regardless of which
project has been selected at date 0, has access to a constant returns to scale risk-
adding technology. By adding risk, one unit of certain value generates either a
very large value, T, with probability δ or a value of zero with probability 1− δ.

Assumption 4. δT <1.That is, adding risk to the project is inefficient. 1−δT is the
expected loss per unit from asset substitution.

Suppose an entrepreneur owes an amount f and he learns that his cash flow at
date 2 will be v. If he does not add risk, his payoff is: max [v− f , 0]. If he adds
risk, his expected payoff is: max [δ(vT− f ), 0]. Suppose vT is greater than f. The
entrepreneur is not going to add risk if and only if δ(vT− f )≤ v− f . That is, the
face value of the debt, f, cannot exceedγ v, where γ ≡ 1−δT

1−δ .

Assumption 5. γ L < 1. Since the debt face value is at least $1, this assumption
says that in the low state, the cash flow to the long-term project is not large enough
to prevent entrepreneurs from adding risk. Thus, there is a moral hazard problem at
date 1.

Although entrepreneurs may have incentives to engage in moral hazard at
date 1, ex ante theywant to prevent it because they get the entire expected surplus
and bear the entire potential loss caused by risk-adding. There are two possible
ways to prevent themoral hazard problem. First, the contract between the lender
and an entrepreneur can be renegotiated at date 1 to remove the entrepreneur’s
incentive to engage in asset substitution. In particular, the lender can forgive
some of the debt, by lowering the face value of the (pure discount) debt, and
thus increase the entrepreneur’s equity to eliminate his incentive to add risk. But
this depends on whether the lender is willing to forgive debt. It can happen that
the lender finds forgiveness unprofitable and renegotiation breaks down.
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Secondly, the projectmaybe “liquidated.” “Liquidation”means that the “trou-
bled” project, i.e., the project of an entrepreneur who will otherwise add risk,
is sold to a new owner at date 1. It is better to sell the troubled project if the
liquidation value is higher than the continuation value of the project with risk
being added. On the other hand, selling the project to a new owner means that
the assets are redeployed, but does not necessarily mean that the new owner
will add no risk. If the new owner has to borrow at date 1 to buy the project,
then the lender will have to ensure that the new owner has enough equity in
the project so that they do not have an incentive to add risk upon buying the
project.

A central question is: Who will buy troubled projects at date 1? Because each
entrepreneur can only manage one project at a time, buyers of projects at date 1
can only be entrepreneurs who undertook the short-term project at date 0. We
will call them “liquidity suppliers” since it is the availability of their resources at
date 1 that can allow project ownership to be transferred. Clearly, the price at
which a troubled project can be sold at date 1 will depend on the demand and
supply of liquidity and this price will be determined in equilibrium. In addition
to the assumptions we have made, we make the following assumptions about
the cash flows from the long- and short-term projects to make our model more
interesting.

Assumption 6. (π + δ(1 − π))γH ≥ 1. Due to the possible moral hazard
problem, the face value of the debt cannot exceed γH. Otherwise entrepreneurs
will add risk even in the high state. This assumption guarantees that the cash
flow in the high state is large enough that the bank is willing to lend at date
1, even though entrepreneurs might engage in risk-adding when they are in the
low state.

Assumption 7. TL > γH. That is, if an entrepreneur engaging in moral hazard is
lucky, there is a chance that risk-adding can produce a cash flow high enough that his
equity value is positive after repaying the face value of the debt.

Assumption 8. δT > γ . This assumption is equivalent to δTL > γ L. δTL is
the expected date 1 value of a long-term project in the low state when risk has been
added. γ L is the maximum of the face value that a bank can charge (possibly
after forgiveness) such that the entrepreneur has no incentive to add risk. By assum-
ing δTL > γ L, we make it possible that forgiveness is not in the interests of the
lenders.

Assumption 9. R > L − γTL. R is the maximum payoff from the short-term
project. This assumption implies that if there is an excess supply of liquidity, the liqui-
dation price can be as large as the “fundamental” value of the asset. This will become
clear when we analyze the liquidation market in Section 11.3.
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To summarize, the sequence of events at date 1 is as follows.

(i) An entrepreneur who invested in the short-term project at date 0
receives a cash flow of r at date 1.

(ii) News arrives about whether the date 2 cash flow of each long-term
project will be high (H) or low (L).

(iii) Owners of troubled long-term projects renegotiate with their lenders to
try to reduce their debt burden.

(iv) Depending on the outcome of the renegotiation, an entrepreneur may
“liquidate” his project, i.e., sell it in the market, or he may continue until
date 2 (possibly adding risk) to receive the final cash flow. If the project
is sold in the liquidation market, then the new owner operates the
project (possibly adding risk), and receives the final cash flow at date 2.

(v) If the project is liquidated, then a final payment (that was previously
renegotiated) is made (at date 1 or possibly at date 2) to the lender to
settle the outstanding loan. The new owner then operates the project.

At date 2, the cash flows of the long-term projects are realized and lenders are
repaid.

By Assumption 1, the first-best outcome would be for all the entrepreneurs to
invest in the long-term project. But, because of the moral hazard problem, this
may not be the outcome of private decisions. Some entrepreneurs may choose
to invest in the short-term project, in order to act as liquidity providers at date 1.
The date 1 opportunity may be sufficiently valuable to make “hoarding” at date
0 attractive.

11.1.2. Discussion of Assumptions

Assumption 2 (projects are indivisible and entrepreneurs can only run one
project at a time) means that markets are incomplete. Note that some
entrepreneurs who chose the long-term project at date 0 receive good news at
date 1 so they have projects worthH. In other words, at date 1 they have a capital
gain relative to the expected value of the project as of date 0. If their equity is high
enough, they could issue subordinated debt to buy another troubled project.
But, since projects are indivisible, their equity value has to be high enough to
buy an entire firm. Whether this can happen or not depends on parameter val-
ues. For simplicity, we just assume that their limited human capital only allows
them to manage one project at a time.11 Alternatively, the long-term projects of

11. Alternatively, one can imagine more complicated explanations for why entrepreneurs who
have realized H cannot credibly issue securities to buy projects at date 1, e.g., asymmetric
information could be introduced.
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different borrowers can be interpreted to be different (say, different industries),
and entrepreneurs in the high state in one industry do not have the expertise to
manage the projects in the low state, implicitly in another industry.12

There are several interpretations of the random cash flow return to the short-
term project, r, realized at date 1. A straightforward interpretation is that the
short-term projects literally are a technology with some uncertainty. Alterna-
tively, one can think of the short-term projects as producingR, but entrepreneurs
have a random consumption need or production cost uniformly distributed in
[0,R]which is subtracted fromR, leaving r. As a practicalmatter we have inmind
agents who hoard cash, government securities, short-term commercial paper,
and so on—securities with low yields—in order to be able to buy distressed
projects. We assume that the new owner generates the same cash flow. Cases
of higher or lower cash flow can easily be solved with slight modification.

A model of liquidity needs a motive for some agents to sell assets. Here moral
hazard provides the motivation for selling projects at date 1. The “capitalization
shock” generates liquidity demand from the asset side, which differs from lia-
bility side shocks, such as random preferences over the timing of consumption.
The specific motivation of moral hazard is important in Section 11.5, when we
consider the banking system.

Another issue concerns the shocks to the long-term projects. They are
idiosyncratic and independent of the random payoffs to the short-term projects.
However, we could have systematic shocks and idiosyncratic shocks, plus cor-
relation between the cash flows from the long-term and short-term projects
without changing the main results. For simplicity, we do not include systematic
shocks and correlation in the model.

11.2. DEBT FORGIVENESS

To avoid themoral hazard problem, borrowers need an equity injection at date 1
if their projects are in the low state. If the project is sold in the liquidationmarket,
then a new owner injects equity. But, the lender is an alternative source of equity,
in the sense that debt forgiveness creates equity for the original owner. To begin
the analysis, we analyze the case where equity is injected via the lender forgiv-
ing some of the debt. In this case, all entrepreneurs will invest in the long-term
project at date 0, which is the first-best outcome, as there is no need for private
liquidity provision at date 1. Investment in the short-term project is dominated.

12. Holmström and Tirole (1998) have a similar assumption. Lucky firms (with additional liquid-
ity) are not allowed to take over unlucky firms (short of liquidity). In Diamond and Rajan (2002)
banks find out at an interim date whether their loan maturities are long or short; banks cannot
insure against the risk of having a long maturity portfolio realization at this date.
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We start by solving for the subgame equilibrium at date 1. At date 1, if a long-
term project is in the high state, then nothing happens (by Assumption 6, there
exists a face value of the debt, F, such that an entrepreneur has no incentive to
add risk in the high state.) However, if a long-term project is in the low state, L,
then the project is worth L if no risk as added and is worth δTL if risk is added.
By Assumption 5 borrowers will add risk if they retain ownership of the project
without any new equity.

Renegotiation between the borrower and the lender has three possible out-
comes. First, the original owner may continue until date 2 without adding risk
if the lender forgives some debt. Second, the project may be sold or liquidated,
in which case the original owner receives the price Q (the liquidation value).
However, this entrepreneur owes the lender F, which must be paid at date 1
if the debt is short term or at date 2 if the debt is long term. Renegotiation
must allocate Q between the borrower and the lender. Finally, the project may
remain in the original owner’s hands with risk being added. Equilibrium at date
1 involves determining which of these outcomes is the result of renegotiation
between borrowers and lenders.

In order for the first possibility to occur, the lender must forgive part of the
debt. This is an equity injection, a subsidy granted to the entrepreneur by the
lender, to induce the entrepreneur not to add risk. By the analysis above (just
before Assumption 5), the lender must agree to lower the face value of the debt
to γ L to remove the entrepreneur’s incentive to add risk. The lender is willing
to forgive debt, that is, reduce the face value from F to γ L, if and only if γ L
is greater than δF, the expected payoff to the lender when risk will be added.
The following lemma provides the condition under which debt forgiveness is
feasible.

LEMMA 1.Debt forgiveness is feasible if and only if γ L≥ δ
π+δ(1−π) .

Proof. See Appendix.
If debt forgiveness is feasible, then there will be no need for liquidity provision

at date 1.13 Since, ex ante, the long-term project is more efficient than the short-
term project, no entrepreneur will choose the short-term project at date 0; all
entrepreneurs will choose the long-term project. Lenders only receive the face
value of the debt, F, in the high state, which happens with probabilityπ . In order
to make lenders break even, F has to satisfy the following condition: πF+ (1−
π)γ L≥ 1, or F ≥ 1−(1−π)γL

π . Proposition 1 summarizes the above analysis:

13. Later we will show that the liquidation price cannot exceed L. Therefore, the entrepreneurs
who choose the long-term project at date 0 also choose debt contracts under which renegotiation
results in forgiveness of debt.
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PROPOSITION 1. If γ L ≥ δ
π + δ(1 − π) , then all entrepreneurs choose the long-

term project at date 0. The face value of the debt is 1 −(1−π)γL
π . This is the first-best

outcome.

The proposition says that as long as debt forgiveness at date 1 is feasible, it will
occur. The details of the division of the surplus between the lender and the bor-
rower do not matter. Whatever the division, based on relative bargaining power,
the equilibrium will be the same, as the entrepreneurs price this in getting the
entire expected surplus at date 0.

Debt forgiveness by the lender is a kind of liquidity provision because the
lender is essentially refinancing the project, taking into account the new informa-
tion, namely the state L, and the problem of moral hazard.14 Liquidity provision
is an important function of banks.15 If forgiveness by the lender is feasible, then
there is no need for a secondary market to refinance the project (by selling it to
another party). Proposition 1 allows us to identify the condition under which
the provision of liquidity (by agents other than the lenders, i.e., by entrepreneurs
who hoard liquid assets) is socially valuable. According to the proposition, debt
forgiveness solves the moral hazard problem, and there is no need for liquidity
provision, so long as γ L ≥ δ

π + δ(1 − π) . If this is not the case, then there is a
need for the liquidation market. Ex ante, the owners of long-term projects get a
surplus if the liquidation price prevailing in the secondary market is higher than
the value of project with risk being added. The liquidity suppliers gain a profit
if the liquidation price is less than the value of the project free from added risk.
At date 0 entrepreneurs make project choices and at the same time choose to
be liquidity demanders or liquidity suppliers. At date 1, a secondary market will
arise endogenously. This is analyzed in the next section with the assumption that
γ L ≤ δ

π + δ(1 − π) , i.e., debt forgiveness is not feasible.

11.3. THE MARKET FOR LIQUIDITY

If lenders are unwilling to forgive debt, then equity will have to be created in
some other way as a solution to the moral hazard problem. The alternative is to
sell the project to another, better capitalized, entrepreneur at date 1. We refer to
this secondarymarket as the “liquidationmarket.” In other words, at date 1 there

14. The case of the hedge fund Long Term Capital Management (LTCM) is a recent example of
forgiveness by lenders (see Roger Lowenstein, 2000).

15. The empirical results of Scott Lummer and John McConnell (1989) suggest the positive
announcement effect associated with bank loans is due to loan renewals, rather than the initial
loan, consistent with bank debt forgiveness being important. See Gorton andWinton (2003) for a
survey of the related literature.
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is a market in which owners of long-term projects can sell their projects to other
entrepreneurs with available resources to purchase the project.

11.3.1. Preliminaries

Because we are assuming that debt forgiveness is not feasible, the project can
either be liquidated at price Q, or can be continued with risk being added, in
which case it has an expected cash flow of δTL. Actually, whether the project
will be liquidated only depends on the liquidation price Q. It does not depend
on the maturity of debt contracts and the assignment of bargaining power when
renegotiation occurs at date 1. So long as Q is greater than δTL, the lender and
the borrower can always reach an agreement to liquidate the project and split the
surplus. For simplicity, we assume that the debt contracts are long-term and the
borrower has all the bargaining power. When renegotiation occurs at date 1, he
makes a take-it-or-leave-it offer to the lender. The lender gets δF (the lender’s
expected payoff if the project continues with risk being added) and the borrower
getsQ − δF.

11.3.2. The Liquidation Market and Liquidation Prices

Potential liquidity suppliers at date 1 are those entrepreneurs who invested in the
short-term project at date 0. At date 1, each of them has realized a cash flow of r,
drawn from a uniform distribution on [0, R]. If r is small, then the entrepreneur
will not have enough to afford the liquidation price. Therefore, some of the
entrepreneurs may have to borrow in order to buy a troubled project. Buyers
themselves also face the moral hazard problem since they too have access to the
risk-adding technology. Although the realized r is not publicly observable, we
assume that if a project buyer borrows from a lender to buy a project, how the
loan is used is verifiable. In other words, the amount borrowed can only be used
to buy the project. In this way, if a buyer borrows B and buys a project at priceQ,
the lender knows the borrower’s realized r is at leastQ − B. Therefore, it can be
determined whether potential buyers have incentives to add risk to the project
and whether the loan to the buyer is safe.

A buyer has no incentive to add risk if and only if the face value of the debt
B is small enough such that L− B ≥ δ(TL− B), i. e. , B ≤ γ L. Therefore, the
buyers who have a realized r ≥ Q − γ L are not going to engage in moral hazard
and loans to them are safe. Other buyers do not have enough equity and have
incentives to add risk once they get the control of the projects.

Because of the buyers’ potential moral hazard problems, not every
entrepreneur who hoarded liquid assets can be a liquidity supplier. Liquidity sup-
ply at date 1 depends on the buyers’ ability to buy. “Ability” means how much
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equity they have, that is, the size of the realized return from their short-term
project. The next lemma characterizes their ability to supply liquidity at a given
price.

LEMMA 2. Suppose the liquidation price of a project is Q. Then:

(i) If Q>L, then there will be no liquidity supply in the liquidation market.
(ii) If δTL<Q ≤ L, then only those buyers with realized cash flows r ≥Q

−γ L are able to supply liquidity.
(iii) If Q<δTL, then all buyers can be liquidity suppliers.

Proof. See Appendix.
We know that a troubled project is liquidated if and only if the liquidation

price Q is greater than or equal to δTL. So, the liquidity demand curve (or the
project supply curve) is perfectly elastic at price δTL.By Lemma 2, we know that
no entrepreneur is willing to pay more than L to buy a project. Moreover, as the
liquidation price declines from L to δTL, more and more entrepreneurs are will-
ing to buy the projects. Thus, there is a downward-sloped liquidity supply curve
(or a downward-sloped project demand curve). Combining liquidity demand
with liquidity supply determines the liquidation price in the secondary market,
which depends on the fraction of entrepreneurs taking the long-term project at
date 0.

LEMMA 3. At date 1, the price in the liquidation market,Q, will be:

Q = δTL

if (1−α)
(
1− δTL− γ L

R

)
≤ α(1−π)

Q = γ L + R
(
1− α(1 − π)

1 − α

)
if (1 − α)

(
1− L − γ L

R

)

< α(1 − π) < (1 − α)
(
1− δLT − γ L

R

)
Q = L

if α(1 − π) ≤ (1 − α)
(
1− L − γ L

R

)
.

Proof. See Appendix.
We define the “liquidity discount” to be the difference between the “funda-

mental” value of the project, namely L, and the liquidation price Q. Lemma 3
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Liquidation Price Q

Measure of

Liquidation Projects

(1 − α)(1 − (Q − γ L)/R)

(1 − α)α(1 − π) (1 − α)(1 − (δTL − γL)/R)

δTL

L

0

Figure 11.1 LiquidationMarket Equilibrium.
NOTES: When α is in the intermediate range, liquidity demand curve intersects liquidity
supply curve when it is still sloped down. The liquidation price is between δTL and L; the
liquidity premium is between zero and L− δTL.

shows that a liquidity discount can arise in equilibrium. That is, the equilibrium
price in the liquidation market, Q, can be below the value of the project if risk is
not added, L. This discount is necessary to entice liquidity suppliers to invest in
the short-term project in order to buy the projects.

To emphasize that the market price of the equity sold in the liquidation mar-
ket has a price that depends on liquidity, we further examine the relationship
between the price and the supply of liquidity with a figure. Figure 11.1 shows the
secondary market equilibrium with respect to different levels of α, the fraction
of entrepreneurs taking the long-term project. (So, 1− α is the fraction that has
chosen short-term projects in order to later be liquidity suppliers.) When α is
very small, liquidity demand is small while liquidity supply is large, and the liq-
uidation price is at its maximum L. In this case, the liquidity discount is equal to
zero (the vertical part of the liquidity demand curve intersects the supply curve
at L). When α is very large, liquidity demand is large while liquidity supply is
small, and the liquidation price is at its minimum δTL (the vertical part of the
liquidity demand curve shifts right and intersects the supply curve at δTL). The
liquidity discount is at its maximum L − δTL = L(1− δT). When α is in the
medium range, there is an interior equilibrium liquidation price, Q, at which all
the liquidity demand can be satisfied while liquidity supply is downward sloped.
In this case the liquidity discount is between zero and L(1− δT), as shown in
the figure.

In the liquidation market, ownership claims, i.e., equity claims, to the project
are sold and a new entrepreneur acquires control rights. The new entrepreneur
has the right to choosewhether to add risk or not. In equilibriumno risk is added.
In the finance literature, when “market efficiency” is mentioned, the transfer of
control rights, which usually results in a change of the asset value, is typically not
considered. Moreover, the supply of liquidity is perfectly elastic. Here, due to
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the moral hazard problem and the limited liquidity supply, the notion of “mar-
ket efficiency” is altered. Although, in equilibrium, risk will not be added and the
continuation value of the project is L, there is a liquidity discount. Ex post, the
liquidity discount reflects insufficient liquid assets in the market. Ex ante, the liq-
uidity discount is necessary to compensate the liquidity suppliers because there
is a cost associated with supplying liquidity. We next solve the entrepreneur’s
date 0 decision problem.

11.3.3. Initial Investment Choices

At date 0, entrepreneurs have rational expectations about how the liquidation
price is formed in the secondary or liquidationmarket of date 1.An entrepreneur
makes his project choice, taking other entrepreneurs’ choices as given. We solve
for the date 0 equilibrium in the following proposition (under the maintained
assumption that debt forgiveness is not feasible at date 1).

PROPOSITION 2. Suppose that γ L< δ
π+δ(1−π) , i.e., debt forgiveness is not feasible

at date 1. Then:

(i) If πH+ (1−π)δTL> 1+ R
2 + (L− δTL)×

(
1− δTL−γL

R

)
, then all

the entrepreneurs choose the long-term project at date 0. In this case, there
will be no liquidity supplied at date 1, and risk will be added to all projects
realizing the low state at date 1.

(ii) If πH+ (1−π)δTL ≤ 1+ R
2 + (L− δTL)×

(
1− δTL−γL

R

)
, then

there is a fraction α∗∈(0 ,1) of entrepreneurs who choose the long-term
project, and a fraction (1 − α∗) of entrepreneurs who choose the
short-term project at date 0. α∗ = R+γL−Q∗

(2−π)R+γL−Q∗ , where,
Q∗ ∈ [δTL, L], defined in the Appendix, is the liquidation price at date 1.

Proof. See Appendix.
Proposition 2 relates the primitives of the economy to the incidence of liq-

uidation. Entrepreneurs compare the expected payoffs on the two projects
available to them at date 0, taking into account the possible transactions in the
liquidation market. The short-term project has a return of r over the first period
and a return over the second period that depends on the profitability of buy-
ing a distressed project at date 1 and operating it until date 2. If these returns
are too low, compared to the long-term project (when risk is added in case L
is realized), then all entrepreneurs will still take the long-term project. Other-
wise there is an active secondary market and some entrepreneurs engage in each
activity. In that case, supplying liquidity is both privately profitable and socially
efficient.
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11.3.4. Comparative Statics

Proposition 2 provides the solution to the initial general-equilibrium invest-
ment problem. In equilibrium, entrepreneurs are indifferent between investing
in the long-term project or in the short-term project at date 0; they get the
same expected payoff ex ante. By assumption, entrepreneurs get the entire
expected surplus, thus their expected payoff is a measure of social welfare. The
expected payoff to entrepreneurs who take the long-term project is πH +
(1 − π)Q ∗, and the expected payoff to entrepreneurs who take the short-
term project is 1+ R

2 + (L−Q ∗)
(
1− Q∗−γL

R

)
. Social welfare, the liquidation

price, Q *, and thus the liquidity discount, L−Q ∗, all depend on the param-
eter values: π , R, and δ. π measures the quality of the long-term project; R
measures the quality of the short-term project; and δ measures the severity of
the moral hazard problem. Proposition 3 and Corollary 1 show the comparative
statics:

PROPOSITION 3. Social welfare is increasing in π and R, and decreasing in δ.

COROLLARY 1: The liquidation price Q* (the liquidity discount, L − Q *) is
increasing (decreasing) in R and decreasing (increasing) in π and δ.

Proof. See Appendix.
L−Q * is the equilibrium liquidity discount, which is a measure of how prof-

itable it is to hoard assets by investing in the short-term project. It is also the
necessary compensation a liquidity provider requires to sacrifice the long-term
project. The larger the difference between the expected payoff from a long-term
project (in the absence of the moral hazard problem) and that from a short-
term project, the higher the required liquidity discount. When δ increases, γ
increases, and thus the threshold to be a liquidity supplier is increased. The
liquidity discount has to be increased to compensate for the decrease in the
probability of being a liquidity supplier (a lower Q*). A larger π increases
the expected payoff of the long-term project and decreases liquidity demand,
thereby resulting in a higher liquidity discount (a lower Q*). On the other
hand, a higher R increases the expected return of the short-term project and also
increases the potential to become a liquidity supplier; therefore it results in a
lower liquidity discount (a higherQ*).

The effects of R, π , and δ on welfare are quite intuitive. When R and π

increases, the overall investment quality in the economy is improved. Hence,
welfare increases. When δ increases, the reservation price δTL is higher and
more short-term investors are needed to purchase the distressed long-term
projects. More investment in dominated short-term projects results in lower
welfare.
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11.3.5. Summary

Entrepreneurs cannot buy insurance at date 0 against declines in the value of
their equity at date 1. Nor can entrepreneurs with high-value projects at date 1
use that value to inject equity into the low-value projects. These markets do not
exist and as a result of these missing markets, private liquidity provision can be
efficient. The existence of a liquidity discount is a measure of the shadow price
of the liquidity-in-advance constraint. To the extent that this constraint binds,
the market price of project equity at date 1 reflects this constraint, not just the
expected payoff on the project.

However, the government may be able to improve upon the private alloca-
tion because hoarding by investing in the short-term project is dominated by
investment in the long-termproject.Wenow analyze the role of the government.

11.4. GOVERNMENT BAILOUTS

Because of the moral hazard problem, the first-best outcome cannot be reached
in the equilibrium studied above. The private supply of liquidity is inefficient
since some investments are made in short-term projects, which are ex ante dom-
inated by long-term projects. Can the government improve the efficiency of
the economy? If the entrepreneurs had enough capital at date 0, then there
would be no need for them to borrow, and the first-best outcome could be
reached. Suppose the lenders are banks.16 If the government has the power to
tax bank depositors and subsidize the entrepreneurs at date 0 then they would
have enough equity to avoid borrowing and the moral hazard problem would
never arise. But, such transfers require that date 0 endowments be verifiable. In
our model, entrepreneurs get the entire surplus. Depositors will not save their
endowments in the bank if they anticipate the government is going to tax their
savings. Therefore the subsidies have to be financed via taxing entrepreneurs in
high states at the final date.

If the government can tax entrepreneurs with high returns and subsi-
dize entrepreneurs with low returns, the government can at least partially
improve efficiency by eliminating the incentives to add risk from some of
the entrepreneurs in the low state. Unfortunately, the states of the long-term
projects are only observable by banks and entrepreneurs and they are not verifi-
able. If the government cannot observe the states of projects at date 1, it has to
design a screening mechanism to determine entrepreneurs are in the high state
and which entrepreneurs are in the low state. We will show that the government

16. At this point, we assume lenders are banks, to foreshadow the analysis of bank bailouts in
Section V.
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can screen the banks by offering to buy the loans. In this sectionwe examine such
government bailouts.

11.4.1. Government Liquidity Provision

The government bailoutmechanismworks as follows.At date 1, the government
offers to buy loans from banks. Each bank can either sell its loans to the govern-
ment at a specified price P, or pay a tax, t, at date 2 if it does not sell its loans to
the government at date 1. Once the government holds the loans, it can forgive
a fraction of the liabilities of the troubled projects to remove the entrepreneurs’
incentives to engage in moral hazard.

Alternatively, the government can offer subsidies to the banks (e.g., loan guar-
antees). To receive a subsidy, the bank has to lower the face value of its troubled
loans. In equilibrium, only the banks with troubled loans will accept the offer
from the government. In this way, the government can distinguish the high state
projects from the low state projects and make transfers to improve efficiency.
Whether government intervention can generate the first-best outcome depends
on how much tax revenue it can collect from projects in the high state. The gov-
ernment certainly does not want the high-value projects to suffer from moral
hazard problems and thus it must ensure that the owners of high-value projects
pay less than γH at date 2 (i.e., the face value of the debt cannot exceed γH).
If government intervention alone cannot generate the first-best outcome, there
may still be a need for private liquidity to be supplied at date 1.

PROPOSITION 4. If γ (πH+ (1−π)L) ≥ 1, then a government bailout can gen-
erate the first-best outcome as of date 0. At date 0, entrepreneurs and banks sign debt
contracts with a face value of F = 1−(1−π)γL

π . At date 1, the government offers to
buy the loan at price P = δ

π+δ(1−π) . Banks with troubled projects sell their loans to
the government and banks with high state projects retain their loans and pay a tax of
t = 1−(1−π)γL

π − 1
π+δ(1−π) at date 2.

Proof. See Appendix.
If γ (πH + (1 − π)L) < 1, then government intervention cannot produce

the first-best outcome because the government cannot levy enough taxes on the
entrepreneurs in high states. Since the government cannot subsidize (or bail out)
all the troubled projects at date 1, some of the troubled projects will suffer from
the moral hazard problem if there is no private liquidation market. Whether
there are entrepreneurs willing to take the short-term project and supply liq-
uidity depends on the expected payoffs from the short-term project and the
long-termproject.We assume the government randomly chooses which projects
to bail out when it does not have enough resources. The government determines
the optimal bailout policy to maximize social welfare by choosing the loan price,
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P, tax on high state projects, t, and the fraction,ω, of projects to bail out. So, the
government’s objective function is as follows:

Maxω,P,t πH+ (1−π)(ωL+ (1−ω)Q)

s. t. (1) F ≤ γH

(2) P ≥ δ(F − t)

(3) π(F− t)+ (1−π)× (ωP+ (1−ω)δ(F − t)) = 1

(4) π t ≥ (1−π)ω(P− γ L)

(5) Q = δTL if πH+ (1−π)× (ωL+ (1−ω)δTL > 1

+ R
2

+ (L− δTL)
(
1− δTL− γ L

R

)
(6) Q solves πH+ (1−π)× (ωL+ (1−ω)Q) = 1

+ R
2

+ (L−Q)
(
1− Q − γ L

R

)
if πH+ (1−π)× (ωL+ (1−ω)δTL) ≤ 1

+ R
2

+ (L− δTL)
(
1− δTL− γ L

R

)
.

Constraint (1) says that F must be less than γH, to prevent entrepreneurs
in the high state from engaging in moral hazard. Constraint (2) says that banks
are willing to sell loans for no lower than δ(F − t), which is the amount they
can receive if low state projects are liquidated or risk is added to them. Con-
straint (3) says that banks must break even. Constraint (4) is the government
budget constraint: tax revenue collected from the measure of projects with the
high value, π t, must be enough to cover the fraction of projects that the govern-
ment chooses to subsidize. Each troubled project is subsidized by the amount
P− γ L, and (1− π)ω is the measure of low state projects subsidized. The final
two constraints, (5) and (6), are participation constraints for private agents to
supply liquidity. These are functions of the equilibrium price of projects at date
1, Q, which in turn depends upon the fraction of projects that the government
subsidizes.

The following proposition characterizes the situations in which the liquida-
tionmarket coexists with a government bailout at date 1.

PROPOSITION 5. Suppose γ (πH + (1 − π)L) < 1. Define ω∗ ≡
π((π+(1−π)δ)γH−1)

(1−π)(δ−(π+(1−π)δ)γL . Then

(i) If πH+ (1−π)[ω∗L+ (1−ω∗)δTL]≥
1+ R

2 + (L− δTL)
(
1− δTL−γL

R

)
, then all the entrepreneurs choose the
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long-term project at date 0. In this case, there will be no liquidity supplied at
date 1. The government subsidizes a fraction ω* of the troubled long-term
projects and the remaining fraction 1−ω* of the troubled long-term
projects will suffer from the moral hazard problem.

(ii) If πH + (1 − π)[ω∗L+ (1−ω∗)δTL]<

1+ R
2 + (L− δTL)

(
1− δTL−γL

R

)
, then there is a fraction α* of

entrepreneurs choosing the long-term project, and a fraction (1−α∗)
entrepreneurs choosing the short-term project at date 0.

α∗ = R+ γ L−Q∗

(1 + (1 − π)(1−ω∗))R+ γ L−Q∗ ,

where Q∗ ∈ [δTL, L], defined in the Appendix, is the liquidation price at
date 1.

Proof. See Appendix.
Depending on the parameters, theremay ormay not be private liquidity provi-

sion. In either instance, not all entrepreneurswith troubledprojects can bebailed
out. The government cannot afford that, as there are not enough resources that
can be taxed to subsidize the troubled entrepreneurs. The government randomly
bails out the maximum number of troubled bank projects that it can afford, and
in the remainder either risk is added or they go to the liquidation market. This
may be viewed as a type of “forbearance,” that is, the government policy results
in some borrowers engaging in moral hazard. But, this is the socially optimal
second-best policy.

11.4.2. Taxes and Government Bonds

The government can improve matters because it has the power to overcome
the market incompleteness. Entrepreneurs who invested in long-term projects
at date 0, and then saw their prospects brighten because they realizedH on their
project, have valuable resources, the capital gains on their project. But, they have
no way to monetize these gains to create “liquidity” and provide equity to the
troubled projects. The government, however, can monetize these gains by issu-
ing government bonds, as follows. The government buys troubled projects from
banks, payingwith the newly created bonds. The government then forgives some
of the debt of the entrepreneurs, to prevent them from engaging inmoral hazard.
The newly created bonds, held by the banks, are paid off at date 2 with the tax
revenues raised from the lucky entrepreneurs who realizedH.

Alternatively, the government can tax banks that make loans to long-term
projects at date 0. The government then hoards the tax revenue and uses it
to finance the bailouts at date 1. Since the burden has to be borne by the
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entrepreneurs, banks will raise the face value of the debt to cover the tax they
pay at date 0. This would generate the same outcome as the government issuing
bonds and tax at date 2.

The fact that the government maximizes social welfare is also important for
the argument. Suppose there is a private insurer who signs a contract with the
bank and the entrepreneur at date 0. The contract specifies that the bank has
the right to sell the loan to the insurer at (prespecified) price P = δ (F− t) at
date 1 (a put option). However, contingent on the sale of the loan, the insurer
must lower the face value of the debt to γ L. If the bank does not sell the loan to
the insurer at date 1, it has to pay the insurer t at date 2. The problem with this
contract is that it is subject to collusion between the profit-maximizing insurer
and the bank. At date 1 the insurer can bribe the bank not to force the insurer
to buy the loan, according to the contract. The insurer gives the bank t+ ε (ε is
a very small number) at date 1 if the bank agrees not to sell the loan; the bank
accepts. Thus the insurer avoids losing P − γ L. Therefore no bank sells loans
and if entrepreneurs anticipate the collusion, they will not purchase insurance
at date 0. The government scheme works because the government is concerned
with social welfare and does not want the entrepreneurs to add risk. The private
insurer maximizes profits not social welfare.

11.4.3. Discussion

There is a long history to government bailouts of banking systems, either directly
or via an asset management company, which is set up for the purpose of relieving
banks of bad loans by buying loans at a price that implicitly subsidizes the banks.
The Reconstruction Finance Corporation loans to railroads during the Great
Depression, the examples of Chrysler, Penn Central Railroad, and the current
(post-September 11) bailouts of the airlines in the United States are examples
of government liquidity provision, as described above. Claessens et al. (1999)
describe corporate-sector bailouts in Indonesia, Korea, Malaysia, and Thailand.
In the aftermath of the Asian Crisis, Indonesia, Korea, Malaysia, and Thailand
established centralized asset management companies. As a percent of GDP, the
amounts of bank assets purchased by these asset management companies were:
Indonesia, 20 percent; Korea, 10 percent; Malaysia, 17 percent; and Thailand,
17.5 percent. See Lindgren et al. (1999) for details of the bailouts resulting from
the Asian Crisis. There is, however, a range of ways in which the bailouts are
accomplished. Surveying the experiences of 24 countries in the 1980’s and early
1990’s, Claudia Dziobek and Ceyla Pazarbasioglu (1998) write:

Removing nonperforming loans from the banks’ balance sheets and trans-
ferring them to a separate recovery agency can be an effective way of
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addressing the banks’ solvency problems. . . . Loan workouts can be done
by a central organization, usually operated by the state, or by special loan
collection agencies tied to individual banks, an approach Sweden used suc-
cessfully in 1991. The survey results suggest that the institutional setting
does not matter. Some countries, including Chile, the Philippines, and the
transition countries, approached the loan workout indirectly by providing
debt relief to borrowers by engaging simultaneously in the restructuring of
borrowing enterprises themselves (p. 7).

(Also see Dziobek and Pazarbasioglu, 1997). Whether the debt relief came in
the form of forgiveness, subsidized loans, or loan guarantees, the government
provided equity injections to these firms.

From the viewpoint of the analysis above, bailouts occur when there is not
enough private liquidity available to implement transfers of ownership quickly.
Private agents anticipate that the government will supply liquidity, as indeed
it does. The above examples of large-scale corporate distress—including the
transition economies, Latin American economies such as Mexico, as well as
Scandinavian countries—are often related to a banking crisis. This situation is
analyzed next.

11.5. BANK CAPITAL, BANKING CRISES, AND BAILOUTS

We now turn to the analysis of bailouts of banking systems. In the above equi-
librium, we assumed that banks were always solvent. However, there is the
possibility that a troubled project could turn a solvent bank into an insolvent
bank. In this section, we provide more detail about the situation of the bank.We
introduce a measure of the amount of equity in a bank. As a function of how well
capitalized a bank is, it may or may not behave as in the above equilibrium. In
particular, a weakly capitalized bank, faced with troubled projects, may itself face
the moral hazard problem of seeking to add inefficient risk. That is, there will be
no incentive to liquidate projects. This means that when projects are troubled,
weak banks cause a knock-on effect, where banks and entrepreneurs find it in
their joint interests to engage in moral hazard.

11.5.1. Bank Capital Ratios and Bank Moral Hazard Problems

Suppose a representative bank lends to a single entrepreneur at date 0, and owes
depositors an amount D at date 2. Imagine that the bank has some assets other
than the projects discussed so far. These other assets have a payoff of V, where
V is a random variable that will be realized at date 2. The date 2 realization will
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be VH with probability θ and VL with probability 1− θ . However, nonverifiable
information about the realization of V becomes known to the banks at date 1.

We assume the risk associated with V is systematic and independent of the
states of the long-term projects. In addition, we assume:

Assumption 10. VH >D, and VL + 1 >D, but VL + L < D.That is, when the
bank receives a negative shock and the project it lent to is also in trouble, the bank is
insolvent even if it receives the entire cash flow from the troubled project, L.

Now, even though it is efficient to forgive part of the debt or to liquidate trou-
bled projects, it can happen that the bank has a moral hazard problem itself and
prefers not to liquidate troubled projects.

LEMMA 4. If, at date 1, a bank learns that the realization of V is VL, then the bank
will not agree to renegotiate the debt contract or to liquidate a troubled project.

Proof. See Appendix.
Previously, successful renegotiation resulted because the bank was willing to

forgive some debt or to share the proceeds of liquidation with the entrepreneur.
Here, by refusing to share the benefits of liquidation with the entrepreneur (via
debt forgiveness), the bank removes any incentive for the entrepreneur to liq-
uidate the project. If the entrepreneur cannot benefit by selling the project,
then there is no reason to sell; adding risk is the entrepreneur’s optimal strategy
when the state is L. The bank engages in moral hazard by refusing to renegoti-
ate with the borrower, thereby enticing the entrepreneur to add risk. As a result,
there is a chance, δ, that the entrepreneur will be able to repay F at date 2. In
that case, the bank will be able to honor its date 2 obligations to repay D to
depositors.17

Forgiveness or liquidation is now possible only if the bank’s cash flow from
its other business is VH. The bank’s moral hazard problem causes an additional
inefficiency in the economy. If the realization of the systematic shock is VL, then
the liquidity demand at date 1 is zero. This happens with probability 1− θ . Now,
the equilibrium project choices at date 0 depend on θ . We first examine the case
whendebt forgivenesswould be feasiblewithout the bankmoral hazard problem.

17. If depositors can observe which entrepreneurs are in the low state, they can run on the banks
and withdraw their deposits forcing the banks to “liquidate” (that is, the bank assets would have
to be sold to the liquidity suppliers). Once they run the banks, both the bank’s equity and the
entrepreneur’s equity are zero. Projects will be sold in the liquidation market, and the proceeds
will be used to honor deposit contracts. If depositors cannot observe which entrepreneurs are in
the low state, they might mistakenly run the banks with healthy projects. If depositors anticipate
theymight run the good banks, it may be better for themnot to run any banks. These issues are dis-
cussed at length in Gorton and Huang (2001) and, for the sake of brevity, are avoided here. Here,
imagine that there is deposit insurance in place (though the reasons for this are not modeled).
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PROPOSITION 6. Suppose that γ L ≥ δ
π + δ(1−π) , i.e., debt forgiveness is feasible

at date 1. Then:

(i) If πH+ (1−π)[θL+ (1− θ)δTL] ≥ 1+ R
2 , then all entrepreneurs

choose the long-term project at date 0.
(ii) If πH+ (1−π)[θL+ (1− θ)δTL]<1+ R

2 , then all entrepreneurs
choose the short-term project at date 0.

Proof. See Appendix.
Because of the bank’s moral hazard problem, renegotiation fails when the

bank’s state is VL. Ex ante, the value of the long-term project decreases. The
above proposition shows that the problem can be so severe that the long-term
project can even be dominated by the short-term project. Investment in the
long-term projects is then abandoned.

Next, we study how the bankmoral hazard problem affects the equilibrium in
the case where debt forgiveness is not feasible.

PROPOSITION 7. Suppose that γ L< δ
π+δ(1−π) , i.e., debt forgiveness is not feasible

at date 1. Then:

(i) If πH+ (1−π)δTL > 1+ R
2 + θ(L− δTL)

(
1− δTL−γL

R

)
, then all

entrepreneurs choose the long-term project at date 0. In this case, there will
be no liquidity supply at date 1, and risk will be added for projects realizing
the low state at date 1.

(ii) If πH+ (1−π)[θL+ (1− θ)δTL] < 1+ R
2 , then all entrepreneurs

choose the short-term project at date 0.
(iii) If πH+ (1−π)δTL ≤ 1+ R

2 + θ(L− δTL)
(
1− δTL−γL

R

)
, and

πH+ (1−π)[θL+ (1− θ)δTL] ≥ 1+ R
2 , then there exists a measure,

α∗, of entrepreneurs that choose the long-term project at date 0, and a
measure, (1−α∗), of entrepreneurs that choose the short-term project at
date 0. At date 1 the liquidation price is Q ∗ ∈ [δTL,L]. α* and Q* are
defined in the Appendix.

Proof. See Appendix.
The moral hazard problem with banks can result in troubled projects not

being sold in the liquidationmarket at date 1. This is a kind of market failure and
adds inefficiency to the economy. Recall that θ is the chance of VH occurring.
We can view θ as a measure of this additional inefficiency.

COROLLARY 2: Social welfare is increasing in θ .

Proof. See Appendix.
The intuition is straightforward. Higher θ means banks have more capital and

are less likely to want to engage in moral hazard. Consequently, by increasing
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θ , the chance that a troubled project receives equity either from the lender by
forgiveness or via the liquidation market is increased, and so efficiency in the
economy is improved. If banks are weaker, however, then inefficiency increases.

11.5.2. Government Bank Bailouts

Government intervention can improve efficiency when there is the potential
problem of banks engaging in moral hazard. When the state is low and banks
have VL, the government has to consider not only the entrepreneurs’ moral
hazard problem but also the banks’ moral hazard problem. Therefore the gov-
ernment has to offer banks a larger amount to induce banks to sell their projects
to the government. The next lemma shows how much the government needs to
pay the banks to bail out the troubled projects.

LEMMA 5. Suppose the face value of the debt is F, and the government’s tax is t at
date 2. The government has to pay banks at least P′ ≡ δ(F− t)+(1−δ)(D−VL)
to remove banks’ moral hazard problem.

Proof. See Appendix.
Although it seems that the banks’ moral hazard problem will make govern-

ment intervention less efficient, the first-best outcome can still be reached so
long as the condition γ (πH+ (1−π)L)≥ 1 is satisfied. The intuition is as fol-
lows. Anticipating that banks will get a higher price, P′, at date 1, the net interest,
(F − t), paid to banks can be lowered and thus the government can tax more
(increase t) at date 2 to finance the subsidy at date 1. In other words, the bank
moral hazard problem requires more public liquidity at date 1. However, due
to the decrease in the interest paid to banks, the government has more liquidity
available at date 1. So long as we have γ (πH + (1 − π)L) ≥ 1, the govern-
ment has enough public liquidity to bail out all troubled projects. The first-best
outcome can be attained.

If γ (πH + (1 − π)L) < 1, government intervention cannot produce the
first-best outcome because the government cannot levy enough taxes on
entrepreneurs in high states. As in the case without the banks’ moral haz-
ard problem, it is possible that a liquidation market at date 1 is desirable.
The following proposition characterizes the situations in which the liquidation
market exists. If some projects are allowed to continue, because the govern-
ment only bails out a fraction of them, then we may say that “forbearance”
occurs.

PROPOSITION 8. If γ (πH + (1 − π)L) ≥ 1, then government intervention
can still generate the first-best outcome even if the potential banks’ moral hazard
problem exists. Entrepreneurs and banks sign debt contracts with a face value of
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F = 1−(1−π)γL
π . At date 1, the government offers to buy the loan at price P =

δ+π(1−δ)(D−VL)
π+δ(1−π) . Banks with troubled projects sell their loans to the government and

banks with high state projects retain their loans and pay a tax of t = 1−(1−π)γL
π −

1−(1−π)(1−δ)(D−VL)
π+δ(1−π) at date 2. If γ (πH + (1 − π)L) < 1, then the govern-

ment can only bail out a fraction ω ≡ π((π+(1−π)δ)γH+(1−π)(1−δ)(D−VL)−1)
(1−π)(δ+π(1−δ)(D−VL)−(π+(1−π)δ)γL) of

the troubled long-term projects and the remaining 1 − ω fraction of the troubled
long-term projects will either suffer from the moral hazard problem or be liquidated.

Proof. See Appendix.
The governmentmay not be able to bail out all the low-value projects because

of limited resources. Limited resources seems like a realistic assumption because
of political constraints or because taxes are distortionary, so that in a largermodel
the social welfare-maximizing government would choose not to bail out all the
low-value projects.

11.5.3. Discussion

Asmentioned in the introduction, government bailouts of banking systems have
recently become very common. Modem versions of the U.S. Reconstruction
FinanceCorporation have been used inmany countries. InMexico, for example,
the Tequila crisis of 1994–1995 resulted in massive losses for Mexican banks.
A public restructuring vehicle, the Trust Fund for the Protection of Bank Sav-
ings [the Fondo Bancario de Proteccion al Ahorro (FOBAPROA)], was initially
used to (in part) buy loans from banks [see Honohan (no date) and Jose De
Luna Martinez (2000)]. The FOBAPROA purchased nonperforming loans in
an amount equal to twice the private contribution to capital, including subordi-
nated debt, made by existing and new shareholders. The loans were purchased at
book value (net of provisions)with ten-year zero coupon bonds. AsWoo (2000)
observes: “By purchasing the nonperforming loans from banks at book value, the
FOBAPROA was essentially offering the banks free capital or a subsidy” (p. 11,
footnote 14).

Argentinean banks also suffered during the Tequila crisis and the subsequent
bank restructuring also involved public assistance from newly established public
entities (see Augusto De la Torre, 2000). In Thailand, the Financial Institutions
Development Fund—a distinct public entity—was established following the cri-
sis of 1997. In Bulgaria, the government issued “Zunk” bond, government bonds
that it used to substitute for unrecoverable bank loans. Cameroon also estab-
lished a public vehicle, the Société de Recouvrement des Créances that replaced
bad loans with government obligations on bank balance sheets. In Japan, there
is the Financial Reconstruction Commission (see Hiroshi Nakaso, 1999). And
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there are many other examples (see Andrew Sheng, 1996; William Alexander
et al., 1997; Charles Enoch et al., 1999; Lindgren et al., 1999; Klingebiel, 2000).

Bailouts are not without controversy. One issue concerns whether such gov-
ernment safety nets generate incentive problems that we have not included in
the model. For example, in our model, entrepreneurs do not have an effort
choice that determines the probability of the high and low state. If they had
such a choice, anticipating that the government will bail them out in the low
state, entrepreneurs would shirk and free ride on other entrepreneurs’ efforts
(those who work hard and pay taxes to finance the bailouts). Then the ex post
efficient government bailouts may cause an ex ante efficiency loss. And conse-
quently, governments would like to commit to only bailout entrepreneurs under
certain circumstances. This is an interesting and important topic, which we are
pursuing.18

11.6. CONCLUSION

Bailouts by the government occur when the amount of the assets to be sold is
so large that it would be inefficient for private agents to have hoarded liquid
resources to purchase these assets in a short period of time. When the banking
system is insolvent, private agents cannot readily buy the assets of the banks;
it is simply not feasible since private agents lack liquidity. The government can
improve welfare by creating this liquidity. However, forbearance occurs when
the government cannot bail out all banks, corresponding to a situation where
the government’s tax capacity in the short run is too small.19 These arguments
stem from the basic idea that not all assets can be used to purchase other assets
at every date.

“Liquidity” refers to the amount of readily available resources that can be used
to purchase claims on projects when they are offered for sale at later dates. Not
all resources can be used to buy projects. When there is a “liquidity-in-advance”
constraint, the price at which claims can be sold is not just determined by the
available information on their payoffs. Liquidity considerations result in prices
that deviate from “efficient” market prices (i.e., the conditional expectation of
the payoffs on the claim). A “liquidity discount” can arise.

18. The obvious moral hazard problem seems to be hard to detect in empirical work, suggest-
ing that the situation is more complicated. See Gorton and Winton (2003) for a survey of the
literature.

19. In ourmodel, the constraint on the government is the amount that can be taxed at date 2. If this
is too low, thennot all banks can be bailed out. In reality, theremay also be political constraints that
prevent the government from raising taxes. For example, see Thomas Romer and Barry Weingast
(1992) with regard to the U.S. thrift crisis.
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At the root of the problem is the inability of private agents to buy insurance
against declines in the value of their equity. Equity insurance is not available
at date 0. Such insurance would have entrepreneurs with high-value projects
insure entrepreneurs with low-value projects. But, this cannot occur. The incom-
pleteness in markets raises the possibility that investment in the short-term
project, what we have called hoarding, can be a desirable investment. Such
investors commit to stand ready at subsequent dates to buy claims should
they be offered for sale. These liquidity suppliers provide a valuable service
when lender forgiveness is not optimal. But, from society’s point of view it is
costly to have agents engage in this activity. The government can overcome
the lack of an equity insurance market by subsidizing either distressed firms or
banks.

Empirically studying bailouts, and testing themodel, seems like an interesting,
but difficult, agenda. In reality, the issues we have discussed are complicated by
the nature of the country’s bankruptcy code, or lack of bankruptcy code, as well
as fiscal and political considerations. Some progress is being made, however, in
the form of interesting case studies. For example, in addition to the studies of
bailouts and restructuringmentioned above, Enoch et al. (2002) study the tran-
sition economies,GuonanMa andBen S. C. Fung (2002) studyChina, andMari
Pangestu andManggi Habir (2002) study Indonesia.

APPENDIX

PROOF OF LEMMA 1:
If the bank forgives the debt at date 1, the maximum the bank can get in the low
state is f = γ L. The face value of the debt, F, that was set at date 0, must be high
enough such that πF+ (1−π)γ L≥ 1,orF ≥ 1−(1−π)γL

π . But, in order for the
bank to be willing to forgive debt, it must be the case that γ L ≥ δF. Combining
these two conditions, we get that γ L≥ δ

π+δ(1−π) .

PROOF OF LEMMA 2:
Suppose the liquidation price isQ and an entrepreneur who took the short-term
project has realized a cash flow of r. If r≥Q , then he can afford to buy a troubled
project by using his own money and no risk will be added. If r < Q , then he will
have to borrowQ − r to buy the project. He adds risk if and only ifQ − r > γ L.
The payoff to buying a project is L−Q if risk is not added, and is δTL − Q if
risk is added.

If Q > L, the liquidation price is greater than the continuation value of the
troubled project even if risk is not added. Therefore, no onewill buy. IfQ ≤ δTL,
buying a troubled project is profitable even if risk is added and all liquidity suppli-
ers want to buy. If δTL<Q ≤ L, then buying a troubled project is profitable only
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if risk is not added. Therefore, only those liquidity suppliers with r≥Q−γ Lwill
buy troubled projects.

PROOF OF LEMMA 3:
At date 1, the total measure of troubled projects is α(1−π). The total measure
of liquidity at a priceQ ∈ [δTL,L] is(1−α)

(
1− Q−γL

R

)
.

If (1−α)
(
1− δTL−γL

R

)
≤ α(1− π), then liquidity demand is so high that

there is no liquidation price,Q,withQ >δTL, that clears the liquidationmarket.
Bertrand competition then drives the price down to the reservation value of δTL.

Ifα(1−π)≤ (1−α)
(
1− L−γL

R

)
, then there is an excess supply of liquidity

at date 1. The price is at its highest level, L.
Finally, if (1−α)

(
1− L−γL

R

)
< α(1−π) < (1−α)

(
1− δLT−γL

R

)
, then

there exists a Q ∈ (δLT,L) that clears the market. Equating liquidity demand
to liquidity supply: (1− α)×

(
1− Q−γL

R

)
= α(1− π), results in Q = γ L+

R
(
1− α(1−π)

1−α

)
. All those entrepreneurs with r ≥ δLT − γ L get projects and

will not add risk.

PROOF OF PROPOSITION 2:
Suppose the liquidation price is Q. We know that Q must be in the interval
[δLT,L]. At date 0, the expected payoff to the long-term project is πH+ (1−
π)Q , which is increasing in Q ; the expected payoff to the short-term project
is 1 + R

2 + (L − Q)
(
1− Q−γL

R

)
, which is decreasing in Q. When liquida-

tion price Q is δLT, the value of the long-term project reaches its minimum
πH+(1−π)δTL, and the value of the short-term project reaches its maximum
1+ R

2 + (L− δTL)×
(
1− δTL−γL

R

)
. If πH+ (1− π)δLT > 1+ R

2 + (L−
δTL)

(
1− δTL−γL

R

)
, then taking the long-term project dominates taking the

short-term project. In that case, all entrepreneurs choose the long-term project
at date 0. Suppose πH+ (1−π)δTL≤ 1+ R

2 + (L− δTL)×
(
1− δTL−γL

R

)
.

Recall that we have assumed that πH+ (1−π)L > 1+R/2. Therefore, there
exists a unique Q ∗ ∈ [δTL,L] such that πH + (1 − π)Q ∗ = 1 + R

2 + (L −
Q ∗)×

(
1− Q∗−γL

R

)
. Solving forQ *, we get:

Q ∗ =
(2−π)R+ (1− γ )L−

√
((2−π)R+ (1− γ )L)2 − 4

(
R
(
1+ R

2 −πH+L
)+ γL2

)

2
.

To obtain α∗, the secondary liquidation market must be cleared at date 1,
i.e., (1 − α) ×

(
1− Q∗−γL

R

)
= α(1 − π). Solving this equation gives:

α∗ = R+γL−Q∗
(2−π)R+γL−Q∗ .
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PROOF OF PROPOSITION 3 AND COROLLARY 1:

(1) Define

G(π ,δ,R,Q ∗)= πH+ (1−π)Q∗ − 1− R
2

− (L−Q ∗)
(
1− Q∗ − γ L

R

)
.

∂Q∗

∂R
= − ∂G/∂R

∂G/∂Q∗ =
1
2 + (L−Q ∗)(Q∗−γL)

R2

(1−π)+
(
1− Q∗−γL

R

)
+ L−Q∗

R

> 0;

∂Q∗

∂R
= − ∂G/∂π

∂G/∂Q∗ = − H−Q ∗

(1−π)+
(
1− Q∗−γL

R

)
+ L−Q∗

R

< 0;

∂Q ∗

∂δ
= − ∂G/∂δ

∂G/∂Q∗ = −
(L−Q∗)L(T−1)

R(1−δ2)

(1−π)+
(
1− Q∗−γL

R

)
+ L−Q∗

R

< 0.

(2) To prove that social welfare is increasing in R and decreasing in δ, we
use the expected payoff to entrepreneurs who take the long-term
project. DefineW = πH+ (1−π)Q ∗. Then: ∂W

∂R = (1−π) ∂Q∗
∂R > 0,

and ∂W
∂δ = (1−π) ∂Q∗

∂δ < 0. To prove that social welfare is increasing
in π , we use the expected payoff to entrepreneurs who take the
short-term project. DefineW = 1+ R

2 + (L−Q ∗)
(
1− Q∗−γL

R

)
.

Then, ∂W
∂π = −

(
(L−Q∗)

R + 1− Q∗−γL
R

)
∂Q∗
∂π > 0.

PROOF OF PROPOSITION 4:
Suppose the face value of the debt is F and the government levies t on each
bank at date 2. F − t is the net payment a bank receives from a loan in the
high state. When the government buys the loans from banks at date 1, the min-
imum price it has to pay to the banks is δ(F − t), which is the payoff banks
with low-state projects can get if risk is added. And, in order to remove the
incentive to engage in moral hazard, the government has to forgive the face
value of the debt to less than or equal to γ L. Therefore, δ(F − t) − γ L is the
necessary subsidy to bail out a troubled project. The government has a bud-
get constraint condition: π t ≥ (1− π)(δ(F − t) − γ L). Banks have to break
even, so we have π(F − t) + (1 − π)δ(F − t) ≥ 1. Finally, the face value of
the debt cannot be too high; otherwise even entrepreneurs in the high state will
add risk. So, we must have F ≤ γH. Combining these conditions, we obtain
γ (πH+(1−π)L)≥ 1. The equilibrium is the solution to the following system
of equations: P= δ(F− t), π t = (1−π)(P− γ L),π(F− t)+ (1−π)P = 1.
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Solving for the equilibrium gives us: F = 1−(1−π)γL
π , P = δ

π+δ(1−π) , and t =
1−(1−π)γL

π − 1
π+δ(1−π) .

PROOF OF PROPOSITION 5:
When γ (πH+ (1−π)L) < 1, the first-best outcome characterized in Proposi-
tion 4 is not feasible because the government lacks enough resources to bail out
all distressed long-term projects. The government chooses the loan price, P, tax
on high projects, t, and bails out a fraction, ω, of the low state projects. We first
suppose that there is private liquidity supply [i.e.,Q solvesπH+(1−π)[ωL+
(1−ω)Q ]= 1+ R

2 + (L−Q)
(
1− Q−γL

R

)]
and show that the government’s

optimal choice is to maximizeω.
Define J(π ,δ,R,Q) = πH + (1 − π)[ωL + (1 − ω)Q ] = 1 + R

2 + (L −
Q)
(
1− Q−γL

R

)
.

∂Q
∂ω

= − ∂J/∂ω

∂J/∂Q
= − (1−π)(L−Q)

(1−π)(1−ω)+
(
1− Q−γL

R

)
+ L−Q

R

< 0.

In equilibrium the expected payoff to entrepreneurs who take the long-term
project and the expectedpayoff to entrepreneurswho take the short-termproject
are the same, which is equal to πH+ (1− π)[ωL+ (1− ω)Q ]. We show it is
increasing inω.

DefineW = πH+ (1−π)[ωL+ (1−ω)Q ].

∂W
∂R

= (1−π)
[
(L−Q)+ (1−ω)

∂Q
∂ω

]

= (1−π)(L−Q)

(
1− Q−γL

R

)
+ L−Q

R

(1−π)(1−ω)+
(
1− Q−γL

R

)
+ L−Q

R

> 0.

By constraint (4), in order to maximizeω, the government needs tominimize
P.To satisfy constraint (2), P will be set to equal δ(F− t), which is the expected
payoff banks receive if risk is added to low state projects, and is also the expected
payoff banks receive in case the projects are sold because the bargaining power
is in the hands of entrepreneurs. Substituting P = δ(F − t) into constraint (3),
we get π(F− t)+ (1−π)δ(F − t) = 1, or t = F− 1

π+(1−π)δ .
Since the government has to subsidize each troubled project by the amount

δ(F − t)− γ L, the fraction of troubled projects that can be subsidized is equal
to (π+(1−π)δ)F−1

(1−π)(δF−γL) . This fraction is maximized when F is equal to γH. The max-

imum is equal to ω∗ ≡ π((π+(1−π)δ)γH−1)
(1−π)(δ−(π+(1−π)δ)γL) . Note that ω is always less than

one because we have γ (πH+ (1−π)L) < 1. The remaining (1−ω) projects
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cannot be bailed out by the government. Risk will be added to these projects if
they are not liquidated. Then the question is whether there are liquidity suppliers
in the secondarymarket.Weneed to checkwhether a deviation to the short-term
project is profitable if all other entrepreneurs take the long-term project.

Suppose πH + (1− π)[ω∗L+ (1− ω∗)δTL] > 1+ R
2 + (L− δTL), i.e.,

there is no entrepreneur willing to supply liquidity. Can the government lower
ω to improve welfare? The answer is no. Suppose the government lowers ω to
a certain level such that some entrepreneurs are willing to invest in the short-
term project. According to the proof above, the governments will setω as high as
possible, so the maximum point is reached whenQ = δTL. But whenQ = δTL,
welfaremust be less thanπH+(1−π)[ω∗L+(1−ω∗)δTL] becauseω cannot
be larger thanω∗.

Similar to the proof of Proposition 2, we can solve for Q * and α∗. Since
entrepreneurs must be indifferent between taking the short-term project and
taking the long-term project at date 1, the liquidation price Q* must satisfy
πH + (1− π)[ωL + (1− ω)Q ] = 1+ R

2 + (L −Q)
(
1− Q−γL

R

)
. Solving

forQ *, we get:

Q ∗ =
(1+ (1+ω)(1−π))R+ (1+ γ )L−

√√√√ ((1+ (1−ω)(1−π))R+ (1+ γ )L)2

−4
(
R
(
1+ R

2 −πH+L(1−ω(1−π))
)

+ γL2
)

2
.

Finally, substituting Q* into the market-clearing condition at date 1 gives:
α(1 − π)(1 + ω) = (1 − α)

(
1− Q∗−γL

R

)
. Solving this equation gives us

α∗ = R+γL−Q∗
(1+(1−π)(1+ω))R+γL−Q∗ .

PROOF OF LEMMA 4:
The bank can get at most L from forgiveness or liquidation. In these cases, its
equity is negative. Therefore, the bank will not forgive debt or sell the project,
forcing continuation with risk added. In that case, there is still some hope that
the bank will be solvent at date 2.

PROOF OF PROPOSITION 6:
If the systematic shock turns out to be high, i.e., V is equal to VH, then
there will be debt forgiveness and the value of the project is L in the low
state. If the systematic shock turns out to be low, i.e., V is equal to VL, then
there will be no debt forgiveness by Lemma 4 and the value of the project
is δTL in the low state. Therefore the expected payoff from taking the long-
term project is πH + (1 − π)[(1 − θ)δTL + θL]. On the other hand, if
an entrepreneur takes a short-term project, there is no chance for him to
buy a troubled project and hence the expected payoff is 1 + R

2 . At date 0
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entrepreneurs make investment decisions by comparing these two expected
values.

PROOF OF PROPOSITION 7:
If πH+ (1−π)δTL > 1+ R

2 +θ(L−δTL)
(
1− δTL−γL

R

)
, then the return to

the long-term project dominates that of the short-term project even if the date
1 liquidation price is at its reservation value δTL. Therefore, no entrepreneur
invests in the short-term project at date 0.

If πH + (1 − π)[(1 − θ)δTL + θL] ≤ 1 + R
2 , then even if the troubled

project can be sold for its maximum value of L in the liquidation market, θ is
so low that, ex ante, the payoff from a long-term project is less than the pay-
off from a short-term project. No entrepreneur chooses the long-term project at
date 0.

SupposeπH+(1−π)δTL≤ 1+ R
2 +θ(L−δTL)

(
1− δTL−γL

R

)
andπH+

(1−π)×[(1−θ)δTL+θL]> 1+ R
2 . Then there is a unique liquidation price,

Q *, that solves the equation: πH + (1− π)[(1− θ)δTL+ θQ ] = 1+ R
2 +

θ(L−Q)
(
1− Q−γL

R

)
. Solving this equation, we get

Q∗ =
(2−π)R+ (1+ γ )L−

√
((2−π)R+ (1+ γ )L)2 − 4

(
R
θ

(
1+ R

2 −πH− (1−π)(1− θ)δTL+ θL
)

+ γL2
)

2
.

At Q* an individual entrepreneur is indifferent between choosing the long-
term project or the short-term project at date 0. Equilibrium project choice
must be consistent with Q*, so α∗ is the solution to the equation: (1 −
α)
(
1− Q ∗−γL

R

)
= α(1−π). Solving for α∗, we get α∗ = R+γL−Q∗

(2−π)R+γL−Q ∗ .

PROOF OF COROLLARY 2:
When debt forgiveness is feasible, social welfare is equal to

max
{

πH+ (1−π)[θL+ (1− θ)δTL],1+ R
2

}
,

which is increasing in θ . Suppose debt forgiveness is not feasible. If all
entrepreneurs take the short-term project or all entrepreneurs take the long-
term project, there is no liquidation market. Social welfare is either πH+ (1−
π)δTL or 1 + R

2 . If entrepreneurs choose different projects and there is a liq-
uidation market at date 1, social welfare is equal to πH+ (1− π)[θQ + (1−
θ)δTL]. LetW(θ) ≡ πH + (1− π)[θQ + (1− θ)δTL]. We have W ′(θ) =
(1−π)Q − δTL+ θ ∂Q

∂θ > 0.
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PROOF OF LEMMA 5:
To make VL banks sell the troubled projects, the government has to pay a price,
P′, such that VL + P′ − D ≥ δ(VL + F − t − D). Rearranging the terms, we
get P′ ≥ δ (F − t)+ (1 − δ)(D− VL).

PROOF OF PROPOSITION 8:
Suppose the face value of the debt is F and the government levies tax t on each
bank at date 2. By Lemma 5, when the government buys the claims from banks at
date 1, theminimumprice it has to pay to the banks is δ(F− t)+ (1 − δ)(D−
VL). And in order to remove the entrepreneurs’ incentives to engage in moral
hazard, the government has to forgive the face value of the debt to less than or
equal to γ L. The government has a budget constraint: π t ≥ (1 − π)(δ(F −
t) + (1 − δ)(D− VL) − γ L). Banks have to break even, so we have π(F −
t)+ (1 − π)(δ(F− t)+ (1− δ)(D−VL))≥ 1. Finally, the face value of the
debt cannot be too high because otherwise even entrepreneurs in the high state
will add risk. So, we must have F ≤ γH. Combining these conditions, we obtain
γ (πH+(1−π)L)≥ 1. The equilibrium is the solution to the following system
of equations: P = δ(F− t)+ (1− δ)(D−VL),π t = (1−π)(P− γ L),π(F−
t)+ (1− π)P = 1. Solving for the equilibrium gives us: F = 1−(1−π)γL

π ,P =
δ+π(1− δ)(D−VL)

π+δ(1−π) , and t = 1−(1−π)γL
π − 1−(1−π)(1− δ)(D−VL)

π+δ(1−π) .
Now suppose γ (πH + (1− π)L) < 1. Similar to the Proof of Proposition

5, the government chooses the largest possibleω to maximize its objective func-
tion. This is achieved by setting: π(F− t)+ (1− π)(δ(F− t)+ (1− δ)(D−
VL)) = 1,P = δ(F − t) + (1 − δ)(D − VL), and π t = (1 − π)ω(P − γ L),
which correspond to the banks’ break-even condition, incentive compatibility
condition, and the government’s budget constraint, respectively. Moreover, F
takes its highest possible value, γH. The maximum fraction is equal to ω ≡
π((π+(1−π)δ)γH+(1−π)(1−δ)(D−VL)−1)
(1−π)(δ+π(1−δ)(D−VL)−(π+(1−π)δ)γL) . Note that ω is always less than one
because we have γ (πH+ (1−π)L) < 1. The remaining (1−ω) projects can-
not be bailed out by the government and risk will be added to these projects if
they are not liquidated.

The next question is whether there are liquidity suppliers in the secondary
market. We need to check whether deviation to the short-term project is
profitable if all other entrepreneurs take the long-term project. If all other
entrepreneurs take the long-term project, and one entrepreneur takes the short-
term project, then this entrepreneur is the sole liquidity supplier at date 1 and
he can buy a troubled project at price δTL.His expected payoff from taking the
short-term project is: 1+ R

2 + θ(L− δTL)
(
1− δTL−γL

R

)
. If this entrepreneur

does not deviate, his expected payoff is: πH + (1 − π)[ωL + (1 − ω)δTL].
Therefore, there are liquidity suppliers if and only if πH+ (1−π)[ωL+ (1−
ω)δTL]≤ 1+ R

2 + θ(L− δTL)
(
1− δTL−γL

R

)
.
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The remainder of the proof is similar to the Proof of Proposition 2. Since
entrepreneurs must be indifferent between taking the short-term project and
taking the long-term project at date 1, the liquidation priceQ * must satisfy:

πH+ (1−π)[ωL+ (1−ω)(θQ + (1− θ)δTL)]

= 1+ R
2

+ θ(L−Q)
(
1− Q − γ L

R

)
.

Solving forQ *, we get:

Q∗ =

(1+ (1+ ω)(1+ π))R+ (1+ γ )L−

√√√√√
((1+ (1− ω)(1− π))R+ (1+ γ )L)2

−4
( R

θ

(
1+ R

2 − πH+ L(θ − ω(1− π))
−(1− π)(1− ω)(1− θ)δTL

)+ γL2
)
.

2

Once we get Q *, we plug Q * into the market-clearing condition at date 1:
α(1 − π)(1 − ω) = (1 − α)

(
1− Q−γL

R

)
. Solving this equation gives us:

α∗ = R+γL−Q∗
(1+(1−π)(1−ω))R+γL−Q∗ .
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PART III

WHAT DO BANKS DO?





12

The Design of Bank Loan
Contracts

GARY B. GORTON AND JAMES KAHN* �

Empirical work strongly suggests that bank loans are different from corporate
bonds.1 This evidence has spawned a number of hypotheses about exactly what
banks do to make themselves valuable. These theories have stressed various
kinds of screening andmonitoring of borrowers. In this chapter we argue that the
interesting and valuable functions of banks occur between the time they make
a loan and collect repayment. We focus on banks’ ability to renegotiate credit
terms with borrowers, and on the tight link between that renegotiation andmon-
itoring. Our model shows how the unique characteristics of bank loans emerge
endogenously to enhance efficiency. These characteristics include seniority (i.e.,
the bank has first claim on the assets of the borrower in the event of default); an
option for the bank to liquidate the loan at any time (perhaps in the form of very

* This is a revised version of a previous article with a slightly different title. Thanks toMark Carey,
Mathias Dewatripont, Douglas Diamond, OliverHart, PaulMilgrom, RaghuramRajan, andDavid
Webb for discussions and to Nils Gottfries, Michel Habib, Leonard Nakamura, an anonymous
referee, and seminar participants at the University of Chicago, University of Illinois, Board of
Governors, Johns Hopkins, Wayne State, ECARE, the CEPRMeeting at Toulouse, the University
of Stockholm, the PennMacro LunchGroup and the Penn Finance LunchGroup, for suggestions.
The views expressed are those of the authors and do not necessarily reflect the views of the Federal
Reserve Bank of New York or the Federal Reserve System.

1. For example, James (1987) finds a positive and significant abnormal stock response to firms
announcing the signing of bank loan agreements. Also seeLummer andMcConnell (1989).Hoshi,
Kashyap, and Scharfstein (1990) find that Japanese firms in financial distress that aremembers of a
“main-bank” coalitions (keiretsu) invest and sell more after the onset of distress than do distressed
firms that are not members of a bank coalition. Other evidence includes Gilson, John, and Lang
(1990) and Slovin, Sushka, and Polonchek (1993).
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tight covenants); and an initial loan rate set not to price the risk of default, but
to minimize subsequent costs associated with moral hazard and renegotiation.
As a consequence of this last feature, initial loan pricingmay involve transfers—
either from the borrower to the bank (in the form of up-front fees, compensating
balance requirements, or the purchase of other bank services), or from the bank
to the borrower with the bank providing underpriced services to the borrower.
The model also predicts that firm risk is endogenous and state dependent, and
that renegotiated interest rates on the debt need not be monotone in firm risk.

While loans and bonds are both debt contracts, we take the defining feature
of bank loans to be that they are typically held by a single creditor. We will argue
that this feature makes “monitoring” of the borrower both feasible and desirable.
Bonds, on the other hand, are (by definition) held by dispersed creditors for
whom monitoring and renegotiation are relatively costly because of free-rider
problems.2 We incorporate this distinction in a model of renegotiation between
a borrower and a bank lender. Renegotiation of the contract terms is triggered
by the arrival of new information that may lead the borrower to add inefficient
risk to the project (i.e., asset substitution) absent changes in the terms of the
loan. There is also the potential for moral hazard on the part of the bank since
the bank may “hold up” the borrower by (credibly) threatening to liquidate the
borrower’s project, thereby extracting a higher interest rate.

The interplay between the two moral hazard problems leads to a number of
outcomes to renegotiation. The bank may liquidate the project, raise the inter-
est rate, forgive some of the debt, or stay with the status quo. “Monitoring” the
borrower can be interpreted tomean liquidating inefficient projects and renego-
tiating lower interest rates to prevent borrower risk taking. But we show that in
renegotiation the bank is not always successful in preventing the borrower from
taking on additional risk. Sometimes the bank allows a borrower to continuewith
the project even though the borrower chooses to add risk to the project. In equi-
librium, the variance of the value of the borrowing firm is therefore endogenously
time and state dependent. Because the bank can only succeed in preempting
risky behavior in the moderately distressed cases by writing off some of the debt
or lowering the rate, renegotiation results in renegotiated interest rates that are
not monotone in borrower quality: the healthiest borrowers are left alone, the
moderately distressed are granted concessions, while the most distressed are
forced to submit to harsher terms.

The contract design problem involves a number of considerations, each
of which we address. First, there is the question of whether renegotiation is

2. Our model is consistent with any secured debt-holder who has sufficient bargaining power to
renegotiate with a borrower (and we do not take a stand on how large a position this requires).
Typically banks are single lenders, making renegotiation practical. Kahan and Tuckman (1993)
argue that firms do havemechanisms at their disposal to negotiatewith decentralized bondholders,
but they are potentially costly to shareholders.



TheDesign of Bank LoanContracts 319

desirable. In other words, is it efficient for the borrower to obtain funds from
a bank, as opposed to obtaining funds from agents who cannot renegotiate?
Answering this question involves comparing the outcomes of obtaining funds
from a single lender, such as a bank, to the alternative of issuing bonds to
dispersed lenders. Issuing bonds commits the firm and its creditors not to rene-
gotiate. The second design issue concerns the contract with the bank, if funds are
obtained from a bank. Here the question is whether the contract should include
a provisionwhich allows the bank to ask for the collateral prior to maturity of the
loan (even if the borrower has not missed a payment). We assume that the con-
tract can feasibly include the liquidation option which allows the bank to “call
the loan” at any time, and we ask whether it is optimal to include this provision.

If the liquidation option is included, then the third contract design consid-
eration involves the specification of the initial contract form, considering that
both parties know that at an interim date the contract can be renegotiated upon
the arrival of new information. While we assume that if the project continues
at the interim date it must do so under a debt contract that matures at a final
date, this does not determine the optimal form of the initial contract, since the
borrower and the lender know that any initial contract will subsequently be rene-
gotiated. The outcome of the renegotiation has efficiency considerations, since
some projects will be liquidated by the bank, while others will become riskier
(when borrowers add risk). The social gain from bank loans comes from the
enhanced ability to thwart inefficient risk taking and to liquidate bad projects.
Because the bank may liquidate too frequently, however, the net value of bank
loans rests on the costs of excessive liquidation being small relative to the costs of
excessive continuation. We show how the terms of the initial contract affect the
renegotiation outcome by allocating bargaining power between borrower and
lender to minimize inefficient risk taking.

Our model identifies a unique role for bank loans that is independent of pric-
ing default risk. The initial equilibrium interest rate on loans does not primarily
reflect a default premium. Rather it is the rate that results ex ante in minimal
expected asset substitution by borrowers following renegotiation. The loan is
certain to be renegotiated, and the outcome of bargaining between the two par-
ties is partly determined by the bank’s threat to liquidate. But the credibility of
this threat depends in part on the amount owed to the bank. Intuitively, the
amount owed must be high enough so that the bank will not be overly tempted
to hold up the borrower for higher payments and thereby induce excessive risk
taking, but not so high that the bank would be insufficiently willing to for-
give some of the debt in order to discourage excessive risk taking. Given such
considerations, there is no guarantee that the loan rate that minimizes these
expected agency costs will result in zero expected profits for lenders. Conse-
quently, competition by banks can result in nonlinear pricing arrangements for
loans such as origination fees or cross-subsidization with other products, as are
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often observed. Previous explanations of the structure of bank loan pricing have
relied on screening in asymmetric information environments [e.g., Thakor and
Udell (1987)].

Our results are related to the literature on the role of banks, including
Sharpe (1990), Rajan (1992), and Detragiache (1994). In the models of Sharpe
and Rajan, banks learn private information about borrowers and are able to
exploit this information to hold up borrowers. We include this moral haz-
ard on the part of the banks and, in addition, include moral hazard by the
borrower. In Detragiache’s model renegotiation is beneficial, but can lead to
ex ante risk taking by the borrower. Her focus is on alternative bankruptcy
regimes.

Our article is also related to the literature on the role of banks as ex post
monitors, which views banks’ primary role as verifying reported (and oth-
erwise unobservable) output in settings with costly state verification [e.g.,
Diamond (1984)]. This theory cannot explain observed interaction between
banks and borrowers during the life of the contract. Moreover, the role of
banks as ex post monitors suggests that banks should be junior claimants (and
perhaps equity claimants) because their incentive to monitor would then be
strongest.3 Fama (1985) argues that this is the case. But in fact, banks are typ-
ically senior, secured claimants. It seems difficult to reconcile this feature of
bank loans with the bank’s role as ex post monitor. Our model addresses this
issue.

The model is specified in Section 12.1 Section 12.2 provides preliminary
results and definitions of payoffs. Section 12.3 looks at the renegotiation and
liquidation decisions predicted by the model. Section 12.4 examines the initial
pricing of the loan and the role of debt. Section 12.5 discusses the results, and
Section 12.6 contains some final remarks.

12.1. THE BORROWING AND LENDING ENVIRONMENT

There are four dates, t = 0, 1, 2, 3, in the model economy and two represen-
tative risk-neutral agents: a borrowing firm and a lender (which we will call the
“bank”). A summary of themodel is as follows. The borrowing firm has a project
which requires some external financing: at date t = 0 the firm obtains funding
from a competitive bank. The funding is governed by a contract that matures
at date t = 2. At t = 1, before the contract matures, some news arrives about
the firm’s future project payoffs. The new information is observed by both the

3. In costly state verification models the value of the borrower is not known until monitoring
takes place Thus, even if the bank’s junior claim is worthless, the bank does not know this until
it monitors.
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bank and the borrower, but it is not verifiable. Based on this information, and in
particular if there is bad news, the borrower may choose to take a costly risk-
increasing action. The contract may allow the bank to demand the collateral
at this time (or, synonymously, the project liquidation value) instead of wait-
ing for the contract to mature at date t =2. Also at t =1 the two parties may
renegotiate the terms of the contract. Whether the borrower expends resources
to add risk to the project, or whether instead the bank ends the contract early
by seizing the collateral, depends on the outcome of renegotiation. Finally, if
the project is not liquidated at t =1, then at t = 2 the borrower repays the
loan or is liquidated. If the borrower’s project is not liquidated at t = 2, then
a final payoff is received at t = 3. Figure 12.1 shows the timing of the model and
Table 12.1 provides a concise summary of notation and definitions for future
reference.

– Date 0

– Date 1

– Date 2

– Date 3

Firm borrows D to finance project, agreeing to repay F at

date 2;

Bank and firm renegotiate the loan terms; bank may liquidate

project;

Firm chooses whether to increase risk (α = 1) or not (α = 0)

at a cost of c (if not liquidated);

V is realized; firm pays off loan if solvent; otherwise, bank

receives liquidation value of firm;

Final cash flow from firm project is realized.

z is realized and observed by the firm and the bank;

Figure 12.1 Sequence of events.
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Table 12-1. SUMMARY OF SOME NOTATION

y2(z) Cash flow from the project at t = 2 for borrower type z
xt Scale of the project at time t(t = 0, 1; x0 = 1)
D Initial amount borrowed
F0 Initial face value of the debt
V Value of the project to the entrepreneur as of t = 2
Lt Liquidation value of the project to the lender (t = 1, 2)
FN Renegotiated face value of debt at t = 1
α Indicator variable for switching to riskier project, α ∈ {0, 1}
c Cost of switching to the riskier project
πT Total expected value of the project at t = 1
πR Expected bank profit with renegotiation
πU Expected bank profit absent renegotiation
z∗ inf {z|(z) ≥ 0, given F}, that is, threshold for switching to risky

project given initial contract
z∗∗ inf {z|(z) ≥ FN}, that is, threshold for switching projects given

renegotiated contract
zRN inf {z|πU ≥ L1, forall FN ≤ F}, threshold for liquidation to be a

credible threat
zEL1 inf {z|πT ≥ L1, α = 0}, threshold for efficient liquidation absent

switching projects
zEL2 Inf {z|πT ≥ L1, α = 1}, threshold for efficient liquidation given

switching to the riskier project
zIL inf {z|πR ≥ L1}, threshold for liquidation to be profit maximizing for

the bank
F++ (z) value of FN (z) that maximizesπR(F++, z, α = 1)
F−(z) value of FN(z)> F that maximizesπR given α = 1

12.1.1. Detailed Assumptions of the Model

12.1.1.1. PROJECTS AND BORROWERS

The borrower’s project requires a fixed scale of investment which, without loss
of generality, we will set to one. The borrower has an amount 1−D available to
invest, but must obtain the remainder,D, externally.

The project generates cash flow realizations at dates t = 2 and t = 3 of
y2(z), and V(z), respectively, where z is the borrower type realized at t = 1.
We refer to V as the project value, ignoring any liquidation possibilities (see
below), and usually suppressing the dependence on z. For simplicity we assume
a required rate of return of zero. The value V has a probability distribution given
by G(V ; z, α), where z, interpreted as “news” or borrower “type,” is a random
variable whose value is realized at t = 1, and where α indexes the project that the
borrower selects at t = 1. (i.e., whether risk is added to the project).G(V ; z, α),
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is continuous and differentiable in V and z and has bounded support, [Vl, Vh]
We assume that:

Assumption 1. Higher values of z represent “good news” in the sense that the
conditional distribution of f (z|V) exhibits the monotone likelihood ratio property
(MLRP), that is, f (z|V)/f (z|V∗) is monotone in z, increasing if V > V∗, and
decreasing otherwise [see Milgrom (1981)].

The random variable z, realized at t = 1, has density h(z) and support [zl, zh].
We will refer to z as the borrower “type.”

12.1.1.2. LIQUIDATION VALUES

The project value as of t = 2, V, is to be interpreted as the net present value
of the project when it is in the hands of the borrower who is assumed to have
some special expertise relative to the bank. If the bank becomes the owner of the
project, then it is worth a different value, the “liquidation” value or “collateral”
value. Liquidation at date t means that the project yields Lt at that date in lieu of
any future payoffs subsequent to the liquidation date. For simplicity, we assume:

Assumption 2. Liquidation is all or nothing; liquidation values are certain and
verifiable by both parties. Also, D > L1 > L2.4

The last part of Assumption 2 says that the project requires outside financing in
an amount that exceeds its liquidation value at any point in time so fully secured
debt is not feasible.5

12.1.1.3. ASSET SUBSTITUTION BY THE BORROWER

At t = 1 the borrower having received news, z, has the ability to unilaterally add
risk to his project at a cost to the expected project return of c: adding risk reduces
both V and L2 by the amount c.6 Adding risk, referred to as “asset substitution,”
is denoted by the discrete variableα (which equals 1 if the additional risk is taken
and 0 otherwise).

Assumption 3. Additional riskiness takes the form of a mean preserving spread:

V1 = V0 + ∈

4. The assumption that liquidation is all or nothing is without loss of generality since partial liq-
uidation is never optimal in any case. We prove this in Gorton and Kahn (1992). Also, note that
if L1 = L2, then the bank can never be worse off by allowing the project to continue at t = 1
and, thus, will never liquidate the project at that date. The assumption that L1 > L2 implies that at
earlier stages of the project liquidation is less costly, that is, more can be recovered.

5. We also assume that there is no choice concerning collateral; the borrower uses all the collateral
that the project provides and has no other collateralizable resources.

6. The assumption that the liquidation value, L2, is also reduced by the amount c if risk is added
(α = 1) is not necessary, but appears (to us) to be realistic.
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where Vα is the value of the project given choice α, and where E( ∈ | V0) = 0.

We denote the distribution of ∈ by K(∈) and the density by k(∈). The
support of∈ is [ ∈l, ∈h ].

Assumption 4. V0 + ∈l ≥ c.

Assumption 4 says that adding risk is always feasible; the borrower can always
pay the cost c out of the project value when α = 1 is chosen.

12.1.1.4. THE CONTRACTING ENVIRONMENT

The contracting environment is as follows:

Assumption 5. The following are observable, but not verifiable: the borrower’s
project choice at t = 1, α; the project value, V; the realization of the borrower type,
z; and the realized cash flow y2(z).

Assumption 5means that contracts can only bemade contingent on the t = 1
liquidation value and payments by the borrower to the lender. These variables
are observable by all parties, in particular, third-party contract enforcers.

12.1.1.5. CONTRACTS AND RENEGOTIATION

A “bank” is distinguished from other providers of funds by:

Assumption 6. Among possible funds providers, only banks can renegotiate
at t = 1.

According to Assumption 6, a bond blockholder who could carry out renego-
tiation is labeled a “bank” for our purposes.7 Other fund providers are viewed
as dispersed and incapable of coordinating renegotiating efforts. However, while
we assume that an agent must be a bank in order to renegotiate, whether the
contract includes the right to seize collateral prior to maturity is a separate issue.

Assumption 7. A contract can include a provision allowing for the lender to seize
the borrower’s collateral at will at t = 1.

We will call this contract provision the “liquidation option.” Since the lender
must decide when to seize the borrower’s collateral, only banks would consider
including this provision. This contract provisionmay be thought of as a reduced
form for sufficiently detailed covenants that when violated allow the bank to

7. Thus the term “bank” is intended to apply to any agent who is the sole (or sufficiently large)
lender to the borrowing firm and lends according to the contract we specify in the model. We do
not intend the term to strictly apply to institutions chartered by the government, but rather to
a broader class of agents, including so-called nonbank banks such as insurance companies, firms
such as General Motors Acceptance Corporation, and agents who hold blocks.
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demand collateral.8 Exercising the liquidation option is infeasible for other
creditors because, by assumption, other lenders cannot renegotiate and hence
cannot initiate liquidation. Combining Assumption 6 and Assumption 7 means
that there are three distinct securities to consider: corporate bonds (dispersed
holders who cannot renegotiate), and bank loan contracts with and without the
liquidation option.

In order to most simply characterize the renegotiation outcomes at t = 1, we
assume that:

Assumption 8. The bank can credibly make a take-it-or-leave-it offer at t = 1.

Assumption 9. Borrowers have no alternative source of financing at the date of
renegotiation, t = 1.

The outcome of renegotiation at t = 1 will either be liquidation of the project
or a contract specifying a payment to be made at t = 2 (either on new terms or
at the status quo ante). Because cash flows are not verifiable, they can be con-
sumed by the borrower; they cannot be seized by outside lenders, such as the
bank, but may be handed over voluntarily by the borrower. In this setting Kahn
(1992) shows that debt is an optimal contract.9 For the purposes of this article
we assume that:

Assumption 10. Debt is the optimal contract from t = 1 to t = 2. Failure to repay
the debt at t = 2 triggers liquidation, that is, the parties are committed to liquidation
if there is a default.

In order to avoid liquidity problems, we assume that the cash flow at
t = 2, y2(z), is sufficiently high, for all z, so that it is feasible to repay the lender
at t = 2 if the borrower so chooses.

12.1.1.6. OPPORTUNISM BY THE BANK

When the bank has the opportunity to threaten liquidation early (because
this contract provision has been included) it may use this threat to simply
extract surplus from the borrower. We will call this “opportunism.” Bank oppor-
tunism will sometimes have efficiency considerations. Let πR(FN , z, α) be the
expected profits of the bank as of t = 1 after renegotiation has resulted in a new
face value for the debt of FN. (α is a function of FN and z, but for clarity we
include it as an argument of the expected profit function.) FN could be higher or

8. In the United States, bank loan contracts contain detailed covenants which are easily violated,
triggering the bank’s right to demand collateral even if the borrower has not missed a payment on
the loan. In other countries, such as Japan, the loan contract is more straightforward in stating that
the bank has the right to demand collateral any time.

9. Bolton and Scharfstein (1990) and Hart and Moore (1998) show the optimality of debt in
similar settings.
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lower than the initial face value. If the bank can succeed in obtaining a higher rate,
it faces a choice: raise the rate to maximize expected profit, accepting that the
borrower will choose α = 1 (call this rate F++); or raise the rate to the highest
level so that the borrower just chooses α = 0 (call this rate F+).

Assumption 11. πR(F++, z, α = 1) > πR(F+, z, α = 0), for all z.

Assumption 11 means that bank opportunism has efficiency considerations
since, if it can, the bank will renegotiate an interest rate which is so high that
the borrower will add risk, even if the borrower would not add risk at the initial
interest rate. Assumption 11 is not the only case in which bank opportunismwill
have efficiency considerations. Furthermore, it is not necessary for the analy-
sis, but it is the most interesting case. The alternative assumptions are discussed
further below and results for these cases are given in Appendix C.

12.1.1.7. PARAMETER RESTRICTIONS

Appendix A details three further assumptions concerning parameters of the
model. Assumption 12 ensures that adding risk always results in a positive proba-
bility of solvency. This assumption simplymakes the problem interesting since it
says that when risk is added there is always some chance for the borrower to ben-
efit. Assumption 13 guarantees that the bank always prefers that the borrower
not add risk. Again, this is the interesting problem since otherwise the bank
would not want to prevent asset substitution. Finally, Assumption 14 ensures
that bank profits are increasing in the economically relevant range of F. The
assumption allows us to ignore this issue of debt forgiveness (which has no
efficiency considerations).

12.1.2. Discussion of the Model

Renegotiation occurs when news, z, arrives and is observed by both parties to the
contract. Bank loans include covenants which require the firm to supply regular
accounting information and provide the bank with an opportunity to investigate
the firm.10 Thus we view it as reasonable that the bank can observe z, which
should be interpreted as new information about the firm’s prospects that is not
freely available to (or easily interpretable by) the public.

The timing of the model assumes that news (z) arrives before the cash flows.
This is for simplicity. Since the loan cannot mature before sufficient cash flows
from the project are realized, there is always potential for renegotiation during

10. Zimmerman (1975), Quill, Cresci, and Shuter (1977), and Morsman (1986) describe
real-world covenants. Rajan and Winton (1995) discuss the theoretical rationale for their
existence.
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the course of the loan. We simply label the arrival of news and the consequent
renegotiation as t = 1, but in principle these events can occur at any time prior
to maturity, provided the borrower has time to add risk if he so chooses.

Renegotiation at t = 1 is complicated by two moral hazard problems. The
first moral hazard problem concerns the borrower. The borrower can threaten
to add risk to the project in order to transfer value from the bank. Adding risk
is costly because it reduces the project value, V, and the liquidation value, L2,
by c. This can be interpreted as a transaction cost; the borrower must pay to
modify the existing project so as to increase riskiness.11 We will show below that
our assumptions restrict attention to cases where the added risk is inefficient.
Obviously if the additional risk is in the interest of both parties, then such an
action should, and will, be taken and we do not concern ourselves with it (by
Assumption 13).

The other moral hazard problem is bank opportunism. The bank may oppor-
tunistically threaten to liquidate in order to extract surplus from the borrower
once news, z, has arrived. If the bank has the power to threaten liquidation
and can thereby extract surplus from the borrower, it may behave inefficiently.
Indeed, Assumption 11 says that the bank will behave this way if it has a credible
liquidation threat. Of importance, this opportunism has efficiency considera-
tions since the borrower will choose to add risk (α = 1) when the bank behaves
opportunistically.

The credibility of this threat by the bank depends on the design of the con-
tract. The contract design problem involves the considerations discussed in the
introduction. First, is renegotiation desirable? If it is, then should the contract
with the bank include a provision that allows the bank to ask for the collateral
prior to maturity of the loan? We assume that the contract can feasibly include
the liquidation option which allows the bank to “call the loan” at t = 1 if it so
wishes, and we ask whether it is optimal to include this provision.12 If the liqui-
dation option is included, then the third contract design consideration involves
the specification of the initial (t = 0) contract form. Knowing that any contract

11. At t = 1 we assume that costless, or extremely inexpensive, ways of adding risk can be
prevented costlessly by the bank through covenant restrictions.

12. The interpretation of this is that while borrower type, z, is not verifiable, a contract can con-
tain verifiable provisions (covenants) which are always triggered by the arrival of the news, z. Loan
covenants are written in terms of variables measurable according to accounting procedures, for
examples, net worth, leverage, etc., and consequently are verifiable, though violations may be
forgiven by the bank. See Zimmerman (1975), Quill, Cresci, and Shuter (1977), and Morsman
(1986). Bank loan contracts are written with a large number of covenants so that small deviations
of the state of the firm trigger covenant violations, allowing the firm to “call” the loan. Sometimes
the bank excuses such violations. Because of these covenants, the option to “call” is best viewed as
always verifiably being “in the money” for bad borrowers.
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will be renegotiated at t = 1, what contract should be signed at t = 0? Our analy-
sis attacks this question by asking:What is the gain to specifying the face value of
the debt to be paid at t = 2, denoted F0, at t = 0? In our analysis it is feasible for
the parties to specify F0 =D at t = 0 (or, for that matter, F0 = ∞). For example,
specifying F0 = D would be tantamount to an initial agreement under which
the lender essentially says to the borrower: “Here’s an amount of money, D.
I have the right to liquidate at t = 1, at which time we’ll work out the details
of the contract.” This specification of the initial contract says that the bank can
threaten to liquidate all borrower types at t = 1, receiving L1, unless borrow-
ers agree to the bank’s offer of FN at that date. We will show how renegotiation
outcomes are affected by the specification of F0 at t = 0 even though it is com-
mon knowledge that renegotiation will occur. The range of borrower types for
which the liquidation threat is credible depends on the initial specification of F0.
The size of F0 will lead to efficiency considerations via its ability to influence the
bank’s bargaining power at t = 1. The costs and benefits of allocating power to
the bank will determine the initial F0.
Since we have assumed that the borrower has no alternative financing source

at t = 1, the borrower cannot threaten to refinance from other sources. It will
also turn out that the bank’s ability to threaten the borrower is limited. Thus it
is not obvious how the surplus at t = 1 will be split. We have assumed that the
bank can credibly make a take-it-or-leave-it offer at t = 1 and hence can obtain
all the surplus. Since banking is competitive at t = 0, the possibility of extracting
surplus at date t = 1 will be priced ex ante. The surplus will be split differently if
other bargaining games are allowed, but this will not effect our results concerning
efficiency.

12.2. DEFINITIONS AND PRELIMINARY LEMMAS

In this section we provide preliminary definitions and results. We prove two
lemmas to build understanding of the model. First, we analyze the borrower’s
decision at date t = 1 concerning adding risk. This defines a critical borrower
type z* belowwhich the borrower will add risk in the absence of any bank action.
Then we show that adding risk is inefficient. We then define the payoffs rele-
vant to the subsequent analysis. Finally, we outline the possible renegotiation
outcomes and provide some intuition before the formal analysis.

12.2.1. News Arrival, the Borrower’s Project Choice at t = 1,
and Efficiency

At t= 1 the borrower and lender observe the realization of borrower type, z. The
realization of a low z means that the borrower’s equity is worth less than it was
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ex ante. In this situation, as is well known, the borrower may have an incentive
to switch projects to add risk (“asset substitution”). Borrowers who receive bad
news (low z realizations) will be tempted to switch from their initial project,α =
0 to a higher risk project, α = 1. By increasing the variance of the project, the
value of the firm’s equity can be increased at the expense of the bank. But since
it is costly to take this action, only firms with sufficiently bad “news” will choose
α = 1, as the following lemma shows.

LEMMA 1. Given F0, there exists some z* such that setting α = 1 is profitable
for the borrower if and only if z< z∗. Furthermore, z* is increasing in F0.

Proof. See Appendix B.
The lemma establishes that there is a critical borrower type, z*, below which

borrowers choose to add risk to their projects. Define the gain to the bank from
the borrower of type z adding risk to be B (z; F) ; see Appendix B. Then z* is
defined by (z∗; F0) = 0. We refer to z < z∗ as “bad” borrowers, and to z> z∗
as “good” borrowers. Also, eventually, we solve for F0, the initial face value of the
debt. In this regard, it is important to know how z* depends on F0, since lenders
will take adverse incentive affects of higher F0 into account initially and during
any renegotiation. As the lemma shows, the dependence is intuitive: the higher
the borrower’s debt burden, the more likely it is that asset substitution will be
appealing.

Lemma 1 shows that borrowers of type z < z∗ will, ceteris paribus, add risk.
Our focus is on situations where the risk taking by the borrower is unprofitable
for the bank and socially inefficient. The next lemma shows that, under our
assumptions, this is ensured.

LEMMA 2. The addition of risk by the borrower (α = 1) is unprofitable for the bank.

Proof. See Appendix B.
It follows immediately that since asset substitution by the borrower is always

bad for the bank, it is socially harmful on the margin. That is, for some range of
z < z∗, a borrower of type z* is indifferent to adding risk while the bank strictly
prefers that risk not be added. Figure 12.2 depicts typical “gain” functions for the
borrower and lender. Lemmas 1 and 2 only say that the gain for the borrower
crosses zero somewhere from above, while the gain for the lender is always neg-
ative under our assumptions. Thus the sum of the two gains (which represents
the net social gain from asset substitution) will cross zero to the left of z*. This
implies that there is a range of z values to the left of z* such that asset substitu-
tion is inefficient yet is in the private interest of the borrower absent preemptive
action by the bank.
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12.2.2. Payoffs

At t = 1 the bank may liquidate the project or renegotiate the interest rate. Let
FN be the new (i.e., renegotiated) face value for the debt to be paid at t = 2. In
general, FN will depend on z, but this notation is usually suppressed.

Define the total expectedpayoff to the project as of t = 1 for given z and choice
of α,πT(FN , z, α), as follows:

πT (FN , z, α)≡ (L2G(FN(z)
∣∣z, α) +

Vh∫
FN(z)

Vg(V
∣∣z, α) dV + y2(z)−αc.

(12.1)

Note that this is not the first-best total expected value, but the second best.13

Define unrenegotiated bank profit, πU (F0, z, α) , to be expected bank profit as
of t = 1, from a borrower of type z, when evaluated at the initial face value of the
debt, F0, given that the borrower chooses α according to whether z< z∗:

πU (F0, z, α) ≡ (L2 −αc)G(F0|z, α)+ F0[1−G(F0|z, α)], (12.2)

where α is a function of F0 and z.

13. The payoff is second best because sometimes L2 is obtained due to default on the debt. Under
first best this would not happen.
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To facilitate discussion of liquidation define:

zEL1 = inf{z : πT(FN , z, α = 0)L1};
zEL2 = inf{z : πT(FN , z, α = 1)L1};
zIL = inf{z : max[πR(FN , z, α = 1), πU(F0, z, α = 1)]= L1}.

The point zIL is defined as the lowest borrower type at which the best the bank
can do under any renegotiation strategy (including not renegotiating) is just
equal to the liquidation value of the project. As will become clear, the subscript
“EL1” denotes first-best efficient liquidation because the value of projects of type
lower than zEL1 is expected to be less than the liquidation value of the project
even if the borrower does not add risk. The subscript “EL2” denotes second-best
efficient liquidation, indicating that the value of projects of type zEL1 < zEL2 is
expected to be less than the liquidation value only if the borrower chooses to add
risk. If the borrower does not add risk, then these projects should not be liqui-
dated (from the point of view of a social planner). Note that zEL1 < zEL2. The
reason for this inequality is that switching to α = 1 reduces the expected return
because it costs c to switch projects. The subscript “IL” denotes inefficient or
excessive liquidation because, as will be seen, some projects of type z< zEL2 may
be liquidated. zIL is defined with respect to the bank’s expected profit and thus
will define when liquidation occurs. Consequently, zIL may or may not coincide
with zEL2, as seen below.

12.2.3. Renegotiated Interest Rates

If the bank does not liquidate the borrower’s project, it may seek to renegotiate
the interest rate on the loan.14 In this subsection we outline the possible rene-
gotiation outcomes (to be analyzed subsequently) and provide some intuitive
explanation. The intuition follows the ordering of the z-cutoff points shown in
figure 12.3.

Define renegotiated bank profits at t = 1, when a new interest rate FN (z) has
been agreed to as follows:

πR (FN, z, α) ≡ (L2 − αc)G(FN (z) |z, α)+ FN(z)[1 − G(FN(z) | z, α)].
(12.3)

Again, α is the same function of F and z. Renegotiated bank profit is the return
the bank expects to receive from the project of a borrower of type z, where the

14. In fact, even absent the moral hazard problem of asset substitution, it would be in the bank’s
interest to change F upon learning z simply to increase expected payoffs. We postpone discussion
of this until later.
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borrower of type z chooses project α, and promises to repay FN (z), the new
interest rate agreed upon at date t = 1.

One possible renegotiation outcome would be a lower interest rate. For exam-
ple, if the borrower type is such that the gain to switching projects is positive,
that is, z < z∗, then the bank may forgive part of the debt by lowering the inter-
est rate to induce the borrower not to add risk (switching to α= 1). Consider
a borrower of type just worse (i.e., lower) than z*. Such a borrower will choose
to add risk, α= 1, but is near indifference. If the value of the borrower’s equity
were a little higher, thenα= 0would be chosen so the cost cwould not be borne.
The bank may find it profitable to raise the value of the borrower’s equity by
forgiving some debt. While this lowers the face value of what the borrower con-
tracts to repay, the bank’s expected profits may rise because the borrower, with
reduced leverage, chooses not to add risk. (In fact, it is possible that the bank
would want to forgive debt even for some z > z∗, simply because it improves
expected profit.) In any case, define F− (z) to be the highest value of F such that
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α= 0 solves the borrower’s t = 1 problem of maximizing the (expected) gain to
adding risk.

It need not be the case that F−(z) < F0. But if F− (z∗) < F0, then for
some range of borrowers in the interval z1 < z < z∗, the bank may want
to forgive debt. But at some point, for sufficiently low z, lowering the inter-
est rate to induce the borrower not to switch projects will reduce the bank’s
expected profit below what it would earn if it maintained the initial contract
(F0) and allowed the borrower to add risk (α= 1). Define z∗∗ to be the
borrower type at which the bank is indifferent between these two choices:
πR(F−, z = z∗∗, α = 0) = πU(F0, z= z∗∗, α = 1), where πR(F−) is the
bank’s expected profit as of t = 1when the renegotiated interest rate is decreased
[πR (F+)will indicate expected bank profit when the renegotiated interest rate
is increased]. Note that by definition it is always the case that z∗∗ < z∗; the bor-
rower would only be tempted to choose α = 1 if z < z∗, that is, when the gain
to switching projects is positive ( (z) > 0) . Thus z∗∗ is the threshold value
of z below which (even with renegotiation) the borrower chooses α = 1. See
figure 12.3.

Since z∗∗ defines the point at which borrowers add risk, it will be important to
know how this point varies with F0. The answer is given by:

LEMMA 3. z∗∗ is increasing in F0.

Proof. Note that πR(FN , z, α) is independent of F0, but ∂πU/∂F0 > 0 for
F0 < F#, by Assumption 13. Since z∗∗ is defined as the point whereπR(F−, z =
z∗∗, α = 0) = πU(F0, z = z∗∗, α = 1) the lemma follows. �

If forgiving debt to induce the borrower to choose α = 0 is not profitable,
then the bank may seek to raise the interest rate, provided it has a credible
(i.e., subgame perfect) threat to liquidate. Define zRN to be the solution to
max [πU(F0, zRN, α), πR(F−, zRN, α)] = L1 and if πU > L1, for all z,
then zRN = z1. For z < zRN the bank expects its (unrenegotiated) profit to
be less than the current liquidation value and hence has a credible threat to
liquidate. The subscript “RN” denotes renegotiation since for z < zRN the
bank can credibly threaten the borrower and demand a higher interest rate. If
the bank can credibly threaten the borrower, then the higher interest rate is
given by:

F++ (z) = ArgmaxFN (L2 −αc)G
(
FN|z, α)+FN

[
1−G

(
FN|z, α)] .

(12.4)
Recall that under Assumption 11, the bank’s expected profit is higher if it raises
the interest rate so much that the borrower adds risk, as opposed to raising it to
F+ (z) and receiving πR(F+ (z) , z, α = 0).

As shown in figure 12.3, as the type of the borrower declines, there comes
a point where raising the interest rate cannot raise the expected value of the
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loan to the bank above the liquidation value, L1. As defined above, at zIL,
πR(F++, zIL, α = 1) = L1. Again, however, it is good to keep in mind that
there can be other cases where the bank can profitably raise the interest rate.

As with the other critical z-values, zRN depends on F0.

LEMMA 4. zRN is decreasing in F0.

Proof.When F0 < F#, ∂πU/∂F0 > 0, by Assumption 13. �

12.2.4. Definition of Equilibrium at t = 1 and Specification of Cases

At t = 1 the bank and the borrower know L1, observe the realization of z,
and choose a new contract, FN , or liquidation, subject to constraints imposed
by the existing contract, F0. The existing contract and the borrower’s type
determine πU (F0, z, α) , that is, the unrenegotiated expected bank profit. An
equilibrium at t = 1 is (l) a choice of α by a z-type borrower which maxi-
mizes the borrower’s expected profits, given the new contract, FN (z) (assuming
liquidation does not occur); and (2) a choice of (new) interest rate, FN (z),
or liquidation, by the bank, given the borrower’s type, z, and choice of α,
which maximizes the bank’s expected profit. The resulting bank profit function,
which we will denote by πB(FN , z, α), is the upper envelope of the four profit
functions based on the different renegotiation outcomes, that is, πB (FN ,z) =
max{πR (F++, z, α

)
, πR(F−, z, α), πU(F0, z, α), L1}, given the optimal

choice of risk,α, by the borrower as a function of z.
The precise pattern of renegotiation outcomes as a function of z depends

on the location of zRN relative to z∗∗ and z∗. These in turn depend on F0 and
L1. We treat L1 as fixed and let F0 trace out all of the possibilities, although
of course ultimately F0 will be determined by equilibrium conditions. Lem-
mas 1, 3, and 4 imply that there are three scenarios to consider (as depicted in
figure 12.4) corresponding to low, intermediate, and high values of F0.15 At low
values of F (the bottom panel of figure 12.4 the bank has a credible threat to
renegotiate over a wide range of z, so zRN > z∗ and there is never any issue of
forgiving debt. The bank just “holds up” everyone with z ≤ zRN , even knowing
that they will add risk as a consequence.

At intermediate and high values of F0 we have zRN > z∗, so there is a range of
forgiveness. The difference between the two is that with high F0, zRN < z∗∗ so
there is a range in which risk taking occurs because it is not in the bank’s interest
to forgive. The loan is still profitable though, so the bank has no credible threat

15. In figure 12.4 the curve labeled πR(F−) is πR(F+) for z < z∗ and πR(F−) for z < z∗ . To
avoid complicating the figure we only include one label.



πR(F
++

, z, α = 1)

πR(F
++

, z, α = 1)

πR(F
++

, z, α = 1)

πR(F
−
, z, α = 0)

πR(F
−
, z, α = 0)

πR(F
−
, z, α = 0)

zIL

zIL

zIL

zRN

zRN

zRN

z**

z**

z**

z*

z*

z*

πU(F0, z, α = 0)

πU(F0, z, α = 0)

πU(F0, z, α = 1)

πU(F0, z, α = 1)

πU(F0, z, α = 0)

πU(F0, z, α = 1)

High F0 case

Intermediate F0 case

Low F0 case

Indicates πB(F, z, α ) ≡ max {πR(F
++

, z, α ), πR(F
−
, z, α), πU(F0, z, α), L1}.

L1

L1

L1

π

π

π

Figure 12.4



336 WHAT DO BANKS DO?

that would allow it to increase F either, and it just leaves it at F0. In the inter-
mediate case the forgiveness range runs into the “hold-up” range, so risk taking
coincides with the bank’s increasing F.

It will turn out that the equilibrium value of F0 corresponds to the bound-
ary between the intermediate and high F0 cases, with z∗∗ = zRN . This is
because, as figure 12.4 makes clear, the range of risk taking (which occurs
for z < max[z∗∗, zRN] is thereby minimized. In the next two sections we
will go into more detail on the high F0 case, and relegate the other cases to
Appendix C.

12.3. RESULTS: RENEGOTIATION AND LIQUIDATION
DECISIONS AT T=1

Having dispensed with the preliminaries, we can now turn to the actual predic-
tions of the model. The real point of interest in the model is at t = 1, when all
the important decisions get made. At that point project-specific information has
arrived, and the borrower and lender have to decide whether to continue the
project and if so, on what terms. At t = 2, behavior ismechanical—the borrower
repays the loan at whatever the prevailing terms are if the project is solvent, or he
does not, and the project is liquidated. At t = 0 all borrowers are identical, so the
only problem is to determine the initial face value of the loan, a problemwe turn
to in Section 12.4.

12.3.1. The Liquidation Decision

What triggers liquidation? By definition of zIL, projects of borrowers of type
z < zIL are liquidated. In the high F0 case, liquidation begins at the point
where πR(F+ , zIL, α = 1) = L1. If πT(zIL, α = 1) = πR(F++, zIL, α =
1) = L1, (i. e., zEL2 = zIL), then the projects liquidated in the range zEL1 <

z< zIL are second-best liquidated since total expected profits are positive if the
borrower did not choose α = 1. However, if πT (zIL, α = 1) > πR(F+, zIL,
α = 1) = L1, then zIL > zEL2, and even more projects are liquidated, ineffi-
cient (or excessive) liquidation (“IL”) beyond the second best. This inefficient
liquidation (relative to second best) can happen because there is no way for the
bank to overcome the incentive the borrower has to choose more risk. Forgive-
ness does not increase the bank’s expected profit by enough, nor does raising the
interest rate. (We discuss the issue of side payments below.)

Liquidation of socially wasteful projects will be an important role for the bank
to play. But by giving the bank the power to liquidate there is also the possibility
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that the bank liquidates projects inefficiently. This cost will have to be weighed
against the benefits of liquidating efficiently.

12.3.2. Renegotiation Outcomes

We now turn to renegotiation with borrowers who are not liquidated, main-
taining the focus on the high F0 case. Renegotiation outcomes, as a function
of borrower type, are characterized by the bank choosing the outer envelope of
four expected profit curves: renegotiated profit when the interest rate is raised,
πR (F++, z, α = 1

)
; renegotiated profit when debt is forgiven (i.e., the interest

rate is lowered), πR (F−, z, α = 0
)
; unrenegotiated profit, πU(F0, z, α); and

liquidation. Figure 12.3 graphically portrays the four bank profit curves in the
high F0 case. The next proposition formalizes the intuition that the bank will
choose the outer envelope of these profit curves subject to its ability to extract
surplus from the borrowers.

PROPOSITION 1. In the high F0case, renegotiation results in

(i) FN (z) = F0 for all z> z∗, that is, no change in the interest rate. The
borrower choosesα = 0.

(ii) FN (z) = F−(z) < F0 for all z ∈ [z∗∗,z∗] , that is, forgive debt (lower
the rate) so that the borrower chooses α = 0.

(iii) FN (z) = F0 for all z ∈ [zRN, z∗∗] , that is, no change in the interest rate.
The borrower chooses α = 1.

(iv) FN (z) = F++ (z) > F0 for all z ∈ [zIL, zRN], that is, raise the interest
rate and let the borrower chooseα = 1.

Proof. See Appendix B.
Intuitively the proposition says the following: Upon arrival of news at t = 1,

there are four potential outcomes in addition to immediate liquidation:

1. With favorable news, the status quo obtains, as the borrower is not
interested in asset substitution and the bank has no credible threat to
liquidate the project and thereby extract a higher interest rate through
renegotiation.

2. With moderately unfavorable news, the bank will choose to forgive
some of the debt (i.e., lower the interest rate) in order to induce the
borrower not to engage in costly asset substitution.

3. With more unfavorable news, however, the bank will not be able to
preclude asset substitution by offering debt forgiveness. Instead, the
asset substitution will occur and the project will becomemore risky.

4. Finally, with the most unfavorable news, asset substitution will occur
but the bank will be able to extract a higher interest rate through
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renegotiation because the project’s prospects are so poor that the bank
has a credible threat to liquidate.

Thus the bank is unable always to preclude asset substitution and the result-
ing endogenous increase in project risk. It will turn out that in equilibriumcases 3
and 4 above coincide; that is, the bank will either forgive some of the debt to pre-
empt asset substitution, or it will concede the substitution and extract a higher
interest rate. The status quo is never the best option once bad news arrives.

The proposition can also be understoodwith reference to figure 12.3. Starting
with the highest type borrowers, those with z > z∗ unrenegotiated bank profits
are given byπU(F0, z, α = 0) since these borrowers do not switch projects. The
bank cannot credibly threaten these borrowers to extract a higher rate because
in this range, πU(F0, z, α = 0) > L1 (that is, zRN < z∗). The bank may or
may not forgive debt for these borrower types (we assume that there is no for-
giveness by Assumption 13), but in any case these borrowers choose α = 0.
Therefore these borrowers continue their projects and the bank maintains the
initial interest rate F0. This is shown in the lower panel of the figure.

Borrowers with types below z∗ will choose to add risk to their projects, ceteris
paribus. But the bank is not in a position to threaten all of these borrowers with
liquidation because the point at which the bank can credibly threaten and force
renegotiation, zRN, is below z∗(zRN < z∗). However, by providing debt for-
giveness to some of these borrowers they can be induced to not add risk. Debt
forgiveness raises the value of the borrower’s equity by just enough to make tak-
ing the costly, risk-increasing, action unprofitable. The question is whether this
is profitable for the bank. In the figure it can be seen that the bank’s expected
profit when debt is forgiven (that is, the interest rate is lowered to F− (z) < F0)
is higher than unrenegotiated bank profits given that borrowers choose α = 1.
(The interval [z∗∗,z∗] may not exist.)

Debt forgiveness is optimal as long as πR(F−, z, α = 0) > πU(F0, z, α =
1), that is, until the bank must forgive so much debt that it prefers to stay
with the initial contract and allow the borrower to add risk. At the point
z∗∗, πR(F−, z∗∗,α = 0) = πU(F0, z∗∗, α = 1), so debt forgiveness is only
provided for borrowers of type z∗∗ < z < z∗ since they can be induced to
not add risk, which is in the bank’s best interest. For borrowers in the range
zRN < z < z∗∗ there is no change in the interest rate since these borrowers
cannot be threatened to get a higher rate and debt forgiveness is not profitable.
Consequently, borrowers of type zRN < z < z∗∗ are allowed to add risk and
continue under the old contract. This is shown in the bottom panel of the figure
where these borrowers continue with an interest rate of F0.

For borrowers of type zIL < z< zRN it is not profitable for the bank to forgive
debt (since z∗∗ > zRN), but the project is worth continuing. The bank can force
the borrower to pay a higher interest rate because the threat of liquidation is
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credible for these borrower types [since πU(F0, z, α = 1) < L1 in this range].
Finally, at zIL πR(F++, zIL, α = 1) = L1, so borrowers of lower type than this
are liquidated.

Proposition 1 covers the case assumed by Assumption 11, that it is always
more profitable for the bank to raise the rate to F++ and let the borrower add
risk, if the bank can credibly threaten liquidation. Appendix B analyzes the
alternatives to Assumption 11 as well as the high F0 and low F0 cases.

12.3.3. Discussion

Two features of Proposition 1 are worth noting. First, the bank is not entirely
successful in controlling risk. Borrowers of type zIL < z< z∗∗ choose to add risk
and are allowed to continue their projects. Thus, in equilibrium, borrower risk
varies endogenously. Second, renegotiated interest rates are not monotonic in
borrower type as can be seen in the lower panel of figure 12.3. Starting from z∗,
the bank first lowers the interest rate to forgive debt (until z∗∗ is reached), then
maintains the initial rate (until zRN is reached), and then raises the rate (until
zIL is reached) after which projects are liquidated.

Wehave allowed for the possibility that the bankmay increaseF if it has a cred-
ible threat to liquidate, regardless of whether the borrower will choose to add risk
or not. We have postponed until now the possibility of debt forgiveness simply
as the result of new information being received at t =1, namely z. Even absent
any moral hazard problem, the bank may be able to increase its expected profits
by lowering F for some borrowers. This possibility would only change the shape
of the πU functions monotonically without qualitatively changing figure 12.3 or
any of the results described above. In particular, without the moral hazard prob-
lem, these reoptimized interest rates would introduce no new nonmonotonicity
in the pattern of renegotiated interest rates as a function of borrower type z.

12.4. INITIAL LOAN PRICING AND THE ROLE OF DEBT

The renegotiation outcomes at t =1 were determined above assuming that the
contract contained the liquidation option and assuming a given F0 that had been
determined earlier at t =0. If the liquidation option is not included in the con-
tract, then the bank, being a single agent, can renegotiate, but cannot threaten
liquidation. Before considering the optimality of the liquidation option, which
is done in Section 12.6, we turn to the determination of F0 in the case where
the liquidation option is included in the contract. In this case, both parties to
the contract know that renegotiation can occur. Then, what role does F0 play?
Why bother specifying F0, at all, given that it is renegotiated after news arrives?
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To answer these questions we proceed in two steps. First, we demonstrate
how efficiency considerations determine F0 by affecting the bargaining power
of the bank. This will determine the F0 that is socially optimal (in the second-
best sense). Then we inquire as to how the (second-best) efficient F0 can be
implemented when lenders act competitively and earn zero expected profits.

12.4.1. The Socially Optimal Initial Interest Rate

The socially optimal (second-best) F0, call it F∗
0 will minimize inefficient risk-

taking subject to the moral hazards. To determine F∗
0 we first need to decide

which of the three cases defined above, high F0, low F0, or intermediate F0,
is most efficient. We can summarize the analysis so far, with respect to which
borrowers will add risk to their projects, by combining the results of Proposition
1 with the results in Appendix B:

Low F0 case: For zIL < z < zRN, α = 1,while for zRN ≤ z≤ zh, α = 0.
Intermediate F0 case: For zIL< z< zRN, α = 1,while forzRN ≤ z≤ zh, α = 0.
High F0 case: For zIL < z< z∗∗, α = 1, while for z

∗∗ ≤ z≤ zh, α = 0.
In the intermediate and low F0 cases, the inefficient risk taking begins at zRN,

while in the high F0 case it begins at z**. The next two lemmas show how these
risk-taking ranges vary with F0.

LEMMA 5. In the high F0 case, the risk-taking range is shrinking as F0 decreases.

Proof. By Lemma 3, ∂z∗∗/∂F0 > 0. �

LEMMA 6. In the intermediate and low F0 cases, the risk-taking range is increasing
as F0 decreases.

Proof. By Lemma 4, zrn is rising as F0 decreases. �

As F0 decreases, the risk-taking range decreases in the intermediate case, but
increases in the high and low cases. It is immediate that the optimal F0 is on the
boundary between the high and intermediate cases:

PROPOSITION 2. The constrained socially optimal F0 is such that z∗∗ = zRN.
Figure 12.5 depicts the optimal configuration. The proposition results from

the fact that any reduction in asset substitution brought about through renego-
tiation is welfare improving. Since the bank forgives over the range [z∗∗,z∗] ,
that range of borrowers is discouraged from inefficiently adding risk. Any higher
value of F0 would make it more costly on themargin for the bank to forgive suffi-
ciently to prevent asset substitution. This would have the effect of raising z** and
thereby increasing the range of asset substitution. Any lower value of F0 would
increase zRN that is, it would provide the bank with a credible threat to liquidate
for the marginal borrower. The effect would be a transfer to the bank at the cost
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of a decline in project quality, as the bank’s ability to behave opportunistically
entices it to abandon its antiasset substitution measures. Thus the equilibrium
F0 optimally balances off the twomoral hazard problems.

While we have yet to discuss how the socially optimal F0 of Proposition 2 will
be implemented, we stress the importance of the proposition. The face value of
the debt serves a critical role in allocating bargaining power between borrowers
and lenders. It would only be a complete coincidence if that face value bore any
relation to default risk. Consequently there is no reason to expect the equilibrium
F0 to imply zero profits. The next section addresses this last issue.

12.4.2. Implementation of the Socially Optimal F0

Let F∗
0 denote the optimal value of F0. Given the nature of bank loans, it should

be clear that linear pricing is not necessary. Thus if F∗
0 implied that banks would
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make positive profits, competitive banks could still price loans at F∗
0 and compete

by offering other goods or services for free, up to the point that they make zero
profits on the whole package. This is the case depicted in figure 12.6. While it
might seem odd that expected profits for the bank are declining at F0 = F∗

0 the
intuition should be clear: a lower value ofF0 would be regardedwith suspicion by
borrowers, who would foresee that the bank would be more likely to hold them
up in the interim. Borrowers would thus prefer the slightly higher F0 because
it is more credible. Also, note that bank profits are the same at extreme values
of F0 because the range of risk taking is broad and the renegotiated F would be
the same in either case. The point is that a very high or very low value of F0 is
ignored, as both sides know it will be reset in the interim.

On the other hand, it is possible that at F0 = F∗
0 banks would make negative

expected profits. In this case, competitive banks could charge origination fees to
make up the difference, if that were feasible. Under our assumptions, however,
the borrower has no surplus liquidity at t = 0, so competitive banking cannot
implement the social optimum. In this case, the bank would have to lend the
borrower additional money to cover the origination fee. But this would be tanta-
mount to charging a higher F0. Thus if F∗

0 did imply negative profits, and there
were no way to extract origination fees from the borrower without effectively
increasing the borrower’s leverage, then competition would drive F0 to the zero-
profit point (as the figure makes clear, there would likely be more than one) that
had the highest total profits. This would be inefficient relative to the scenario
depicted in figure 12.6, but would be the best the system could accomplish.
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Our result that bank loans will generally involve nonlinear pricing is consis-
tent with the observation that the loan rate is only one component of pricing
bank loans. In addition to the interest rate, banks also use a variety of fees and, at
least in the past, tied lending to other services. Booth and Chua (1995) discuss
the prevalence of, and different types of fees in, bank loan contracts. For exam-
ple, Booth and Chua find that an up-front fee is charged in 45% of the sample
loan contracts examined.Other fees are notmutually exclusive and are also com-
mon. Overall, Booth and Chua show that substantial heterogeneity exists in the
pricing of loan contracts. Our explanation for the presence of such pricing struc-
tures differs considerably from the existing literature. To explain this structure of
bank loan pricing, the previous literature has focused on the presence of informa-
tional asymmetries related to the credit risk of the borrower. InThakor andUdell
(1987) borrowers reveal their default characteristics based on their choice of
contract terms. In Berlin (1987), borrowers self-select across contract types
based on their probability of borrowing.

12.5. DISCUSSION

What makes bank loans valuable? Why are bank loans senior? In this section we
discuss how our model addresses these questions.

12.5.1. Bank Loans, the Option to Liquidate, and Corporate Bonds

The features of bank loans that distinguish them from conventional corporate
bonds are the bank’s ability to renegotiate the terms of existing loans and to call
in or “liquidate” them if that is desirable. Thus, as mentioned above, there are
really three distinct securities to consider: corporate bonds, bank loans with the
liquidation option, and bank loans without the liquidation option. It should be
immediately clear that the bank loan without the liquidation option dominates
corporate bonds. Banks by assumption have the ability to renegotiate, which
leads to more efficient outcomes in some states of the world. Otherwise there
is no difference, so the gain in efficiency is unambiguous. Literally interpreted,
this result would turn the question of bank loan’s value on its head and raise the
question of why corporate bonds are valuable. This result does not, however,
immediately extend to junior corporate bonds issued in addition to bank loans
(see discussion below). Moreover, in practice firms have begun to have corpo-
rate bonds mimic the forgiveness feature of bank loans by utilizing exchange
offers. Typically such exchange offers are a device for the borrowing firm to initi-
ate forgiveness and reduce its debt obligations [see Asquith, Mullins, and Wolff
(1989)]. This is discussed by Gertner and Scharfstein (1991).
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So the remaining question concerns the value of the liquidation option.
Although we regard the liquidation option as virtually intrinsic to bank loans,
it is still useful to analyze why such an option would be valuable. The value of
this option hinges entirely on the range of projects in which liquidation occurs,
that is, [z1, zIL] . We know that in general there is (at least in the absence of side
payments) inefficient liquidation over the range [zEL2,zIL] . On the other hand,
in the absence of the liquidation option there would be inefficient continuation
over the range [z1,zEL2] .

Clearly, the desirability of the liquidation option is in general ambiguous. It
will depend on the shape of the density of z over these ranges as well as the
mapping from z to expected payoffs. The fact that bank loans almost invariably
do contain a liquidation option (usually implicitly through covenants) suggests
that the excessive liquidation costs may in practice be relatively small—perhaps
because of side payments, but also because the range or magnitude of inefficient
liquidations is simply not very large in comparison to the problem of excessive
continuation in the absence of banks’ ability to liquidate.

12.5.2. Junior Debt and Related Concerns

Our model does not explicitly include junior debt. There is little loss in general-
ity though, because everything in the article carries through conditional on the
presence of a fixed amount of junior debt associatedwith the project. Since bank
loan covenants would generally specify limits on junior debt, the bank can simply
consider junior debt as part of the borrower’s project, andwhatever agency prob-
lems may be associated with junior debt can be thought of as already accounted
for in the probability distribution over project payoffs.

Even though we do not treat junior debt explicitly, our model nevertheless
sheds light on a puzzle that emerges from the existing literature on financial
intermediation:Why should banks as senior claimants engage in monitoring the
behavior of borrowers more closely than junior claimants do? Junior claimants
would seem to have a greater incentive to monitor (in a costly state verifica-
tion setting), as Fama (1985) has argued.16 Our view is that in addition to their
ability to act unilaterally, banks’ status as senior claimants puts them in the posi-
tion to gain the most in the event of liquidation. Certainly junior creditors can

16. Fama (1985) argues that the benefits of banks’ monitoring activities spill over into the corpo-
rate debt market as the presence of bank debt on a corporation’s balance sheet functions as a sort
of “seal of approval” that enables it to issue debt directly. The problem with this scenario is that
bank debt is senior to corporate debt. Consequently banks should have less incentive to monitor
borrowers’ subsequent behavior than the junior creditors would have. Yet firms often have both
bank loans and publicly issued and traded bonds.
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force a borrower into bankruptcy, but then they risk getting little or nothing
because of their junior status. Banks, as senior claimants, have an incentive to
force liquidation, possibly excessively so, as we have seen. If the likelihood of
excessive liquidation can be reduced via prepayment options, then bank loans
dominate other forms of debt because the prospect of relatively efficient liq-
uidation raises the value of the firm ex ante by lowering the cost of debt.17,18

If senior creditors were decentralized they would find it costly to undertake
the efficiency-enhancing renegotiation process to avoid asset substitution and
inefficient liquidation.

The presence of decentralized junior debt could make it more difficult for the
bank to preclude asset substitution through renegotiation, but there are ways
around that. The difficulty is that the temptation to take on risk is a function
of the debt:equity ratio. The bank would have to forgive more debt in order to
counter the borrower’s incentive to add risk if there are junior debtholders, and
some of the benefits would spill over to them. Moreover, even if it is in the col-
lective interest of the junior debtholders to participate in the forgiving, there is a
free-rider problem, as each debtholder would try to hold out and let the others
bear the burden.

One mechanism a bank has at its disposal to deal with the free-rider problem
works as follows. The bank can say to the firm: “We will forgive x% of the debt
providedyoucangetthejuniordebtholderstodosoaswell.”Thefirmcanappealto
the junior debtholders through a consent solicitation that amounts to a “coercive
exchangeoffer” [seeKahan andTuckman (1993)], which effectively plays off the
junior debtholders against each other to get them to do what is in their collective
interest. Kahan and Tuckman find that even though such consent solicitations
involve apparent redistributions of wealth from bondholders to stockholders,
they are typically associated with positive abnormal bondholder returns. This is
consistent with the spirit of our analysis which argues that such renegotiations
are efficiency enhancing. Of course the ability of firms to induce renegotiation
with decentralized junior debtholders suggests that such renegotiation is not
impossible, as we have assumed, but merely more costly than with banks.

17. Prepayment is another contract feature that we did not consider, but that works in favor of
bank loans. A prepayment option allowing the borrower to prepay debt at date t = 1 can reduce
the cost of excessive liquidation by the bank, increasing the benefits of loans over bonds. Then,
as shown in Gorton and Kahn (1994), inefficient liquidation can be reduced or eliminated and
borrowers might never want to add risk.

18. As junior claimants banks could still forgive debt, while as senior claimants they would not
forgive since subordinated debtors would be the beneficiaries. Thus when junior debt is present,
and banks are senior lenders, banks are not likely to forgive principal. This corresponds to the
findings of Asquith, Gertner, and Scharfstein (1991) who study distressed junk bond issuers and
find that the banks rarely forgave principal, but did defer principal and interest payments.
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12.6. FINAL REMARKS

We summarize our key findings as follows:

1. Since the key advantage of bank loans arises from banks’ ability to
monitor and renegotiate in order to mitigate moral hazard problems, it
is not surprising that the key determinant of bank loan pricing is also
the mitigation of moral hazard. Specifically, we find that the
equilibrium interest rate on loans does not primarily reflect a default
premium. Rather, it is the rate that results ex ante in minimal expected
asset substitution by borrowers. Since there is no guarantee that this
rate results in zero profits, competition by banks will result in nonlinear
(in the amount borrowed) pricing arrangements for loans.

2. The volatility of corporate securities is endogenous and variable. The
firm sometimes has an incentive to increase volatility. The outside
claimant that is in a position to prevent this, the bank, only imperfectly
controls borrower risk-taking. The bank interacts with the borrower
during the course of the contract. It is in a position to do this because
by assumption it is a single agent and so can renegotiate higher interest
rates, liquidate, or forgive debt. The bank controls risk in two ways: it
may liquidate the project or it may change the borrower’s incentive to
add risk by debt forgiveness. But, importantly, there are borrower types
for which the bank cannot prevent risk from being added, but whose
projects are allowed to continue. This means that the variance of the
value of the firm (and the mean) depend, in equilibrium, on the
borrower type and, in particular, is not constant.

3. The social value of bank loans relative to other instruments presumes
that excessive liquidation costs are small relative to excessive
continuation costs, that is, that banks do not, in effect, “throw the baby
out with the bath water” in the course of monitoring and liquidating
projects.

APPEND I X A

Parameter Restrictions

The following assumptions involve an endogenous variable, F, and therefore
must be handled with care. Their role is only to ensure that the parameters
of the problem are such that the model behaves reasonably. It turns out that
for extreme values of F the characterizations of outcomes in the paper are not
complete. These additional cases are either implausible or economically unin-
teresting, and would only burden the article with additional complexity. The
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essence of the assumptions is to show that these outcomes can be ruled out by
appropriate (andmutually compatible) parameter restrictions.

Let F0 denote the amount initially specified by the contract to be repaid at
t= 0. ClearlyF0 must be in the range [D,Vh,+ ∈h, ]. At t= 1 a different amount,
FN,may be negotiated. Let F denote either of these values. Then:

Assumption 12. ∈h > c+F.

In other words, the upper bound of the support of ∈ is sufficiently large that
adding risk always results in a positive probability of solvency. This assumption
simply makes the problem interesting since it says that when risk is added there
is always some chance for the borrower to benefit.

Assumption 13. L2 + c/[1–K(c)]> F.

(Recall that K(∈) is the distribution function for ∈.) This assumption says
that c is sufficiently large and/or the distribution of ∈ is sufficiently skewed that
for a given F, the bank always prefers that the borrower not add risk. Again, this
is the interesting problem since otherwise the bank would not want to prevent
asset substitution.

Let F#(α, z) = arg maxF (L2 −αc)G(F|V ; z, α)+F (1–G(F|V ;z,α)) . This
is the value of F that maximizes the bank’s expected profit as of t = 1 for a
borrower of type z. Let F# = inf

{
F# (α, z)

}
. Then:

Assumption 14. F#is larger than any F0 or FN that the bank would consider.

This assumption ensures that bank profits are increasing in Fover the relevant
range. It is straightforward to extend the results of this article to the casewhereF0
or FN is larger than F#. Lenders can always forgive debt at t= 1 in order to ensure
that they are on the upward sloping portion of the bank profit function. The
assumption allows us to ignore this issue of forgiveness (which has no efficiency
considerations). To avoid burdening the article with additional complexity,
in what follows we will always assume that any F under consideration is less
than F#.

Assumptions 12, 13, and 14 ensure that, whatever the equilibrium F turns out
to be, we can choose parameters that are consistent with the characterizations in
the analysis.

APPEND I X B

PROOF OF LEMMA 1. The first part of the lemma says that there exists a trigger
value of zwhich we denote z∗, such that the borrower chooses α = 1 if and only
if z ≤ z∗. That is, the moral hazard problem is more severe for those who get
bad news. In the following discussion we use the notation Ex[ω(x,y)], where ω
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is a function of random variables x and y, to indicate that the expectation is with
respect to x alone. We first provide the following lemma.

LEMMA A1. Let V and z be two random variables with joint distribution G(V ,z)
and assume that the conditional distribution of z given V has theMLRP property. Let
ψ : R → Rbe some continuous function that crosses zero only once, and from above.
Then the function ξ : R → Rξ (z) = Ev[ψ(V , F)|z] crosses zero at most once, and
from above.

Proof. See Karlin (1968).
Recall that ψ (V ,F0) ≡ E∈

[
πF (V+ ∈ −c,F0)–πF (V ,F0)

]
, where πF (ω)

= max[ω–F0, 0] is the profit to the borrowing firm. We denoted the expected
gain to a borrower of type z from switching from project α = 0 to α = 1 by
 (z) . Hence (z)=Ev[ψ(V , F0)|z].At t= 1, having observed z, the borrower
choosesα tomaximize profits. To prove Lemma2we apply LemmaA1 and need
only show thatψ (V ,F0) crosses zero only once, and from above. ByAssumption
15, the upper bound of the support of∈ is greater than c+F0. We have

ψ (V ,F0) =
∫ ∈h

c+F0−V
[∈ −(c+F0 −V)]h(∈)d ∈ −max[V −F0, 0].

We know that V ≤ F0 impliesψ (V ,F0) > 0. Further, since for V > F0

ψ (V , F0) =
∫ ∈h

c+F0−V
∈ h( ∈ )d ∈

−(c+F0 −V)(1−H(c+F0 −V))− (V −F0),

we have

lim
v→∞ ψ (V , F0) = lim

v→∞−VH(c+F0 −V)− c < 0.

We also have, forV > Fo,

∂ψ

∂V
= −H(c+F0 −V) ≤ 0.

Therefore, ψ has the desired properties, and we have proven the
proposition. �

Wenow turn to proving the secondpart of the lemma, that is, that z* is increas-
ing in F0.We have (z∗,F0) = 0 implicitly defining z∗ (F0) . To prove that z* is
increasing in F0, it suffices to show that

− ∂

∂F0

/
∂

∂z
> 0

evaluated at z∗ and F0. By the proof of Lemma 1, we already know that
∂ (z∗)/∂z < 0, since at z∗ the function  crosses zero from above. So it
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remains to show that ∂ (z∗, F0)/F0 > 0. For this we need to see howψ (V ,F0)
depends on F0. We have from before,

ψ (V ,F0) =
∫ ∈h

c+F0−V

[∈ −(c+F0 −V)h( ∈ )d ∈ −max[V]−F0, 0
]
,

which we now want to consider as a function of F0 holding V fixed. But
it is straightforward to verify that ∂ψ/∂F0 > 0 . Hence ∂ (z∗,F0)/∂F0 =
E[∂ψ (V ,F0)/∂F0 |z∗]> 0.

PROOF OF LEMMA 2. Define the gain to the bank from the borrower of type z
adding risk to beB(z;F)= Ev

[
ω(V)|z] , where

ω(V ,F)= −c+ [1−H(F + c−V)](F−L2) if V < F
= −H(F+ c−V)(F−L2 + c) if V ≥ F.

ω(V) is discontinuous at V = F. Also ω(V) can be positive for V < F in the
vicinity of F. But, for given F, ω(V) < 0, for all V, if F < L2 + c/[1−H (c)] .
This cannot be true for all possible values of F, but for any given value it suffices
that c or H(c) be sufficiently large. But Assumption 15 states that ∈h> c + F,
and Assumption 16 states that L2 + c/[1−H (c)] > F. Thus ω(V) is assured
of lying everywhere below zero. Recalling thatψ is the gain to the borrower, we
have shown thatψ +ω, which is the social gain, lies everywhere belowψ . �

PROOF OF PROPOSITION 1. We take the cases in reverse order. Part 4: First, we
must show that [zIL,zRN] exists. For z> zIL, (z) > 0 implies Pr(V > F0)> 0,
that is, πT(z, α = 1) > L1. That implies πU(F0,z, α = 1) > 0. As z →
zIL, πT(z, α = 1) → L1 and πU(F0,z, α = 1) < L1. Thus [zIL, zRN] exists.
In the interval [zIL, zRN] , πT(FN , z, α = 1) > L1, so the project should not be
liquidated, but πU(F0, zRN, α = 1)< L1, that is, at the unrenegotiated contract
the bank would be better off liquidating the project. Thus, FN = F0 is not opti-
mal. The fact that zRN < z∗∗ means thatπR(F−, z, α = 0)< πU(F0, z, α = 1).
Therefore, forgiving some of the debt by lowering the interest rate cannot be
optimal. Hence, the project is profitable even if the borrower chooses α = 1,
and the bank sets FN = F++ (z) , that is, raises the interest rate. Part 3: The
borrower will choose α = 1 because z < z∗, but the bank cannot raise the inter-
est rate because it has no credible threat since z > zRN. πR (F−, α = 0, z

)
<

πU (F0, α = 1,z
)
because z < z∗∗, so debt forgiveness is not optimal. Since

πU(F0,α = 1,z) > L1, the best the bank can do is maintain the current con-
tract. Part 2: In this range borrowers choose to add risk, α = 1, since z< z∗, but
the bank has no credible liquidation threat since zRN < z∗∗. However, assuming
the interval [z∗∗,z∗] exists, lowering the interest rate results in πR(F−, z, α =
0) > πU (F0,z, α = 1). Part 1: Borrowers in this range do not add risk and the
bank has no credible threat. Thus the best the bank can do is maintain the initial
contract. �
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APPEND I X C

Renegotiation outcomes for the intermediate F0 case
The intermediate F0 case is the situation where z∗∗ < zRN < z∗. Liquidation
occurs for z< zIL.

PROPOSITION B1. If z∗∗ < zRN < z∗. then renegotiation results in:

(i) FN (z) = F+ (z) > F0, for all z ∈ [zIL,zRN] ; that is, raise rate; borrower
choosesα = 1.

(ii) FN (z) = F− (z) < F0, for all z> zRN;that is, forgive debt; borrower
choosesα = 0.

Proof. Part 1: For z ∈ [zIL,zRN] the borrower will choose α = 1, ceteris paribus.
Liquidation is not optimal for these borrowers since z > zIL. Also, because z <

zRN, πU(F, z, α = 1)<L1, somaintenance of the initial contract is not optimal.
Since z < zRN the bank can credibly threaten the borrower. By Assumption 11,
πR(F++,z,α = 1)>πR(F+, z, α = 0), that is, it is more profitable for the bank
to raise the rate by so much that the borrower chooses α = 1, rather than raise
the rate to the point where the maximum surplus is extracted and the borrower
chooses α = 0. So the bank raises the interest rate and the borrower chooses
α = 1. Part 2: For z > z∗ the project is profitable and the borrower will choose
α = 0, ceteris paribus. The bank cannot threaten the borrower since zRN < z∗,
so the initial contract is maintained. �

Renegotiation Outcomes for the Low F0 Case
The low case is the situation where z∗∗ < z∗ < zRN, that is, unrenegotiated
bank profits are less than the liquidation value starting at borrower types higher
than the type at which there is an incentive to switch projects and add risk. In
this situation the bank can credibly threaten to liquidate borrowers who have no
intention of switching projects (in addition to those who do).

PROPOSITION B2. If z∗∗ < z∗ < zRN, then renegotiation results in the following
outcomes:

(i) FN (z) = F+(z) > F0 for all z ∈ [zIL,zRN]; that is, raise rate;
borrower choosesα = 1;

(ii) FN (z) = F0 for all z> zRN; that is, no change; borrower chooses
α = 0.

Proof. Similar to Proposition Bl. �

Alternatives to Assumption 11
Assumption 11 assumed that πR(FN ,z, 1) > πR(FN ,z, 0)for all z and F. We
now briefly reconsider Propositions 1, Bl, and B2, when Assumption 11 is
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not assumed. The first alternative to Assumption 11, subcase 1, occurs when
πR(FN ,z, 1)cuts πR(FN ,z, 0) from above at a point ẑ such that zIL < ẑ < zRN.
For this case:

PROPOSITION B3. If zRN < z∗∗ < z∗, and subcase 1, then renegotiation results
in:

(i) FN (z) = F++ (z) > F0, for all z ∈ [zIL, ẑ] ; that is, raise rate; borrower
choosesα = 1.

(ii) FN (z) = F+ (z) < F0, for all z ∈ [̂z, zRN]; that is, raise the rate but such
that the borrower choosesα = 0.

(iii) FN (z) = F0, for all z ∈ [zRN,z∗∗] ; that is, no change; borrower
choosesα = 1.

(iv) FN(z) = F−(z), for all z ∈ [z∗∗,z∗] ; that is, forgive debt; borrower
choosesα = 0.

(v) FN(z) = F0, for all z> z∗; that is, no change; borrower chooses α = 0.

Proof. Part 1: For z ∈ [zIL, ẑ] the borrower is choosing α = 1. Liquidation is not
optimal since z> zIL. Since ẑ< zRN, πU(F, z, α = 1) < L1,so maintenance of
the initial contract is not optimal. By the definition of subcase 1, πR(F++,z, α =
1) > πR(F+,z, α = 0) so the bank raises the interest rate. Part 2: As above,
neither liquidation nor maintenance of the initial contract is optimal. But, in this
range, by the definition of subcase 1, πR(F++,z, α = 1)< πR(F+,z, α = 0) so
the bank raises the rate as far as possible while maintaining the incentive for the
borrower to choose α = 1. Part 3: In this range the bank can no longer credibly
threaten the borrower so raising the rate is not feasible. Forgiveness is not prof-
itable for the bank (by definition of z∗∗). So the rate does not change and the
borrower chooses α = 1. Part 4: Now it is profitable to forgive debt so that the
borrower chooses α = 0. Part 5: In this range the borrower will choose α = 0,
ceteris paribus. The bank has no credible threat to liquidate and cannot raise the
rate. The rate stays the same and the borrower chooses α = 0. �

Subcase 2 is the situation where zRN < ẑ< z∗∗ < z∗. In this case, the result is
the same as above since the bank cannot threaten to liquidate borrowers of type
ẑ ∈ [̂z, zRN] . Subcase 3 is zRN < z∗∗ < ẑ < z∗. Again, there is no change, for
the same reason. The same is true for the case where zRN < z∗∗ < z∗ < ẑ. The
final possibility is the case whereπR(FN ,z, 1)< πR(FN ,z, 0) for all z and F, the
opposite assumption of Assumption 11. In this case, it can easily be shown that
the borrower never adds risk, since it is always profitable for the bank to forgive
rather than raise the rate.

For the intermediate and low F0 cases there are similar, straightforward vari-
ations when we deviate from Assumption 11. These are omitted for the sake of
space.
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Universal Banking and the
Performance of German Firms*

GARY B. GORTON AND FRANK A. SCHMID �

13.1. INTRODUCTION

German universal banks appear to be powerful institutions in that they can own
blocks of equity and vote individual shareholders’ votes in proxy. This systemhas
been controversial for over a century (e.g., Hilferding, 1910) and is addressed
more recently in the report of the Gessler Commission (e.g., Studienkommis-
sion, 1979; and Krümmel, 1980), but apart from Cable (1985) there has been
no empirical analysis of this corporate governance system and there is certainly
no agreement about the effects of German banks on the performance of firms.

One view of the German system is that German banks are large, active,
informed investors that improve the performance of firms to the extent that they
hold equity and have voting power from casting the votes of small investors in
proxy. Banks are seen as long-term investors who oversee firms’ investments
and organize internal capital markets, rather than acting as myopic investors
(e.g., Porter, 1992; Grundfest, 1990). The banking relationship mitigates the
costs of both external financing and of actively monitoring management. Pro-
ponents of this view see German banks as a model of active block shareholders
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Hidalgo, Chris James, Shmuel Kandel, Mark Lang, Erich Loitlsberger, Claus Niemann, Benedikt
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suggestions and discussions. Also, thanks to Lori Gorton, Tatjana Greil, Helge Hagge, Thomas
Hansen, Joachim Pansgerau, Ruth Paschka, and Martina Venz for research assistance. Gorton
thanks the Bank of England for support during his tenure as a Houblon-Norman Fellow.
Schmid thanks Deutsche Forschungsgemeinschaft for support when visiting the Wharton Finan-
cial Institutions Center. The views expressed in this paper are those of the authors and not
necessarily those of the Federal Reserve Bank of St. Louis or the Federal Reserve System.
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that should be emulated in stock-market-based economies (where shareholders
are dispersed and institutional investors are passive). For example, Grundfest
(1990) asserts: “In Germany, large banks and industrial combines exercise sub-
stantial influence over the operation of many companies and are able to effect
management and strategic changes when circumstances warrant” (p. 105).

Critics of universal banking see the enormous power of banks as harmful
because of conflicts of interest that a bank faces when it simultaneously is a large
equity holder in the firm, is in control of a large number of proxy votes, con-
trols access to external capital markets, and has loans outstanding to the firm.
Because banks themselves seem impervious to external control, the concentra-
tion of power in banks is seen as allowing them to essentially run firms in their
own interests. For example, banks can refuse to allow cash to be paid out of firms
in order to maintain “hidden reserves.” Or a bank might force a value-reducing
merger between a distressed and a nondistressed firm, both of which it controls.
Wenger and Kaserer (1998) express this unfavorable view on German banks:

. . . German banks do not only provide industrial companies with loan cap-
ital but also exercise considerable voting power in stockholder meetings of
many public corporations. This is partly due to proxies of their clients and
partly due to stock ownership. . . . we would argue that this specific institu-
tional environment does not reduce agency problems; on the contrary, this
situation is prone to enlarge and perpetuate these problems (p. 50).

Banking laws in Germany do not legally restrict commercial banks from
holding blocks of equity in nonfinancial firms. Consequently, banks can have
control rights in the form of votes that they would not have in the U.S., for
example. As we will see below, however, bank blockholding is not so perva-
sive in Germany, while blockholding by nonbanks is extensive. The control
rights of these blockholders can be limited by voting restrictions. For exam-
ple, the voting rights of shareholders can be restricted by the firm’s charter
to a maximum fraction in the firm’s total voting stock, regardless of the frac-
tion of shares owned. While voting restrictions apply to any shareholder, banks
can potentially exercise more votes because voting restrictions generally do
not apply to votes that banks cast on behalf of small shareholders. For exam-
ple, a firm can be owned by a single bank with 5% of the shares, a non-
bank blockholder with 50% of the shares, and dispersed shareholders with the
remainder. If there is a voting restriction constraining the votes of the non-
bank blockholder to 10%, and if the bank further controls all of the proxy
votes of the small shareholders, then the bank, in the absence of any other
considerations, effectively controls this firm. (Changes to the firm’s charter
typically require a 75% majority.) Note that this could occur even if the bank
owned no shares. In such a case, there is no link between cash-flow rights and
control rights.
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It is not only the role of German banks that has been controversial. There
is an extensive literature on codetermination, that is, the laws requiring that
firm employees hold voting seats on the supervisory boards of large firms. (In
Germany, limited liability companies have a two-tiered board system.) Because
of codetermination, governance of German firms does not depend solely on pos-
session of control rights in the form of votes attached to equity shares. The con-
troversy emanates from the ideological implications of dictating that some of the
owners’ control rights effectively be ceded to labor. Codetermination, for exam-
ple, means that a large firm owned by a single shareholder, or perhaps a family,
cannot appoint all the directors on the supervisory board. Under the two-tiered
board system, management is insulated, at least to some extent, from discipline
by shareholders. While the literature on German codetermination is massive,
there is relatively little quantitativework assessing the impact of codetermination
on firm performance; Gorton and Schmid (1998) provide a brief survey.

The theoretical effects on firms of the codetermination system are difficult to
assess because the objectives of the employees are not obvious. On one hand, to
the extent that employees are residual claimants by virtue of their investment of,
possibly, firm-specific human capital, they will govern in the interests of share-
holders. On the other hand, if their human capital is not diversifiable, risk-averse
employees’ objectives can differ from those of shareholders. In essence, code-
termination reduces the value of control rights from equity ownership. In fact,
Gorton and Schmid (1998) find that with employees on a firm’s board, firm
resources are directed to less productive uses, decreasing the return on assets,
the return on equity, and the market-to-book ratio of equity.

Universal banking, proxy voting, and codetermination suggest that, in reality,
corporate governance in Germany is much different from the system described
by received theory (see La Porta, Lopez-de-Silanes, and Shleifer, 1999). In the-
ory, corporate governance is based on the system of one share, one vote, an
apparently incentive-compatibleway of linking claims on cash flowswith control
rights. (Grossman andHart, 1988, andHarris andRaviv, 1988, provide the theo-
retical arguments for the optimality of one share, one vote.) Germany, however,
is clearly different from that model. Little is known about the German system
due to a lack of theory rich enough to provide predictions in such a complicated
setting, as well as a lack of data. Disclosure requirements in Germany simply do
not exist to the same extent as inAnglo-American stockmarket-based economies.
Nevertheless, in this paper we empirically investigate corporate governance in
Germany. We study four data sets covering 1975 and 1986, each with different
advantages and disadvantages.

An empirical description of the effects of the above corporate governance
characteristics on the performance of German firms requires that we distinguish
between equity ownership per se and the control rights that are derived from it.
We need measures of control rights and control rights concentration, which we
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can link to firm performance by some functional relation. Each of these steps is
fraught with difficulty. With respect to control, one measure of control or power
is the number of votes controlled by ultimate shareholders, following La Porta,
Lopez-de-Silanes, and Shleifer (1999). Measuring control rights concentration
requires a theoretical model of how large shareholders interact.While suchmod-
els exist, they are based on voting behavior that implicitly assumes that cash-flow
rights and control rights are closely linked. Moreover, these models cannot
accommodate blockholders with different information, proxy voting, and voting
restrictions. As we discuss below, we adopt the Herfindahl index as a measure
of concentration that can be applied to the German case. Firm performance is
not straightforward tomeasure either. Since Germany is less reliant on the stock
market and has fewer disclosure requirements, we face the choice of relying on
(German) accounting measures of performance or on market-based measures.
The latter choice requires us to restrict our attention to publicly traded firms, an
assumption that seems counter to the spirit of the investigation. We therefore
use both accounting-based and market-based measures of performance.

There is also little theoretical guidance about the functional link between
equity ownership and firm performance once the connection between cash-flow
rights and control rights has, at least to some extent, been broken. Even for
the more straightforward case of one share, one vote, as in the U.S., the rela-
tion between firm performance and the ownership stake of management has
been argued to be nonlinear. Morck, Shleifer, and Vishny (1988), for example,
examine the effect of insider concentration (the fraction of firm equity owned
by top management) on nonfinancial firms’ performance measured by Tobin’s
Q and find a piecewise linear, U-shaped relation. See also McConnell and Ser-
vaes (1990), who also examine U.S. nonfinancial firms, and Gorton and Rosen
(1995), who analyze U.S. banks.

The German case is even more complicated than the U.S. case. While it is
clear that the more cash-flow rights in a firm a party has, the more this party will
want to improve the firm’s performance, it is not clear what the objective func-
tion is for a party with control rights substantially in excess of cash-flow rights.
This party might be interested in extracting private benefits rather than improv-
ing the value of cash-flow rights to which it has only a small claim. Thus, an
important difficulty with analyzing the effects of banks on firms in Germany is
that the bank can face conflicts of interest over some ranges of bank equity hold-
ings, proxy-voting, and other (i.e., nonbank) shareholdings, but not over other
ranges. Moreover, voting restrictions clearly can have an impact. But aside from
considerations of the distribution of effective voting power in relation to cash-
flow rights, codetermination undermines the power of votes attached to equity
shares. The power of banks, to the extent that it is not derived from ownership
in voting stock, can further undermine equity control rights.
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In our empirical investigation of the influence of German universal banks and
codetermination on the performance of German firms, we take into account
banks’ control rights that emanate from ownership of voting stock, banks’ proxy-
voting rights, the concentration of control rights from equity ownership, and
voting restrictions. Equity ownership can involve pyramids, cross-shareholdings,
and stocks with multiple votes. Because of the complexity of the firm’s control
structure, we test semiparametric specifications against various parametric spec-
ifications to determine the appropriate shape of the relation. This allows us to
test for conflicts of interest between firm shareholders and banks, and between
employees and shareholders. Further structure is then imposed in the form of a
parametric specification.We also examine the influence of banks and employees
on boards of directors.

The paper proceeds as follows. In Section 13.2 we describe the samples and
discuss issues concerning the measurement of control rights in Germany. We
also discuss the construction of variables that will be used in econometric tests.
In Section 13.3 we propose hypotheses. Section 13.4 outlines the econometric
methodology. Section 13.5 presents the basic set of results. Section 13.6 analyzes
banks’ representation on corporate boards. Section 13.7 is a discussion of the
results. Section 13.8 is a brief conclusion.

13.2. MEASURING CONTROL RIGHTS, CONTROL RIGHTS
CONCENTRATION, AND THE PERFORMANCE OF
GERMAN FIRMS

Four issues are critical to our empirical analysis. First, we must construct a mea-
sure of equity control rights from data on ownership of (voting) stock. Second,
we need a measure of concentration of the equity control rights. Third, we need
a measure of firm performance. Finally, we need a functional specification for
the link between control rights, control rights concentration, and firm perfor-
mance. In this section we introduce the data sets. We then discuss two of the
three measurement issues. We summarize the equity control rights structure of
German firms based on our samples and we discuss voting restrictions. Finally,
we address the third measurement issue and discuss firm performancemeasures
and some other variables that we will use later.

13.2.1. Data Samples

Our data sets, discussed in detail in Appendix A, consist of four cross-sections of
large public limited companies known as Aktiengesellschaften (AGs). For each
of the years 1975 and 1986 we have a small sample and a large sample. The
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German economy has been changing rapidly in the last decade, and possibly ear-
lier as well. In order to study the economy prior to these changes, we start as far
back as data availability will reasonably allow, i.e., 1975, but then include sam-
ples from ten years following in order to see if there are changes over the period
1975–1986.

The small samples are restricted in size due to the costs of collecting data on
proxy voting. Furthermore, not all of the firms in the small samples are publicly
traded. The small samples consist of 82 firms in 1975 and 56 firms in 1986.When
restricted to firms with traded equity, the sample sizes are 54 and 42, respec-
tively. The large samples consist of 283firms in 1975 and280 in 1986, all publicly
traded. The small samples enable us to study the effects of proxy voting; for the
large samples, proxy voting information is not available.

13.2.2. Measuring Control Rights

It is not obvious how to measure control in Germany. The issue is complicated,
first of all, because pyramiding, cross-shareholding (or circular ownership) and
stocks with multiple votes separate cash-flow rights from control rights in the
form of votes. Franks and Mayer (2000) and Emmons and Schmid (1998) dis-
cuss these structures in Germany while Wenger and Kaserer (1998) discuss the
legal background. La Porta, Lopez-de-Silanes, and Shleifer (1999) argue that
a measure of control or power should be based on control rights that emanate
from voting shares.We proceed similarly and calculate the control rights held by
different parties, as explained below. It is not clear, however, that this procedure
accurately defines control because of other complications besides pyramiding,
cross-shareholding, and the existence of stocks with multiple votes. For exam-
ple, as mentioned above, equity ownership is not the only legal basis for control
because, under the system of codetermination, employees have votes on the
supervisory board that are unrelated to holding shares. Thus, our strategy is
to follow the concept of La Porta, Lopez-de-Silanes, and Shleifer, while taking
account of all the other dimensions of governance with additional variables.

Cross-shareholding occurs when firms hold shares in each other, either
directly or indirectly. An example of indirect cross-shareholding would be a tri-
angular ownership structure with Firm A owning a block of Firm B’s equity,
FirmB owning a block of FirmC, and FirmC holding a stake in FirmA. There is
a notable network of (mainly indirect) cross-shareholdings centered on Allianz
AG, Germany’s largest insurer (Wenger and Kaserer, 1998). This network com-
prises predominantly financial services firms. Outside this network, there are rare
cases of cross-shareholdings, mainly among government-controlled utilities. In
our samples (which exclude financial services firms), cross-shareholdings are not
significant, as shown below.
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Pyramiding occurs when Firm A owns a stake in Firm B, which owns a stake
in Firm C. La Porta, Lopez-de-Silanes, and Shleifer (1999) define a pyramid as
a chain of firms in which the chain includes at least one publicly traded com-
pany between the sample firm and the ultimate owners. (We discuss the notion
of an “ultimate owner” below.) This definition will not suffice for Germany, as
the middle firms in pyramids are almost invariably not traded. The typical case
of pyramiding in Germany is joint ownership of nonfinancial firms, banks, or
insurers in a financial holding shell (called Vermögensverwaltungs-, Vorschalt-
or Beteiligungsgesellschaften) that holds a (controlling) stake in the sample firm.
An example isMercedes-Automobil-HoldingAG, which (before it was dissolved
in 1994) held a controlling stake in Daimler-Benz AG and was owned by a mul-
titier shareholder structure that consisted mainly of financial firms (Franks and
Mayer, 2000). Typically, a financial holding shell is not traded, has few or zero
employees, exists solely to hold the stock of another firm, and has two to four
owners, among them banks and insurance companies. In the case of Germany
we say that pyramiding occurs when the sample firm’s stock is held indirectly via
(one or more) financial holding shells.

Figure 13.1 shows a typical example of a pyramid in our samples. Following
our principle of deriving control rights from votes, the graph displays ownership

Technocell AG

51%

60% 40%

Nicolaus Family Burda GmbH

MD Verwaltungsgesellschaft

Nicolaus GmbH & Co. KG

Figure 13.1 Technocell AG as an example of a simple pyramid, September 1986.
Following our principle of defining control rights based on votes, the graph displays
ownership as fractions of votes (which is not necessarily identical to the fractions of equity
from which these votes emanate). Technocell AG has one blockholder, MD
Verwaltungsgesellschaft Nicolaus GmbH&Co. KG, which owns 51%. This company, in
turn, is owned by the Nicolaus family, with 60%, and by Burda GmbH, with 40%.MD
Verwaltungsgesellschaft Nicolaus GmbH&Co. KG and Burda GmbH are not publicly
traded. In this example, the Nicolaus family and Burda GmbH are the ultimate owners.
The control rights are allocated as follows. The Nicolaus family holds 51% of Technocell
and Burda GmbH holds 40%. That is, control rights are assigned based on the weakest
link in the chain (La Porta et al., 1999a). Data source: Saling Aktienführer 1987, Verlag
Hoppenstedt, Darmstadt 1986.
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as percentages of votes (which is not necessarily identical to the percentages of
equity these votes emanate from). Technocell AG has one blockholder, MD
Verwaltungsgesellschaft Nicolaus GmbH & Co. KG, which owns 51%. This
company, in turn, is owned by the Nicolaus family, with 60%, and by Burda
GmbH, with 40%. MDVerwaltungsgesellschaft Nicolaus GmbH&Co. KG and
Burda GmbH are not publicly traded. In this example, control rights are allo-
cated as follows. TheNicolaus family holds 51%ofTechnocell andBurdaGmbH
holds 40%. That is, control rights are assigned based on the weakest link in the
chain (La Porta, Lopez-de-Silanes, and Shleifer, 1999).

Few firms have stocks with multiple votes. While it has long been illegal in
Germany to issue such stocks, those that existed prior to the change in legislation
were grandfathered. There are only a few firms in our sample that have stocks
with multiple votes, such as RWE AG and Siemens AG. In the case of RWE, a
utility, provincial and municipal authorities hold stock that is endowed with 20
votes per share. In the case of Siemens, the family holds stock with six votes per
share in certain decisions (as determined by the company charter). When we
calculated control rights, we did so based on number of votes, not on number
of stocks. In the case where multiple votes apply in certain circumstances only,
such as with Siemens, we assumed the multiple-votes case.

Determination of control rights in complicated ownership structures (such as
pyramids and circular ownership) depends on a definition of the ultimate owner,
the agent at which tracing the ownership structure stops. We categorize firms
into the following ultimate owners: banks (domestic and foreign), insurance
companies (domestic and foreign), families and family trusts (domestic and
foreign), government and government trusts (domestic and foreign), foreign
financial holding shells (ownership data on these companies are generally not
available), nonfinancial firms (domestic and foreign; no financial holding shells),
and the sample firm itself (in the case of circular ownership). This classifica-
tion of ultimate owners follows La Porta, Lopez-de-Silanes, and Shleifer (1999)
except that we include nonfinancial firms as ultimate owners. This is because we
often reach a point in the chain at which we cannot trace the holdings further
because the (nonfinancial) firms are not publicly traded or there are insufficient
data to determine the control rights structure. Recall that our samples are from
the 1970s and 1980s, periods during which ownership data are sparse. Clearly,
there is a certain arbitrariness to this procedure, but this is dictated by the data
limitations that emanate from studying an economy that is not (at least during
our sample periods) centered on the stock market. In the same vein, La Porta,
Lopez-de-Silanes, and Shleifer do not break up firms that are not publicly traded,
presumably because of a lack of data.

Table 13.1 shows the extent of pyramids, cross-shareholding, and circular
shareholding in our samples. The table also shows the classification of our four
samples into ultimate owners with a 25% cutoff rule. (The cutoff rule is based
on control rights; it is applied for illustration and used in this table only; it is not
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Table 13-1. ULTIMATE OWNERS BASED ON CONTROL RIGHTS THAT EMANATE
FROM EQUITY OWNERSHIP. WE FOLLOW LA PORTA ET AL. (1999A) WHEN

APPLYING A CUTOFF RULE TO CONTROL RIGHTS (I.E., SHAREHOLDERS THAT
CONTROL A SMALLER FRACTION OF VOTES ARE NOT TAKEN INTO ACCOUNT).

SUCH A CUTOFF RULE IS EMPLOYED IN THIS TABLE ONLY, BUT NOT IN
SUBSEQUENT TABLES OR THE EMPIRICAL ANALYSIS. THE CUTOFF RULE APPLIES
TO ITEMS 2, 3, AND 4.WE CHOSE 25% AS THE CUTOFF LEVEL BECAUSE THIS IS AN
IMPORTANT THRESHOLD IN GERMANY, AS CHANGES TO THE FIRM’S CHARTER

GENERALLY REQUIRE A 75% MAJORITY. THE TYPES OF ULTIMATE OWNERS
(ITEM 3) AND THE TYPES OF LARGEST ULTIMATE OWNERS (ITEM 4) ARE NOT
MUTUALLY EXCLUSIVE BECAUSE OF THE POSSIBILITY OF TIES. PANEL A: SMALL

SAMPLES. PANEL B: LARGE SAMPLES.

EquityOwnership Types 1975 Sample 1986 Sample
Panel A
(1)Multi-Level equity ownership

Pyramids (total) 10 (12%) 11 (20%)
Same shareholder owns directly and through pyramid 2 (2%) 2 (4%)
Circular ownership 1 (1%) 0 (0%)

(2) Existence of ultimate owners
Ultimate owner exists 51 (62%) 39 (66%)
No ultimate owner exists 31 (38%) 19 (34%)

(3) Types of ultimate owners
Banks (domestic or foreign) 24 (29%) 22 (39%)
Insurers (domestic or foreign) 7 (9%) 11 (20%)
Family, incl. family trusts (domestic or foreign) 11 (13%) 9 (16%)
Government (domestic or foreign) 13 (16%) 10 (18%)
Foreign financial holding shells 0 (0%) 2 (4%)
Nonfinancial firms (domestic or foreign) 25 (30%) 22 (39%)
Firm itself (circular ownership) 1 (1%) 0 (0%)

(4) Types of largest ultimate owner
Banks (domestic or foreign) 20 (24%) 9 (16%)
Insurers (domestic or foreign) 7 (9%) 4 (7%)
Family, incl. family trusts (domestic or foreign) 11 (13%) 7 (13%)
Government (domestic or foreign) 12 (15%) 10 (18%)
Foreign financial holding shells 0 (0%) 2 (4%)
Nonfinancial firms (domestic or foreign) 19 (23%) 11 (20%)
Firm itself (circular ownership) 0 (0%) 0 (0%)

(5) Sample size
Total number of firms 82 56
Number of publicly traded firms 54 42

Panel B
(1)Multi-level equity ownership

Pyramids (total) 12 (4%) 22 (8%)
Same shareholder owns directly and through pyramid 2(1%) 4 (1%)
Circular ownership 1 (0%) 1 (0%)

(2) Existence of ultimate owners
Ultimate owner exists 238 (84%) 226 (81%)
No ultimate owner exists 45 (16%) 54 (19%)
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Table 13-1. (CONTINUED)

EquityOwnership Types 1975 Sample 1986 Sample
(3) Types of ultimate owners

Banks (domestic or foreign) 83 (29%) 61 (22%)
Insurers (domestic or foreign) 18 (6%) 18 (6%)
Family, incl. family trusts (domestic or foreign) 56 (20%) 77 (28%)
Government (domestic or foreign) 17 (6%) 21 (8%)
Foreign financial holding shells 1 (0%) 6 (2%)
Nonfinancial firms (domestic or foreign) 161 (57%) 147 (53%)
Firm itself (circular ownership) 1 (0%) 0 (0%)

(4) Types of largest ultimate owner
Banks (domestic or foreign) 65 (23%) 34 (12%)
Insurers (domestic or foreign) 14 (5%) 8 (3%)
Family, incl. family trusts (domestic or foreign) 49 (17%) 67 (24%)
Government (domestic or foreign) 15 (5%) 18 (6%)
Foreign financial holding shells 0 (0%) 5 (2%)
Nonfinancial firms (domestic or foreign) 135 (48%) 117 (42%)
Firm itself (circular ownership) 0 (0%) 0 (0%)

(5) Sample size
Total number of firms 283 280
Number of publicly traded firms 283 280

used in the subsequent quantitative analysis.) La Porta, Lopez-de-Silanes, and
Shleifer (1999) introduce such a cutoff rule to isolate the shareholders in control
from those not in control. We define the cutoff level to be 25% because corpo-
rate charters in Germany make this percentage a powerful block.1 The ultimate
owner with the largest fraction of control rights is deemed the largest ultimate
owner, but there can be more than one such “largest” ultimate owner because
of ties. With respect to types of ultimate owners, there are no appreciable dif-
ferences in the samples between the two years analyzed. In our large samples,
less than 20% of the firms are widely held, even less than in La Porta, Lopez-de-
Silanes, and Shleifer (1999), who use a 20% cutoff rule and find that 50% of the
firms inGermany are widely held. In our small samples, roughly 35% of the firms
are widely held.

13.2.3. Measuring Concentration

When we measure control rights concentration, we do not rely on a theo-
retical model as a basis for a concentration measure. Existing models of how
large shareholders interact are based on probabilistic voting behavior under the

1. In general, votes at the annual meeting require a simple majority (50% plus one vote). How-
ever, changes to the charter (including equity issues) require approval of at least 75% (a “qualified
majority”) of the votes. Companies, in the charter, can set higher levels than the legal minimum of
three-quarters of the votes, but few companies choose to do so.
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assumption of one share, one vote. In addition, these theories are based on
environments in which all shareholders are alike except that they have differing
numbers of votes, e.g., the Shapley-Shubik Power Index (Shapley and Shubik,
1954) or the Banzhaf Index (Banzhaf, 1965, 1968). Leech (1988) andLeech and
Leahy (1991) and the references cited therein provide further discussion. How-
ever, the German environment is much more complicated than these models.
For example, it is not clear how to take proxy voting into account. There is also
the issue of the identity of the shareholder, which can affect the shareholder’s
role and powers. For example, bank blockholders may not be the same as non-
bank blockholders with the same number of votes. Indeed, this is something that
we want to test for.

To measure the degree of control rights concentration in each firm we use a
Herfindahl index (see, e.g., Demsetz and Lehn, 1985; and Cable, 1985). Recall
that theHerfindahl index is defined asH =∑n

i=1 si, where si (i= 1, . . . , n) is the
fraction of stock owned by the agent i. If there are two agents, each holding 50%
of the voting shares, H equals 0.52 + 0.52 = 0.5. If there is a single agent who
owns all the stock, H equals 1. The Herfindahl index is based on equity control
rights, i.e., on control rights that emanate from ownership of voting stock, as dis-
cussed above. In particular, it does not include proxy votes. (Appendix B further
discusses calculation of this index.)

13.2.4. Summary of German Equity Control Rights Structure

For the small samples, the control rights structure of each firm is measured with
three variables: the banks’ fraction of control rights from equity ownership (EB),
the fraction of the votes that banks vote in proxy (VB), and the Herfindahl index
of the concentration of control rights from equity ownership,H. The variableVB
ismeasured relative to the actual presence at the annualmeeting. TheHerfindahl
index comprises all blockholders, including banks, which enter H individually.
For the large samples, VB is not available. With respect to the variables EB and
H, it is important to note that, since the banks are included in the variable H, any
effect we detect from the banks’ control rights, EB, must be due to a channel that
is different than that available to nonbank blockholders.

Proxy voting arises becauseGerman shares are generally bearer securities, and
individual stockholders keep their shares at their bank. By agreement, German
banks have the right to exercise proxy votes for these shareholders. Agreement
is given in writing and lasts for 15 months. Shareholders can instruct the bank
how to vote, if they wish, but this must be in writing. Banks do not, however,
have unlimited power to vote shares held at the bank. Prior to the annual meet-
ing, banks inform the shareholders they represent as to how they will vote at the
meeting. If individual shareholders disagreewith the bank, they can indicate how
they want to vote by informing the bank (by mail). The bank must then adhere
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to these instructions. Proxy-voting rights tend to be concentrated in the largest
banks due to the fact that these banks happen to have an extensive network of
branches. In the late 1970s, the largest six private (i.e., non-state-owned) banks
controlled about three-quarters of the voting rights of dispersed shareholders
(Krümmel, 1980). The Big Three banks (Deutsche Bank, Dresdner Bank, and
Commerzbank) held just under half of the deposited shares in 1988 (Deutsche
BundesbankMonthly Report, April 1989).

Banks do not actively compete for proxy votes; banks with large networks of
branches simply have many customers and these customers keep their shares at
the bank without special instructions. From the banks’ perspective, proxy voting
is a passive byproduct of retail brokerage. In a similar vein, proxy voting might
be viewed as themirror image of the firm’s shareholder structure, in particular its
concentration of equity control rights, H. If this held, we would not expect proxy
voting to be statistically significant in our empirical analysis.

Table 13.2, Panel A, provides the details of bank control rights from equity
ownership, bank proxy voting, and the equity control rights of nonbank block-
holders for the two small samples. Table 13.2, Panel B, covers the large samples.
The tables show that equity ownership generally gives banks (as a group) con-
trol over far less than 25% of the votes. Also, proxy voting generally provides
banks (as a group) with less than 25% of the votes at annual meetings. Thus,
for the largest German firms (which compose our samples), control by banks, if
it exists, does not appear to depend on the sheer number of votes. This point is
reinforced by the fact that, in Germany, a large fraction of public companies have
a single (nonbank) shareholder who holds at least 25% of the stock.

Our samples illustrate the importance of nonbank blockholders: 68 (264) out
of 82 (283) firms in the small (large) 1975 sample have blockholders holding at
least 25%; for the small (large) 1986 sample it is 46 (249) out of 56 (280). The
pervasivenessofnonbankblockholders isnotanaberrationofour samples. Franks
andMayer(2000)studyasampleof171Germancompaniesduring the late1980s
and find that in 85% of these companies there is a single shareholder who holds
at least 25%. Also, Edwards and Fischer (1994) report that “the vast majority of
GermanAGshavea single shareholderwhoowns25percentormoreof thevoting
capital” (p. 194). In contrast, a survey of exchange-listed firms in theU.S. in 1984
shows that only 20% of the firms have at least one nonofficer who owned 10%
of firm stock; 13% of the firms are majority owned (Holderness and Sheehan,
1988). In the U.K. the proportion of public limited companies with a majority
shareholder is also far smaller than in Germany (Edwards and Fischer, 1994).

13.2.5. Voting Restrictions

The voting rights of shareholders can be restricted by an AG’s charter (articles
of association) not to exceed some fraction of the total votes issued by the firm,
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Table 13-2. BANK EQUITY CONTROL RIGHTS (CONTROL RIGHTS THAT EMANATE
FROM BANKS’ EQUITY OWNERSHIP), EB, BANKS’ PROXY VOTING RIGHTS, VB, AND
EQUITY CONTROL RIGHTS CONCENTRATION, H. THE HERFINDAHL INDEX OF
CONCENTRATION OF EQUITY CONTROL RIGHTS, H, IS CALCULATED OVER ALL
(BANK AND NONBANK) BLOCKHOLDERS, TREATING BANKS INDIVIDUALLY (I.E.,
NOT IN AN AGGREGATED FASHION). PANEL A: SMALL SAMPLES. PANEL B: LARGE
SAMPLES. NOTE THAT THE LARGE SAMPLES DO NOT HAVE INFORMATION ON

BANKS’ PROXY VOTING AS MEASURED BY VB.

1975 Sample 1986 Sample
Panel A
(1) Bank equity control rights, EBMean (median) 0.08 (0) 0.13 (0)

Standard deviation (min, max) 0.17 (0, 0.52) 0.31 (0, 2.03)
0.00≤ EB≤ 0.05 61 40
0.05≤ EB <0.1 0 0
0.1≤ EB <0.25 4 3
0.25≤ EB <0.50 9 8
0.50≤ EB <0.75 8 4
0.75≤ EB≤ 1.00 0 1

(2) Bank proxy voting rights, VB
Mean (median) 0.21 (0.10) 0.23 (0.17)
Standard deviation (min, max) 0.28 (0, 0.90) 0.24 (0, 0.89)
0.00≤VB≤ 0.05 36 19
0.05≤VB <0.1 5 4
0.1≤ VB <0.25 16 12
0.25≤VB <0.50 12 14
0.50≤VB <0.75 5 4
0.75≤VB≤ 1.00 8 3

(3) Equity control rights concentration,H
Mean (median) 0.39 (0.26) 0.41 (0.28)
Standard deviation (min, max) 0.34 (0, 1) 0.34 (0, 1)

(4) Blockholders
Number of firms with a block of
at least 25% of control rights 68 46
at least 50% of control rights 38 25
at least 75% of control rights 20 15

(5) Sample size
Total number of firms 82 56

Panel B
(1) Bank equity control rights, EB

Mean (median) 0.09 (0) 0.08 (0)
Standard deviation (min, max) 0.19 (0, 1.10) 0.20 (0, 2.03)
0.00≤ EB≤ 0.05 208 223
0.05≤ EB <0.1 1 0
0.1≤ EB <0.25 7 15
0.25≤ EB <0.50 41 23
0.50≤ EB <0.75 21 17
0.75≤ EB≤ 1.00 5 2
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Table 13-2. (CONTINUED)

1975 Sample 1986 Sample
(2) Equity control rights concentration,H

Mean (median) 0.34 (0.26) 0.40 (0.32)
Standard deviation (min, max) 0.26 (0, 1) 0.29 (0, 1)

(3) Blockholders
Number of firms with a block of
at least 25% of control rights 264 249
at least 50% of control rights 163 172
at least 75% of control rights 61 79

(4) Sample size
Total number of firms 283 280

regardless of the fraction of voting shares owned. Typical restrictions are 5% or
10%. Table 13.3 lists the firms and voting restrictions from our samples, also
showing the year the restriction was adopted. (Most voting restrictions were
adopted in the 1970s when Middle Eastern countries were looking for invest-
ment opportunities for their oil dollars and started to acquire stakes in German
companies.) Clearly, this type of restriction constrains the power of block share-
holders, including bank blockholders. Note, however, that banks’s proxy voting
of dispersed shareholders is not bound by this restriction, with Volkswagen AG
being the only exception to this rule (Körber, 1989, pp. 97–98). These restric-
tions potentially make banks more powerful than nonbank shareholders and,
consequently, it is not surprising that banks have supported these restrictions,
though management has always initiated them (Edwards and Fischer, 1994).

Note that we do not expect the dummy variable for the presence of a vot-
ing restriction to be significant. If the firm’s shareholder structure, along with
bank proxy voting, explains the presence of a restriction, then it should have
no separate, significant effect. As is possible with bank proxy voting, a voting
restriction might simply be the mirror image of the firm’s shareholder struc-
ture. This argument holds even in the case that the firm’s shareholder structure
(and the extent of proxy voting) changed in response to the adoption of a voting
restriction.

13.2.6. Firm Performance Measures

For performance measures we use an accounting measure of profitability, the
return on equity (ROE), and a market-based measure, the (log of the) market-
to-book ratio (MTB). Accounting measures of firm performance have been
widely used by other researchers, e.g., Demsetz and Lehn (1985), though in
our case we rely on German accounting. Harris, Lang, and Möller (1994) find
that the relation between 18-month stock returns and annual earnings for large
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Table 13-3. VOTING RESTRICTIONS, BY COMPANY, BY TYPE, AND BY YEAR THEY
WERE ADOPTED. VOTING RESTRICTIONS LIMIT THE NUMBER OF VOTES THAT
EACH OWNER OF VOTING STOCK IS ALLOWED TO EXERCISE AT THE ANNUAL
SHAREHOLDER MEETING. MOST VOTING RESTRICTIONS ARE BASED ON A

FRACTION OF VOTES IN THE TOTAL VOTES ISSUED BY THE FIRM, WHILE OTHERS
ARE BASED ON AN ABSOLUTE NUMBER OF VOTES. WITH THE EXCEPTION OF
VOLKSWAGEN AG, VOTING RESTRICTIONS DO NOT APPLY TO VOTES THAT
BANKS EXERCISE IN PROXY FOR SMALL SHAREHOLDERS. SOURCE: VERLAG

HOPPENSTEDT, Saling Aktienführer, VARIOUS ISSUES, DARMSTADT.

Companywith voting restriction Type of restriction Year introduced
Antriebstechnik G. Bauknecht AG 10% 1986
ASKODeutsche Kaufhaus AG 5% 1977
AVA Allgemeine Handelsgesellschaft der 1% 1986
Verbraucher AG
BASF AG 80million 1975

Deutsche Marks of equity
(face value)

Bayer AG 5% 1975
Continental Gummiwerke AG 5% 1984
Hoesch AG 15% 1977
Industrie-Werke Karlsruhe Augsburg AG 10% 1985
Leifheit AG 10% 1985
Linde AG 10% 1973
MannesmannAG 5% 1975
Rosenthal AG 5% 1986
Schering AG 12million 1973

Deutsche Marks of
equity (face value)

Volkswagenwerk AG 2%/20% 1960/1970

German firms over the period 1982–1991 is basically the same as in the U.S.
The market-to-book ratio is essentially Tobin’s Q. While we do not construct
estimates of the replacement costs of fixed assets or adjust for taxes, Perfect and
Wiles (1994) show that these adjustments are not significant. For the large sam-
ples, the numbers of firmsweuse for theMTBandROE regressions are the same.
For the small samples, the number of firms in the MTB regressions is lower than
in the ROE regressions because not all firms are traded.

Details on German accounting rules can be found in Coenenberg (1974,
1993) andOrdelheide and Pfaff (1994). We calculate the book value of equity as
the sum of the face value of equity (including equity-like certificates), reserves,
profits, and special reserves. The market- to-book ratio of equity, MTB, equals
the 1976 (1987) year-end market value of equity (aggregated over all categories
of stock) divided by the 1976 (1987) year-end book value of equity. (We lin-
early interpolate the book value of equity for the firms with other than calendar
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fiscal years.) The return on equity, ROE, equals the surplus of the year 1976
(1987), divided by the book value of equity, averaged over fiscal year-ends 1976
and 1977 (1987 and 1988). Surplus of the year equals net profits plus payments
to minority shareholders and the parent firm less any income obtained from the
parent firm to cover losses. The book value of total assets is the sum of equity,
provisions, and debt.

We also want to control for other exogenous characteristics of the sam-
ple firms that can affect performance. The following additional variables are
included unless otherwise indicated: a codetermination dummy variable (Co)
that equals one if there is equal representation, and zero otherwise; a voting
restriction dummy variable (VR) that equals one if there is a voting restriction,
and zero otherwise; a state ownership dummy variable (Go) that equals one if a
majority of the voting shares are controlled by government entities, and zero
otherwise; (log of) total assets (TA); and an industry dummy for industry j
(ISIC j) based on the International Standard Industrial Classification (United
Nations, 1990). We also include a dummy variable for the year 1986; this
absorbs the change in the price deflator, which means that we do not have to
deflate total assets.

13.3. GERMAN BANKS AND CORPORATE CONTROL:
HYPOTHESES

In addition to measurement issues, there is the problem of specifying the link
between firm performance and measures of equity control rights. The lack of
theoretical guidance about this link motivates our empirical approach. In this
section, we provide an overview of our approach and specify broad hypotheses
to be examined.

13.3.1. Overview

We focus on how firm performance varies in cross-section as a function of
(i) which fraction of the firm’s votes is controlled by banks via equity ownership,
EB, (ii) how much of the firm’s equity banks vote in proxy, VB, (iii) the extent
to which there are nonbank block shareholders, H, (iv) the degree to which the
firm is subject to codetermination, Co, (v) the presence of voting restrictions,
VR, and (vi) other factors (normalizing regressors) that capture characteristics
of the firm that can affect performance.

We want to relate the ownership structure variables and the other indepen-
dent variables to measures of firm performance. Let (EBi, VBi, Hi) be a vector
of observations of the equity control variables of firm i; and letXi be a (row) vec-
tor that represents Coi, VRi, and the observations from the set of normalizing
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regressors. Let Pi be a measure of firm performance, either return on equity,
ROE, or the (log of the) market-to-book ratio, MTB. For the reasons discussed
above, we do not know how firm performance is affected by our three equity
control variables, EB, VB, and H. Consequently, we initially investigate the
performance of firm i(i= 1, . . . . ,n) in the following semiparametric form:

Pi = Xiβ + f (EBi, VBi, Hi)+ εi, (13.1)

where f (·) is an unknown, possibly nonlinear, smooth function, but where the
relation between Xiand performance is a (known) parametric function and εi
is a mean-zero error term with variance σ 2. Based on specification tests using
estimates of Eq. (13.1) we go on to parametric specifications.

The specification in Eq. (13.1) takes the equity ownership structure of firms
as exogenous, reflecting the fact that we are studying an economy in which the
stock market plays a much smaller role than in economies such as the U.S. or
U.K. With a thin stock market, it is difficult for blockholders to assemble blocks
in firms that they believe will do well in the future. Thus, we are proceeding
under the view that Eq. (13.1) captures a potentially causal relation, e.g., bank
block ownership causes firm performance according to the function specified.
This view will be quite alien to those used to thinking about stock-market-based
economies. To buttress our view, we document below that the equity ownership
structures change little through time. There is little evidence that block posi-
tions respond to information about prospective firm performance. Eq. (13.1)
also assumes that the firm’s capital structure, the amount of bank borrowing, the
amounts of retained earnings (i.e., dividend policy), and the composition of cor-
porate boards are endogenous. These variables are at least partly determined by
the same independent variables that determine Pi. (We discuss this further when
we analyze the determinants of firm board composition.)

The specification in Eq. (13.1) treats banks in an aggregate fashion, that is,
bank control rights from equity ownership and bank voting rights are each added
up across banks. There are two reasons for this. First, empirically it is the case
that there is usually a single bank that is the dominant bank equity holder for
firms in which banks are important owners. This is related to the fact that equity
ownership and proxy voting are concentrated in the largest banks. Second, the
large banks, as a group, control a majority of votes at their own annual meetings
(Gottschalk, 1988), strongly suggesting the possibility of collusion.

We now turn to discussing some hypotheses.

13.3.2. Bank Equity Ownership and Firm Performance

From Table 13.2 it might appear that bank equity holding is unimpor-
tant because nonbank blockholders are much more pervasive than bank
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blockholders. Bank control rights from equity ownership, in general, seem low.
But the conclusion that banks are not important would be premature. First, as
discussed above, there can be voting restrictions in place, allowing banks to out-
vote large nonbank blockholders using proxy votes. Second, and perhaps more
importantly, the power to exercise corporate control is not only a function of
the allocation of formal control rights in the form of votes. Banks can have supe-
rior power and information that they use to their advantage even if their control
rights are low in number and there is a large nonbank blockholder. Banks can
also have superior information by virtue of the lending relationship (Elsas and
Krahnen, 1998). In addition, as mentioned above, banks have power because
they guard access to capital markets.

If banks can affect firm performance by virtue of having control rights that
emanate from equity ownership, then there are three possibilities for how firm
performance could be altered. First, if there is a coincidence of interests between
banks and other shareholders, then banks can be benign or even improve per-
formance. While banks’ control-rights-derived power can give them the ability
to expropriate from other shareholders, banks might not have the economic
incentive to behave this way. Bank cash-flow rights can be highly correlated
with control rights from equity ownership, the effect emphasized by Jensen and
Meckling (1976), resulting in a coincidence of interests. In fact, while nonbank
blockholders can improve firm performance to the extent that they hold control
rights and cash-flow rights, banks are better able to improve firm performance
than nonbank blockholders. In other words, what we will call the “coincidence-
of-interests hypothesis” states that over the entire range of bank ownership of
voting stock, the relationship between firm performance and the fraction of bank
equity control rights is upward sloping, ceteris paribus.

A second possibility, maintained by strong critics of universal banking, is that
the interests of bank equity holders and other shareholders are in opposition to
each other, no matter how many votes the banks control via share ownership.
Banks act in their own private interests to the detriment of other shareholders.
For this hypothesis to hold, banks must have private benefits at stake, so that
when the banks’ block increases, they use the additional control rights to extract
more private benefits. For example, by virtue of their dual role as lenders and
equity holders, and to the extent that capital markets are not a very competitive
financing option, banks can behave as monopolists, using their power to extract
profit from the firm at the expense of firm performance. The view that Ger-
man banks act as monopolists to the detriment of firm value is a long-standing
criticism. Even the Deutsche Bundesbank disingenuously notes:

When enterprises are deciding on which financing methods to adopt, the
advice of their principal bankers may sometimes be to take up new loans,
because the share issue whichmight be to the advantage of the enterprise is
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not rated so highly by the bank; however, definite statements in this regard
can neither be made nor proved. (Monthly Report, April 1984, p. 15)

For example, monopoly profits can be extracted by increased borrowing from
the bank, possibly at monopoly interest rates.

Finally, the relation between firm performance and the fraction of voting
rights that banks control via equity ownership could be downward sloping over
some initial range of bank equity ownership, and then upward sloping, ceteris
paribus. That is, the bank faces a tradeoff between its private benefits and the
value of its shares depending on its ability to extract private benefits. Such
a tradeoff can depend on the size of the bank’s equity stake. Holding other
variables constant, a bank can face a conflict of interest over a low range of
low equity holding, but not when its equity holding is high. In the case of
such a conflict of interest, the relation between firm performance and bank
equity control rights is nonlinear: firm performance can initially decline with
an increase in the amount of control that is associated with an increase in bank
equity ownership; when bank equity ownership and the corresponding frac-
tion of equity control rights are large, firm performance rises with bank equity
ownership.

The three descriptions of possible relations between firm performance and
bank control rights from equity ownership are those that hold whenever there
is a potentially informed insider blockholder in a system with one share,
one vote. These are the hypotheses explored for U.S. managers’ stockhold-
ings by, for example, Morck, Shleifer, and Vishny (1988), and McConnell
and Servaes (1990), and for banks by Gorton and Rosen (1995). The only
difference here is that the bank can be potentially more informed and more
powerful than managers and the bank can have more private benefits at stake.
More important, however, are the interactions of the other characteristics of
the governance system with bank control rights that emanate from ownership
in voting stock. We now turn to these other characteristics.

13.3.3. Proxy Voting and Conflicts of Interest

A clear (at least formal) break between the alignment of control rights and cash-
flow rights is in the ability of German banks to vote shares in proxy. This raises
the prospect that banks vote in their private interests rather than in the interests
of shareholders. Clearly, proxy-voting power is potentially important because
the votes of dispersed shareholders are concentrated in banks. These votes can
be usedwhen important decisions aremade at the general meeting. In particular,
membership on the supervisory board is determined by elections at the general
meeting. (By law, AGs must hold a shareholder meeting at least once a year.)
Also, as discussed above, blockholders’ voting power can be limited by voting
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restrictions, which increases the importance of bank proxy voting. Thus, proxy
voting by banks, which creates a concentration of voting power, would seem to
generate the clearest possibility of a conflict of interest and, for this reason, has
been very controversial in Germany.

Proxy voting gives banks control rights in excess of cash-flow rights. If proxy
voting affects firm performance, then the possibilities for how banks use their
proxy votes are the same as for the banks’ control rights from equity owner-
ship, which we discussed above. In the case of a coincidence of interests between
banks and other shareholders or, in the opposite case, when interests are always
in opposition to each other, an appropriatemeasure of bank control rights would
be one for which proxy-voting rights add to the control rights from equity own-
ership. But how the excess control rights are used might depend on the level of
the bank’s cash-flow rights. That is, it could be that with low amounts of equity
ownership the bank uses the proxy votes to enforce decisions in its private inter-
ests, while at high levels of equity holdings the bank uses proxy votes tomaximize
the value of the firm. In this case, there would be a critical value of bank control
rights from equity ownership such that performance is increasing in bank proxy
rights above this level and decreasing below it. In other words, there would be a
critical fraction of bank equity control rights, EB∗, such that, holding everything
else constant, ∂P/∂VB> 0 for EB> EB∗ and ∂P/∂V B< 0 for EB≤ EB∗ .

Alternatively, bank proxy-voting rights might simply be the flip side of the
firm’s equity control structure, in particular, its concentration, H. In this case,
proxy voting is endogenous and therefore should have no impact of its own.

13.3.4. Nonbank Block Shareholders

In stockmarket economies, outside block shareholders are often viewed asmon-
itors of firm management because, by virtue of the size of their stake in the
firm, they have an incentive to actively oversee management. Implicit in this
view is a close link between control rights and cash-flow rights. In stock market
economies, dispersed small shareholders can face free-rider problems in mon-
itoring firm management if monitoring is costly (Grossman and Hart, 1980;
Shleifer andVishny, 1986). The empirical evidence for theU.S., while somewhat
mixed, appears to support the importance of large shareholders in increasing
firm value.2 The potential behavior of banks, outlined above, can interact with
the behavior of nonbank blockholders, but there are several possibilities for this
interaction.

Since, as mentioned above, a very high percentage of the largest quoted
German companies have a single shareholder owning at least 25% of the

2. See Demsetz and Lehn (1985), Mikkelson and Ruback (1985), Holderness and Sheehan
(1988), Barclay and Holderness (1991), and Zeckhauser and Pound (1990).
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shares, the monitoring role of blockholders might be very important in
Germany and might explain why hostile takeovers are not necessary and hence
are rare. Nonbank blockholders might be so powerful that they not only mon-
itor firms’ management but also monitor banks, preventing banks from falling
prey to their conflicts of interest. On one hand, nonbank blockholders can
behave as insiders, reducing firm performance over a range of low equity hold-
ings by extracting private benefits but then improving firm performance when
their equity holdings are high. Perhaps banks attempt to monitor the deleteri-
ous behavior of these blockholders. On the other hand, banks can collude with
large blockholders. Basically, a number of (nonlinear) interactions with the bank
ownership of voting rights and proxy voting are plausible. These considerations
suggest the importance of controlling for the entire equity voting structure of
the firm in attempting to detect the effects of banks on performance and further
emphasize the importance of the econometric specification issue.

13.3.5. Equity Voting Restrictions

Voting restrictions delink control rights and cash-flow rights at the restriction
point. Such voting restrictions potentially increase the power of bank proxy
voting. Voting restrictions can also limit the size of nonbank blockholders and
hence increase the power of banks, whether it emanates from votes or from
other sources. As discussed below, however, it is likely that voting restrictions
are endogenous, that is, they are a function of the equity ownership structure
and hence should have no separate effect.

13.3.6. Codetermination

Corporate governance and firm performance in Germany can be influenced
by the fact that, under German law, employees of large firms are allocated
(voting) seats on the supervisory board. In Germany, the board system consists
of the supervisory board (Aufsichtsrat) and the management board (Vorstand).
The role of the supervisory board is to oversee the management board; it has
the power to hire and fire, set compensation, regularly meet with management,
and so on. Basically, the management board runs the day-to-day operations and
is responsible to the supervisory board. According to German codetermination
laws, employees must constitute either one-half or one-third of the firm’s super-
visory board, depending on the size of the firm. Some firms are not required
to have employees on the supervisory board. Codetermination implies that a
sizable fraction of the nonexecutive directors cannot be appointed by sharehold-
ers, even if a single shareholder would effectively be in control otherwise. This
uncouples control rights and cash-flow rights, which makes codetermination
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potentially important to the extent that the supervisory board controls the
important decision-making of the firm.

There are three different forms of codetermination in Germany (see
Wiedemann, 1980, Gorton and Schmid, 1998, for details). First, there is code-
termination in the coal and steel industry (Montan-codetermination). It was
introduced in 1951 and requires equal representation between employees and
shareholders on the supervisory board. There is also a so-called neutral mem-
ber on the supervisory board, to break ties. Second, the Codetermination Act of
1976 extended equal representation (with modifications) to all other industries,
leaving Montan-codetermination in place. This law requires that if the corpora-
tion has regularly more than 2,000 employees, then the employees must elect
one-half of the supervisory board members. Typically, about one-third of the
employee representatives are members of the works council while the remainder
consists of external trade union representatives. Even though half the seats go to
workers, representation under the 1976 Codetermination Act is not quite equal
because the chair, appointed by the shareholders, has an extra vote. Also, at least
one employee representative must be elected from the senior managers. Third,
under the Works Constitution Act of 1952, one-third employee representation
is required of companies with 500 to 2,000 employees.

The effects of codetermination on the performance of a firm are potentially
quite complicated. It could be that codetermination affects only the distribution
of the firms’ cash flows, but not its amount. That is, employees use their power on
the supervisory board to bargain for a greater share of the firm’s cash flows, but
have noother effects.Whether employees have enoughpower to do this depends
on whether other institutions, perhaps banks, can counteract such power. This
is an empirical question. But codetermination can have other effects as well. If
employees are risk averse and have firm-specific human capital at stake, then they
can use their power on the supervisory board to alter the firm’s investment and
operating decisions in favor of reducing idiosyncratic firm risk. Furthermore, it
could simply be the case that employees make poor decisions and hence reduce
firm performance.Gorton and Schmid (1998) empirically exploremany of these
issues. Here, we limit ourselves to the question of whether codetermination is
detrimental to firm value by taking account of cross-section variation in code-
termination. Note that we account for the 1976 Codetermination Act in our
1975 samples because our firm performance measures are taken from the fiscal
year 1977.

13.3.7. The Exogeneity of the Equity Ownership Structure

The specification in Eq. (13.1) assumes that the equity ownership structure
and, in particular, bank blockholding, is exogenous or at least predetermined
with respect to firm performance. When the stock market is not the dominant
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institution for organizing the savings-investment process, it is difficult for agents
to alter their portfolios. By definition, illiquidity is a central feature of a bank-
based economy and the exogeneity of the ownership structure flows from this
fact. It is precisely this relative illiquidity that makes bank-based economies dif-
ferent from stock-market-based economies. But exactly how illiquid are the stock
markets in bank-based economies? Our main focus, however, is not on empiri-
cally examining the relative liquidity of the German stock market (though that
seems like an interesting question). Our interest is whether banks are active
equity portfolio managers, buying stock in undervalued firms and selling blocks
in overvalued firms. To address this question with respect to banks we exam-
ine how banks acquire their equity positions and how these positions change
through time. The basic point is that German banks are not actively managing
equity portfolios, which would imply the existence of a liquid stock market.

Typically, banks acquire blocks of shares as byproducts of banking relation-
ships; blocks are purchased from families or during distress. The Deutsche
Bundesbank reports:

German banks originally acquired part of their shareholdings... via special
transactions or through “rescue operations” for enterprises which had got
into liquidity difficulties. Portfolio considerations alone never tip the scales
when banks are contemplating the purchase of equities. (Monthly Report
of the Deutsche Bundesbank, April 1984, p. 16)

“Special transactions” refer to purchases of blocks from family owners who
are selling out.3 For details on block trades in Germany see Franks and Mayer
(2000).

Besides the illiquidity of the stock market, there are strong tax incentives for
not selling blocks of equity that, possibly due to activemonitoring of bank block-
holders, have appreciated over time. Capital gains are not taxed before being
realized through sale. Capital gains from block sales are subject to the full cor-
porate tax rate, which gives blockholders an incentive to hold on to their equity
stakes. (At the end of the year 1999, the German government revealed plans to
lower the tax rate that applies to realized capital gains from block trades, in an
attempt to lower the transaction costs of equity control changes and encourage
corporate restructuring.)

3. Studienkommission (1979, p. 87) reports that 559 of the 662 bank equity participations
observed at the end of 1974 (they sent out a questionnaire and only considered cases where 10%or
morewas held)were acquired after the year 1948.Most of these holdingswere acquired after 1960.
Herrhausen (1987, p. 107, Table 3) presents some information on why banks hold equity. He
considers 20 acquisitions of the ten largest private banks that took place in the period 1976–1986.
Only seven of these companies were traded at the stock exchange at this time. The reasons men-
tioned by these banks were: long-term investment (six cases), short-term investment (five cases),
support of medium sized companies which are weakly endowed with capital (five cases), credit
rescue measure (one case), anti-takeover measure (one case), and other reasons (two cases).
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As a result of the illiquidity of the stockmarket and the tax incentives, it is not
surprising that German equity ownership structures tend not to change much
through time. In particular, the block ownership of firms by banks is persis-
tent. Table 13.4 details the ownership shares in some large companies by the Big
Three, Deutsche Bank (Panel A), Dresdner Bank (Panel B), and Commerzbank
(Panel C). The table covers the period 1972–1990. (Recall that our samples are
drawn from 1975 and 1986.) While there is some change in equity ownership,
the main feature is the persistence of block size over the period.

The illiquidity of equity, and bank blocks in particular, is potentially impor-
tant for the German system of corporate governance. A number of researchers,
including Maug (1998), Kahn and Winton (1995), and Admati, Pfleiderer, and
Zechner (1994), explore the choice of block size and the behavior of the block-
holders, viewing blockholders as (possibly risk-averse) monitors of firms (also
see Bhide, 1993). A blockholder can monitor management and in the process
become privately informed about the firm. Such a blockholder faces a decision
concerning whether to trade on this private information or continue as a block-
holder. In an economywith a liquid stockmarket, a blockholder faces anumber of
these types of decisions. But in an economywhere the stockmarket is less liquid,
or simply illiquid, such tradeoffs do not occur. Blockholders, especially banks,
can be forced to try tomaintain or improve the value of blocks, asmonitors of the
firm’s management, because the alternative of selling the blocks is not available.

13.4. ECONOMETRIC METHODOLOGY

As discussed above, a number of hypotheses involve nonlinearities between firm
performance, bank control rights from equity ownership, EB, bank proxy voting,
VB, and equity control rights concentration, H, while other hypotheses imply
monotonic relations. Since the shape of Eq. (13.1) is critical to our investiga-
tion, our approach is to start by using a semiparametric estimation procedure
to search for nonlinearities. We want to allow the data to dictate the functional
form so we avoid having to arbitrarily specify a parametric form for Eq. (13.1).
We test for the appropriate semiparametric specification (i.e., “window size,” as
discussed below) but also include some parametric functions as potential candi-
dates. Our strategy is to try to impose structure on Eq. (13.1) in a step-by-step
fashion, starting from as little structure as possible and proceeding by letting the
data guide us, possibly to a parametric form.

13.4.1. Semiparametric Estimation: Overview

Eq. (13.1) consists of a parametric part (the term Xβ) and a nonparametric part,
the function f (·) . We want to allow full generality as to the possible shape of



Table 13-4. SHARE OWNERSHIP IN NONFINANCIAL FIRMS OF THE LARGEST GERMAN BANKS, THE BIG THREE, FOR THE PERIOD 1972–1990.THE
TABLE IS IN FAVOR OF OUR ASSUMPTION THAT IN GERMANY, HOLDINGS OF LARGE BLOCKS (BY BANKS IN PARTICULAR) SHOW A SUFFICIENT

DEGREE OF PERSISTENCE TO BE TREATED AS AN EXOGENOUS VARIABLE IN OUR EMPIRICAL ANALYSIS. THE ADDENDUM I STANDS FOR
INDIRECT OWNERSHIP AS DEFINED BY BÖHM (1992), OUR DATA SOURCE. NOTE THAT HIS DEFINITION OF INDIRECT OWNERSHIP COMPLIES

ONLY ROUGHLY WITH OUR CONCEPT OF ULTIMATE OWNERS. PANEL A: DEUTSCHE BANK AG. PANEL B: DRESDNER BANK AG. PANEL C:
COMMERZBANK AG. SOURCE: BÖHM (1992).

Year 1972 1975 1978 1980 1982 1984 1986 1988 1990
Panel A
Stock Corporations
AEG AG 0 0 0 0 0 >5 16 i 16 i 22.5 i
Bergmann Elektrizitätswerke AG >25 >25 >25 >25 >25 >25 36.5 36.5 36.5
Continental AG 10 i 10 i 10 10 10 10 10 10 10
Daimler Benz AG >25 >25 28.5 28.5 28.5 28.5 28.1 28.2 28.1
Hapag Lloyd AG >25 >25 >25 >25 >25 >25 >25 12.5 12.5
Philipp Holzmann AG >25 >25 >25 >25 >35 >35 >25 35.4 30
Horten AG 18.8 i 18.8 i 18.8 i 18.8 l 18.8 i 18.8 i 18.8 i 18.8 i 18.8 i
Karstadt AG >25 >25 >25 >25 >25 >25 >25 >25 >25
Klöckner-Humboldt-Deutz AG 0 0 0 0 0 0 0 41.5 i 41.1 i
Klöckner Werke AG 0 0 0 0 0 0 0 19.6 i 0
Linde AG 0 0 0 0 0 0 0 10 10
Metallgesellschaft AG 8.3 i 8.3 i 8.3 i 13.1 i 8.8 i 8.8 i 10.6 i 10.7 i 10.1 i
Nixdorf AG 0 0 0 0 25 0 0 0 0
VEWAG 6.3 i 6.3 i 6.3 i 6.3 i 6.3 i l 6.3 i 6.3 i 6.3 i 6.3 i
Firms of other legal forms
MBBGmbH 0 0 0 0 0 0 0 0 17.7
MTUGmbH 0 0 14.3 i 14.3 i 14.3 i 14.3 i 28.1 i 28.2 i 28 i



Table 13-4. (CONTINUED)

Year 1972 1975 1978 1980 1982 1984 1986 1988 1990
Panel B
Stock Corporations
AEG AG 0 0 0 0 0 >5 0 0 0
BayerischeMotorenWerke AG 0 0 0 0 0 5 i 5 i 5 i 5 i
Bilfinger und Berger AG >50 44 44 >25 >25 >25 >25 >25 25
Continental AG 0 0 0 0 0 0 0 0 7.7
Degussa AG 10 i 10 i 10 i 10 i 10 i 10 i 10 i 10 i 10 i
FAG Kugelfischer KGaA 0 0 0 0 0 >10 0 0 0
Hapag Lloyd AG >25 >25 >25 >25 >25 >25 >25 12.5 12.5
Kaufhof AG >25 >25 >25 >25 9 9 9 0 0
Metallgesellschaft AG >25 >25 25 30 33 16.5 i 18 i 23.1 i 23.3 i
Firms of other legal forms
MBBGmbH 0 0 0 0 0 5 i 5 i 5 i 5 i

Panel C
Stock Corporations
FAG Kugelfischer AG 0 0 0 0 0 >10 0 0 0
Hochtief AG >25 >25 25 12.5 i 12.5 i 12.5 i 12.5 i 12.5 i 12.5 i
Philipp Holzmann AG 0 0 0 0 5 >7.5 i >7.5 i 5 i >7.5 i



Year 1972 1975 1978 1980 1982 1984 1986 1988 1990
Horten AG 6.3 i 6.3 i 7.3 i 6.3 i 6.3 i 6.3 i 6.3 i 6.3 6.3
Karstadt AG >25 >25 >25 >25 >25 >25 >25 >25 >25
Kaufhof AG >25 >25 >25 >25 0 0 0 0 0
Linde AG 0 0 0 10 10 10 10 10 10
MANAG 0 7.5 i 7.5 i 7.5 i 6.2 i 6.2 i 7.5 i 7.5 i 7.5 i
Sachs AG 0 0 25 25 >25 >25 >35 0 0
Firms of other legal forms
Thyssen AG 0 0 0 0 0 0 5 i 5 i 5 i
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f (·). Estimation of Eq. (13.1) and inference are complicated by the combina-
tion of the parametric component with the nonparametric, smooth component.
We follow a procedure proposed by Speckman (1988). The basic approach is
to purge each component of dependence on the other component and then
apply ordinary least squares to the parametric part and a (linear) smoother to
the nonparametric part. Consequently, we start by defining

X∗ = (I−K)X (13.2)

and
P∗ = (I−K)P. (13.3)

These are the variables X and P, “adjusted” for dependence on EB, VB, and H,
via the smoother matrixK. (I is the identity matrix.) Then β is estimated by

β̂ =
(
X∗′

X∗
)−1

X∗′
P∗ (13.4)

and the estimate of the nonparametric part reads

f̂ = K ·
(
P−Xβ̂

)
. (13.5)

With regard to the choice ofK, we use (quadratic) locally weighted regression,
LOESS (Cleveland and Devlin, 1988; Müller, 1987; Stute, 1984; and Cleve-
land, 1979). The advantage of LOESS over kernel methods is that it can handle
multidimensional smoothing with fairly small data sets. LOESS cannot only
account for possible nonlinear effects the variables EB, VB, and H, might have
in isolation. LOESS can also control for possible interactions among these three
explanatory variables as they affect firm performance. Such interaction effects
would, for example, be observed if banks fell prey to their conflicts of interest.

13.4.2. Specification Testing: The M-Statistic

While locally weighted regression does not require a functional form to be speci-
fied, it does require that a smoothing parameter, g, be chosen. Based onMallows’
(1973) Cp criterion, Cleveland and Devlin (1988) developed a method that
offers some guidance in the choice of this smoothing parameter. We outline this
procedure in the following.

Let zi be the triplet {EBi, VBi, Hi} for firm i. The function f (·) at point zi is
estimated uses the q nearest neighbors of this data point. The smoothing param-
eter g is the fraction of the q nearest neighbors in the number of observations
in the sample, i.e., g = q/n. Thus, the estimate, f̂g (zi) depends on g, as does it
mean squared error.
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The expected mean squared error summed over zi, i = 1, . . . . , n, and divided
by σ 2 is

Mg =
E
∑n

i=1

(
f̂g (zi)− f (zi)

)2
σ 2 . (13.6)

Eq. (13.6) shows how the choice of the smoothing parameter, g, trades
off variance of the estimator against bias. For a sufficiently small value of the
smoothing parameter, g = go, the bias of f̂g (zi) is negligible, resulting in a nearly
unbiased estimate of σ 2. Let s2 an estimate of σ 2 for the smoothing parameter
go. Also, let

Bg = e′geg
s2

− tr
(
I−Kg

)′ (
I−Kg

)
(13.7)

and
Vg = tr K′

gKg , (13.8)

where eg is the vector of residuals obtained when the smoothing parameter g is
employed. The subscript g on K indicates the dependence of the smoother on g.
The expected mean squared error,Mg , can be estimated by

M̂g = B̂g +Vg . (13.9)

B̂g is the contribution of bias to the estimated mean squared error and Vg is
the contribution of variance. When f̂g (·) is a nearly unbiased estimate, then the
expected value of B̂g is nearly zero, so the expected value of M̂g is nearly Vg .
As g increases, bias is introduced, and B̂g has a positive expected value, so the
expected value of M̂g exceeds Vg .
Vg is called the equivalent number of parameters of the fit by analogy with the

Mallows (1973) Cp statistic. The equivalent number of parameters decreases as
the smoothing parameter, g, increases, i.e., more structure is imposed. Cleveland
and Devlin (1988) show that the distribution of M̂g , the M-statistic, is (approxi-
mately) an F distribution under the assumption of no bias.Cleveland andDevlin
(1988) describe the degrees of freedom and Cleveland, Devlin, and Grosse
(1988) describe Monte Carlo studies of the approximation. Using this result,
we can calculate the distribution of the M-statistic for any g ≥ go under the
null hypothesis no bias. We will convey this information with a graph of M̂g
against Vg , the equivalent number of parameters. The plots will also show the
90% confidence intervals.

We plot the M-statistic for our semiparametric specification over a range
of smoothing parameters, g, and for two parametric specifications. We are
interested in specifications for which bias is negligible. The M-statistic does
not directly test one specification against another (i.e., it is not directional),
but this serves our purposes because we are not testing against a particular
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alternative hypothesis. Whang and Andrews (1993) discuss directional tests in
the semiparametric context.

13.5. THE EFFECTS OF BANKS ON FIRM PERFORMANCE

In this section we estimate the performance relation in Eq. (13.1) and draw
inferences about some of the hypotheses outlined above. We first address the
issue of the shape of Eq. (13.1). If we detect nonlinearities, then, depending
on the details of the nonlinearity, this could be evidence in favor of one of the
conflicts-of-interest hypotheses. That is, there could be ranges of equity control
rights over which there is a detectable effect on performance of the uncoupling
of cash-flow rights and control rights. If there are such nonlinearities, it will rule
out the straightforwardmonotonic hypotheses that banks have either coincident
or opposing interests over all ranges of the firms’multidimensional control rights
structures.

Based on the results concerning the shape of Eq. (13.1), the analysis proceeds
by estimating a parametric specification, addressing the question of which equity
control rights variables, EB, VB, or H, affect firm performance. We then analyze
changes in German corporate governance between 1975 and 1986 and compare
our results to Cable (1985).

13.5.1. The Shape of the Performance-Ownership Structure Relation
with Proxy Voting

We start by focusing on the small samples because they contain proxy-voting
measures. The issue of conflicts of interest seems most important here and
therefore, the issue of nonlinearities is most critical.

Figure 13.2 is an M-plot for the market-to-book ratio for the small 1975 sam-
ple from g g = 0.65 to g = 1.0, with steps of 0.05. (Since our data sets are
small, we start out with a fairly high smoothing parameter to avoid the prob-
lem of overfitting.) In the figure, the rightmost×-symbol is for g = 0.65, which
increases from right to left (because Vg decreases) until we come to the left-
most ×-symbol. We also include two parametric specifications: quadratic (i.e.,
including squared and cross-terms of EB, VB, and H) and linear (without such
terms). The leftmost box symbol is the linear specification; the other box is
the quadratic specification. In the figure, the upward-sloping line is M̂g = Vg ,
assuming no bias for the lowest value of the smoothing parameter, g = 0.65.
The vertical lines are 90% confidence intervals. The figure shows that the
quadratic and the linear parametric specifications are unbiased for the (log of
the) market-to-book ratio, MTB. Figure 13.3 shows the M-plot for the return
on equity, ROE, for the small 1975 sample. Again, both quadratic and linear
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Figure 13.2 M-plot for the small 1975 sample when firm performance is measured by the
(log of the) market-to-book ratio of equity, MTB. The upward-sloping line is drawn
under the assumption that the bias in the semiparametric estimation is negligible for the
lowest value of the smoothing parameter we applied, g = 0.65. The×-symbols represent
alternative values for the smoothing parameter. TheM-statistic and the equivalent
number of parameters that comes with the lowest smoothing parameter is represented by
the rightmost×-symbol. The smoothing parameter increases in steps of 0.05 from right to
left. The two box symbols represent parametric specifications; the right box stands for a
quadratic least-squares specification (which includes squared and cross-terms of EB, VB,
and H), while the left box is a linear least-squares specification (i.e., one without such
terms). The vertical lines are 90% confidence intervals around the null hypothesis that the
specification in question delivers unbiased estimates of the unknown functional form.

parametric specifications are acceptable in terms of bias. This conclusionmeans
that (for the small 1975 sample) we cannot reject the null that there are no
nonlinearities; hypotheses implying such nonlinearities are not supported by
the data because the relation is monotonic in all control rights variables, EB,
VB, and H.

We now turn to the small 1986 sample. Figures 13.4 and 13.5 show the
M-plots for this sample. Because this sample is smaller than the 1975 sample,
we start with a larger smoothing parameter. The plot begins with g = 0.75 and
increases to g = 1.0 by steps of 0.05. The symbols are as in the previous plots.
Note that the symbols for the quadratic and the linear parametric specifications
are within the 90% confidence interval. As for the 1975 sample, this means that
the data do not support the nonlinear hypotheses for the 1986 sample.

The specification tests of the large samples give similar results. (The M-plots
are omitted.) Note that the large samples do not have proxy-voting data. Thus,
the nonparametric part of Eq. (13.1) has two dimensions only (EB and H).
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Figure 13.3 M-plot for the small 1975 sample when firm performance is measured by the
return on equity, ROE. The upward-sloping line is drawn under the assumption that the
bias in the semiparametric estimation is negligible for the lowest value of the smoothing
parameter we applied, g = 0.65. The×-symbols represent alternative values for the
smoothing parameter. The M-statistic and the equivalent number of parameters that
comes with the lowest smoothing parameter is represented by the rightmost ×-symbol.
The smoothing parameter increases in steps of 0.05 from right to left. The two box
symbols represent parametric specifications; the right box stands for a quadratic
least-squares specification (which includes squared and cross-terms of EB, VB, and H),
while the left box is a linear least-squares specification (i.e., one without such terms). The
vertical lines are 90% confidence intervals around the null hypothesis that the
specification in question delivers unbiased estimates of the unknown functional form.

We find that for both performance measures, linear parametric specifications
are acceptable in terms of bias. This is our first important finding. The remain-
ing questions are whether banks affect firm performance and, if so, whether the
interests of banks are in opposition to or coincident with those of other share-
holders. We try to answer these questions by examining the linear parametric
specification.

13.5.2. Are the Conflicts of Interest Between Banks and Other
Shareholders?

We now present least squares performance regressions for each sample (small
and large). We pool the two years, 1975 and 1986, in a single regression and test
for differences across years.

Table 13.5 shows the results for MTB for the small sample and Table 13.6
shows the results for ROE for the small sample. From these tables we learn
that (i) when MTB is the performance measure, firm performance increases
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Figure 13.4 M-plot for the small 1986 sample when firm performance is measured by the
(log of the) market-to-book ratio of equity, MTB. The upward-sloping line is drawn
under the assumption that the bias in the semiparametric estimation is negligible for the
lowest value of the smoothing parameter we applied, g = 0.75. The×-symbols represent
alternative values for the smoothing parameter. TheM-statistic and the equivalent
number of parameters that comes with the lowest smoothing parameter is represented by
the rightmost×-symbol. The smoothing parameter increases in steps of 0.05 from right to
left. The two box symbols represent parametric specifications; the right box stands for a
quadratic least-squares specification (which includes squared and cross-terms of EB and
H), while the left box is a linear least-squares specification (i.e., one without such terms).
The vertical lines are 90% confidence intervals around the null hypothesis that the
specification in question delivers unbiased estimates of the unknown functional form.

as a function of the banks’ control rights from equity ownership, EB; (ii) firm
performance is not related to bank proxy voting as measured by VB;
(iii) firm performance is positively related to concentration of control rights
from equity ownership, H; (iv) when ROE is the performance measure, firm
performance decreases with codetermination.

The results using the large samples are displayed in Tables 13.7 and 13.8. The
large samples do not contain the proxy voting variable, VB. Table 13.7 shows
the large sample results for the MTB ratio and Table 13.8 contains the results
for ROE. Firm performance is increasing in the banks’ control rights from equity
holdings, EB, when theMTB ratio is the performancemeasure. Nonbank block-
holding also improves MTB and codetermination causes MTB to decline. The
results using ROE as a performancemeasure are essentially noise.

Overall, we can summarize the results as follows. The first result is that banks
affect firmperformance beyond the effects theywould have if theywere nonbank
blockholders. An increase of the banks’ control rights from equity ownership by
one percentage point (i.e., 100 basis points) changes the market-to-book ratio
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Figure 13.5 M-plot for the small 1986 sample when firm performance is measured by the
return on equity, ROE. The upward-sloping line is drawn under the assumption that the
bias in the semiparametric estimation is negligible for the lowest value of the smoothing
parameter we applied, g = 0.75. The×-symbols represent alternative values for the
smoothing parameter. The M-statistic and the equivalent number of parameters that
comes with the lowest smoothing parameter is represented by the rightmost ×-symbol.
The smoothing parameter increases in steps of 0.05 from right to left. The two box
symbols represent parametric specifications; the right box stands for a quadratic
least-squares specification (which includes squared and cross-terms of EB and H), while
the left box is a linear least-squares specification (i.e., one without such terms). The
vertical lines are 90% confidence intervals around the null hypothesis that the
specification in question delivers unbiased estimates of the unknown functional form.

of the firm by 0.23% in the small sample and by 0.41% in the large sample.
The power of the banks cannot be due to the fact that they are blockholders
because banks are included in the Herfindahl index of concentration of con-
trol rights, H. Thus, banks appear to be special in positively affecting firm
performance.

Second, banks’ proxy voting, VB, does not affect firm performance. In par-
ticular, there do not appear to be any conflicts of interest between banks’ use
of proxy voting and shareholders’ interests. A possible reason for the statistical
insignificance of VB can be that proxy voting is a mirror image of the firm’s
shareholder structure, which is sufficiently controlled for by EB and H.

Third, the concentration of control rights from equity ownership, H, is
important in improving firm performance.

Finally, codetermination reduces firm performance. If β is the regression
coefficient of a dummy variable in a semi-logarithmic regression equation, then
100
(
eβ − 1

)
equals the percentage change of the dependent variable caused by
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Table 13-5. LEAST-SQUARES ESTIMATES OF THE INFLUENCE OF
CODETERMINATION, CO, BANKS’ EQUITY CONTROL RIGHTS, EB, BANKS’ PROXY
VOTING, VB, AND CONCENTRATION OF EQUITY CONTROL RIGHTS, H, ON FIRM

PERFORMANCE. FIRM PERFORMANCE IS MEASURED BY THE (LOG OF THE)
MARKET-TO-BOOK VALUE OF EQUITY, MTB. THE DATASET POOLS

OBSERVATIONS FROM THE SMALL 1975 AND 1986 SAMPLES. NORMALIZING
REGRESSORS INCLUDE A DUMMY VARIABLE FOR VOTING RESTRICTIONS, VR, A
DUMMY VARIABLE FOR GOVERNMENT-CONTROLLED FIRMS, GO, (THE LOG OF)
TOTAL ASSETS AS A MEASURE FOR FIRM SIZE, TA, A DUMMY VARIABLE FOR THE
OBSERVATIONS FROM THE 1986 SAMPLE, DUMMY VARIABLES FOR INDUSTRY

CLASSIFICATION, AND A CONSTANT TERM. STANDARD ERRORS ARE CORRECTED
FOR HETEROSKEDASTICITY FOLLOWING WHITE (1980).

Independent variable Coefficient t-value
Co –9.92× 10−2 –0.75
EB 2.30× 10−1 1.82*
VB 1.29× 10−1 0.61
H 5.28× 10−1 2.08**
VR 2.47× 10−3 0.02
Go –3.88× 10−1 –1.49
TA –1.20× 10−2 –0.28
Dummy 1986 2.90× 10−2 0.27
ISIC C –6.66× 10−1 –2.74***
ISICD 1.02× 10−1 0.63
ISIC E –7.73× 10−2 –0.56
ISIC F 6.58× 10−2 0.57
ISICG –9.86× 10−3 –0.05
Constant 4.87× 10−1 0.54
R2 adj. 0.06
Wald-statistic 44.6***
Number of observations 96

*Significant at 10% level (two-tailed t-tests).
**Significant at 5% level (two-tailed t-tests).
***Significant at 1% level (two-tailed t-tests).

a change of the dummy variable from zero to one (seeHalvorsen and Palmquist,
1990). A change in the codetermination dummy variable from zero to one (i.e.,
a switch from no codetermination or one-third codetermination to equal rep-
resentation) reduces the market-to-book ratio by 15.9% in the large sample;
ROE is reduced by 3.25 basis points in the small sample. (The other cases have
insignificant coefficients.)

13.5.3. Changes Between 1975 and 1986

We now ask whether the effects of the firm’s control rights structure on firm per-
formance change significantly between 1975 and 1986. To examine this issue
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Table 13-6. LEAST-SQUARES ESTIMATES OF THE INFLUENCE OF
CODETERMINATION, CO, BANKS’ EQUITY CONTROL RIGHTS, EB, BANKS’ PROXY
VOTING, VB, AND CONCENTRATION OF EQUITY CONTROL RIGHTS, H, ON FIRM
PERFORMANCE. FIRM PERFORMANCE IS MEASURED BY THE RETURN ON EQUITY,
ROE. THE DATASET POOLS OBSERVATIONS FROM THE SMALL 1975 AND 1986
SAMPLES. NORMALIZING REGRESSORS INCLUDE A DUMMY VARIABLE FOR

VOTING RESTRICTIONS, VR, A DUMMY VARIABLE FOR
GOVERNMENT-CONTROLLED FIRMS, GO, (THE LOG OF) TOTAL ASSETS AS A
MEASURE FOR FIRM SIZE, TA, A DUMMY VARIABLE FOR THE OBSERVATIONS

FROM THE 1986 SAMPLE, DUMMY VARIABLES FOR INDUSTRY CLASSIFICATION,
AND A CONSTANT TERM. STANDARD ERRORS ARE CORRECTED FOR

HETEROSKEDASTICITY FOLLOWINGWHITE (1980).

Independent variable Coefficient t-value
Co –3.25× 10−2 –3.04***
EB 2.24× 10−3 0.19
VB 5.58× 10−3 0.28
H 5.50× 10−2 2.96***
VR 1.95× 10−2 1.49
Go –2.47× 10−2 –1.60
TA 1.38× 10−2 3.17***
Dummy 1986 –6.16× 10−3 –0.54
ISIC C –3.35× 10−2 –2.58***
ISICD 1.59× 10−2 1.29
ISIC E 1.01× 10−2 0.76
ISIC F –1.06× 10−2 –1.03
ISICG 2.05× 10−3 0.14
Constant –2.57× 10−1 –2.82***
R2 adj. 0.13
Wald-statistic 36.1***
Number of observations 138

***Significant at 1% level (two-tailed t-tests).

we test whether the coefficients on the control rights variables, EB, VB, and H,
are significantly different between these two dates. Note that the large sample
does not contain bank proxy voting, as measured byVB.We present results from
Wald-tests that are based on a heteroskedasticity-consistent variance-covariance
matrix as proposed byWhite (1980).

For the small sample, the results are as follows. When the performance mea-
sure is the MTB ratio, χ2 (3) = 5.120 and p = 0.163, and when ROE is the
performancemeasure, χ2 (3) = 0.201 and p= 0.977. In the large sample, when
the performance measure is the MTB ratio, χ2 (2) = 2.409 and p = 0.300, and
when ROE is the performance measure, χ2 (2) = 2.319 and p = 0.314. Thus,
there are no significant differences in the influence of the control rights structure
between the years 1975 and 1986.
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Table 13-7. LEAST-SQUARES ESTIMATES OF THE INFLUENCE OF
CODETERMINATION, CO, BANKS’ EQUITY CONTROL RIGHTS, EB, AND

CONCENTRATION OF EQUITY CONTROL RIGHTS, H, ON FIRM PERFORMANCE.
FIRM PERFORMANCE IS MEASURED BY THE (LOG OF THE) MARKET-TO-BOOK

VALUE OF EQUITY, MTB. THE DATASET POOLS OBSERVATIONS FROM THE LARGE
1975 AND 1986 SAMPLES. NORMALIZING REGRESSORS INCLUDE A DUMMY

VARIABLE FOR VOTING RESTRICTIONS, VR, A DUMMY VARIABLE FOR
GOVERNMENT-CONTROLLED FIRMS, GO, (THE LOG OF) TOTAL ASSETS AS A
MEASURE FOR FIRM SIZE, TA, A DUMMY VARIABLE FOR THE OBSERVATIONS

FROM THE 1986 SAMPLE, DUMMY VARIABLES FOR INDUSTRY CLASSIFICATION,
AND A CONSTANT TERM. STANDARD ERRORS ARE CORRECTED FOR

HETEROSKEDASTICITY FOLLOWING WHITE (1980).

Independent variable Coefficient t-value
Co –1.74× 10−1 –2.19∗∗
EB 4.09× 10−1 3.70∗∗∗
H 3.30× 10−1 3.70∗∗∗
VR 4.29× 10−2 0.35
Go –2.72× 10−1 –2.12∗∗
TA –4.43× 10−2 –2.76∗∗∗
Dummy 1986 2.29× 10−1 4.12∗∗∗
ISIC A 1.10 3 24∗∗∗
ISIC C 1.71× 10−1 0.60
ISICD 2.99× 10−1 4.71∗∗∗
ISIC E 1.66× 10−1 1.13
ISIC F –7.97× 10−2 –0.80
ISICG 4.31× 10−1 3.06∗∗∗
ISICH –6.99× 10−2 –0.98
ISIC I 4.74× 10−1 1.84∗
ISIC J –1.97× 10−1 –1.75∗
Constant 1.08 3.54∗∗∗
R2 adj. 0.12
Wald-statistic 145∗∗∗
Number of observations 563

*Significant at 10% level (two-tailed t-tests).
**Significant at 5% level (two-tailed t-tests).
***Significant at 1% level (two-tailed t-tests).

13.5.4. Comparison of the Results to Cable (1985)

Cable (1985) is the only previous study of the effects of German bank rela-
tionships on German firms’ performance. Cable uses a subset (48 AGs) of our
sample for 1975. He averages other variables over the period1968–1972. Cable’s
dependent variable, a performance measure, is the ratio of the after tax income
of equity to total assets of the firm. While Cable estimates many models, the
most general includes (i) the square of each bank’s voting fraction, (ii) a dummy
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Table 13-8. LEAST-SQUARES ESTIMATES OF THE INFLUENCE OF
CODETERMINATION, CO, BANKS’ EQUITY CONTROL RIGHTS, EB, AND

CONCENTRATION OF EQUITY CONTROL RIGHTS, H, ON FIRM PERFORMANCE.
FIRM PERFORMANCE IS MEASURED BY THE RETURN ON EQUITY, ROE. THE
DATASET POOLS OBSERVATIONS FROM THE LARGE 1975 AND 1986 SAMPLES.
NORMALIZING REGRESSORS INCLUDE A DUMMY VARIABLE FOR VOTING

RESTRICTIONS, VR, A DUMMY VARIABLE FOR GOVERNMENT-CONTROLLED
FIRMS, GO, (THE LOG OF) TOTAL ASSETS AS A MEASURE FOR FIRM SIZE, TA, A
DUMMY VARIABLE FOR THE OBSERVATIONS FROM THE 1986 SAMPLE, DUMMY

VARIABLES FOR INDUSTRY CLASSIFICATION, AND A CONSTANT TERM.
STANDARD ERRORS ARE CORRECTED FOR HETEROSKEDASTICITY FOLLOWING

WHITE (1980).

Independent variable Coefficient t-value
Co 1.92× 10−3 0.20
EB 3.91× 10−3 0.49
H 1.31× 10−2 0.83
VR 2.07× 10−2 1.84∗
Go 2.81× 10−3 0.28
TA 7.82× 10−4 0.50
Dummy 1986 –1.84× 10−2 –2.45∗∗
ISIC A 9.74× 10−4 0.05
ISIC C 2.81× 10−2 1.20
ISICD 1.82× 10−2 3.14∗∗∗
ISIC E 6.57× 10−4 0.06
ISIC F 3.19× 10−4 0.06
ISICG 9.47× 10−3 1.57
ISICH 3.50× 10−6 0.00
ISIC I –9.93× 10−3 –1.49
ISIC J 2.25× 10−2 1.33
Constant 2.29× 10−2 0.77
R2 adj. 0.002
Wald-statistic 50.9∗∗∗
Number of observations 563

*Significant at 10% level (two-tailed t-tests).
**Significant at 5% level (two-tailed t-tests).
***Significant at 1% level (two-tailed t-tests).

variable for each of the three largest banks that equals one if the bank has super-
visory board seats, (iii) the ratio of total bank borrowing to total debt, (iv) a
Herfindahl index of the top 20 nonbank shareholders, and (v) normalization
variables.

There are a number of important differences between Cable’s approach and
ours. First, calculation of Cable’s performance measure is debatable because it
divides the income of the equity holders by total assets (i.e., the numerator of
return on equity is divided by the denominator of the return on assets). Second,
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our view is that boardmembership and bank borrowing are endogenous. (Cable
includes the ratio of total bank borrowing to total debt as an independent vari-
able but it would seem to depend on the ownership variables, which he also
includes.) Thirdly, Cable does not differentiate between the votes that banks
cast in proxy and the votes that they hold as owners of firm equity (he includes
the sum of the two).

Although it is hard to interpret Cable’s results, his own conclusion is that there
is a significant positive impact on firm performance from interaction with banks.
Edwards and Fischer argue that “Cable’s study provides considerably more sup-
port for the view that what is distinctive about German AGs is their typically
concentrated share ownership, which means that there are incentives for large
shareholders to monitor management carefully, and so improve profitability”
(p. 226). Our results are not in agreement with this interpretation. Instead, we
support Cable’s own conclusion because we showed that banks are special; they
affect firm performance in a way that cannot be attributed simply to their role as
blockholders.

13.6. BANKS AND THE SUPERVISORY BOARD

The ability to influence firm performance could be related to membership on
the firm’s supervisory board, the board that has important power in running the
firm. In this section, we examine bank representation on the firms’ supervisory
boards.

Bank representation on supervisory boards has been almost as controversial as
bank proxy-voting power. TheMonopolkommission (1980) finds that commer-
cial bank representatives accounted for 9.8% of all supervisory board members
of the 100 largest AGs in 1978 andwere represented on 61 of the top 100 boards.
The largest three banks held 94 of the 145 bank representatives. In 1974, banks
held seats on the supervisory boards of 59 out of the 74 officially quoted large
companies (Studienkommission, 1979; Krümmel, 1980).

We did not use the supervisory board representation of banks as an explana-
tory variable in our regressions, because the power that comes from board
representation is power that is “derived” from equity control rights as measured
by EB, VB, and Herf. However, we are interested in knowing whether equity
control rights translate into supervisory board membership. It is important to
stress that this is not necessary for firm performance to be affected by a bank
relationship, though we are interested in whether it is a channel of influence.

For our analysis, the dependent variable is the number of seats held by banks
divided by the number of seats allocated to shareholder representatives. (No
honorary board members are taken into account.) Appendix A provides detail
on the data sources.We use the same independent variables as before except that
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we do not include the industry dummies (because they are, as a group, not statis-
tically significant). Also, for this analysis we use a Herfindahl index that excludes
banks (HNB), with the fraction of equity owned by nonbanks (as a group) nor-
malized to unity. Previously, we wanted to identify bank power as distinct from
the power of nonbank blockholders, so we included banks in the Herfindahl
index, H. For the analysis of board seats, we do not include banks in the index,
because banks and nonbank blockholders can be in competition for seats. Also,
we included slope dummies for the influence of (the log of) total assets, instead
of relying on the intercept dummy to pick up changes in the price deflator. This
allows us to interpret the intercept dummy in a meaningful way as a measure of
change in the autonomous fraction of board seats occupied by banks.

The dependent variable is a fraction that is bounded at zero and has indivisi-
bilities, which are particularly relevant for its numerator because the number of
seats occupied by banks is an integer. Thus, the dependent variable is censored.
We therefore estimate a Tobit model. A drawback here is that the size of the
board varies among the sample firms and thus the indivisibilities might not have
the same effect for all the firms.

The results for the pooled sample are shown in Table 13.9. In both 1975 and
1986, bank control rights from equity ownership are significant in determining
the fraction of supervisory board seats that banks hold. A χ2 test for the joint
significance of the intercept dummy variable and the slope dummies for the EB,
VB, and HNB gives χ2 (4) = 13.99 and p = 0.007, indicating that there is a
statistically significant structural break between 1975 and 1986.

The regressions presented by Edwards and Fischer (1994, pp. 198–210) use
the same underlying data set on supervisory board membership as we do and
as Cable (1985) did for the 1975 sample. However, the dependent variable and
the sample in our analysis will differ from Edwards and Fischer in ways that turn
out to be important. First, Edwards and Fischer restrict their sample to those
stock corporations (51 firms) for which banks cast more than 5% of the votes
at the annual meetings of 1975 (votes from equity ownership plus proxy votes).
(This is because that is the way the Monopolkommission provided this infor-
mation.) However, the remaining firms have negligible values for EB and VB,
mostly because these firms are closely held. For this reason we do not restrict
ourselves to those 51 companies that Edwards and Fischer analyze. Another
issue with the Edwards and Fischer results is that these authors use the absolute
numbers of seats (held by banks) as the endogenous variable. However, the total
number of seats on the supervisory board in their sample of 51 companies varies
between three (for Triumph International AG) and 21 (for August Thyssen-
Hütte AG, for example). (See Verlag Hoppenstedt, Handbuch der deutschen
Aktiengesellschaften, 1974/75 and 1975/76 issues, Darmstadt.)
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Table 13-9. TOBIT ESTIMATION OF THE INFLUENCE OF CODETERMINATION
(CO), BANKS’ EQUITY CONTROL RIGHTS (EB), AND CONCENTRATION OF

NONBANK SHAREHOLDERS’ CONTROL RIGHTS (HNB), ON THE FRACTION OF
(VOTING) SUPERVISORY BOARD SEATS HELD BY BANKS. THE FRACTION OF THE
SUPERVISORY BOARD SEATS OCCUPIED BY BANKS WAS MEASURED RELATIVE TO

THE NUMBER OF SUPERVISORY BOARD SEATS THAT ARE ASSIGNED TO
SHAREHOLDER REPRESENTATIVES (AS OPPOSED TO THOSE THAT ARE ASSIGNED
TO EMPLOYEE REPRESENTATIVES). THE DATASET POOLS OBSERVATIONS FROM
THE SMALL 1975 AND 1986 SAMPLES. NORMALIZING REGRESSORS INCLUDE A
DUMMY VARIABLE FOR VOTING RESTRICTIONS (VR), A DUMMY VARIABLE FOR
GOVERNMENT-CONTROLLED FIRMS (GO), (THE LOG OF) TOTAL ASSETS AS A
MEASURE FOR FIRM SIZE (TA), A DUMMY VARIABLE FOR THE OBSERVATIONS
FROM THE 1986 SAMPLE, DUMMY VARIABLES FOR INDUSTRY CLASSIFICATION,

AND A CONSTANT TERM. THE VARIANCE-COVARIANCE MATRIX WAS ESTIMATED
FOLLOWING EICKER (1967) AND WHITE (1980).

Independent variable Coefficient t-value
Co –1.12× 10−2 –0.18
EB 1975 6.10× 10−1 4.20***
EB 1986 1.78× 10−1 3 41***
VB 1975 1.66× 10−1 2.09**
VB 1986 1.96× 10−1 1.93*
HNB 1975 –1.02× 10−1 –1.28
HNB 1986 8.06× 10−3 0.14
VR 4.87× 10−3 0.14
Go 7.94× 10−2 0.52
TA 1975 4.96× 10−3 0.23
TA 1986 –3.57× 10−2 –1.85*
D 1986 8.77× 10−1 1.43
Constant 5.36× 10−2 0.12
χ2 (structural break) 14.0***
χ2 (nonconstant regressors) 48.3***
Number of positive observations 116
Number of observations 138

*Significant at 10% level (two-tailed t-tests).
**Significant at 5% level (two-tailed t-tests).
***Significant at 1% level (two-tailed t-tests).

13.7. DISCUSSION OF THE RESULTS

In a stock-market-based economy, corporate governance can occur via assem-
bling blocks to take over or influence managers when this intervention is valu-
able. In a bank-based economy, there is nomarket for corporate control. Instead,
banks are heavily involved in corporate governance. Dow and Gorton (1997)
argue that bank-based economies can, in theory, be just as efficient as stock
market economies. While our results are consistent with this general notion,
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there are many important missing details. Our results pose many questions for
further research. In this section we briefly discuss some of these questions.

The two most important questions are interrelated. First, what is the source
of bank power that makes it possible for banks to improve the value of firms?
Second, what are the incentives that induce banks to use their power to improve
firm performance, as opposed to extracting private benefits to the detriment of
firm performance? Our results are consistent with the view that bank blockhold-
ers, having acquired a block of stock from a family or as a result of distress, have
an incentive tomonitor the firm if the stockmarket is illiquid. Basically, when the
stock market is illiquid the bank blockholder can only sell at a large loss (Bhide,
1993). This creates an incentive to maintain a close relationship with the firm.
In fact, the illiquidity commits the bank to monitor. This argument applies to
all blockholders, while our results go further to distinguish banks from other
blockholders in their ability to affect performance; banks aremore powerful than
nonbank blockholders because they improve firm performance beyond what
nonbank blockholders can achieve. For example, Bethel, Liebeskind, and Opler
(1998) find that in the U.S., “activist” blockholders (e.g., raiders) aremore effec-
tive than institutional blockholders in causing value-increasing changes at firms.
It is not simply a matter of counting up the number of votes held by a block-
holder. Thus, the important question is: What is special about banks compared
to nonbank blockholders? One possibility is that banks have more power than
nonbank blockholders because banks have the credible threat of cutting off exter-
nal finance. Just as banks cannot feasibly sell their blocks, without liquid capital
markets, firms have no outside option for financing andmust rely on their banks.
The absence of a deep stock market forces banks and firms into a symbiotic
relationship that can substitute for disciplining via takeovers. Another
(nonmutually exclusive) possibility is that banks have better information, and
possibly superior expertise, relative to other blockholders.

Why do banks improve firm performance? Why do they not act in their pri-
vate interests? One answer concerns the possible positive correlation between
bank control rights from equity ownership and bank ownership of cash-flow
rights. To the extent that banks own cash-flow rights they have a financial incen-
tive to improve the performance of firms and will use their power to this end
(Jensen and Meckling, 1976; La Porta, Lopez-de-Silanes, Shleifer, and Vishny,
1999). Bank ownership of control rights and cash-flow rights could be positively
correlated despite the institutional features, such as codetermination, voting
restrictions, pyramiding, cross-shareholdings and stocks with multiple votes,
that act to uncouple them. The fact that banks have cash-flow rights in the form
of loans, as well as equity claims, might be important in this regard.

Another (nonmutually exclusive) explanation for the behavior of banks con-
cerns the issue of who monitors the banks. In a purely formal sense, Dia-
mond’s argument about “monitoring the monitor” might apply in Germany, but
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certainly the depositors of a bank would not mind if the bank extracted private
benefits from client firms if they could benefit from this. However, in Germany,
banks may be treated as quasi-public institutions, a view that is perhaps consis-
tent with the degree of public scrutiny they receive. It is also consistent with the
view of Allen and Gale (1997), who present a model of (German) banking that
relies on a sort of social compact to set up andmaintain the banking systemwith
a fixed rate of interest on deposits (i.e., it does not vary across the business cycle).
In their overlapping generations framework, some generations have an incentive
to renege on this compact but, for unexplained reasons, do not. Clearly, these
issues remain unresolved.

Another question for further research concerns proxy voting. If banks improve
performancewith respect to their own holdings, why do they not use their proxy
power to further improve firm performance? There are several possible expla-
nations for this result. First, banks simply may not need this additional power.
Second, were banks to use their power overtly (even if for the good) they might
face social sanctions. Finally, bank power is limited by the ability of individuals
to tell banks how to vote. If individuals felt this were necessary to do, they might
prefer to deposit their stock with another bank. Competitive pressure thus may
limit bank power.

13.8. CONCLUSION

Little is known about corporate governance in economies in which the stock
market is not a central institution. In economies with stock markets, the link
between control rights and cash-flow rights ismore direct and, consequently, can
be the basis for takeovers as the ultimate form of governance. Poorly run firms
can be taken over by a raider who buys shares in the stock market. Because a
share purchase is the purchase of a bundle of cash-flow rights and control rights,
the raider will have an incentive and the power to improve the value of the firm.
In economies with small or nonexistent stock markets, banks appear to be very
important. The concentration of effective, if not formal, power in banks is in
contrast to the workings of stock market economies. Our investigation focuses
on the extent to which a bank relationship in Germany affects firm performance
when the mechanism of takeovers is absent and banks appear powerful.

What happens in economies in which the stock market is not so liquid and
listings are few? In Germany, several institutional features, aside from the small
stock market, suggest that the link between cash-flow rights and control rights is
somewhat uncoupled. In particular, with respect to corporate governance, place
Germany has the following notable features: (i) bank equity ownership, (ii)
proxy voting by banks, (iii) high concentration of equity ownership, and (iv)
codetermination. We empirically investigate whether these features interact in
ways that provide a role for banks to positively affect the performance of firms.
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When doing that we take into account (i) voting restrictions, (ii) pyramiding,
(iii) cross-shareholdings, and (iv) stocks with multiple votes.

We find evidence supporting the notion that banks are an important part of
the corporate governancemechanism inGermany. Firm performance, measured
by the market-to-book value of equity, improves to the extent that banks have
control rights from equity ownership. During the periods we investigate, banks
do not extract private value to the detriment of firm performance. We find no
evidence of conflicts of interest between banks and other shareholders. In par-
ticular, we find no evidence that banks use proxy voting to further their own
private interests or, indeed, that proxy voting is used at all. It appears, then,
that corporate governance mechanisms that are different from those that oper-
ate in stock-market-based economies can be effective. Clearly, however, many
questions remain to be studied.

APPENDIX A: DATA SOURCES

A.1. The 1975 Samples

The small 1975 sample is constructed from the list of the top 100 stock corpora-
tions (Aktiengesellschaften) of the year 1974, published in Monopolkommission
(1978). The criteria for choosing the firms are described in Monopolkommis-
sion (1977).

Of these 100 companies, we drop 18 companies: three firms were joint
ventures of nonprofit cooperatives; two firms published their unconsolidated
reports according to the accounting rules of banks; two firms were Kommandit-
gesellschaften auf Aktien, a hybrid ownership form between a stock corporation
and a partnership; two firms published only consolidated financial statements;
two firmswere in the process of restructuring (one of them after a change in own-
ership); one firm did not publish an annual report; five firms were in financial
distress; and, finally, for one firm we could not determine the ownership.

The accounting data on each firm and information on voting restrictions are
from Handbuch der deutschen Aktiengesellschaften and from Saling Aktienführer,
Verlag Hoppenstedt, Darmstadt, various issues. Information on bank proxy vot-
ing (for the small sample) comes from reports on annual shareholder meetings
that took place in 1975, published in Monopolkommission (1978). Informa-
tion on equity ownership structure was collected for the year 1975; it is from
Monopolkommission (1977), fromHandbuch der deutschen Aktiengesellschaften,
various issues, and from Saling Aktienführer 1976.

The large 1975 sample consists of all nonfinancial firms listed in Saling
Aktienführer 1976. This volume covers all stock corporations traded in the first
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market segment (amtlicher Handel) or the second market segment (geregelter
Freiverkehr) at any German stock exchange at the end of September 1975. Of
425 firms, we drop 142: seven were Kommanditgesellschaften auf Aktien; two
firms published their unconsolidated reports according to bank guidelines; seven
were nonprofit companies (six public transportation firms and one real estate
firm); five were firms in the process of liquidation; one firm did not publish
unconsolidated financial statements; 37were real estate firms (most of which are
“zombies,” i.e., they have liquidated their production facilities); five were finan-
cial holding shells (firms whose main business is to hold equity stakes in other
firms without serving as concern headquarters); 31 were firms in financial dis-
tress; 23 were delisted from the exchange within the next two years (i.e., within
the period of time we measure firm performance); and 24 firms were missing
information on ownership structure. We classify a firm as financially distressed
if its equity’s book value falls short of 110% of its equity’s face value, i.e., the
book value was lower than the face value plus the mandatory reserves, and the
company is not a startup firm.

A.2. The 1986 Samples

The small 1986 sample is drawn from the list of the 100 largest (by sales, based
on consolidated figures) German manufacturing firms (of all legal forms) pub-
lished onOctober 3, 1986 by theFrankfurter Allgemeine Zeitung. Thus, unlike the
1975 sample, the 1986 sample contains no retailers, transport, or media compa-
nies. We follow Böhm (1992) in using this list because he is our main source
for the bank proxy voting data. The list contains 65 stock companies. Of these
we drop nine companies: one firm was in the process of restructuring (after a
change in ownership); three firms were Kommanditgesellschaften auf Aktien;
and five firms were in financial distress.

Company data, including equity ownership, are again from Handbuch der
deutschen Aktiengesellschaften and from Saling Aktienführer, various issues. Infor-
mation on the equity ownership structure dates from1986. Information on bank
proxy voting comes from three sources: Gottschalk (1988), Böhm (1992), and
our own survey of annual shareholder-meeting reports (procured from commer-
cial registers in the province where the company is chartered), which corrected
and supplemented the other sources. Proxy voting data are based on the atten-
dance lists of annual meetings that took place in calendar year 1986. (The 1986
report of the annual meeting of Siemens AGwas not available at the commercial
register in Munich; we thus used the 1985 report.)

The large 1986 sample consists of all nonfinancial firms listed in Saling Aktien-
führer1987 (published in 1986). Again, this volume covers all stock corporations
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traded in the first (amtlicher Handel) and second market segment (geregelter
Markt) at any German stock exchange at the end of September 1986. Of 432
firms, we dropped 152: four were Kommanditgesellschaften auf Aktien; seven
were nonprofit companies; two firms were in the process of liquidation; one firm
was in the process of restructuring; one firmwas a target of a battle over a minor-
ity shareholder position (which heavily affected its stock value); eight firms filed
for bankruptcy within the next two years (the period of time we measure firm
performance); 52 were real estate firms (again, most of which are “zombies”);
seven were financial holding shells; 54 were firms in financial distress; and 16
firms were delisted from the exchange within the next two years (i.e., within the
period of time we measure firm performance).

Table 13.A1 describes the industry classification of the firms included in the
small samples. Table 13.A2 describes the industry classification of the firms
included in the large samples.

A.3. Supervisory Board Membership Data

For the 1975 sample, data on board representation are taken (as in Edwards and
Fischer, 1994, pp. 198–210) fromMonopolkommission (1978). The 1986 data
on board representation are taken from Bohm (1992, pp. 257–262) and from
Handbuch der deutschen Aktiengesellschaften, various issues.

A.4. Additional Notes

(1) Both small samples are drawn based on size measures from consolidated
reports.We have no control over this because we want to use the available proxy
voting data that had already been collected based on these samples. However,
we use unconsolidated financial statements. Since German firms can choose
among several consolidation methods, their consolidated financial statements
are poorly comparable over time and in cross-section. Also, since consolidation
includes companies that are only partially owned by the firm in question, the
analysis of unconsolidated reports has the advantage of providing a close link
between equity ownership and firm performance.

(2) In both samples, and for the analysis of supervisory boards, Kreditanstalt-
für Wiederaufbau and Bayerische Landesanstalt für Aufbaufinanzierung are not
treated as banks because they are government-controlled special purpose banks
(for reconstruction and development). The first one is a federal institution and
the latter one is a Bavarian bank. In our sample they are treated as government
institutions.
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Table 13-A1. DISTRIBUTION OF FIRMS IN THE SMALL 1975 AND 1986 SAMPLES BY
INTERNATIONAL STANDARD INDUSTRIAL CLASSIFICATION (ISIC) AS
PUBLISHED BY UNITED NATIONS (1990). THE CLASSIFICATION WAS

UNDERTAKEN BY THE AUTHORS BECAUSE THERE IS NO PUBLICLY AVAILABLE
OFFICIAL INDUSTRY CLASSIFICATION OF THE CORPORATIONS IN OUR SAMPLE.

Number of firms ISIC category Industrial classification
1975/1986
5/1 C Mining andQuarrying
54/38 D Manufacturing
9/10 E Electricity, Gas andWater Supply
6/5 F Construction
6/2 G Wholesale and Retail Trade; Repair of

Motor Vehicles,Motorcycles and Personal
andHousehold Goods

2/0 — Not Classified (Highly Diversified)
Total: 82/56

Table 13-A2. DISTRIBUTION OF FIRMS IN THE LARGE 1975 AND 1986 SAMPLES BY
INTERNATIONAL STANDARD INDUSTRIAL CLASSIFICATION (ISIC) AS
PUBLISHED BY UNITED NATIONS (1990). THE CLASSIFICATION WAS

UNDERTAKEN BY THE AUTHORS BECAUSE THERE IS NO PUBLICLY AVAILABLE
OFFICIAL INDUSTRY CLASSIFICATION OF THE CORPORATIONS IN OUR SAMPLE.

Number of firms ISIC category Industrial classification
1975/1986
2/2 A Agriculture, Hunting and Forestry
3/2 C Mining andQuarrying
217/218 D Manufacturing
26/23 E Electricity, Gas andWater Supply
8/7 F Construction
9/16 G Wholesale and Retail Trade;

Repair of Motor Vehicles,
Motorcycles and Personal and
Household Goods

1/1 H Hotels and Restaurants
11/9 I Transport, Storage and Communications
2/0 K Real Estate, Renting and Business Activities
4/2 — Not Classified (Highly Diversified)
Total 283/280

APPENDIX B: EQUITY CONTROL RIGHTS AND EQUITY
OWNERSHIP STRUCTURE

This appendix explains some of the assumptions and methods of calcula-
tion concerning the ownership structure of firms’ control rights and also the
calculation of the Herfindahl indices. The equity ownership data are not always
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detailed enough to obtain a complete picture of the equity control rights owner-
ship structure. To calculate the Herfindahl index, we need to know, in addition
to the details of bank equity holdings, the distribution of shares across nonbank
blockholders and the percentage of shares that are dispersed. Tables 13.1 and
13.2 show some of the details of bank and nonbank ownership of voting rights,
but to calculate the index we use data that are further disaggregated. In some
cases, however, it is necessary to make some assumptions to complete the pic-
ture of equity ownership in order to calculate the index. We first explain these
assumptions here. We then provide more information concerning how control
rights from equity ownership are calculated, by providing some examples of the
more complicated ownership structures.

B.1. Assumptions Concerning Equity Ownership

In some cases, vote holdings are reported as greater than 25%, greater than 50%,
greater than 75%, less than 25%, etc. In these cases, we adopt the following
conventions (unless other information can make determination of the holdings
more precise): we set “greater than 25%” equal to 26%; we set “greater than 50%”
equal to 51%; etc. The reported inequalities refer to cutoff points that are rele-
vant for control purposes as discussed in Section 13.2. In other words, if x is the
fraction of shares held by the particular blockholder, “greater than 25%” means
0.5> x≥ 0.25.

We assume that the banks vote all dispersed holdings if no other informa-
tion can make this more precise. The bank proxy voting is originally reported
as a percentage of votes in attendance at the annual shareholder meeting. Bank
proxy voting at the annual meeting is taken to be dispersed shareholders’ votes
(though on rare occasions this is not true). We assume that shareholders that
do not show up at the annual meeting are dispersed. (Note that this assumption
applies only to calculation of theHerfindahl index and not to the fraction of bank
proxy votes.)

An example will show how the aforementioned assumptions are used. For
simplicity, we assume that for all blockholders in this example, the fraction of
control rights equals the fraction of voting stock owned (i.e., there are no pyra-
mids, cross-shareholdings or stocks with multiple votes). Let B1be the fraction
of shares voted by blockholder 1 and B2the fraction voted by blockholder 2,
etc. Suppose the data are that EB = 0,B1 > 0.25, and B2 = 0.1, and the rest
are dispersed. The problem is that we do not know the exact size of B1’s hold-
ings. If we have no other information, we assume B1 = 0.26. However, from the
proxy-voting fraction that banks vote at the annual meeting we can calculate VB
under the assumption that the banks vote all dispersed shares. Then we obtain
B1 = 1− a×VB− 0.1, with a being the fraction of votes present at the annual
meeting.



402 WHAT DO BANKS DO?

B.2. Control Rights When Equity Ownership Is Complex

We give two examples of complex equity ownership structures, and how we cal-
culated control rights in these cases. The first example is a case of a pyramid
with direct and indirect holdings, shown in figure 13B.1. Following our principle
of defining control rights based on votes, the graph displays ownership as frac-
tions of votes, which is not necessarily identical to the fractions of equity from
which these votes are derived. On September 30, 1986, Energieversorgung Ost-
bayern AG was owned by Bayernwerk AG (a nonfinancial firm) with more than
50% of the shares, Energiebeteiligungs-Gesellschaft mbH (a financial holding
shell) with more than 25% of the shares, and the State of Bavaria with 1.7%. As
shown in the figure, the complications are first that 75% of Energiebeteiligungs-
Gesellschaft mbH is owned by CONTIGAS Deutsche Energie-AG, a publicly
traded utility, and 25% by Bayernwerk AG, which is also a utility but is not
publicly traded. In addition, Bayernwerk owns 54% of CONTIGAS and 35%
of Energiebetei ligungs-Gesellschaft. The ultimate owners are Bayernwerk AG,
CONTIGAS and the State of Bavaria. Following the weakest link principle,
control rights are allocated as follows: Bayernwerk AG 76% (51% plus 25%),
CONTIGAS 26%, and State of Bavaria 1.7%.

Energieversorgung

Ostbayern AG

Bayernwerk AG
Energiebeteiligungs-

Gesellschaft mbH

CONTIGAS Deutsche

Energie-AG

State of Bavaria

>50% >25%

25%

1.7%

75%

54%

Figure 13B.1 Energieversorgung Ostbayern AG as an example of a complex pyramid
with direct and indirect ownership, September 1986. Following our principle of defining
control rights based on votes, the graph displays ownership as fractions of votes (which is
not necessarily identical to the fractions of equity from which these votes emanate).
Energieversorgung Ostbayern AG is owned by Bayernwerk AG (a nonfinancial firm) with
more than 50% of the shares, Energiebeteiligungs-Gesellschaft mbH (a financial holding
shell) with more than 25% of the shares, and the State of Bavaria with 1.7%. In addition,
Bayernwerk owns 54% of CONTIGAS Deutsche Energie-AG, while CONTIGAS, in
turn, owns 75% of Energiebeteiligungs-Gesellschaft. Bayernwerk also owns 35% of
Energiebeteiligungs-Gesellschaft. Following the weakest link principle (La Porta et al.,
1999a), control rights are allocated to the ultimate owners as follows: Bayernwerk AG
76% (51% plus 25%), CONTIGAS 26%, and State of Bavaria 1.7%. Data source: Saling
Aktienführer 1987,Verlag Hoppenstedt, Darmstadt, 1986.
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Flachglas AG

DELOG-DETAG

Glaverbel-

Mécaniver S.A.
Various Families

Dahlbusch

Verwaltungs-AG

25%

57%

60.38% 12.47%
Percentage
unknown

Figure 13B.2 Flachglas AGDELOG-DETAG as an example of a complex pyramid with
direct and indirect ownership and cross-shareholding, September 1975. Following our
principle of defining control rights based on votes, the graph displays ownership as
fractions of votes (which is not necessarily identical to the fractions of equity from which
these votes emanate). Flachglas AGDELOG-DETAG is owned by Dahlbusch
Verwaltungs-AG, a domestic financial holding shell, with 60.38%, by Glaverbel-Mécaniver
S.A., a Belgian nonfinancial firm, with 12.47%, and by various families with unknown
percentages. Flachglas AG itself owns 25% of Dahlbusch (circularity). Another 57% of
Dahlbusch Verwaltungs-AG is owned by Glaverbel-Mécaniver S.A. (i.e.,
Glaverbel-Mécaniver owns stakes in Flachglas directly and indirectly). Allocation of
control rights according to the weakest link principle is as follows: Glaverbel-Mécaniver
S.A. is allocated 69.47% (57% plus 12.47%) and the firm itself (i.e., Flachglas AG) is
allocated 25%. Data source: Saling Aktienführer 1976,Verlag Hoppenstedt, Darmstadt,
1975.

The second example, shown in Figure 13B.2, shows a pyramid with indirect
ownership, direct ownership and circular ownership. (Again, the graph displays
ownership as fractions of votes, which is not necessarily identical to ownership
of equity.) In September 1975, Flachglas AG DELOGDETAG was owned by
Dahlbusch Verwaltungs-AG, a domestic financial holding shell, with 60.38%,
by Glaverbel-Mécaniver S.A., a Belgian nonfinancial firm, with 12.47%, and
by various families with unknown percentages. Flachglas AG itself owns 25%
of Dahlbusch (circularity). About another 57% of Dahlbusch Verwaltungs-AG
is owned by Glaverbel-Mécaniver S.A. (i.e., Glaverbel-Mécaniver owns stakes
in Flachglas directly and indirectly). (We do not know the percentages of the
families simply because they are not reported by Hoppenstedt. We use the
term “about 57%” because Hoppenstedt uses it.) Allocation of control rights
according to the weakest link principle is as follows: Glaverbel-Mécaniver S.A.
is allocated 69.47% (57% plus 12.47%) and the firm itself (i.e., Flachglas AG) is
allocated 25%.
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Bank Credit Cycles

GARY B. GORTON AND PING HE* �

14.1. INTRODUCTION

The essence of banking is the determination as to whether a potential borrower
is credit-worthy, that is, whether the potential borrower meets the bank’s credit
standards. When each bank makes this determination, it does so in competition
with other banks, each with its own proprietary lending standards. In this paper
we analyze this bank competition, presenting a repeated game of bank lending,
in the style of Green and Porter (1984), in which banks can change their lend-
ing standards. In the theoretical model, we show that the bank competition for
borrowers leads to periodic credit crunches, swings between high and low credit
allocations. The reason is that bank lending standards vary through time due to
strategic interaction between competing banks. Credit cycles can occur without
any change in the macroeconomic environment.

We then go on to empirically investigate this lending standard model, provid-
ing empirical evidence that bank credit cycles are an important autonomous part
of business cycle dynamics. Empirical tests take advantage of the unique infor-
mation environment in U.S. banking, where detailed information about rival
banks is collected and released periodically by the bank regulators. Thus, the
information that is the basis for banks’ beliefs about rival banks’ lending stan-
dards is observable to the econometrician. This allows for a novel approach

* We thank Yacine Ait-Sahalia, Bernard Salanié, Kent Daniel, Steve Davis, Xavier Gabaix,
Armando Gomes, Charles Kahn, Anil Kashyap, Richard Kihlstrom, Narayana Kocherlakota, Rob
McMillan, George Mailath, Stewart Mayhew, Ben Polak, Eric Rosengren, Geert Rouwenhorst,
José Scheinkman, Hyun Shin, Nick Souleles, Jeremy Stein, two anonymous referees, and seminar
participants at Princeton, Yale, Duke, Chicago, Tsinghua, theNewYork Federal Reserve Bank, the
U.S. Securities andExchangeCommission,Moody’s Investors Services and theNBERConference
on Capital Markets and the Economy for their comments and suggestions.
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to testing the repeated game. We propose direct measures of the information
that the theory suggests are relevant for banks’ beliefs. We use these measures
as proxies for the beliefs themselves and show how these proxies drive the
credit cycle.

Bank lending is clearly an important topic. Changes in bank credit allocation,
sometimes called “credit crunches,” appear to be an important part of macroe-
conomic dynamics. Bank lending is procyclical.1 Rather than change the price
of loans, the interest rate, banks sometimes ration credit.2 A dramatic example
in the U.S. is the period shortly after the Basel Accord was agreed in 1988, dur-
ing which time the share of U.S. total bank assets composed of commercial and
industrial loans fell from about 22.5 percent in 1989 to less than 16 percent in
1994. At the same time, the share of assets invested in government securities
increased from just over 15 percent to almost 25 percent.3 More generally, it has
been noted that banks vary their lending standards or credit standards.

Bank “lending standards” or “credit standards” are the criteria by which banks
determine and rank loan applicants’ risks of loss due to default, and according
to which a bank then makes its lending decisions. While not observable, there
is a variety of evidence showing that while lending rates are sticky, banks do, in
fact, change their lending standards.4 The most direct evidence comes from the
Federal Reserve System’s Senior LoanOfficer Opinion Survey on Bank Lending
Practices.5 Banks are asked whether their “credit standards” for approving loans
(excluding merger and acquisition-related loans) have “tightened considerably,
tightened somewhat, remained basically unchanged, eased somewhat, or eased

1. See Lown, Morgan and Rohatgi (2000), Jordan, Peek, and Rosengren (2002), and Lown and
Morgan (2002).

2. Bank loan rates are sticky. Berger and Udell (1992) regress loan rate premiums against open
market rates and control variables and find evidence of “stickiness.” (Also, see Berger and Udell
(1992) for references to the prior literature.) With respect to credit card rates, in particular,
Ausubel (1991) has also argued that they are “exceptionally sticky relative to the cost of funds”
(p. 50).

3. See Keeton (1994) and Furfine (2001). This episode is the focus of the empirical literature
on credit crunches. See Bernanke and Lown (1991), Hall (1993), Berger and Udell (1994),
Haubrich andWachtel (1993), Hancock andWilcox (1994), Brinkman and Horvitz (1995), Peek
and Rosengren (1995), and Beatty and Gron (2001). Gorton and Winton (2002) provide a brief
survey of the credit crunch literature.

4. In the absence of detailed information about banks’ internal workings, it is not exactly clear
what is meant by the term “lending standards.” It can refer to all the elements that go into making
a credit decision, including credit scoring models, the lending culture, the number of loan officers
and their seniority and experience, the banks’ hierarchy of decision-making, and so on.

5. The survey is conducted quarterly and covers major banks from all parts of the U.S., accounting
for between 60 and 70 percent of commercial and industrial loans in the U.S. The Federal Reserve
System’s “Senior Loan Officer Opinion Survey on Bank Lending Practices” was initiated in 1964,
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considerably.” Lown andMorgan (2005) examine this survey evidence and note
that, except for 1982, every recession was preceded by a sharp spike in the
net percentage of banks reporting a tightening of lending standards. Other evi-
dence that bank lending standards change is econometric. Asea and Blomberg
(1998) examined a large panel data set of bank loan terms over the period 1977
to 1993 and “demonstrate that banks change their lending standards—from
tightness to laxity—systematically over the cycle” (p. 89). They concluded that
cycles in bank lending standards are important in explaining aggregate economic
activity.

Also in a macroeconomic context, changes in the Fed Lending Standards
Index (the net percentage of respondents reporting tightening) Granger-causes
changes in output, loans, and the federal funds rate, but the macroeconomic
variables are not successful in explaining variation in the Lending Standards
Index.6 The Lending Standards Index is exogenous with respect to the other
variables in the Vector Autoregression system. See Lown and Morgan (2005,
2002) and Lown, Morgan and Rohatgi (2000).7 The analysis in this paper is
aimed at explaining the forces that cause lending standards to change and, in
particular, to explain how this can happen independently of macroeconomic
variables.

To investigate bank lending standards we construct a model of bank lending
that is predicated on the special features of banks, namely, that banks produce
private information about potential borrowers when they determine whether
borrowers meet their lending standards. Broecker (1990) emphasizes that this
information asymmetry means that banks compete with each other in a special
way.When competingwith each other to lend, banks produce information about
potential borrowers in an environmentwhere they do not knowhowmuch infor-
mation is being produced by rival bank lenders.8 We study a repeated model of
bank competition, a la Green and Porter (1984), in which banks collude to set
high loan rates (hence loan rates are sticky), and they implicitly agree not to

but results were only made public starting in 1967. Between 1984:1 and 1990:1 the question con-
cerning lending standards was dropped. See Schreft and Owens (1991). Current survey results are
available at<http://www.federalreserve.gov/boarddocs/SnLoanSurvey/>.

6. Lown and Morgan (2002, 2005) use the survey results to create an index: the number of loan
officers reporting tightening standards less the number of reporting loan officers reporting easing
standards divided by the total number reporting.

7. They also find that changes in bank lending standards matter much more for the volume of
bank loans and aggregate output than do commercial loan rates, consistent with the finding that
loan rates do not move as much as would be dictated by market rates.

8. In Broecker’s (1990) model, banks use noisy, independent, credit worthiness tests to assess
the riskiness of potential borrowers. Because the tests are imperfect, banks may mistakenly grant
credit to high-risk borrowers whom theywould otherwise reject. As the number of banks increases,
the likelihood that an applicant will pass the test of at least one bank rises. Banks face an inherent

http://www.federalreserve.gov/boarddocs/SnLoanSurvey
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(over-) invest in costly information production about prospective borrowers.9

A bank can strategically produce more information than its rivals and then select
the better borrowers, leaving unknowing rivals with adversely selected loan port-
folios. Unlike standard models of imperfect competition, following Green and
Porter (1984), there are no price wars among banks since banks do not change
their loan rates. However, as in Green and Porter (1984), intertemporal incen-
tives to maintain the collusive arrangement requires periods of “punishment.”
Here these correspond to credit crunches. In a credit crunch all banks increase
their costly information production intensity, that is, they raise their “lending
standards,” and stop making loans to some borrowers who previously received
loans. These swings in credit availability are caused by banks’ changing beliefs,
based on public information about rivals, about the viability of the collusive
arrangement.

Repeated games are difficult to test and that is the case here.10 There are
many equilibria, depending on agents’ beliefs. Agents’ beliefs about other agents’
beliefs depend on current information and the history of the game. We empir-
ically determine the equilibrium, i.e., “test” the model, by parameterizing the
public information that is the basis for banks’ beliefs about rivals’ strategies, and
using such measures as proxies for beliefs. The empirical behavior of U.S. bank
credit card lending, commercial and industrial lending, and bank profitability,
are consistent with the model. Bank credit cycles are a systematic risk. We find
that, consistent with this, our belief proxy, called the Performance Difference
Index (PDI), as explained later, is a priced factor in an asset pricing model of
bank stock returns.Most importantly, the PDI is a priced factor for non-financial
firms as well and increasingly so as firm size declines.

We show theoretically that to detect deviations by rival banks, each bank looks
at two pieces of public information: the number of loans made in the period by
each rival and the default performance of each rivals’ loan portfolio. This is an
implication of banks competing using information production intensity (lending
standards). The relative performance of other banks is the public information

winner’s curse problem in this setting. In Broecker’s model banks do not behave strategically in a
dynamic way.

9. Strategic interaction between banks seems natural because banking is highly concentrated.
Entry into banking is restricted by governments. In developed economies the share of the largest
five banks in total bank deposits ranges from a high of 81.7% in Holland to a low of 26.3% in the
United States. See the Group of Ten (2001). In less developed economies, bank concentration is
typically much higher (see Beck, Demirguc-Kunt, and Levine (2003)).
10. Empirically testing models of repeated strategic interaction of firms has focused on price
wars. See Reiss and Wolak (2003) and Bresnahan (1989) for surveys of the literature. However,
our model predicts that there are “information production wars.” Since information production
is unobservable, we cannot follow the usual empirical strategy. We propose a new method for
empirically investigating such models.
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relevant for each bank’s decisions about the choice of the level of information
production. Intuitively, excessive information production by a bank will not
change the overall loan performance on average, but will change the distribution
of loan defaults across banks. Moreover, the use of relative bank performance
empirically distinguishes our theory from a general learning story, which would
predict past bank performance matters for bank credit decisions (an alternative
hypothesis which we test).

Broadly, the empirical analysis is in three parts. First, we examine a narrow
category of loans, U.S. credit card lending, where there are a small number of
banks that appear to dominate the market. Even with a small number of banks
it is not obvious which banks are rivals, so we first analyze this lending market
by examining banks pairwise. If the PDI increases, banks should reduce their
lending and increase their information production resulting in fewer loan losses
in the next quarter. We also examine big credit card lender banks’ profitability,
using stock returns.

Second, we turn to the macro economy by looking at commercial and indus-
trial loans. We analyze a number of macroeconomic time series, including the
Lending StandardSurvey Index.We forman aggregate bankPerformanceDiffer-
ence Index based on the absolute value of the differences on all commercial and
industrial loans of the largest 100 banks. If beliefs are, in fact, based on this infor-
mation, then we should be able to explain (in the sense of Granger causality) the
time series behavior of the Lending Standard Survey responses (the percentage
of banks reporting “tightening” their standards).

Finally, if credit crunches are endogenous, and a systematic risk, then they
should be a priced factor in an asset pricing model of stock returns. Therefore,
our final test is to ask whether a mimicking portfolio for our parameterization
of banks’ relevant histories is a priced risk factor in a CAPM or Fama-French
asset pricing setting. We look at banks and nonfinancial firms by size, as credit
crunches have larger effects on smaller firms. We find the evidence to be
consistent with the theory.

Two related theoretical models are provided by Dell’Ariccia and Marquez
(2004) andRuckes (2003). These papers show a link between lending standards
and information asymmetry among banks, driven by exogenous changes in the
macroeconomy. As distinct from these models, the fluctuation of banks’ lend-
ing behavior in our paper is purely driven by the strategic interactions between
banks instead of an exogenously changing economic environment.

In terms of empirical work, Rajan (1994) is related. He argues that fluctua-
tions in credit availability by banks are driven by bank managers’ concerns for
their reputations (due to bank managers having short horizons), and that con-
sequently bank managers are influenced by the credit policies of other banks.
Managers’ reputations suffer if they fail to expand credit while other banks are
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doing so, implying that expansions lead to significant increases in losses on loans
subsequently.11 We test Rajan’s idea in the empirical section.

Also related to our work, though more distantly, is some research in Mone-
tary Theory, in particular on the “bank lending channel.”12 The “bank lending
channel” posits that disruptions in the supply of bank loans can be caused
by monetary policy, resulting in credit crunches (see Bernanke and Blinder
(1988)). If bank funding is interest rate sensitive, then perhaps changes in banks’
cost of funds results in variation in the amount of credit that banks supply. The
bank lending channel is controversial because, as some have argued, banks have
access to non-deposit sources of funds. See Ashcraft (2003) for evidence against
the bank lending channel. We do not investigate the effects of monetary policy
here, though this is a topic for future research.Weprovide themicro foundations
for how bank competition can cause credit crunches independent of monetary
policy, but this is not mutually exclusive from the bank lending channel. How-
ever, like the bank lending channel literature, we assume that there are no perfect
substitutes for bank loans, so that if borrowers are cut off from bank credit they
cannot find alternative financing at the same price, especially small firms. Large
firms usually have access to capital markets.

We proceed in Section 14.2 to first describe the stage game for bank lend-
ing competition, and we study the existence of stage Nash equilibrium and
the model’s implications for lending standards, and the stage game is followed
by repeated competition. In Section 14.3, we carry out empirical tests in the
credit card loan market, a market dominated by a small number of banks. In
Section 14.4we extend the empirical analysis to commercial and industrial loans,
the most important category of loans. We test whether our model can explain
credit crunches. Section 14.5 undertakes a different type of test. We ask whether
the risk caused by bank strategic behavior is priced in an asset pricing context.
Finally, Section 14.6 concludes the paper.

14.2. THE LENDING MARKET GAME

Wefirst set forth the lendingmarket stage game.To simplify our discussion, sup-
pose that there are two banks in the market competing to lend, as follows. There

11. However, as pointed out by Weinberg (1995), the data on the growth rate of total loans and
loan charge-offs in the United States from1950 to 1992 do not show the pattern of increases in the
amount of lending being followed by increases in loan losses.

12. The credit channel of monetary policy transmission has focused on the two ways that central
bank action can affect real economic activity by increasing the “external finance premium” (see
Bernanke and Gertler (1995) for a review). One of these is the “balance sheet channel,” which is
concerned with effects of monetary policy on firms’ credit worthiness. Increases in interest rates,
for example,may reduce the value of the collateral that firms borrow against. The other is the “bank
lending channel,” which is more relevant for our work.



Bank Credit Cycles 413

areN potential borrowers in the creditmarket. Each of the potential borrowers is
one of two types, good or bad. Good types’ projects succeed with probability pg ,
and bad types’ projects succeedwith probability pb, where pg > pb ≥ 0. Potential
borrowers, sometimes also referred to below as “applicants,” do not know their
own type. At the beginning of the period potential borrowers apply simultane-
ously to each bank for a loan. There is no application fee. The probability of an
applicant being a bad type is λ, which is common knowledge.13 Each applicant
can accept at most one loan offer, and if a loan is granted, the borrower invests in
a one period project which will yield a return of X < ∞ if the project succeeds
and returns 0 otherwise. A borrower whose project succeeds will use the return
X to repay the loan, i.e., a borrower’s realized cash flow is verifiable.

Banks are risk-neutral. They can raise funds at some interest rate, assumed to
be zero. After receiving the loan applications, a bank can use a costly technology
to produce information about the applicant’s type. The credit worthiness testing
results in determining the type of an applicant, but there is a per applicant cost of
c > 0. Banks can test any proportion of their applicants. Let ni denote the num-
ber of applicants that are tested by bank i. We say that the more applicants that a
bank tests, using the costly information production technology, the higher are its
credit or lending standards.14 If a bank switches from not using the credit wor-
thiness test to using it, or tests more applicants, we say that the bank has “raised”
its lending or credit standards. We assume that neither bank observes the other
bank’s credit standards, i.e., each bank is unaware of how many applicants the
other bank tests. Results of the tests are the private information of the testing
bank.

Since the bank borrowing rate is zero, when a bank charges F (to be repaid
at the end of the period) for one unit of loan, the bank’s expected return from
lending to an applicant will be λpbF + (1− λ)pgF − 1 in the case of no credit
worthiness testing. We assume:

Assumption 1: pgX > 1, pbX < 1, and λpbX+ (1−λ)pgX > 1.

Assumption 1 means that there exists some interest rate, X, that allows a bank
to earn positive profits from lending to a good type project ex ante, but there
does not exist an interest rate at which a bank can make positive profits from
lending to a bad type project ex ante. (Given the loan size being normalized to

13. We will hold λ fixed throughout the analysis, but this is to clarify the mechanism that is our
focus. It is natural to think of λ as being time-varying, representing other business cycle shocks
outside the model, and we could easily incorporate this. But it would obscure the cyclical effects
that are purely due to bank competition.

14. Imagine that banks always produce some minimal amount of information about loan appli-
cants. We ignore this base amount of information, however, and focus only on the situation
where banks choose to produce more information than this base level. So, we interpret the
credit worthiness test as the additional information produced, beyond the normal information
production.
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Figure 14.1 The Timing of the Stage Game

1, the face value of the loan F uniquely determines the interest rate, and later on
we refer to F as the “loan interest rate.”) It is also possible for banks to profit
from lending to both types of applicants without discriminating between the
types.

Each bank first chooses some (possibly none, possibly all) applicants to test,
then, depending on the test results, decides whether tomake a loan offer for each
applicant, and if yes, at what interest rate.We formally define the stage strategy of
each bank in the Appendix A.We assume that banks do not observe each other’s
interest rates or the identities of applicants offered loans. At the end of the period
only final loan portfolio sizes and loan outcomes (i.e., default or not) are publicly
observable. Banks cannot communicate with each other. Figure 14.1 shows the
timing of the stage game.

14.2.1. Stage Nash Equilibrium

We now turn to study Nash equilibrium, and the conditions for the existence of
Nash equilibrium, in the lending market stage game. We show that in the stage
game, banks have no incentive to conduct the credit worthiness tests, and we
provide a condition under which the only Nash equilibrium that exists is one in
which neither bank conducts credit worthiness testing and both banks earn zero
profits.

First we will study the Nash equilibrium in which no bank conducts credit
worthiness testing. The following assumption guarantees the existence of such
equilibria.

Assumption 2: c≥ λ(1−λ)(pg−pb)
λpb+(1−λ)pg

.

Assumption 2 also implies that the optimal payoffs for the banks are reached
when no credit worthiness testing are conducted (as we will show later).

PROPOSITION 1 Under Assumption 2, there exists a symmetric Nash equilibrium
in which no bank conducts credit worthiness testing and both banks earn zero profits.
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The proof is in Appendix B.
Proposition 1 says that if the cost of testing each loan applicant is sufficiently
high, then there exists a Nash equilibrium in which no bank conducts credit
worthiness testing and neither bank earns positive profits.

Now consider the case where both banks test at least some applicants.

PROPOSITION 2: There is no symmetric Nash equilibrium in which both banks test
at least some of the applicants.

The proof is in Appendix C.15

Intuitively, after the banks test some of the applicants, they will compete with
each other for the good type applicants, which will drive the post-test profit
to zero. However, since there is a test cost, ex-ante the banks’ profits will be
negative.

Our conclusion with regard to the stage game in the lending market is that,
withoutmixed strategies, the onlyNash equilibrium that exists is the equilibrium
in which neither bank conducts credit worthiness testing, and both banks earn
zero profits.

It is straightforward to characterize the optimal payoffs that the two banks
receive in the stage game. If a bank does not conduct credit worthiness testing
on an individual applicant and charges F, then the expected payoff from a loan
to that individual applicant is π = λpbF+ (1−λ)pgF− 1, which is maximized
at F = X. If a bank conducts credit worthiness testing on an individual applicant
and charges F, then the expected payoff from a loan to that individual applicant
is π ′ = (1−λ)pgF−1− c, which also is maximized at F = X. It is easy to check
that π ′<π with F = X under Assumption 2.

14.2.2. Repeated Competition

We formalize the repeated game in Appendix D. In the stage game, we have
already shown that banks earn zero profits without testing, and the optimal pay-
offs for banks are reached when there is no costly credit worthiness test being
used. Setting a (collusive) loan interest rate of F = X would be the most prof-
itable case for both banks. Ideally, in repeated competition banks will try to
collude to charge F = X without conducting credit worthiness testing. When
the banks collude by offering a profitable interest rate to the applicants without
testing, there is an incentive for each bank to undercut the interest rate in order
to get more applicants. In order to generate intertemporal incentives to support

15. Banks could playmore generalmixed strategies. For example, banks couldmix between testing
n1 applicants and testing n2 applicants. We do not delve into these strategies.
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the collusion on a high interest rate, banks need to punish each other to pre-
vent deviation in undercutting interest rates, which can bemonitored by looking
at the loan portfolio size of each bank. However, a high interest rate generates
incentives for banks to conduct credit worthiness testing and get higher quality
applicants while manipulating the loan portfolio size. To see this, let us look at
the following example.

By undercutting the interest rate offered to an applicant without credit wor-
thiness testing, the expected payoff from this loan to the bank is: π = λpbF +
(1 − λ)pgF − 1. Alternatively, the bank can test the applicant, undercut the
interest rate if it is a good type, and undercut the interest rate to another
untested applicant if the tested one turns out to be a bad type (this way the
bank always gets one applicant for sure); the expected payoff to the bank is
π ′′ = λ[λpbF+(1−λgF)−1]+(1−λ)(pgF−1)− c. The difference between
π ′′ and π is λ(1−λ)(pg − pb)F− c, which is increasing with F. When there are
multiple applicants, while benefiting from finding a good type applicant through
a credit worthiness test, a bank will switch to an untested applicant if the tested
one turns out to be of bad type, and this substantially improves the net gain
from a credit worthiness test. Therefore, when F is high enough, banks will have
an incentive to produce information while manipulating the loan portfolio size
through interest rates. To proceed, we make the following assumption:

Assumption 3: c≤ λ(1−λ)(pg − pb)X.

This assumption guarantees that when banks collude at the highest possible
interest rate, X, they have incentive to over-produce information and undercut
interesting rates.

Aside from seeing how the repeated gameworks, themain point is the demon-
stration that because banks have two actions that they can use to compete (i.e.,
changing lending rates and increasing information production), banks’ beliefs
must be based on the history of banks’ portfolio sizes as well as banks’ loan
default performances.

At a profitable interest rate, if a bank makes more loans than its rival, then
the continuation value of this bank should be lower, to eliminate the incentive
of the banks to deviate by undercutting interest rates to get more loans. How-
ever, when there is credit worthiness testing, it may not be true that making
more loans is always better. A bank can deviate by testing, “raising credit stan-
dards,” resulting in the other bank lending to the bad type applicants rejected
by the first bank. This is the strategic use of the winner’s curse by one bank
against its rival. Due to that possibility, it is easy to imagine (and we can for-
mally show) that loan performance (number of defaults in each bank portfolio)
will also affect the continuation value. When the banks want to avoid costly
credit worthiness testing on the equilibrium path, then it is not possible for the
two banks to collude on a high loan interest rate in equilibrium without looking
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at each other’s loan performances. The possibility of deviating by using credit
worthiness testing while manipulating the loan size, and the resulting winner’s
curse effect, makes both banks’ strategies sensitive to each others’ past loan
performances, even though there is an i.i.d. distribution of borrower types over
time.

To demonstrate that monitoring through loan size only is not sufficient to
detect a deviation, let us first look at an example with two loan applicants,
where each bank makes a loan offer to both loan applicants at interest rate
Fα > F∗ = 1

λpb+(1−λ)pg
without a credit worthiness test. Consider a deviation

to a strategy in which a bank tests one applicant. If the tested applicant is a bad
type the bank rejects it and, without testing the other applicant, undercuts the
interest rate to F−

α for the loan to the other applicant. If the tested applicant is
a good type then the bank offers a loan to the applicant at F−

α and raises the
interest rate to F+

α for the loan to (or rejects) the other untested applicant. In
this way the expected loan portfolio size for both banks will remain the same
while the distribution of the loan portfolio size changes a little. It is easy to check
that the improvement in the stage profit for the deviating bank is �E[π] =
−c+λ(1−λ)(pg−pb)Fα , and�E[π]> 0 as long as Fα is close enough toX, by
Assumption 3.

In our example with two loan applicants, if one bank deviates in the way we
described above, then the loan allocation is (1, 1) with probability 1, while with-
out a deviation, the loan allocation is (2, 0) with probability 0.25, (1, 1) with
probability 0.5, and (0, 2) with probability 0.25. Let ui (n1,n2) denote the pay-
off to bank i when the loan allocation is (D1, D2), and we know by Lemma 5 in
Appendix E that, in a Symmetric Perfect Public Equilibrium:

u1(0,2)− u1(1,1) = u1(1,1)− u1(2,0),

which implies:

0.25u1(0,2)+ 0.5u1(1,1)+ 0.25u1(2,0) = u1(1,1).

Thus with the deviation, the expected continuation payoff remains unchanged.
We can show that this result holds with more than two applicants for any Sym-
metric Perfect Public Equilibrium, as defined in the Appendix; we omit the proof
here for brevity.

Therefore, in order to detect banks’ deviations through over-production of
information, banks’ strategies need to depend on the public histories of banks’
loan portfolio performances and portfolio sizes. However, the theory does not
provide details on how the public histories are linked to banks’ beliefs and strate-
gies. To help understand this issue for later empirical tests, let us again consider
a simple example with N = 2 applicants. Suppose Bank 1 deviates from the
equilibrium strategy s (test no applicants, and offer some high interest rate Fα
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to both of them) to strategy s′ as follows: test one applicant; if he is good, offer
a loan at rate F−

α , and reject the other applicant; if the applicant is bad, reject it,
and offer a loan to the other applicant at loan rate F−

α . In this way, the expected
loan portfolio size is not changed, but loan performance will be improved; there
is less likely to be a default. Given the loan distribution (D1 = 1, D2 = 1) , from
Bank 2’s point of view, without deviation by Bank 1, the probability of Bank 2
having a loan default is:

q= λ(1− pb)+ (1−λ)(1− pg).

With Bank 1 deviating to strategy s′, Bank 2’s default probability becomes:

q′ = λ(1− pb)+ (1−λ)[λ(1− pb)+ (1−λ)(1− pg)].

The likelihood of default is higher by:

�q = q′ − q = λ(1−λ)(pg − pb) < 0.

To detect a deviation, however, banks should compare their results. That is,
they should check their loan performance difference. Given the loan distribu-
tion (D1 = 1, D2 = 1), without deviation by Bank 1, the probability of Bank 2
having a worse performance than Bank 1 is:

qr = [λ(1− pb)+ (1−λ)(1− pg)][λpb + (1−λ)pg]< q.

With Bank 1 deviating to strategy s′, this probability becomes:

q′
r = λ(1− pb)[λpb + (1−λ)pg]+ (1−λ)[λ(1− pb)+ (1−λ)(1− pg)]pg .

We have:
�qr = q′

r − qr = λ(1−λ)(pg − pb) = �q.

Therefore, compared with punishing each other after a bad performance, doing
that after a relatively bad performance incurs a smaller probability of a mistaken
punishment

(
qr < q

)
, while it generates the same incentive to not to deviate(

�qr = �q
)
. The measure of the “performance difference” excludes the case

where both banks perform poorly, and excluding this case is empirically impor-
tant because it can result from aggregate shocks, which we do not model, and
which does not differentiate our story from other alternative stories such as
learning effect.

Before we start our empirical section, let us briefly discuss the link between
information production and credit crunches. When each bank tests a subset
of the applicant pool, the winner’s curse effect may lead the banks to reject all
those non-tested applicants. To see this, assume the banks randomly pick n<N
applicants for testing, and offers loans to those that pass the test. To simplify
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the argument, assume that the interest rates offered to non-tested applicants are
higher than the one offered to applicants that passed the test. For the non-tested
applicants, it is possible that there does not exist a profitable interest rate due
to the winner’s curse. If a bank offers loans to non-tested applicants, then given
an offer is accepted by an applicant, the probability of this non-tested applicant
being a bad type is:

θ = Pr(bad type |not tested) =
n
Nλ+ (1− n

N )
1
2λ

n
Nλ+ (1− n

N )
1
2
.

When n is close toN, θ can be very close to 1.When banks conduct credit worthi-
ness testing, lending standards (loosely defined) can affect lending in two ways.
First, those applicants that were tested can be rejected if banks find them to be
bad types; second, those applicants that were not tested can be rejected if the
proportion of applicants that are tested is large. The second “rejected” category
might contain some good type applicants. Therefore, some non-tested appli-
cants cannot get loans if both banks test a large portion of all applicants. This is
a “credit crunch” in which applicants not tested by either bank are denied loans,
even if they are in fact good types.

The above discussions lead to our empirical tests in the next section: banks’
relative performance is important for the credit cycles, which have a signifi-
cant impact on the economy. In normal periods, banks produce information
about borrowers at the optimal level, and they trigger the punishment phase by
over-producing information after observing an abnormal difference in loan per-
formance. The over-production of information leads to credit crunches. More
specifically, banks will observe the relative performance differences with respect
to loan portfolio size and loan defaults in the portfolio. Their beliefs about
the rival banks’ credit standards are based on this information. Our empiri-
cal tests are based on using measures of this information as proxies for bank
beliefs.

14.3. EMPIRICAL TESTS: CREDIT CARD LOANS

In the model banks form beliefs based on public information. While we cannot
measure beliefs directly, we can measure the information used to form beliefs.
Our measures are proxies for bank beliefs. The empirical strategy we adopt is
to focus on one robust prediction that the theory puts forward, namely, that
unlike a perfectly competitive lending market, in the imperfectly competitive
lending market that we have described, public histories about rival banks should
affect the decisions of any given bank.We constructmeasures of the relative per-
formance histories of banks, variables that are at the root of beliefs and their
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formation. In particular, changes in beliefs about rival behavior should be a
function of bank public performance differences.

In the U.S. the most important public information available about bank per-
formance is the information collected by U.S. bank regulatory authorities (the
Federal Reserve, Federal Deposit Insurance Corporation, and the Office of the
Comptroller of Currency) in the quarterly Call Reports of Condition and Income
(“Call Reports”). While publicly-traded banks also file with the Securities and
Exchange Commission, the Call Reports provide the detail on specific loan cat-
egory amounts outstanding, charge-offs, and losses. We construct Performance
Difference Indices (PDI) based on the Call Reports that U.S. banks file quarterly
to bank regulators. These reports are filed by banks within 30 days after the last
business day of the quarter, and become public roughly 25 to 30 days later.16

For that reason, we try to use more than one lag when we analyze the predictive
power of certain variables to be constructed based on the Call Reports. Because
the reports appear at a quarterly frequency, we analyze data at that frequency.

To parameterize the relative bank performance for our empirical studies, we
use the absolute value of performance differences. Taking the absolute value
is motivated by the theory. Even if a bank is doing relatively better than its
rivals, it knows that if rivals believe that it has deviated then they will increase
their information production, causing the better performing bank to also raise
its information production. Banks, whether relatively better performing or rel-
atively worse performing, punish simultaneously, resulting in the credit crunch.
If banks’ beliefs about rivals’ actions change based on our parameterization of
the public history, then when this measure increases, i.e., when there is a greater
dispersion of relative performance, then all rival banks reduce their lending and
increase its quality, resulting in fewer loans, lower loss ratios, and reduced prof-
itability in the future.We construct indices of the absolute value of the difference
in loan loss ratios and test whether the histories of such variables have predictive
power for future lending decisions, loan losses, and bank stock returns.

Another challenge for testing concerns identifying rival banks. We must
identify banks that are, in fact, rivals in a lending market. It is not clear whether
banks compete with each other in all lending activities or only in some special-
ized lending areas. It is also not clear whether bank competition is a function of
geography or possibly bank size. These are empirical issues.

16. Today banks submit their Call Reports electronically to ElectronicData SystemsCorporation.
It is then sent to the Federal Reserve Board and to the Federal Deposit Insurance Corporation,
which subsequently release the data. This has of course changed over time. Nowadays, the infor-
mation is available 25–30 days after it is filed on the web. Earlier private information providers
would obtain computer tapes of the information from theNational Technical Information Service
of the Department of Commerce. The information was then provided in published formats. We
thankMary West of the Federal Reserve Board for information on the timing of the reports.
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While themodel suggests that there are two “regimes,” normal times and pun-
ishment times, this is an artifact of simplifying themodel. There could be a range
of punishments, making the notion of a “regime” less discontinuous. This too is
an empirical issue.

14.3.1. The Credit Card Loan Market

We first examine a specific, but important category of loans, credit card loans.17

In the U.S. credit card lending market, potential rival banks are identifiable
because credit card lending is highly concentrated and this concentration has
been persistent. The Federal Reserve has collected data on credit card lending
and related charge-offs since the first quarter of 1991 in the Call Reports.

The data we use is at the bank holding company level, as aggregated by the
Federal Reserve Bank of Chicago. Thus, we are thinking of banks competing
at the holding company level rather than at the individual bank level. For each
bank holding company, we collect quarterly data from 1991.I through 2006.III
for “Credit Cards and Related Plans,” as well as some other variables discussed
below.18

The high concentration is shown by the Herfindahl Index for bank hold-
ing companies as well as the market share of top bank holding companies in
Figure 14.2.

We can see from Figure 14.2 that over time the credit card loan market has
become increasingly concentrated; the Herfindahl Index and the market share
of the top bank holding companies have become much larger.
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Figure 14.2 Market Concentration in Credit Card LoanMarket

17. Despite the public availability of credit scores on individual consumers, banks retain important
private information about credit card borrowers. Gross and Souleles (2002) show the additional
explanatory power of private internal bank information in predicting consumer defaults on credit
card accounts, using a sample where they were able to procure the private information.

18. The data are not reported more frequently than quarterly.
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14.3.2. Data Description

The basic idea of the first set of tests is to regress an individual bank’s credit
card loans outstanding, normalized by total loans, or the bank’s (normalized)
credit card loss rate, on lagged variables that we hypothesize predict the bank’s
decision to make more credit card loans or to reduce losses on credit card loans
(by making fewer loans or more high quality loans). Macroeconomic variables
that characterize the state of the business cycle are one set of predictors. Lagged
measures of the bank’s own performance in the credit card market are another
set of predictors. The key variables are measures of rival banks’ relative histo-
ries that we hypothesize are the basis for each bank’s beliefs about whether rivals
have deviated. Our hypothesis is that these measures of bank histories will be
significantly negative, even conditional on all the other variables.

In addition to collecting the quarterly bank holding company data from
1991.I to 2006.IV for “Credit Cards and Related Plans (LS),” we also use
“Charge-offs onLoans to Individuals forHousehold, Family, andOther Personal
Expenditure—Credit Cards and Related Plans (CO),” “Recoveries on Loans to
Individuals for Household, Family, and Other Personal Expenditures—Credit
Cards and Related Plans (RV),” and “Total Loans and Leases, Net (TL).” We
construct the following variables for each bank holding company at quarterly
level:

Credit Card Loan Loss Ratio (LL)= (CO− RV)/LS
Ratio of Credit Card Loans to Total Loans (LR)= LS/TL.19

With respect to macroeconomic data we use quarterly macroeconomic data
from the Federal Reserve Bank of St. Louis for the period 1991.I to 2006.III:
“Civilian Unemployment Rate, Percent, Seasonally Adjusted (UMP),” “Real
Disposable Personal Income, Billions of Chained 1996 Dollars, Seasonally
Adjusted Annual Rate (DPI),” “Federal Funds Rate, Averages of Daily Figures,
Percent (FFR).”20

19. Before 2001, there are two categories in Consumer Loans: Credit Card Loans & Related
Plans and Other Consumer Loans. Since 2001, there are three categories in Consumer Loans:
(i) Credit Card Loans, (ii) Other Revolving Credit Plans, and (iii) Other Consumer Loans.
However, since 2001, the loan loss information (charge-offs and recoveries) is reported in two
categories, for (i) and (ii) + (iii) respectively. Starting from 2001, we construct Loan Loss Ratio
(LL) with information on Credit Card Loans only, while the Credit Card Loan Ratio (LR) is
constructed using Credit Card Loans and Other Revolving Credit Plans to be consistent with
before 2001.

20. We collected the monthly data for the Unemployment Rate (UMP), Disposable Income
(DPI), Federal Funds Rate (FFR), and calculated the three-month averages to get the quarterly
data. Also,DPI is normalized by GDP.



Bank Credit Cycles 423

14.3.3. Pairwise Tests of Rival Banks

We start by looking at banks pairwise. We do this for two reasons. First, it is
not known which banks are rivals, and it may be that not all banks are rivals
despite the fact that they are all major credit card lenders.21 Second, we only
have less than 60 quarterly observations for each bank, so examining several
banks jointly (including lags of each individual bank’s performance) quickly uses
up the degrees of freedom. We focus on the largest six bank holding compa-
nies, which constantly remain within the top 20 in credit card loan portfolio
size during the period 1991.I to 2004.II.22 These six banks are: JP Morgan
Chase, New York, NY (CHAS); Citicorp, New York, NY (CITI); Bank One
Corp., Chicago, IL (BONE); Bank ofAmerica, Charlotte, NC(BOAM);MBNA
Corp., Wilmington, DE (MBNA); and Wachovia Corp., Winston-Salem, NC
(WACH).

In general, we run the following regression for each bank holding company i:

yit = αijxit +βijzijt + εijt , for j = i, (14.1)

where

yit = LLit orLRit , xit = (Const. , DPIt , UMPt , LLit−1, LLit−2, LLit−3, LLit−4) ,

zijt =
(∣∣�LLijt−1

∣∣ , ∣∣�LLijt−2
∣∣ , ∣∣�LLijt−3

∣∣ , ∣∣�LLijt−4
∣∣) ,

and αij and β ij are the coefficients for x and z, respectively. Adding lags of DPI
or UMP do not change our major results. Since some bank holding companies
might have systematically higher (or lower) loan loss rates than another bank
holding companies, we first take out the mean from the loan loss ratio of each
bank, and then take the difference to get �LLij. In this way, |�LLij| reflects the
relative performance of the two banks.

|�LLij| is the key variable. It is a particular parameterization of the relevant
public information: the performance difference. Conditional on the state of the
economy and bank holding company i’s own past performance, we ask whether
bank holding company i’s lending decisions depend on the observed absolute
value of the differences between its own past performance and that of its rival,
bank holding company j. Our theory predicts that, when |�LLij| and its lags are
large, the bank will (implicitly) raised lending standards, resulting in fewer loans
in the future and lower losses per dollar loaned. So, the coefficients are predicted
to be negative. For each measure of the relative difference in loan performance,

21. For example, individual banks may dominate certain clienteles or geographical areas.

22. Data for Wachovia stops at 2001.II, as its credit card loans are managed by MBNA after that.
However, the credit card loans from Wachovia do not appear in MBNA’s balance sheet. After
2004.II, Bank One is acquired by JPMorgan Chase, so we do not use the data after that.
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we test whether the vector of coefficients on zijt (the β ’s) is zero, i.e., β = 0,
using aWald test (chi-squared distribution).

An important issue with the above approach of pairwise regressions is that
we do not know how many significant chi-squared statistics would be expected
to be significant in a small sample. We address this issue using a bootstrap (see
Horowitz (2001) for a survey). We bootstrap to test if the pairwise regression
results can verify our conjecture that the measures of bank holding companies’
loan performance affect each other’s loan decisions. TheNull hypothesis is that a
bank holding company’s loan decision only depends on the aggregate economic
variables and its own past loan performance, i.e.:

H0 : yit = αixit + uit .

The alternative hypothesis comes from the pairwise regression for each bank
holding company i and bank holding company j = i:

H1 : yit = αijxit +βijzijt + εijt , withβij < 0.

In order to test the Null hypothesis, we first construct a Significance Index, SI,
and then use the bootstrap to obtain an approximation to the distribution of the
Significance Index under null hypothesis to find the p-value of the Significance
Index from the pairwise regressions using the original data, SI*. The details of
the bootstrap procedure are contained in Appendix F.

The results of the pairwise regressions and the bootstraps are reported in
Table 14.1. With the bootstrapwe can address the question of the likelihood that
adding PDI to the model will yield the same number of significant coefficients as
with the real data. The results show that this probability is low; therefore the
null hypothesis (that PDI is unimportant) is rejected. See the p-values for the
Significance Index shown in Table 14.1.

An alternative explanation is that banks learn about the underlying economic
conditions from other banks’ loan performance. Perhaps this learning effect is
also captured by the |�LLij| variable that we constructed. It would seem that
learning should not be based on absolute differences in bank performance, but
on the level of other banks’ performances as well as the bank’s own performance
history. To examine this possibility we add lags of LLj in the regression of Bank
i. Therefore, in the regression equation (14.1), we replace xit with xijt:

xijt =(C, DPI, UMP, LLit−1, LLit−2, LLit−3, LLit−4, LLjt−1,

LLjt−2, LLjt−3, LLjt−4).

The results for learning effect are also reported in Table 14.1.
In Table 14.1, we report the average value of the coefficients on zijt as well as

whether they are jointly significant. Significant negative coefficients are marked



Table 14-1. THIS TABLE CONTAINS THE RESULTS FOR PAIRWISE REGRESSIONS. IN PANEL A AND C, FOR EACH PAIR OF BANKS, WE RUN THE
REGRESSION: yit = αijxit +βijzijt + εijt , WITH yit = LLit OR LRit ,xit = (C,UMP,DPI,LLit−1,LLit−2,LLit−3,LLit−4) AND

zijt = (|�LLit−1| , |�LLit−2| , |�LLit−3| , |�LLit−4|). IN PANEL B AND D, FOR EACH PAIR OF BANKS, WE RUN THE REGRESSION: yit = αxijt +βijzijt + εijt
WITH yit = LLit OR LRit ,xit = (C,UMP,DPI,LLit−1,LLit−2,LLit−3,LLit−4, LLjt−1,uLLjt−2,LLjt−3,,LLjt−4) AND

zijt = (|�LLit−1| , |�LLit−2| |�LLit−3| , |�LLit−4|). WE REPORT THE AVERAGE COEFFICIENTS ON zijt FOR EACH PAIR OF BANKS AS WELL AS THE
WALD-TEST FOR THE SIGNIFICANCE OF THESE COEFFICIENTS. WE MARK EACH SIGNIFICANT AVERAGE COEFFICIENT WITH “*” OR “#” DEPENDING
ON THE SIGN OF THE AVERAGE COEFFICIENT: “*” FOR NEGATIVE SIGN AND “#” FOR POSITIVE SIGN. THE NUMBER OF “*” OR “#” INDICATES THE

LEVEL OF SIGNIFICANCE: THREE FOR p-VALUE < 0.01, TWO FOR 0.05, ONE FOR 0.10

Panel A Panel B

yit = LLit CHAS CITI BONE BOAM MBNA WACH CHAS CITI BONE BOAM MBNA WACH

CHAS –0.583 *** 0.064 0.044 –0.061 ** –0.446 *** –0.641 *** 0.030 0.029 0.010 –0.231
CITI –0.175 –0.066 0.063 –0.010 –0.209 *** –0.278 ** –0.122 * 0.064 0.009 –0.195 ***
BONE –0.036 –0.246 *** –0.228 –0.387 ** –0.302 *** –0.119 * –0.299 *** –0.183 –0.519 *** –0.380 **
BOAM 0.307 ## –0.127 –0.081 –0.173 0.022 ## 0.248 # –0.113 *** –0.087 –0.268 0.062
MBNA 0.117 –0.023 0.043 –0.054 –0.161 *** 0.153 ## –0.053 ** –0.046 *** –0.183 ** –0.090 **
WACH –0.051 –0.115 *** –0.185 * 0.096 –0.241 *** –0.061 –0.111 *** –0.155 *** 0.029 –0.195

Significance Index: 39 Bootstrap P-Value: 0.00079 Significance Index: 45 Bootstrap P–Value: 0.00001
Panel C Panel D

yit = LRit CHAS CITI BONE BOAM MBNA WACH CHAS CITI BONE BOAM MBNA WACH

CHAS –0.574 ** –0.077 –0.259 ** 0.419 –0.010 *** –0.522 –0.078 –0.405 *** 0.496 –0.186
CITI 0.646 –0.590 *** –0.572 *** –0.224 –0.327 *** –0.074 –0.630 *** –0.615 *** –0.075 –0.351 *
BONE –0.375 –0.652 *** –1.187 *** –0.875 –1.316 ** –0.379 –0.885 *** –1.184 *** –1.117 –1.355
BOAM –0.228 –0.497 *** –0.184 –0.959 *** –0.115 *** –0.201 –0.350 *** 0.139 –0.742 *** –0.080
MBNA –0.131 0.440 0.956 0.990 ## 0.900 ### –1.515 –0.750 1.392 ### 1.324 ## 0.961 #
WACH 0.475 # –0.217 –0.439 * 0.047 –0.499 ** 0.651 ## –0.497 *** –0.456 –0.026 –0.845 ***

Significance Index: 44 Bootstrap P-Value: 0.00011 Significance Index: 38 Bootstrap P-Value: 0.00001
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by ‘*,’ and significant positive coefficients are marked by ‘#.’ Most coefficients
are negative, which matches the theoretical prediction. When the difference
between the loan performance history is large, it leads to (an increase in lend-
ing standards and, consequently) a subsequent decrease in (lower quality) loans
and a consequent reduction in loan losses. Many negative coefficients are signif-
icant (indicated by *** for the 1% level, by ** for the 5% level, and by * for the
10% level, and similarly for positive coefficients). Also, the Significance Indices
all have very low p-values in our test using bootstrap.

A literal interpretation of the model would mean that there are two “regimes,”
rather than a possible large number of levels of intensity of information produc-
tion. Perhaps there is a threshold effect, in that only if the absolute performance
differences reach a certain critical level does (mutual) punishment occur. We
estimated such a model using maximum likelihood and the results were not
uniformly improved compared to those reported above (and so the results are
omitted).

14.3.4. An Aggregate Performance Difference Index

Based on the success of the pairwise tests, we move next to analyzing the his-
tories of all relevant rival credit card lenders jointly. We construct an aggregate
PerformanceDifference Index (PDI):

PDIt =
∑

i>j
∣∣LLit −LLjt

∣∣
15

.

This Performance Difference Index measures the average difference of the
competing banks’ loan performances. Again, we first take out the mean from
eachLLi, and then take the difference. For each bank i, we estimate the following
model:

yit = αixit +βizt + εit , i= 1, . . . , 6, (14.2)

where yit and xit are the same as in regression (14.1), and zt= (PDIt−1, PDIt−2,
PDIt−3, PDIt−4). The coefficients on zt and their t-statistics are reported in
Table 14.2.

In a more restrictive environment, we estimate a pooling regression model
with the restriction βi = β for i = 1, . . . . , 6. The results are also reported in
Table 14.2.

From Panel A and C in Table 14.2, we observe that most coefficients are
negative, consistent with our conjecture from the theory. When there is a large
performance difference across all the rival banks, banks raise their lending stan-
dards to punish each other, and consequently future loan losses and loan ratios
go down. In particular, in regressions with yit = LLit , the coefficients for JP



Table 14-2. THIS TABLE CONTAINS THE RESULTS FOR PERFORMANCE DIFFERENCE INDEX (PDI) REGRESSIONS. IN PANEL A AND C, FOR EACH
BANK, WE RUN THE REGRESSION: yit = αixit +βizt + εit , WITH yit = LLit OR LRit , xit = (C,UMP, DPI, LLit−1,LLit−2, LLit−3,LLit−4) AND

zt = (PDIt−1, PDIt−2, PDIt−3,PDIt−4). IN PANEL B AND D, WE POOL THE DATA OF SIX BANKS TOGETHER AND ESTIMATE THE SYSTEM WITH THE
RESTRICTION THAT β iS ARE THE SAME ACROSS BANKS: yit = aixit +βzt + εit , WITH yit = LLit OR LRit , xit = (C,UMP, DPI, LLit−1LLit−2,LLit−3,
LLit−4) AND zt = (PDIt−1PDIt−2, PDIt−3, PDIt−4) FOR i = 1, . . . , 6. THE SYSTEM IS ESTIMATED USING ORDINARY LEAST SQUARES (OLS) AND

SEEMINGLY UNRELATED REGRESSION (SUR) METHODS. WE REPORT THE COEFFICIENTS ON zt AS WELL AS THEIR t-STATISTICS.

Panel A Panel B: Pooled
CHAS CITI BONE BOAM MBNA WACH OLS SUR

yit = Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat
LLit
PDIt−1 −0.942 −2.10 −0.279 −0.50 −1.392 −1.42 −1.380 −2.48 −0.089 −0.47 −0.679 −3.13 −0.818 −4.30 −0.563 −4.38
PDIt−2 0.039 0.09 0.140 0.27 −0.786 −0.81 −0.040 −0.07 0.080 0.41 −0.393 −1.65 −0.169 −0.88 −0.202 −1.51
PDIt−3 0.161 0.35 0.161 0.31 0.135 0.14 0.099 0.17 −0.005 −0.03 −0.048 −0.20 −0.028 −0.14 −0.017 −0.13
PDIt−4 −0.098 −0.22 −0.117 −0.24 −1.100 −1.19 −0.453 −0.75 0.095 0.53 −0.546 −2.31 −0.341 −1.81 −0.036 −0.27
R2 0.77 0.75 0.83 0.71 0.88 0.83

Panel C Panel D: Pooled
CHAS CITI BONE BOAM MBNA WACH OLS SUR

yit = Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat
LRit
PDIt−1 0.144 0.30 −1.746 −2.48 −1.880 −0.78 −0.710 −2.45 0.616 0.52 0.933 0.12 −0.535 −1.32 −0.403 −2.23
PDIt−2 −0.068 −0.14 −1.407 −2.16 −3.784 −1.58 −0.386 −1.33 −0.353 −0.29 −0.498 −0.58 −0.823 −2.02 −0.578 −3.19
PDIt−3 −0.214 −0.44 −1.557 −2.40 −3.826 −1.61 −0.315 −1.04 −0.697 −0.57 −0.727 −0.83 −1.149 −2.79 −0.665 −3.57
PDIt−4 0.187 0.39 −1.579 −2.60 −5.909 −2.61 −0.862 −2.74 1.030 0.92 −0.578 −0.67 −0.932 −2.32 −0.741 −4.02
R2 0.74 0.89 0.75 0.92 0.88 0.83
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Morgan Chase, Bank of America, and Wachovia are statistically significant; in
regressions with yit = LRit the coefficients for Citicorp, Bank One, and Bank of
America are statistically significant. In our pooling regressions, the significance
of our PerformanceDifference Index is improved.

The coefficients are also economically significant. For example, in the regres-
sions with Bank of America, the average coefficients on PDI are –0.444 and
–0.568, for yit = LLit and yit = LRit respectively. The means of LL and LR
are 0.0237 and 0.0579, respectively. Given that the standard deviation of PDI is
0.00454, when PDI changes by one standard deviation, LL decreases by 0.00202
(9% of the mean), and LR decreases by 0.00258 (5% of the mean). For Bank
One, which has the largest absolute value in regression coefficients on PDI, the
average coefficients on PDI for LL and LR are –0.786 and –3.850. The mean of
LL and LR are 0.0316 and 0.0911. When PDI changes by one standard devia-
tion, LL decreases by 0.00357 (11% of the mean), and LR decreases by 0.0275
(19% of the mean).

14.3.5. Bank Stock Returns and Performance Differences

In a credit crunch banks make fewer loans and spend more on information pro-
duction, so their profitability declines. In this section, we test that implication
of the model. Specifically, we ask whether the Performance Difference Index
has predictive power for the stock returns of each top bank holding company in
credit card loans.We collect the stock returns fromCRSP from1991.I to 2004.II.
We carry out the tests for all six bank holding companies. According to our the-
ory, after observing large performance differences between banks, banks will
raise their lending standards (which is costly), and cut lending. Consequently,
their profit margins will be lower. Therefore, we expect to see negative load-
ings on the lags of the PDI. Note that this is not an asset pricing model, but
a test concerning bank profits, as measured by stock returns. The regression
equations are:

rit = αi +βiz t , i= 1, . . . , 6, (14.3)

where zt = (PDIt−1, PDIt−2 , PDIt−3, PDIt−4).
Since the dividend yield is well known to be a predictor of future stock returns

(see, for example, Cochrane (1999)), we also estimate the model with the
lag of dividend yield as a predicting variable. Again, robustness is checked by
imposing the restriction βi = β for i = 1, . . . . , 6. All the results are reported in
Table 14.3.

From Table 14.3, we see that the PDI from the previous four quarters sig-
nificantly predicts the stock return for the current quarter, and the results are
robust if we include a lag of the dividend yield in the regressions. The average



Table 14-3. THIS TABLE CONTAINS THE RESULTS FOR THE PREDICTIVE POWER OF PERFORMANCE DIFFERENCE INDEX (PDI) FOR STOCK
RETURNS. IN PANEL A AND C, FOR EACH BANK, WE RUN THE REGRESSION: rit = aixit + βizt + εit , WITH xit = C OR (C,Dividend Yieldit−1) AND

zit = (PDIt−1, PDIt−2, PDIt−3, PDIt−4) . IN PANEL B AND D, WE POOL THE DATA OF SIX BANKS TOGETHER AND ESTIMATE THE SYSTEM WITH THE
RESTRICTION THAT β iS ARE THE SAME ACROSS BANKS: rit = aixit + βzt + εit ,FOR i= 1, . . . , 6. THE SYSTEM IS ESTIMATED USING ORDINARY LEAST

SQUARES (OLS) AND SEEMINGLY UNRELATED REGRESSION (SUR) METHODS. WE REPORT THE COEFFICIENTS ON zt AS WELL AS THEIR
t-STATISTICS

Without Panel A Panel B:Pooling
Dividend CHAS CITI BONE BOAM MBNA WACH OLS SUR
Yield Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat
PDIt−1 −3.66 −0.75 3.53 0.66 1.46 0.39 1.35 0.36 −8.28 −1.60 −1.66 −0.48 −1.21 −0.68 −0.82 −0.32
PDIt−2 −2.56 −0.53 −1.73 −0.32 −2.53 −0.67 −3.09 −0.82 1.56 0.30 −6.76 −1.95 −2.50 −1.40 −3.77 −1.48
PDIt−3 −9.78 −2.02 −4.80 −0.90 −8.91 −2.37 −9.97 −2.63 −6.87 −1.33 2.00 0.57 −6.45 −3.59 −4.66 −1.83
PDIt−4 −1.60 −0.32 −4.97 −0.91 −7.13 −1.86 −5.91 −1.53 −4.71 −0.90 −5.80 −1.65 −5.04 −2.77 −6.24 −2.41
R2 0.13 0.07 0.14 0.25 0.13 0.16

With Panel C Panel D: Pooling
Dividend CHAS CITI BONE BOAM MBNA WACH OLS SUR
Yield Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat
PDIt−1 −2.72 −0.54 4.62 0.80 4.38 1.28 1.13 0.29 −8.20 −1.56 −2.71 −0.74 −0.83 −0.45 −0.69 −0.28
PDIt−2 −1.65 −0.33 −1.97 −0.36 −0.66 −0.20 −3.20 −0.84 1.65 0.31 −6.96 −2.00 −2.15 −1.20 −3.48 −1.41
PDIt−3 −8.72 −1.72 −4.33 −0.79 −7.47 −2.24 −9.72 −2.53 −6.81 −1.30 0.59 0.15 −6.28 −3.43 −5.33 −2.13
PDIt−4 −0.41 −0.08 −4.55 −0.82 −3.38 −0.95 −5.63 −1.44 −4.64 −0.87 −5.54 −1.56 −4.13 −2.23 −5.35 −2.12
R2 0.14 0.08 0.43 0.26 0.13 0.18
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coefficient on the lags of PDI from OLS estimates is about –3.5. One standard
deviation change in PDI (0.00454) leads to an average change of 0.0159 in stock
returns, or 159 basis points!

14.3.6. Rajan’s Reputation Hypothesis

Rajan (1994) argues that reputation considerations of bank managers cause
banks to simultaneously raise their lending standards when there is an aggregate
shock to the economy causing the loan performance of all banks to deterio-
rate. Banks tend to neglect their own loan performance history in order to herd
or pool with other banks. Rajan’s empirical work focuses on seven New Eng-
land banks over the period 1986–1991. His main finding is that a bank’s loan
charge-offs-to-assets ratio is significantly related not only to its own loan loss
provisions-to-total assets ratio, but also to the average charge-offs-to-assets ratio
for other banks (instrumented for by the previous quarter’s charge-offs-to-assets
ratio).23 In the context here the question is whether ourmeasure of banks’ beliefs
about rivals’ credit standards, the Performance Difference Index, remains signif-
icant in the presence of an average or aggregate credit card loss measure. We
construct:

Aggregate Credit Card Loan Loss (AGLLt) =
∑

i (COit −RVit)∑
i LSit

and then examine the coefficients on the lags of AGLL and PDI, separately
and jointly, in our regression equation (14.2) with zt = (AGLLt−1,AGLLt−2,
AGLLt−3,AGLLt−4) or zt = (AGLLt−1,AGLLt−2,AGLLt−3,AGLLt−4;PDIt−1,
PDIt−2,PDIt−3,PDIt−4).

The coefficients on zt and their t-statistics are reported in Table 14.4, which
also contains the results with the restriction that the coefficients on zt are the
same across bank holding companies.

Rajan’s (1994) hypothesis is that an aggregate bad shock leads banks to raise
their standards, so we would expect the coefficients on lags of AGLL to be
significantly negative. However, as Table 14.4 shows, with or without PDI in
the regressions, the coefficients on AGLL are mostly positive and significant,
with a few exceptions. At the same time, the coefficients on lags of PDI remain
negatively significant, even after we include lags of AGLL in our regression.

23. There are several interpretations of Rajan’s result. For example, the charge-offs of other banks
may be informative about the state of the economy, so their significance in the regression is not
necessarily evidence in favor of Rajan’s theory.
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Table 14-4. THIS TABLE CONTAINS THE RESULTS OF TESTING RAJAN’S (1994)
REPUTATION HYPOTHESIS. IN PANEL A AND C, WE POOL THE DATA OF SIX BANKS
TOGETHER AND ESTIMATE THE SYSTEM: yit = αixit +βzt + εit, WITH yit = LLit OR

LRit ,xit = (C,UMP,DPI,LLit−1,LLit−2,LLit−3,LLit−4) AND
zt = (AGLLt−1,AGLLt−2,AGLLt−3,AGLLt−4) for i= 1, . . . , 6. IN PANEL B AND D, WE

POOL THE DATA OF SIX BANKS TOGETHER AND ESTIMATE THE SYSTEM:
yit = αixit +βzt + εit, WITH yit = LLit OR

LRit ,xit = (C,UMP,DPI,LLit−1,LLit−2,Lit−3,LLit−4) AND
zt ,= (AGLLt−1,AGLLt−2,AGLLt−3,AGLLt−4,PDIt−1,PDIt−2,PDIt−3,PDIt−4)
for i = 1, . . . , 6. THE SYSTEM IS ESTIMATED USING ORDINARY LEAST SQUARES

(OLS) AND SEEMINGLY UNRELATED REGRESSION (SUR) METHODS. WE REPORT
THE COEFFICIENTS ON zt AS WELL AS THEIR t-STATISTICS

yit = LLit Panel A Panel B
OLS SUR OLS SUR

Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat
AGLLt−1 −0.023 −0.40 −0.103 −1.82 0.085 1.46 0.036 0.66
AGLLt−2 −0.038 −0.64 −0.059 −1.03 0.110 1.84 0.088 1.56
AGLLt−3 0.097 1.65 0.028 0.49 0.212 3.47 0.145 2.48
AGLLt−4 0.323 5.66 0.265 4.77 0.316 5.61 0.263 4.86
PDIt−1 −0.892 −5.26 −0.895 −5.70
PDIt−2 −0.433 −2.40 −0.334 −2.01
PDIt−3 −0.312 −1.72 −0.296 −1.77
PDIt−4 −0.391 −2.25 −0.100 −0.63

yit = LRit Panel C Panel D
OLS SUR OLS SUR

Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat
AGLLt−1 0.102 0.51 0.043 0.38 0.094 0.49 0.080 1.01
AGLLt−2 0.196 0.98 0.166 1.47 0.212 1.09 0.187 2.33
AGLLt−3 0.228 1.14 0.131 1.15 0.247 1.23 0.172 2.09
AGLLt−4 0.340 1.75 0.267 2.44 0.313 1.69 0.211 2.78
PDIt−1 −0.192 −0.35 −0.222 −0.91
PDIt−2 −0.797 −1.35 −0.674 −2.57
PDIt−3 −1.165 −1.96 −0.835 −3.19
PDIt−4 −0.817 −1.44 −0.549 −2.15

14.4. AN AGGREGATE PERFORMANCE DIFFERENCE INDEX
FOR COMMERCIAL AND INDUSTRIAL LOANS

In this section we extend the empirical analysis beyond credit card lending at
six banks to examine commercial and industrial loan market at an aggregate
level, and we probe the implications of the theory for macroeconomic dynam-
ics. Commercial and industrial loans is the category of loans that covers lending
to firms of all sizes and corresponds to the loans at issue when there is a credit
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crunch. If banks increase their information production, that is, raise their lend-
ing standards, then some borrowers are cut off from credit—a credit crunch
that should have macroeconomic implications. We examine this with a vector
autoregression in the first subsection. In the second subsection, we examine the
PerformanceDifference Index less formally to get a feel for what it measures.

14.4.1. VAR Analysis of the Fed’s Lending Standards Index

In this subsection, we use Vector Autoregressions (VARs) to analyze the aggre-
gate implications of banks’ loan performance differences. In contrast to the
single equations estimated above, a VAR system of equations lets us control
for the feedback between current and past levels of performance differences,
the lending standard survey results, and macroeconomic variables. Given esti-
mates of these interactions, we can identify the impact that unpredictable
shocks in performance difference public histories have on other variables in
the system. We first ask whether the performance difference histories predict,
in the sense of Granger causality, the Index of Lending Standards based on
the Federal Reserve System’s Senior Loan Officer Opinion Survey on Bank
Lending Practices. The Federal Reserve System’s Senior Loan Officer Opin-
ion Survey started in 1967.I, but was discontinued during the period 1984.I to
1990.I.

We follow Lown and Morgan (2005, 2002) in analyzing the time series of
lending survey responses, the net percentage of banks reporting tightening in
the survey.24 As above, we use quarterly commercial and industrial loan data
from the Chicago Federal Reserve Bank’s Commercial Bank Database, which
is from the Call Reports. For the period from 1984.I to 2006.III, we collected
“Commercial and Industrial Loans to U.S. Addressees” (LS), “Charge-Offs on
Commercial and Industrial Loans to U.S. Addressees” (CO), and “Recover-
ies on Commercial and Industrial Loans to U.S. Addressees” (RV). For each
commercial bank we constructed the

LoanLossRatio(LL): LL= (CO−RV)
LS

.

We construct the Performance Difference Index to measure the dispersion of
performance across the U.S. banking industry as a whole. To do this, we use

24. Following Lown and Morgan (2005, 2001) we use the standards for large and middle-market
firms. As mentioned, the Lending Standard Index is calculated as the net percentage of banks (all
respondents) that report tightening.
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the top 100 commercial banks25 ranked by commercial and industrial (C&I)
loans, and for each quarter, we construct the Performance Difference Index as:

PDIt =
∑

i>j |LLit−LLjt |
100×99/2 . Besides the data on the Lending Standards and the Per-

formanceDifference Index, we also collected data onCommercial and Industrial
Loans at “All Commercial Banks and Federal Funds Rate” from the FRED II
database of the St. Louis Fed.26 As before, we conjecture that this PDI captures
the relevant history that is at the basis of banks’ beliefs aboutwhether other banks
are deviating to using the credit worthiness tests.

The VAR includes four lags of the four endogenous variables: Bank Lending
Standards (STAND) (i.e., the net percentage of survey respondents reporting
tightening), the Performance Difference Index (PDI), the Federal Funds Rate
(FFR), and the log of Commercial Bank C&I Loans (LOGLOAN). The bank
Lending Standard variable is a loan supply side factor and the Federal FundsRate
affects loan demand; Commercial Bank C&I Loan is the equilibrium outcome.
The PDI is hypothesized to capture banks’ beliefs, which affects all the other
variables. The exogenous variables include a constant and a time trend. We run
the VAR for the period of 1990.II–2006.III, which is the longest continuous of
period where we have both STAND and PDI data. During this period of time,
the means and standard deviations of these four variables are:

STAND PDI FFR LOGLOAN
Mean 5.572 0.00411 5.065 7.901
STD 21.311 0.00319 1.349 0.228

We report the VAR results in Table 14.5.
Table 14.5 shows that the PDI Granger-causes the other three endogenous

variables, and only STANDGranger-causes PDI (actually none of the individual
coefficients on STAND are significant, but they are jointly significant). For each
of the other three endogenous variables, using the average coefficients on the
lags of PDI, a one standard deviation increase in PDI leads to a 2.6% increase in
net percentage of loan officers who claim to be raising the lending standards, an
80 basis point decrease in the federal funds rate, and a 0.44% decrease in C&I
loans.

At the same time, the lending standards are significantly affected by PDI and
LOGLOAN. A high level of performance differences causes a rise in lending
standards, consistent with our theory of information production competition.
Besides PDI, both STAND and FFR Granger-cause LOGLOAN. To further

25. We also construct the performance difference indices using top 50 or top 200 commercial
banks ranked by their C&I loan size; the results are similar.

26. We first collected monthly data and then took the three-month average to obtain quarterly
data.
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Table 14-5. THIS TABLE PRESENTS THE AVERAGE VALUE OF THE COEFFICIENTS
AND p-VALUES (IN PARENTHESIS) OF THE WALD TEST (χ2(4)) OF THE VAR WITH

FOUR LAGS OF THE LENDING STANDARD (STAND), THE PERFORMANCE
DIFFERENCE INDEX (PDI), THE FEDERAL FUNDS RATE (FFR), AND THE LOG OF
COMMERCIAL BANK C&I LOAN (LOGLOAN). THE EXOGENOUS VARIABLES

INCLUDE A CONSTANT AND A TIME TREND

STAND PDI FFR LOGLOAN
STAND 1.15E–01 2.19E–05 4.59E–04 –6.51E–05

(0.002) (0.004) (0.878) (0.118)
PDI 8.10E + 02 2.41E–01 –2.51E + 01 –1.37E + 00

(0.037) (0.000) (0.064) (0.000)
FFR 1.70E–01 6.70E–05 2.01E–01 1.83E–03

(0.315) (0.417) (0.000) (0.000)
LOGLOAN 2.52E + 01 –6.27E–04 7.31 E–02 2.39E–01

(0.044) (0.416) (0.545) (0.000)

explore the impact of PDI on other endogenous variables, we also report the
forecasting error variance decomposition of our VAR in Table 14.6.

As we can see from Table 14.6, at a five-quarter horizon, innovations in
STAND account for 13.9% of the error variance in the federal funds rate and
14.1% of the LOGLOAN error variance, while those numbers for PDI are 21.3%
and 34.6%, respectively. At longer horizons, ten quarters and fifteen quarters,
PDI continues to dominate STAND as a major variance contributor for FFR and
LOGLOAN. Therefore, the Performance Difference Index has a bigger impact
than Lending Standards despite the fact that in our VAR the Lending Standards
variable is ranked before the Performance Difference Index variable. This con-
firms our view that PDI is a major economic indicator for bank competition,
consistent with our information-based theory.

14.4.2. Understanding the Performance Difference Index

We can understand the Performance Difference Index more intuitively by not-
ing that a higher PDI is bad news for consumers, since credit lending standards
will become more stringent and credit card loans will go down. This would
apply also to other types of consumer loans, such as home equity loans, home
improvement loans, automobile and boat loans, and so on. And it is bad news
for firms, especially small firms, because lending standards will be raised, making
commercial and industrial loans harder to obtain.

These broad implications are confirmed in Figure 14.3 below. The figure
shows plots of the year-on-year change in U.S. GDP, the Michigan Con-
sumer Confidence Index, and the four quarter moving average of PDI (based
on C&I loans). At business cycle peaks, Consumer Confidence declines,



Table 14-6. THIS TABLE REPORTS THE RESULTS OF FORECASTING ERRORS AND THEIR VARIANCE DECOMPOSITION AMONG FOUR ENDOGENOUS
VARIABLES. FOR EACH PANEL, THE FIRST COLUMN LISTS THE NUMBER OF QUARTERS FOR FORECASTING, THE SECOND COLUMN CONTAINS THE

STANDARD ERRORS OF FORECASTING ERRORS FOR CERTAIN FORECASTING HORIZON, AND THE NEXT FOUR COLUMNS ARE THE WEIGHT (IN
PERCENTAGE) OF EACH ENDOGENOUS VARIABLE IN CONTRIBUTING TO THE FORECASTING ERRORS

VarianceDecomposition of STAND VarianceDecomposition of PDI
Period St. Error STAND PDI FFR LOGLOAN Period St. Error STAND PDI FFR LOGLOAN
1 6.64 100.0 0.0 0.0 0.0 1 0.00094 0.2 99.8 0.0 0.0
3 8.03 89.5 2.9 6.9 0.8 3 0.00101 6.0 86.2 4.8 3.0
5 9.53 65.6 2.7 27.7 4.0 5 0.00134 14.5 76.6 6.5 2.4
10 11.13 50.0 13.6 32.6 3.8 10 0.00170 14.7 57.5 24.2 3.6
15 12.49 45.4 18.0 33.3 3.3 15 0.00188 14.1 58.6 23.2 4.1

VarianceDecomposition of FFR VarianceDecomposition of LOGLOAN
Period St. Error STAND PDI FFR LOGLOAN Period St. Error STAND PDI FFR LOGLOAN
1 0.231 10.7 4.7 84.6 0.0 1 0.0050 23.8 0.5 8.1 67.7
3 0.527 10.6 12.5 76.1 0.8 3 0.0131 6.6 17.9 51.8 23.7
5 0.692 13.9 21.3 64.2 0.5 5 0.0212 14.1 34.6 40.8 10.5
10 0.869 12.9 27.2 57.6 2.3 10 0.0363 23.5 50.7 21.7 4.1
15 1.017 11.6 20.7 65.2 2.6 15 0.0519 25.1 32.4 39.0 3.5
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Figure 14.3 PDI, Consumer Confidence, and GDP Growth

and the year-over-year growth rate of GDP is going down. Notably, PDI is
rising.

These observations mean the PDI should be negatively correlated with Con-
sumer Confidence (as measured by the University of Michigan Survey Research
Center27) and PDI should be negatively correlated with aggregate economic
activity. The table below shows the relevant correlations. (“YoY” means year-
over-year.)

Correlation Matrix (1984.I–2006.III) �GDP CC LS PDI
GDP YoYGrowth Rate (AGDP) 1.00 0.33 –0.57 –0.37
Consumer Confidence (CC) 0.33 1.00 –0.09 –0.47
Lending Standards starting from

1990.II (LS) –0.57 –0.09 1.00 0.46
PerformanceDifference Index (PDI)

(Deseasoned) –0.37 –0.47 0.46 1.00

As expected, PDI is negatively correlated with Consumer Confidence and
with the year-on-year GDP growth rate. As noted in the VAR analysis, PDI and
Lending Standards are positively correlated.28

27. See http://www.isr.umich.edu/src/.

28. The credit card market and the commercial and industrial loan market need not display credit
crunches at the same time, as banks may behave as if they are separate markets. The two PDI
indices for these markets have a correlation of 0.18 after being deseasoned, and 0.46 before being
deseasoned.

http://www.isr.umich.edu/src
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14.5. ASSET PRICING AND CREDIT CRUNCHES

Strategic competition between banks results in periodic credit crunches, which
are a systematic risk even though endogenous. Consequently, if the stockmarket
is efficient, then the stock returns of both banks and non-financial firms, which, at
least partially, rely on banks for external financing, should reflect the competition
between banks. In this section we turn to a different empirical approach, namely,
we look for the hypothesized systematic effects in an asset pricing context.

If strategic behavior between banks causes credit cycles, then it causes vari-
ation in the profitability of non-financial firms. Credit crunches are also not
profitable for banks. The credit cycle is a systematic risk (even if it is endogenous,
emanating from bank competition) and therefore should be a priced factor in
stock returns, to the extent that this factor is not already spannedbyother factors.
We conjecture that the constructed PDI should be a priced risk factor for both
banks and non-financial firms. That is, in the context of an asset pricing model
of stock returns, there should be an additional factor, namely, the Performance
Difference Index. Moreover, since relatively smaller firms are more dependent
on bank loans (see, e.g., Hancock and Wilcox (1998)), we expect that the coef-
ficients on PDI (below, we construct the mimicking portfolio for this factor) are
larger for smaller firms.

We adopt the classic Capital Asset PricingModel as the benchmark for exam-
iningwhetherPDI is a priced factor. Later, wewill also examine theFama-French
three factor empirical asset pricing model.29 The model is estimated using
quarterly data, as PDI can only be calculated quarterly.

We hypothesize that bank stock returns will be sensitive to PDI and that PDI
is not spanned by the market factor. Further, non-financial firms’ stock returns
will also be sensitive, increasingly so for smaller firms, to PDI. The monthly firm
returns are collected fromCRSP (then transformed into quarterly data).We sep-
arate out commercial banks and non-financial firms based on their SIC codes,
and then divide the non-financial firms into ten deciles based on the capitaliza-
tions. Banks are divided into small, medium, and large. The data used are from
1984.I to 2006.III, during which the performance difference index is available.

As is standard in the asset pricing literature, we proceed by first construct-
ing the mimicking portfolio for our macro factor, PDI. Mimicking portfolios
are needed to identify the factor risk premiums when the factors are not traded

29. See Fama and French (1993, 1996). Carhart (1997) introduced an additional factor, the
momentum factor. The results with the additional momentum factor are basically the same, and
are thus omitted. We collected the quarterly Fama-French three factors from French website (the
construction method can also be found there). The risk free rates are three-month T-Bill rates
(secondary market rates) from FRED II (we use the rate of the first month in each quarter) at
Federal Reserve Bank at St. Louis.
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assets. The risk premium is constructed as a “mimicking portfolio” return whose
conditional expectation is an estimate of the risk premium or price of risk for
that factor. We then use a time series regression approach, as in, for example,
Breeden, Gibbons, and Litzenberger (1989), with the book-to-market sorted
portfolios as the base assets. A recent study by Asgharian (2006) argues that this
approach is the best for constructing mimicking portfolios for factors for which
a time-series factor realization is available.

We first regress the PDI factor on the excess returns of the ten book-to-market
sorted portfolios (either equal-weighted or value-weighted), and then construct
the mimicking portfolio with the weight of each portfolio proportional to the
regression coefficient on the excess return of this portfolio. Specifically, we first
run the following regression:

PDIt = λ0 +
10∑
i=1

λiRit + εt ,

where Rit is the excess return on the base asset i at time t. The weights are
constructed as follows:

wi = λi
10∑
i=1

λi

,

and the excess return on the mimicking portfolio is given by:

RPDI, t =
10∑
i=1

wiRit .

According to Breeden et al. (1989), the asset betasmeasured relative to themax-
imum correlation portfolio are proportional to the betas measured using the true
factor.

After we form themimicking portfolio, we add it to the standardCapital Asset
Pricing Model (CAPM). The results are reported in Table 14.7. The results in
Table 14.7 show that the PDI mimicking portfolio is a significant risk factor for
small non-financial firms and for all bank sizes. Note that the coefficients on
RPDI for smaller firms are larger, thus confirming our conjectures. This is also
confirmed by the monotonicity of the improvement in R2 with the new PDI
factor.

In terms of the economic significance of the new PDI factor, the standard
deviation of RPDI (constructed with value-weighted book-to-market portfolios)
is 15 percent (this is quite large because the mimicking portfolio involves short
positions). Therefore, when RPDI changes by one standard deviation, the excess
return for the smallest non-financial firms changes by about 2.6 percent. As a
comparison, from 1984.I to 2006.III, for Table 14.7 (CAPM), a one standard



Table 14-7. THIS TABLE REPORTS THE RESULTS FROM ESTIMATING THE AUGMENTED CAPM MODEL:
ri − rf = α + β1

(
rm − rf

) + β2RPDI + ε, WHERE RPDI IS CONSTRUCTED FROM TEN BOOK-TO-MARKET PORTFOLIOS, EITHER EQUAL

WEIGHTED OR VALUE WEIGHTED. WE REPORT THE COEFFICIENTS AND THEIR t-STATISTICS (IN PARENTHESES), R2 OF EACH
REGRESSION, AND R2 OF THE REGRESSION WITHOUT RPDI

(IN PARENTHESES)

Coefficient α rm–rt RPDI R2 α rm–rt RPDI R2

(t-stat) (R2w/o RPDI) (R2w/o RPDI)
Commercial Banks (using equal weighted RPDI) Commercial Banks (using value weightedRPDI)

Small 1.988 0.456 0.119 0.33 2.227 0.447 0.109 0.25
(2.34) (4.45) (4.06) (0.20) (2.47) (4.00) (2.26) (0.20)

Medium 2.131 0.589 0.118 0.40 2.388 0.584 0.102 0.32
(2.50) (5.75) (4.02) (0.28) (2.64) (5.21) (2.11) (0.28)

Large 1.970 1.003 0.041 0.65 2.045 0.999 0.040 0.64
(2.89) (12.22) (1.75) (0.64) (2.97) (11.67) (1.09) (0.64)

Non-Financial Firms (using equal weighted RPDI) Non-Financial Firms (using value weighted RPDI)
Decile 1 4.669 1.096 0.256 0.47 5.374 1.119 0.174 0.34
(Small) (3.22) (6.29) (5.14) (0.31) (3.33) (5.58) (2.00) (0.31)
Decile 2 −0.523 1.143 0.193 0.58 0.058 1.171 0.115 0.47

(− 0.48) (8.73) (5.17) (0.45) (0.05) (7.72) (1.76) (0.45)



Table 14-7. (CONTINUED)

Coefficient α rm–rt RPDI R2 α rm–rt RPDI R2

(t-stat) (R2w/o RPDI) (R2w/o RPDI)
Non-Financial Firms (using equal weighted RPDI) Non-Financial Firms (using value weighted RPDI)

Decile 3 −0.662 1.230 0.141 0.64 −0.238 1.250 0.085 0.57
(− 0.71) (10.90) (4.39) (0.56) (− 0.23) (9.86) (1.55) (0.56)

Decile 4 −0.762 1.265 0.129 0.68 −0.340 1.291 0.066 0.62
(− 0.87) (12.04) (4.31) (0.61) (− 0.36) (10.93) (1.30) (0.61)

Decile 5 −0.196 1.321 0.108 0.73 0.223 1.358 0.033 0.68
(− 0.25) (13.99) (3.99) (0.68) (0.26) (12.87) (0.71) (0.68)

Decile 6 0.145 1.348 0.067 0.75 0.454 1.381 0.005 0.72
(0.20) (15.22) (2.67) (0.72) (0.59) (14.54) (0.13) (0.72)

Decile 7 0.481 1.360 0.041 0.82 0.724 1.392 −0.015 0.81
(0.82) (19.39) (2.04) (0.81) (1.22) (18.83) (− 0.48) (0.81)

Decile 8 0.721 1.293 0.033 0.87 0.929 1.321 −0.015 0.86
(1.55) (23.12) (2.09) (0.86) (1.95) (22.41) (− 0.60) (0.86)

Decile 9 0.939 1.179 0.017 0.91 1.077 1.201 −0.018 0.91
(2.81) (29.29) (1.48) (0.91) (3.20) (28.73) (− 1.02) (0.91)

Decile 10 1.113 0.982 −0.013 0.97 1.067 0.979 −0.005 0.97
(Large) (7.09) (51.95) (− 2.40) (0.97) (6.60) (48.74) (− 0.62) (0.97)
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deviation change ofmarket excess return, 7.9 percent, results in the excess return
for the smallest non-financial firms changing by about 8.8 percent. If we use
equal-weighted book-to-market portfolios to construct our mimicking portfo-
lio, one standard deviation change of RPDI results in a 7.4 percent change of the
excess return of the smallest non-financial firms, which is close to the impact of
market excess return.

We conclude that the competition and collusion among banks is an important
risk factor for stock returns, for banks and especially for small non-financial firms.
The size effect further demonstrates that the Performance Difference Index we
constructed is not capturing some sort of learning effect about macroeconomic
condition, which would be spanned by the other risk factors.

As a robustness check, we will also investigate the Fama-French three factor
empirical asset pricing model. According to Fama and French, the sensitivity
of a firm’s expected stock return depends on three factors: the excess return on
a broad based market portfolio, rm−rf , the difference between the return on a
portfolio of small stocks and the return on a portfolio of large stocks (smallminus
large), SMB; the difference between the return on a portfolio of high book-to-
market stocks and the return on a portfolio of low book-to-market stocks (high
minus low),HML.

One concern regarding PDI as amacro factor is that it might have been priced
into the three factors. To address that concern, we first regress the three Fama-
French factors on the Performance Difference Index to see whether there is a
significant correlation between them. The results are as follows:

Coefficient on PDI t-statistics
rm–rf –238.90 –0.90
SMB –49.79 –0.29
HML –6.98 –0.03

We can see that none of the coefficients are significant. Therefore, PDI is not
spanned by the other factors.

After we form the mimicking portfolio, we add it to the Fama-French three-
factor model. The results are reported in Table 14.8. The results in Table 14.8
also show that the PDI mimicking portfolio is a significant risk factor for small
non-financial firms and for small banks, but not for large banks or large non-
financial firms. Again, the coefficients on RPDI for smaller firms are larger, as well
as the improvement in R2 with the new PDI factor. Also, comparing Table 14.7
and Table 14.8, we can compare the improvement of R2 by adding our PDI fac-
tor with that by addingHML& SMB. For small non-financial firms,R2 improves
from 0.31 to 0.47 by adding our PDI factor, and it improves from 0.31 to 0.57
by adding both HML & SMB, and further to 0.65 by adding our PDI factor.



Table 14-8. THIS TABLE REPORTS THE RESULTS FROM ESTIMATING THE AUGMENTED FAMA-FRENCH THREE FACTOR MODEL:

ri − rf = α +β1
(
rm − rf

) +β2SMB + β3HML + β4RPDI + ε,

WHERE RPDI IS CONSTRUCTED FROM TEN BOOK-TO-MARKET PORTFOLIOS, EITHER EQUAL WEIGHTED OR VALUE WEIGHTED.WE REPORT THE
COEFFICIENTS AND THEIR t-STATISTICS (IN PARENTHESES), R2 OF EACH REGRESSION, AND R2 OF THE REGRESSION WITHOUT RPDI

(IN PARENTHESES)

Coefficient α rm–rf SMB HML RPDI R2(R2w/o α rm–rf SMB HML RPDI R2(R2w/o
(t-stat) RPDI) RPDI)

Commercial Banks (using equal weighted RPDI) Commercial Banks (using value weightedRPDI)
Small 1.578 0.489 0.587 0.613 0.060 0.55 1.631 0.449 0.603 0.718 0.071 0.54

(2.22) (4.80) (5.08) (4.11) (2.35) (0.52) (2.27) (4.09) (5.14) (4.87) (1.78) (0.52)
Medium 1.689 0.639 0.622 0.592 0.058 0.61 1.760 0.609 0.644 0.690 0.059 0.59

(2.40) (6.35) (5.44) (4.02) (2.29) (0.58) (2.46) (5.60) (5.54) (4.72) (1.51) (0.58)
Large 1.564 1.188 0.463 −0.098 0.019 0.72 1.634 1.200 0.487 −0.073 −0.003 0.72

(2.51) (13.28) (4.57) (− 0.75) (0.82) (0.72) (2.61) (12.57) (4.77) (− 0.57) (− 0.08) (0.72)

Non-Financial Firms (using equal weighted RPDI) Non-Financial Firms (using value weightedRPDI)

Decile 1 4.940 0.629 1.657 −0.042 0.192 0.65 5.146 0.518 1.983 0.020 0.208 0.61
(Small) (4.08) (3.63) (6.53) (− 0.21) (4.37) (0.57) (4.04) (2.67) (7.60) (0.10) (2.96) (0.57)
Decile 2 −0.398 0.766 1.517 0.108 0.126 0.79 −0.256 0.696 1.731 0.151 0.134 0.76

(− 0.50) (6.76) (9.15) (0.84) (4.41) (0.74) (− 0.31) (5.47) (10.13) (1.11) (2.90) (0.74)
Decile 3 −0.534 0.867 1.445 0.093 0.078 0.86 −0.495 0.802 1.585 0.103 0.105 0.85

(− 0.89) (10.04) (11.44) (0.95) (3.57) (0.84) (− 0.81) (8.59) (12.64) (1.03) (3.11) (0.84)



Coefficient α rm–rf SMB HML RPDI R2(R2w/o α rm–rf SMB HML RPDI R2(R2w/o
(t-stat) RPDI) RPDI)

Non-Financial Firms (using equal weighted RPDI) Non-Financial Firms (using value weightedRPDI)

Decile 4 −0.702 0.946 1.370 0.160 0.065 0.88 −0.649 0.901 1.483 0.175 0.078 0.88
(− 1.31) (12.28) (12.15) (1.83) (3.34) (0.87) (− 1.18) (10.74) (13.16) (1.96) (2.58) (0.87)

Decile 5 −0.120 1.014 1.284 0.126 0.049 0.91 −0.049 0.994 1.364 0.148 0.044 0.91
(− 0.27) (15.80) (13.68) (1.73) (3.01) (0.91) (− 0.11) (14.10) (14.41) (1.97) (1.75) (0.91)

Decile 6 0.287 1.005 1.322 0.054 0.011 0.95 0.270 0.985 1.346 0.047 0.026 0.95
(0.90) (20.90) (19.68) (1.03) (0.97) (0.95) (0.85) (20.33) (20.66) (0.91) (1.46) (0.95)

Decile 7 0.604 1.081 1.063 0.033 −0.004 0.97 0.588 1.077 1.059 0.027 0.001 0.97
(2.57) (32.08) (21.57) (0.86) (− 0.43) (0.97) (2.50) (30.05) (21.98) (0.72) (0.11) (0.97)

Decile 8 0.843 1.063 0.840 −0.003 0.000 0.98 0.842 1.063 0.840 −0.003 0.000 0.98
(4.27) (37.60) (20.32) (− 0.08) (− 0.03) (0.98) (4.27) (35.36) (20.80) (− 0.09) (− 0.00) (0.98)

Decile 9 1.037 1.020 0.555 −0.023 −0.004 0.97 1.038 1.024 0.548 −0.022 −0.007 0.97
(5.54) (37.97) (14.14) (− 0.75) (− 0.59) (0.97) (5.55) (35.89) (14.29) (− 0.74) (− 0.64) (0.97)

Decile 10 1.184 0.985 −0.145 −0.108 −0.001 0.98 1.178 0.983 −0.146 −0.110 0.001 0.98
(Large) (9.64) (55.93) (− 5.63) (− 5.40) (− 0.22) (0.98) (9.59) (52.50) (− 5.80) (− 5.51) (0.21) (0.98)
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Therefore, we conclude that our PDI factor is not fully spanned by other factors
and has a sizable explanatory power in our regressions.

As for the economic significance of RPDI , when RPDI (constructed with value-
weighted book-to-market portfolios) changes by one standard deviation, the
excess return for the smallest non-financial firms changes by about 3.1 percent,
versus 4.1 percent for the impact ofmarket excess return.Whenwe useRPDI con-
structed with equal-weighted book-to-market portfolios, this number becomes
5.6 percent, which is larger than the impact of market excess return!

The magnitude of the coefficients on RPDI in Table 14.8 is about the same
as in Table 14.7, and this shows that without SML or HML in the regression,
the PDI factor does not pick up higher loadings. This confirms that PDI risk
factor represents an independent source risk which cannot be spanned by SML
orHML.

14.6. CONCLUSION

An important message of Green and Porter (1984) is that collusion can be very
subtle. The subsequent theoretical work is very elegant and powerful. See Abreu,
Pearce, and Stacchetti (1990) and Fudenberg, Levine, and Maskin (1994).
Empirical work on testingmodels of repeated games, however, has been difficult
because of the data requirements for estimation of structural models. Empirical
work has been limited and has focused on pricewars as the only examples of such
imperfect competition. We presented a theoretical model of strategic repeated
bank lending, in which banks compete in a rather special way, via the intensity of
information production about potential borrowers. Based on prior information,
e.g., about bank loan interest rates being sticky, we conjectured which equilib-
riumoccurred in reality.We then empirically tested themodel by parameterizing
the information on which banks’ beliefs are based. The Performance Difference
Indices are proxies for banks’ beliefs.

We studied banking, an industry in which there have not been price wars.
Banking is an industrywith limited entry; it is a highly concentrated industry, and
it is an industry that is informationally opaque and hence regulated. Banks pro-
duce private information about their borrowers, but they do not knowhowmuch
information rival banks are producing. The information opaqueness affects
competition for borrowers in that rivals can produce information with different
precision. This causes the imperfect competition in banking to take a differ-
ent form from other industries. In particular, we showed that the intertemporal
incentive constraints implementing the collusive arrangement (of high interest
rates and low cost information production) require periodic credit crunches.

Because banking is regulated, bank regulators collect information frombanks,
and release it at periodic intervals. So, information about rival banks is made
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available by the government. All banks can see the performance of other banks.
Our empirical approach to testing proceeds at the level of this public informa-
tion that is the basis for banks’ beliefs, changes in which cause credit cycles.
Empirically we showed that a simple parameterization of relative bank perfor-
mance differences has predictive power for rival banks behavior in the credit
card market. Moreover, introducing the performance difference histories into
a vector autoregression-type macroeconomic model, using commercial and
industrial loans, confirms that this is an autonomous source of macroeconomic
fluctuations.

Finally, since changes in bank beliefs based on public information cause credit
cycles, this should be an important independent risk factor for stock returns, not
only for banks but for borrowers. In an asset-pricing context this risk should be
priced, even though it is endogenous. We showed that this is indeed the case.
Smaller firms are more sensitive to this risk, confirming that such firms are more
bank-dependent.

As mentioned in the Introduction, one topic for future research is the effects
of monetary policy on the repeated bank lending game. Another topic is to find
and analyze other instances where the same empirical strategy can be applied.

APPENDIX A---E: DETAILS OF THE REPEATED LENDING
GAME AND PROOFS

A. Formalization of the Stage Strategy

Bank i randomly chooses ni applicants to test. For those applicants that bank
i does not test, it will decide to approve applications to Nai ≤ N − ni of the
applicants, and offer the approved applicants a loan at interest rate Fai.The bank
rejects the rest of the non-tested applicants. For those applicants that are tested
by bank i, the bank will observe a number of good type applicants, Ngi ≤ ni,
and will then decide to approve applications toNβi ≤ Ngi of the applicants that
passed the test, and offer the approved applicants a loan at interest rate Fβ i. Bank
i can also decide to approve applications toNγi ≤ ni −Ngi of the applicants that
failed the test, and offer these approved applicants a loan at interest rate Fγi. The
bank rejects the remaining applicants. In general, Fα i, Fβ i and Fγi could vary
among the corresponding category of applicants, that is, different applicants in
the same category could possibly get offers of loans at different interest rates.
Therefore, we interpret Fα i, Fβ i, and Fγi as vectors of interest rates charged to
those approved non-tested applicants. The stage strategy of a bank is:

si = {ni,Nα(ni,Ngi),Nβ(ni,Ngi),Nγi(ni,Ngi),Fαi(ni,Ngi),

Fβi(ni,Ngi),Fγi(ni,Ngi)},
where:
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ni: the number of applicants that bank i tests;
Ngi: the number of good applicants found by bank iwith the test;
Nα i: the number of applicants that bank i offers loans to without test;
Nβ i: the number of applicants that pass the test and get a loan from bank i;
Nγi: the number of applicants that fail the test and get a loan from bank i;
Fα i: the interest rate on the loan that bank i offers to the applicants without

a test;
Fβ i: the interest rate on the loan that bank i offers to the applicants that

pass the test;
Fγi: the interest rate on the loan that bank i offers to the applicants that fail

the test.

B. Proof of Proposition 1

We first prove the following lemma.

LEMMA 1 If it exists, in any symmetric stage Nash equilibrium in which neither bank
conducts credit worthiness testing, each bank offers loans to all the loan applicants at
the same interest rate.

Proof. It is easy to check that if bank i is playing si = (ni = 0, Nαi < N, Fαi) ,
then bank –i can strictly increase its profits by playing s′−i = (n−i = 0,N′

α−i =
N′, F′

α−i), where the strategy is s′–i to offer F′
α−i = Fαi toNαi applicants

(although these Nα i applicants might not be the same applicants that bank i is
offering loans to), and offer X to the rest of them. Let F∗ be the interest rate
corresponding to zero profits in the loan market when there is no testing. Then:

Eπi = N
2
[λpbF∗ + (1−λ)pgF∗ − 1] = 0,

andF∗ = 1
λpb + (1−λ)pg

< X(byAssumption 1).

Assume bank i is playing si = (ni = 0,Nαi <N,Fαi), with Fαi = (F1,F2,
. . . ,FN). Suppose Fj ≥ F∗ for j = 1, 2, . . ., N and assume there exist j and k,
such that Fj = Fk, and, without loss of generality, Fk ≥ F∗. Bank –i can strictly
increase its profitability by playing s′−i = (n−i = 0,N′

α−i =N,F′
α−i
)
, where

Fαi =
(
F1, . . . ,Fk−1,F−

k ,Fk+1, . . . . ,FN
)
and Fk− is smaller than Fk by an infinitely

small amount. Therefore, interest rates are bid down until each bank offers F∗ to
all the applicants.

PROOF PROPOSITION 1: From Lemma 1, we see that in a symmetric equilib-
rium with no bank testing applicants, both banks offer loans to all the applicants
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at F∗ = 1
λpb+(1−λ)pg < X (by Assumption 1). With c <

(1−λ)λ(pg−pb)
λpb+(1−λ)pg , a bank

will have an incentive to conduct credit worthiness testing on at least one loan
applicant and to offer loans to those applicants that pass the test, offering an
interest rate F∗−, which is lower than F∗ by an infinitely small amount. To see
this consider a bank that deviates by conducting credit worthiness testing on one
applicant. The expected profit from this deviation is:

Eπd
i = (1−λ)

(
pgF∗ − 1

)− c.

We have:

Eπd
i > 0iff c< (1−λ)

(
pgF∗ − 1

)= (1−λ)λ
(
pg − pb

)
λpb + (1−λ)pg

.

We can see that if c ≥ (1−λ)λ(pg−pb)
λpb+(1−λ)pg , then F∗ will be a Nash equilibrium interest

rate on the loan, and no bank will conduct credit worthiness testing.

C. Proof of Proposition 2

We first prove the following three lemmas.

LEMMA 2 In any symmetric stage Nash equilibrium in which both banks test all the
applicants, each bank offers loans to all the applicants that pass the test at the same
interest rate.

The proof is similar to Lemma 1 and is omitted.

LEMMA 3 If it exists, in any symmetric stage Nash equilibrium in which both banks
test n<N applicants, each bank offers loans to all applicants that pass the test (good
types) at F∗∗ = 1

pg .
The proof is similar to Lemma 1 and is omitted.

LEMMA 4 If it exits, in any symmetric stage Nash equilibrium in which both banks
test n < N applicants, each bank either offers loans to all non-tested applicants at
the same interest rate or offers loans to none of them.

Proof. If there exists a feasible F ≤ X such that the banks canmake a strictly posi-
tive profit by lending to non-tested applicants at F, following a similar argument
as in the proof of Lemma 1, we conclude that each bank offers loans to all non-
tested applicants at the same interest rate. If there does not exist a feasible F such
that the banks can make a non-negative profit by lending to non-tested appli-
cants at F, we conclude that each bank offers loans to none of those non-tested
applicants.30

30. Here we neglect a non-generic case in which there exists an F such that the banks can earn
zero profit by offering loans to a non-tested applicant, and there does NOT exist an F such that the
banks can earn strictly positive profit by offering loans to a non-tested applicant. In this case, each
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PROOF PROPOSITION 2: The proof is by contradiction. If in equilibrium both
banks conducting credit worthiness testing on all the applicants, from Lemma
2, both banks offer loans to all the applicants that pass the test, i.e., Nβ = Ng ,
whereNg denotes the number of applicants passing the test. Banks will make no
loans to bad types found by testing, that is, Nγ = 0. Both banks use the credit
worthiness test at a cost c per applicant. Assume the loan interest rate they charge
to approved applicants is Fβ

(
N,Ng

)
, depending on Ng. Each bank must earn

non-negative expectedprofitsEπ ≥ 0, i.e., the participation constraints. For each
realization of Ng, each bank expects to make loans to Ng

/
2 applicants. Let pk

denote the probability of finding k good type applicants. Then:

Eπi = E
N∑
k=0

1
2
kpk
[
pgFβ (N,k)− 1

]−Nc ≥ 0.

Assume now, if bank i cuts Fβ by an infinitely small amount, that is, Fdβ
(
Ng
) =

F−
β

(
Ng
)
, then it will loan toNg applicants for any realization ofNg.We have:

Eπd
i = E

N∑
k=0

kpk
[
pgF−

β (N,k)− 1
]
−Nc ≥ Eπi.

For the case in which both banks conducting credit worthiness testing on a sub-
set of the applicants, if the banks offer loans all non-tested applicants, we have
Fβ = F∗∗ and Fα = F (n) , which are the interest rate that results in zero expected
profit from offering loans to tested good type applicants and non-tested appli-
cants when banks test n applicants. It is easy to check that F (n) > F∗∗. The
argument for Fα = F (n) is similar to the argument for Fβ = F∗∗. However, at
Fα = F (n) and Fβ = F∗∗, banks will earn negative expected profit due to the test
cost. If the banks offer loans to none of the non-tested applicants, the banks will
only offer loans to those applicants that passed the test at F∗∗. The argument is
similar.

D. Formalization of the Repeated Game

Assume that the two banks play the lending market stage game period after
period, each with the objective of maximizing its expected discounted stream
of profits. Upon entering a period of play, a bank observes only the history of:

(i) its own use of the credit worthiness test and the results;

bank can possibly offer to a subset of the non-tested applicants. However, including this case will
not affect the results in Proposition 1.
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(ii) its own interest rate on the loan offered to applicants;
(iii) its own choice of applicants that it lent to;
(iv) its own and its competitor’s loan portfolio size (number of loans made);
(v) its own and its competitor’s number of successful loans.

For bank i, a full path play is an infinite sequence of stage strategies. The infinite
sequence {sit}∞t=0 , i = 1,2, together with nature’s realization of the number of
good type applicants and the applicants’ rational choice of bank, implies a real-
ized sequence of loans from bank i, as well as a quality of the borrowers who
received loans from bank i. That is:

Kit = (Dαit ,Dβit ,Dγ it ,χαit ,χβit ,χγ it),

whereD denotes the number of applicants that accepted the offer, andχ denotes
the number of successful borrowers; α, β , and γ denote the corresponding cat-
egory, as defined earlier (α ≡ untested, approved, applicants; β ≡ tested, good
types, approved; γ ≡ tested, bad types, approved). Define:

Dit = Dαit +Dβit +Dγ it

χit = χαit +χβit +χγ it .

Let the public information at the start of period t + 1, be κt = (κ1t ,κ2t), where
κit = (Dit ,χit) , i = 1,2 (for each bank). So, the information set includes the
realization of the number of loans made by bank i and the number of borrowers
that repaid their loans in period t.

At the beginning of period T bank i has an information set: hT−1
i ={

αit ,Kit,κt
}T−1
t=0 ∈ HT−1

i , where ait =
{
nit ,Nαit ,Nβit ,Nγ it ,Fαit,Fβit ,Fγ it

}
is the

action of bank i (by convention h−1
i = φ). A (pure) strategy for bank i associates

a schedule σiT
(
hT−1
i
)
with each T = 0,1, . . . and σiT : HT−1

i → S, where S is
the stage strategy space with element sit , defined earlier. Denote the public infor-
mation as hT−1 = {κt}T−1

t=0 ∈HT−1, and a (pure) strategy for bank i associates a
schedule σiT

(
hT−1)with each T = 0, 1, . . . and σiT :HT−1

i → S.
Given λ,pg , and pb (that is, nature’s uncertainty), a strategy profile (σ1,σ2) ,

with σi = {σit (. )}∞t=0 , i = 1,2, recursively determines a stochastic process of
credit standards

({nit}∞t=0 , i= 1,2
)
, interest rates

({Fit}∞t=0 , i= 1,2
)
, bank port-

folio sizes and loan outcomes
({κit}∞t=0 , i= 1,2

)
. The expected pathwise payoff

for bank i is:

vi (σ1,σ2) = E
∞∑
i=0

δtπi (s1t , s2t) ,

where

πi (s1t , s2t) = (χαitFit −Dαit)+ (χβitFit −Dβit
)+ (χγ itFit −Dγ it

)− nitc.
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E. Definition of Symmetric Perfect Public Equilibrium

A Perfect Public Equilibrium (PPE) is a profile of public strategies that, starting
at any date t and given any public history ht−1

i , forms a Nash equilibrium from
that point on (see Fudenberg, Levine, andMaskin (1994)).

As shown by Abreu, Pearce, and Stacchetti (1990), any perfect public
equilibrium payoff for bank i can be factored into a first-period stage payoff
π i(depending on the stage strategies of both banks) and a continuation payoff
function ui (depending on the public history). Let si be the stage strategy for
bank i, a symmetric perfect public equilibrium (SPPE) is defined as follows:

DEFINITION: A Symmetric Perfect Public Equilibrium (SPPE) is a Perfect Pub-
lic Equilibrium that can be decomposed into the first period stage strategies and
continuation value functions (s1, s2, u1, u2) such that:

s1 = s2 and u1 (D1,D2,χ1,χ2) = u2 (D2,D1,χ2,χ1) .

According to the definition, the stage game strategies are the same, but the con-
tinuation strategies can differ. In particular, note that the continuation value
functions for Bank 1 and Bank 2 are symmetric in that if we exchange the
loan portfolio sizes and loan performances, the continuation values will also be
exchanged. In such an SPPE, the expected payoff for the two banks are the same,
but asymmetric play is allowed after the first period, for asymmetric realizations
of loan portfolio size and loan performance.

LEMMA 5 In a Symmetric Perfect Public Equilibrium, if on the equilibrium path,
banks make offers to all loan applicants without credit worthiness tests at an interest
rate higher than F∗ = 1

λpb+(1−λ)pg , and the continuation payoffs only depend on
loan portfolio distribution (D1,D2) , then for any value of D we have:

δui (D,N−D)− δui (D+ 1,N −D− 1) = [λpb + (1−λ)pg
]
Fα − 1.

Proof: Assume that there exists a SPPE with s = (n= 0,Nα =N,Fα) played
on the equilibrium path, where Fα is a constant larger than F∗ = 1

λpb+(1−λ)pg ,
and the continuation value function does not depend on (χ1,χ2) , which are the
numbers of defaulted loans in banks’ loan portfolios. To eliminate the incentive
for a bank i to deviate to strategy s′ (D) = (n= 0,Nα =N,F−

α

)
with 0≤D≤N,

for anyD = D′, we must have:

πi
(
s′ (D) , s

)+ δui (D,N−D) = πi
(
s′
(
D′) , s)+ δui

(
D′,N−D′) ,

which implies:

δui (D,N−D)− δui (D+ 1,N −D− 1) = πi
(
s′ (D+ 1) , s

)−πi
(
s′
(
D′) , s) .
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The result is immediate. Intuitively, the expected payoff with no deviation is a
linear combination of the expected payoffs with deviations in the form of s′(D),
D = 0, 1, . . . , N. Therefore, the expected payoff for each deviation with s′(D)
must be the same.

APPENDIX F: DETAILS OF THE BOOTSTRAP

For each round of the bootstrap, the Significance Index is constructed as follows.
For each of the 30 pairwise regressions, when the average coefficient of Zijt is
negative, if the chi-squared-statistic is significant at the 99% confidence level, add
a value of 4 to SI, if it is significant at the 95% confidence level, add a value of 3 to
SI, if it is only significant at the 90% confidence level, add a value of 2 to SI, and
add a value of 1 otherwise; when the average coefficient of Zijt is negative, if the
chi-squared-statistic is significant at the 99% confidence level, add a value of –4
to SI, if it is significant at the 95% confidence level, add a value of –3 to SI, if it
is only significant at the 90% confidence level, add a value of –2 to SI, and add a
value of –1 otherwise.31 The index SI takes care of both the significance and the
sign of the coefficients of zijt . If the p-value of SI∗ is small enough, we reject the
Null hypothesis and accept the alternative one.

The bootstrap algorithm is as follows:

Step 1: Run the OLS regression inH0, for the two cases where yit = LLit or LRit,
and use the estimated coefficients, αOLS, to generate the residuals uit∗.

Step 2: We can sample from u∗
it in the regressions to generate new LL∗

it or LR
∗
it

using y∗it = αix∗
it + u∗

it This also creates new xit∗ and zijt∗ since both variables
involve lags of LLit and LLjt.

Step 3: Use y∗it , xit∗, and z∗it from bootstrap to run the pairwise regression in
H1, and calculate the Significant Index SI.

Step 4: Repeat Step 2 to Step 3 100,000 times, and obtain the distribution of SI.

Step 5: Calculate the p-value of SI∗, i.e. Pr(SI = SI∗).
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Corporate Control,
Portfolio Choice, and the

Decline of Banking

GARY B. GORTON AND RICHARD ROSEN* �

The 1980s was not a good decade for U.S. banks. Gerald Corrigan (1992),
the head of the New York Federal Reserve Bank during the period, observed
that: “. . . we would all accept the fact that the decade of the 1980s was
surely the most difficult interval faced by the U.S. banking system since the
1930s.” Indeed, during the 1980s, bank profitability declined steadily, whether
measured by accounting return on equity, return on assets, or market value.
Figure 15.1 shows the accounting return on assets.1 Not only did banking

*Gorton is fromTheWharton School,University of Pennsylvania and theNational Bureau of Eco-
nomic Research (NBER). Rosen is from Indiana University. Thanks to Stephen Buser, Charles
Calomiris, Frank Diebold, Mark Flannery, Javier Hidalgo, Chris James, Myron Kwast, David
Llewellyn, Max Maksimovic, Pat McAllister, George Pennacchi, Steve Prowse, Rene Stulz, Greg
Udell, an anonymous referee, and participants of seminars at the London School of Economics,
Stockholm School of Economics, the Board of Governors Lunchtime Workshop, the PennMacro
Lunch Group, the University of Chicago, the Chicago Fed Bank Structure Conference, Cornell
University, University of Florida, University of Michigan, the NBER Corporate Finance Group,
theMaryland Symposium, theOffice of Thrift Supervision, and the San Francisco Federal Reserve
Bank for suggestions and discussion. Much of the work on this paper was done while Rosen was at
theBoard ofGovernors of the Federal Reserve System. The views expressed in this paper represent
the authors’ views only and do not necessarily represent the views of the Federal Reserve System.
Part of this paper was previously part of a paper entitled “Overcapacity and Exit From Banking.”

1. Controlling for the effects in 1987 and 1988 of large bank write-downs of LDC loans in 1987,
the decline in profits shown in Figure 15.1 is statistically significant. The increase in charge-offs is
also significant. Market value data on the return to bank equity is consistent with the book value
data shown in Figure 15.1.Over the 1980s the S&P 500 outperformed the SalomonBrothers index
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Figure 15.1 Bank Return on Assets and Bank Charge-Offs (for banks larger than $300
million in assets, 1978–1990).The data source is the Call Reports of Income and Condition.

become less profitable, it became riskier. The ratio of charge-offs to total loans, a
measure of risk, rose almost monotonically in the last decade. (See Figure 15.1.)

Not surprisingly, bank failures, which averaged six (mostly small banks) per
year from 1946 to 1980, rose exponentially, averaging 104 banks per year during
the 1980s.2 Unlike the 1930s, however, it is not obvious what caused the recent
decade of malaise in the industry.

The 1990s have seen a turnaround in bank prospects. But the increased prof-
its appear to largely be due to short-term phenomena that may not affect the
long-termdecline in banking.3 Declining interest rates in 1991 and 1992 allowed
banks to profit from the sale of investment securities. See Federal Reserve Bulletin
(July 1993). Interest margins also increased during the same period. If interest
rates rise from their current levels, banking may return to 1980s profit levels. As
Corrigan (1992) observes, rebuilding the U.S. banking system is likely to be a
long and difficult process.

Our concern is with the low bank profits during the 1980s (we discuss the
1990s further in the conclusion). The decline of U.S. bank profitability in the
1980s coincided with significant changes in corporate finance. Banks, in partic-
ular, lost market share in financing corporations, one of their core lending areas.

of bank stocks by 38 percent. Also, see Table 15.2, discussed later in the text, for data on the return
on loans.

2. Bank failure figures are from the FDIC Annual Report. FDIC payouts show a similar trend.

3. It is important to be clear about what we mean by “banking” being in decline. The term “bank-
ing” has traditionally corresponded to a particular set of activities, namely, financing loans by
issuing deposits. The combination of these activities has, historically, been the source of public
policymakers’ concerns. As we discuss, there has been a decline in corporate lending by banks and,
because of money market mutual funds, a smaller decline in demand deposits.
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In the past, banks had been the dominant providers of short-term (nonfinancial)
corporate debt. But their share of this market has been declining, from about
70 percent in the late 1970s to less than 60 percent by the late 1980s. Theoret-
ical work suggests that bank loans are the most efficient method of supplying
capital in the presence of information or monitoring problems.4 Historically,
corporations have been prone to these sorts of problems. Technological change
or changes in market structures may have reduced the information and mon-
itoring problems for many corporations, meaning there is less need for bank
loans to finance these borrowers.5 These changes have allowed many large and
medium-sized firms to access nonbank capital markets.6

Banks should have responded to the changes in the corporate debt market by
reducing the volume of corporate loans while seeking newprofit opportunities to
replace lost opportunities. In fact, there has been a shift in bank portfolios, to off-
balance sheet activity, such as loan commitments and standby letters of credit for
corporations.7 Banks also significantly increased commercial real estate lending
in recent years. Commercial real estate more than doubled, as a percentage of
total bank assets, between 1980 (when the percentagewas 5.36) and1990 (when
it was 11.13). But, these changes were not enough to replace lost bank profit.

Why did banking become unprofitable, and bank failures increase, in the
1980s? A large literature in banking, following Merton (1977), concentrates on
the incentives of shareholders to maximize the value of the (fixed rate) deposit
insurance subsidy provided by the government by taking on risk inefficiently, so-
called “moral hazard” risk.8 As refined by Marcus (1984) and Keeley (1990),
bank shareholders have an incentive to take on risk when the value of the bank

4. Theoretical work on banking argues that commercial banks can produce information about
potential borrowers and monitor the managements of borrowing firms, by enforcing loan
covenants, in ways which cannot easily be replicated by marketable, corporate securities. See
Boyd and Prescott (1986) and Diamond (1984). Bhattacharya and Thakor (1993) provide a
review. The empirical evidence that bank loans are unique includes James (1987) and Lummer
andMcConnell (1989). Also, seeHoshi, Kashyap, and Scharfstein (1990), Gilson, John, and Lang
(1990), James andWeir (1991), and Fama (1985).

5. Gorton and Pennacchi (1990), studying the loan sales market, provide some evidence for this
proposition.

6. However, small firms and retail customers are relatively unaffected by the technological
changes. Thus, banks that lend primarily to smaller firms, particularly small banks, might not be
subject to many of the problems we discuss here.

7. Standby letters of credit, letters of credit, foreign exchange commitments, commitments to
make loans, futures and forward contracts, options, and swaps, all show significant upward time
trends over the 1980s. Some of these categories have increased dramatically.

8. It should be stressed that empirical research has not reached a consensus on whether deposit
insurance is underpriced (see Marcus and Shaked (1984), Ronn and Verma (1986), and
Pennacchi (1987)).
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charter falls sufficiently (Keeley claims that charter values have fallen recently;
this is consistent with the decline in bank profitability).

In this paper we take issue with the view that moral hazard emanating from
fixed rate deposit insurance explains the recent behavior of the U.S. banking
industry. The moral hazard view of banks assumes that shareholders make the
lending decisions and can take on risk to maximize the value of insurance if they
desire. Rather than assume that shareholders directly control bank actions, we
assume bank managers, who may own a fraction of the bank, make the lend-
ing decisions. If managers have different objectives than outside shareholders
and disciplining managers is costly, then managerial decisions may be at odds
with the decisions outside shareholders would like them to take.9 We explore
the effect of this conflict on the risk-taking behavior of banks.

The agency relationship between managers and outside shareholders has
been widely studied in corporate finance. Jensen and Meckling (1976) and oth-
ers argue that managers benefit from control of the firm inmany ways, including
the ability to consume nonmarketable perquisites.To protect future private ben-
efits, and because managers have a large undiversifiable stake in the firm that
employs their human capital, managers of nonfinancial firms avoid risk. Private
managerial benefits of control, however, can bemitigated if managers’ objectives
are aligned with the objectives of outside shareholders. One way in which align-
ment of interests may occur is through managerial ownership of the firm’s stock.

The trade-off between private benefits and ownership rewards is compli-
cated since stockholding by managers who are not majority owners may actually
increase their ability to resist monitoring, rather than serve to align the inter-
ests of outside equity owners and managers. Several studies of nonfinancial
firms predict (Stulz (1988)) or find a nonlinear relationship between insider
ownership and firm value reflecting this trade-off. Morck, Shleifer, and Vishny
(1988) examine the effect of insider concentration onnonfinancial firms, asmea-
sured by Tobin’s q. They impose a piecewise linear relationship and find that
as insider ownership rises up to 5%, q increases; then q falls as the insider con-
centration grows to 25 percent; finally, it again rises at higher ownership levels.
They interpret these results as showing the balance of three factors. For small
insider holdings, the incentives of insiders become more aligned with those of
the outsiders, but management does not have enough power to be entrenched.

9. If a bank’s (market-value) capital ratio is sufficiently low, then bothmanagers and outside share-
holdersmay agree that the bank shouldmaximize the value of deposit insurance.We do not dispute
this argument. Our focus is on the prior question of how the bank came to have a low capital ratio.
Consequently, we study banks which satisfy regulatory capital requirements. For the banks we
study, the interests of managers and outside shareholders may be in conflict and it is not obvi-
ous that outside shareholders are able to induce managers to increase risk at the expense of the
government, even if they want to.
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As insider concentration continues to rise, management becomes entrenched.
Equity shares are large enough to stave off effective outside disciplining, but not
so large thatmanagement interests are the same as those of outside shareholders.
A further increase in concentration aligns management interests with outsiders;
managers essentially become the sole owners.

McConnell and Servaes (1990), examining nonfinancial firms, impose a
quadratic relationship between Tobin’s q and the concentration of both insider
and outsider holdings. They find that q initially rises, and then falls as interests
between the inside managers and outside shareholders become aligned. Finally,
Saunders, Strock, and Travlos (1990) estimate a linear relationship between
insider ownership and portfolio choice for a sample of 38 bank holding com-
panies. They find that “stockholder controlled” banks took on more risk than
“managerially controlled” banks.10

The varying specifications of the relationship between insider stockholding
and firm performancemotivates themodel and the empirical tests we develop in
this paper. We propose a model of corporate control in banking which has the
crucial feature that investment opportunities have deteriorated: there are rel-
atively fewer “good” lending opportunities. This allows us to be precise about
the source of value reduction, namely, the risk and return choices made by bank
managers facing deteriorating investment opportunities.

The decline in investment opportunities means that for banks there are fewer
positive net present value (NPV) loans to be made than previously. The pres-
ence (or absence) of positive NPV lending opportunities may be an attribute
of individual banks which have retained profitable customers or of individual
bank managers who have the ability to locate these opportunities. In reality it
is probably a combination of these factors. For our purposes this distinction is
not important, but in the model we assume an “unhealthy” banking industry is
one with a large proportion of low quality (“bad”) managers. We interpret this
as reflecting these poor investment opportunities. (The model may be slightly
reinterpreted as reflecting qualities of banks rather than managers, as discussed
below.)

When investment opportunities are declining, managers behave differently
than in “healthy” industries (see Jensen (1993)). This is particularly true
in banking, where asymmetric information and deposit insurance mean that
banks can continue to issue liabilities (i.e., insured demand deposits) even if
there are few good lending opportunities. The risk-avoiding behavior of man-
agers stressed in the corporate finance literature presumes that conservative
behavior is sufficient for job and perquisite preservation. When bad managers

10. Also see Bagnani, Milonas, Saunders, and Travlos (1994) who study the interaction of man-
agerial ownership and risk-taking by analyzing how managerial ownership and bond yields are
related.
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predominate, conservative behavior may not allow most managers to keep their
jobs and perquisites. Thesemanagersmay find it optimal to take excessively risky
actions. Thus, aggregate risk-taking, driven by attempts by badmanagers to con-
vince shareholders that they are good managers, can be excessive (relative to a
first-best world and, perhaps, relative to an unregulated industry).

Our model and empirical work analyzes conflicts between managers and
shareholders of solvent banks.Note that when banks have low capital ratios both
the managers and the shareholders want to take risky actions if deposit insur-
ance offers a subsidy for risk-taking. This is the “moral hazard” that many argue
existed in the thrift industry after capital ratios fell dramatically with increases in
interest rates in the 1970s. We do not dispute the logic of this argument for com-
mercial banks when capital ratios are low and deposit insurance is fixed price.
The difficulty with this explanation for commercial bank performance, however,
is that it does not explain how banks came to have low capital ratios. We study
well-capitalized banks and argue that ourmodel and empirical results can explain
howmany banks came to have low capital ratios in the 1980s.

Section 15.1 sets out the game between a bankmanager and shareholders and
solves for a sequential Nash equilibrium. Section 15.2 discusses the assumptions
of the model. The model makes specific predictions about the types of loans
that managers make as a function of how much stock they own in the bank
and as a function of the risk and return characteristics of different loan types.
In Section 15.3 we discuss how this allows us to distinguish empirically the cor-
porate control hypothesis from the moral hazard hypothesis. Tests of the model
are reported on in Section 15.4. Section 15.5 concludes.

15.1. A MODEL OF BANKING LENDING DECISIONS

In this section we discuss a model of bank lending in which managers, not out-
side shareholders, make lending decisions. Themanagers receive private benefits
from control of the bank and it is costly for outside shareholders to fire them. The
cost of firing faced by outside shareholders increases with the extent to which
managers own stock in the bank.

15.1.1. The Lending Environment

There are three dates andmany banks. Each bank is run by amanager who has $1
to invest. Investment opportunities in banking vary either because loan opportu-
nities are locationally or specialty dependent or becausemanagers have different
abilities for locating various types of lending opportunities. We model the
heterogeneity in opportunities as a function ofmanager type althoughwe discuss



Corporate Control Decline of Banking 463

Start of Date 1

Start of Date 2

Start of Date 3

- Bank manager selects loan portfolio.

- Outsiders observe portfolio choice.

- Outsiders observe realizations of loans.

- Outsiders observe realizations of loans.

- Outsiders decide whether to fire manager.

- If not fired, or if new manager hired, then

   a new loan portfolio is chosen.

Figure 15.2 Sequence of Events

heterogeneity in bank-specific (or market-specific) opportunities. The distribu-
tion of manager types will describe the investment opportunities available in the
banking industry. Manager type is private information. For simplicity all banks
are assumed to have the same leverage and cost of funds.11

The timing of the model is shown in Figure 15.2. At date 1 bank managers
choose a loan portfolio. Outside owners (outsiders) observe the type of port-
folio, but not its quality (the manager’s type). At date 2 outsiders observe the
outcomes of managers’ loan choices. At this time outsiders may decide to fire
some managers, but this is costly. If a manager is fired, shareholders have two
choices at date 2. They can replace the fired manager with a new bank manager
and continue investing in the banking industry. Or, they can move resources
into a nonbanking investment.12 Finally, also at date 2, new loans or other
investments are made which have realizations at date 3. Managers receive pri-
vate benefits, w, in each period that they are in control of the bank. If managers
are fired by the outside owners at date 2, they earn no control rents at date 3. All
agents are risk neutral.13

We look for a Sequential Nash equilibrium: a firing decision rule that maxi-
mizes the utility of outsiders given the lending decisions of each type of manager

11. The effects of deposit insurance will be discussed in a subsequent section.

12. We assume that the cost of funds and leverage are again the same for all banks at date 2.

13. Risk neutrality is the simplest assumption and possibly the most realistic. The realism of
the assumption depends on the extent to which individual managers have plunged in bank
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and a date 1 lending decision rule for each type ofmanager that maximizes utility
given the outsiders’ rule for firingmanagers.14

In specifying the loan portfolio available to managers, we want to parsi-
moniously contrast the decisions outsiders want managers to make and the
decisionsmanagers do, in fact, make. Thus, we need to include portfolio choices
where managers might prefer a riskier choice than outsiders and vice versa. For
this, we need four types of loan portfolios—“good” and “bad” risky portfolios as
well as “good” and “bad” safe portfolios. Assume that a risky loan portfolio has a
bivariate return, either R or 0. What differentiates a good risky portfolio from a
bad one is the probability of getting a high return. A good risky portfolio returns
R with probability θG while a bad risky portfolio returns R with probability θB,
where θG > θB. Assume that a safe loan portfolio yields its expected value with
probability one. A good safe loan portfolio has a return SG and a bad safe loan
portfolio has return SB, where SG > SB. Safe loan portfolios are meant to include
such assets as consumer loans and homemortgages.Assets such as Treasury bills
and bonds, while possibly a part of a safe loan portfolio, offer similar yields to all
types of bank managers, and thus do not serve to separate managerial types in
the manner we want.

There are two cases that exemplify why managers’ and outsiders’ preferences
might differ. The first case is when managers choose between a good risky port-
folio and a good safe portfolio, where the risky portfolio offers a higher expected
return than the safe portfolio:

Assumption 1. The expected value of a good risky loan portfolio is greater than the
expected value of a good safe loan portfolio: θGR > SG.

We refer tomanagers that choose between good safe and good risky portfolios
as “good” managers. This is the traditional problem examined in the corporate
control literature in the sense that the industry is not declining. The second case
is when managers choose between a bad risky portfolio or a bad safe portfolio,
where the risky portfolio offers a lower expected return than the safe portfolio:

Assumption 2. The expected value of a bad risky loan portfolio is less than the
expected value of a bad safe loan portfolio, SB > θBR.

We refer to managers that choose between bad safe and risky portfolios
as “bad” managers. One interpretation of these manager types is that good

stock when we allow for them to own bank stock later in the paper. Williams (1987) con-
siders the interaction between risk aversion and incentives when there are agency problems
in firms.

14. Sequential Nash equilibrium also requires that beliefs satisfy a consistency requirement. As
will be seen, this is straightforward in our model.
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managers are those that can adapt to technological changes while bad managers
cannot adapt.

It is important to emphasize that underlying our model is the existence of
other types of managers that always choose the first-best portfolio. That is, for
any firing rule that outsiders use, the other types of managers make the portfolio
choices, either risky or safe, that their outsiders want them to make. Two types
in particular are necessary. Assume that somemanagers are only able to invest in
risky portfolios (or that the safe portfolios available to them offer a significantly
lower expected return than the risky portfolios). Some of these managers invest
in good risky portfolios and others invest in bad risky portfolios.15

The dividing line between a good loan portfolio and a bad loan portfolio is
the point at which an outsider is indifferent about whether to fire managers if
they knew the quality of the loan portfolio. In deciding whether or not to fire a
manager, outsiders compare the expected return on their investment in the bank
to the alternatives of hiring another bank manager or investing in a nonbanking
alternative. The outsiders must also incur a cost, c, to fire the current manager
(more generally, there is a liquidation cost for capital which includes firing costs;
this cost is assumed to be borne by the bank). Clearly, a manager is fired if the
expected increase in return from either hiring a new manager or investing in a
nonbank alternative exceeds the cost of firing the manager. Let  be the return
from the nonbanking alternative and let V be the expected return from banking
if a new manager is hired (net of the private benefits, w). Then, the opportunity
cost of retaining a particular manager is:

X =Max[V , ] − c.

The parameter  is exogenous as is V (since V depends on the relative pro-
portions of different manager types). Note that V <  would mean that there
is overcapacity in the banking system, that is, the (expected) return on the
nonbanking alternative, , is higher than the expected return in banking. This
occurs when the number of bad managers is relatively high. As a result, bank
equityholders would prefer to move their resources out of banking at date 2
when they fire a manager. Below we discuss the relationship between V and 

further.
Assume that the expected return is such that outsiders, conditional on know-

ing a manager’s type, fire managers that have only bad investment opportunities
and not managers that have at least one good investment opportunity. This
assumption is stated as:

15. Note that the focus on good managers, defined by Assumption 1, and bad managers, defined
byAssumption 2, does not preclude the presence ofmanagers with opportunities such that θGR<
SG or SB < θB R. It is easy to introduce a number of other types of managers. Adding other types
does not change any of the results (see Gorton and Rosen (1992)).
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Assumption 3. Outsiders want to fire only bad managers (those that have a choice
between a bad risky loan portfolio and a bad safe loan portfolio): SG − w > X >

SB −w.

This condition is sufficient for any set of portfolio opportunities, by Assump-
tions 1 and 2.

Below we investigate the optimality of various rules for firing managers that
could be adoptedbyoutside shareholders. Throughout, however, wewill assume
that the costs of firing amanager are small enough that outsiders fire anymanager
that chooses a bad safe loan portfolio, because that manager is revealed to be a
bad manager. This assumption is not crucial. It is important that outsiders are
unable to determine the type of manager that chooses a risky project from ex
post returns (since successful risky projects earn R, but the ex ante probability of
earning R is not observed).

15.1.2. Preliminary Analysis

To see how private benefits affect managerial choices, suppose for illustrative
purposes that the outsiders fire bad managers that choose safe loan portfolios
(their quality is revealed by the realization) along with managers that choose
risky loans and earn zero. By assumption, outside shareholders want good man-
agers to choose risky loans (Assumption 1) and bad managers to choose safe
loans (Assumption 2). Of course, managers take their private benefits into
account when they evaluate loans. If good managers make risky loans, then
there is some chance that they are fired. On the other hand, if good managers
make safe loans they are never fired. Thus, because of the private benefits,
good managers choose safe loans and behave too conservatively (when we say
a portfolio choice is “too conservative” or “too risky” we always mean relative
to first-best). Bad managers are in the opposite situation from good managers.
If they choose safe loans, they are fired, but if they choose risky loans and get a
high return, they retain their job. This leads bad managers to choose risky loan
portfolios.16

By explicitly modeling both good and badmanagers, we are able to character-
ize the state of the industry. This is important because the aggregate behavior of
the industry depends on the relative proportions of different manager types. In
the existing literature, the implicit assumption is that good managers predomi-
nate. In that case, the conservatism of good managers drives the aggregate level

16. For this to be an equilibrium, the assumedfiring rule of the outsidersmust be a best response to
the lending strategies. This depends on the relative proportion of goodmanagers to badmanagers
and on the firing cost. We omit this calculation here.
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of risk-taking. On the other hand, if, as we assume, there is a high proportion of
bad managers, then aggregate investments reflect the risky decisions of the bad
managers.

Managerial entrenchment occurs when outsiders are unable to determine
whether their manager is taking a first-best action or when it is too costly to fire
a manager. In the example above, managers make suboptimal choices because
outsiders are unable to distinguish manager type based on the return to risky
portfolios. Implicit in the analysis above is the assumption that the firing cost, c,
is low enough that outsiders want to fire managers that choose risky portfolios
and get a return of zero. If the firing cost is large enough, the outsiders may find
it optimal to retainmanagers that earn zero on risky loans. This would be amore
extreme form of entrenchment.

15.1.3. Managerial Ownership

Whenmanagers are shareholders in the firms they manage, the situation is more
complicated than the preliminary analysis above because managers not only
receive private benefits from managing, but also benefit from ownership of a
(publicly observable) fraction,α, of the stock in the bank. Ownership influences
portfolio choice because decisions taken to maintain private benefits can reduce
the value of the stock.

Managerial ownership of banks can affect the outsiders’ cost of firing man-
agers. The decision to fire the manager is made by the board of directors. Board
membership control (bymanagers) is likely to depend onmanagerial stock own-
ership. Also, to the extent that managers own stock they can demand such things
as larger severance pay, making firing more costly. We assume that the cost of
firing a manager is increasing in the manager’s ownership share, c(α). If firing is
too expensive, then owners would prefer to bear the cost of a badmanager rather
than pay the firing cost. A sufficient bound on the firing cost which ensures that
bad managers are not retained solely because the cost of firing is prohibitive is
given by:

Assumption 4. c′(α) < w/α2.

(This assumption reappears in the proofs in Appendix 1.) We also assume
that, if fired, managers still receive the value of their shares at date 3. Note that
since the final date is the end of the model, if a manager is not fired, the date
2 portfolio choice is straightforward: the manager, being a shareholder, simply
chooses the first-best portfolio.

In the preliminary analysis discussed briefly above, risk-taking in the banking
industry depends only on the relative proportions of good and bad managers
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and the firing cost. When managers own stock, however, overall risk-taking
in banking also involves the distribution of stock ownership across manager
types.

Rather than go through the model in detail, we provide an overview of the
results. (Details of the model, and proofs of the propositions, are presented in
Appendix 1). Recall that the costs of firing a manager are assumed to be small
enough that outsiders fire any manager that chooses a bad safe loan portfolio
because that manager is revealed to be a bad manager. However, outsiders are
unable to determine the type of manager that chooses a risky project from ex
post returns. Thus, any firing rule they use inevitably allows either bad man-
agers to continue or good managers to be fired. There are three firing rules
outsiders could adopt toward managers that choose a risky loan portfolio: (a)
fire all managers that earn a low return of zero on their risky loan portfolio; (b)
fire no managers that choose a risky portfolio; (c) fire all managers that choose
a risky loan portfolio. Finding the equilibria of the model is essentially a pro-
cess of examining the responses ofmanagers to each firing rule. Sincemanagerial
ownership is observable, the firing rule depends on managerial ownership.

In what follows, we concentrate on the conditions under which (a) is the
equilibriumfiring rule for all levels ofmanagerial ownership. Throughout the dis-
cussion, bear inmind that if firing costs are high enough,firing rule (b), not firing
rule (a), will be the equilibrium. Clearly, when firing rule (b) is selected by out-
siders, bad managers are entrenched because their jobs are protected when they
choose the risky, second-best, portfolio. It is straightforward to show that for a
given managerial ownership share, options (b) and (c) can only be equilibria if
the proportion of managers that can choose a bad risky loan portfolio (whether
or not it is the first-best) is, respectively, low enough or high enough relative to
the proportion ofmanagers that can choose a good risky loan portfolio. Sufficient
conditions for (a) to be optimal are given below.

The equilibrium choice of a lending strategy by good and bad managers
involves the trade-off among three factors: the private benefits of working at
date 2, the cost to the manager as a shareholder from any non-expected-value
maximizing choice of a loan portfolio at date 1, and the cost of firing themanager.
At low levels of managerial ownership, private benefits are more important to
managers than their ownership share. For higher levels of managerial ownership,
managers place more weight on bank return and less on private benefits. In the
limit, when the manager owns the entire bank, only the bank return matters. So:

PROPOSITION 1. Assume Assumptions 1, 2, and 3 hold and outsider owners fire all
managers that earn a low return of zero on their risky loan portfolio (firing rule (a)).
Then there exists an ownership share α∗ such that goodmanagers choose safe loans if
and only if α ≤ α∗. There exists an α∗∗ such that bad managers choose risky loans
if and only if α ≤ α∗∗.
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The proposition says that good managers, who choose risky loans in the
absence of agency costs, choose safe loans if their equity stake is lower than a
critical level, α*. Bad managers, who choose safe loans in the absence of agency
costs, instead choose risky loans if their equity stake is lower than a critical level,
α**. In other words, if managerial equityholding is not high enough to align
managers’ incentives with those of outside equityholders, thenmanagers deviate
from first-best portfolio choice. The proposition identifies the level of manage-
rial shareholding at which this change occurs. Moreover, the deviation depends
on whether the manager has good or bad investment opportunities and on the
firing cost.

The optimality of firing rule (a) depends on the cost of firing a manager and
the proportions ofmanager types at any given level of managerial ownership.We
can find a set of sufficient conditions to ensure that firing rule (a) is used:

PROPOSITION 2. Assume Assumptions 1, 2, and 3 hold. Then there exists a unique
equilibrium for anymanagerial ownership level, α, in which outsiders choose to fire all
managers that earn a low return of zero on their risky loan portfolio (firing rule (a)),
and managers behave as described in Proposition 1, if the following two conditions
hold:

γB

γGG + γG

(X + w− SB)
(θGR− X−w)

≥ 1− θG

1− θB
(15.1)

θG

θB
≥ γBB + γB

γG

(X+w− θBR)

(θGR−X−w)
(15.2)

where γGG is the proportion of good managers; yBB is the proportion of bad man-
agers; yG is the proportion ofmanagers that always choose a good risky loan portfolio;
and yB is the proportion of managers that always choose a bad risky loan portfolio
(γGG + γBB + γG + γB = 1) .

The two conditions in Proposition 2 characterize when it is optimal to fire all
managers that earn a return of zero on their risky loan portfolio. The conditions
are not restrictive, that is, it is not the case that the proportion of bad managers
need be very large for this equilibrium to exist. For example, supposeR= 1,θG =
0.9,θB = 0.6,SG = 0.8,SB = 0.7, and X + w = 0.75. Then the conditions of
the proposition require that γB/(γGG + γG) ≥ 1/12 and (γBB + γB)/γG ≤ 3/2.
These conditions are satisfied, for example, by: γG = 0.3,γGG = 0.3,γB =
γBB = 0.2. Another example satisfying the conditions is:γG = γGG = 0.4andγB
= γBB = 0.1.

The two conditions of Proposition 2 also can be used to illustrate the con-
ditions under which the other firing rules would be optimal. In particular, if
condition (15.1) does not hold when SB is replaced by θBR and condition
(15.2) holds (roughly, too few good managers), then outsiders want to fire any
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managers that choose a risky loan portfolio. Conversely, if condition (15.1)
holds and condition (15.2) does not hold when θBR is replaced by SB (too
many good managers), then outsiders do not fire managers choosing risky
portfolios.

The equilibrium conditions in Proposition 2 depend on the cost of firing,
c(α), since the firing cost is embedded in the opportunity cost of firing a
manager, X. As the firing cost increases, outsiders find it less profitable to fire
a manager, even if the manager makes risky loans and earns a zero return.

15.1.4. Equilibrium Managerial Entrenchment

An important feature of the equilibrium described by Proposition 2 is that
not all bad managers are detected and fired at date 1. Bad managers that
choose risky loan portfolios and have a high payoff (of R) continue to make
loans at date 2. This is because these bad managers have successfully pooled
with the good managers. The frictions caused by asymmetric information and
costly firing prolong the period during which these managers are left in con-
trol of their banks. This persistence can explain why the banking industry
appears to have adjusted slowly to the changed investment opportunities, since
changed opportunities are captured here by the relatively high proportion of
bad types.

Our goal is to find the aggregate pattern of risk-taking in the industry as a
function of the equity ownership structure of banks (in cross-section). This rela-
tionship is likely to be highly nonlinear because it depends on the distribution
of manager types and on the distribution of insider holdings across these types.
Proposition 2 provides sufficient conditions for existence and uniqueness of an
equilibrium with managerial entrenchment. But, to be more precise, we need to
know the relationship between the critical ownership shares at which good and
badmanagers switch from second-best to first-best portfolio choices (α*andα**
in Proposition 1). The critical levels α* and α** are determined by the tradeoff
between the lost private benefits in period 2 when the manager is fired for tak-
ing the first-best action and the gain in the return on the manager’s stock from
taking the first-best action. Good managers that choose risky portfolios are fired
only when they are not successful (and earn zero). If it is very probable that a
risky portfolio is successful, then a good manager has little to fear from choosing
the first best. We can show:

PROPOSITION 3. Assume Assumptions 1–4 hold and outside owners fire all man-
agers who earn a return of zero on their risky loan portfolios (firing rule (a)).
Then:

θB (θGR− SG)+ (1− θG) ((1− θG)θBR− (1− θB)SB) > 0 , (15.3)
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implies α∗ < α∗∗. Further, if conditions (15.1) and (15.2) of Proposition 2 hold,
then there is a unique equilibrium with α∗ < α ∗∗.

Condition (15.3) of the proposition holds when the expected return on good
risky loans is “high” (as θG → 1, (15.3) holds for any values of the other
parameters). Since this is unobservable we cannot test it directly. Nevertheless,
Proposition 3 provides an illustrative characterization of the pattern of aggregate
risk-taking in an unhealthy banking industry that we use as a null hypothesis in
our empirical work.

Note that condition (15.3) holds for the examples given after Proposition 2.
Figure 15.3 illustrates the pattern of aggregate risk-taking for the first exam-
ple. It shows that, over the range of managerial ownership between 0 and α*,
bad managers choose risky portfolios and good managers choose safe portfolios
(and all other types of managers choose their first-best portfolios). Between α*
and α**, both good and bad managers choose risky portfolios (and, again, all
others choose their first-best portfolios). Above α**, bad managers choose safe
portfolios and good managers choose risky portfolios (and all others choose the
first-best). Figure 15.3 provides a concrete example showing how entrenched
managers can distort aggregate risk-taking.

Figure 15.3, drawn under the assumption that banking is dominated by a lack
of good lending opportunities, also illustrates a major difference between our
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Figure 15.3 Example of Aggregate Risk-Taking. The example assumes R = 1.0,θG =
0.9, θB = 0.6, SG = 0.8, SB = 0.7,γG = 0.3,γGG = 0.3, γB = 0.2, and γBB = 0.2.
Using these values α* and α** can be calculated as can the optimal decisions of each
manager type. For values of α between zero and α*, bad managers choose risky portfolios
and good managers choose safe portfolios (and all other manager typos choose their
first-best portfolios). Between α* and α**, both good and badmanagers choose risky
portfolios (and others choose first-best, as before). For values above α**, bad managers
choose safe portfolios and goodmanagers choose risky portfolios
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model and othermodels of corporate control. Like other corporate controlmod-
els, we find conditions under which managers take second-best actions. But, as
the figure illustrates, when there are sufficient bad managers in an industry, the
traditional result that corporate control problems lead to excess conservatism on
the part of managers is reversed.

15.2. DISCUSSION OF THE MODEL

In this section we briefly discuss the main assumptions of the above model. The
assumptions discussed are as follows. The model does not have debtholders or
regulators playing an active role. Also, it uses a simple ownership structure for
both insiders and outsiders. Finally, we have identified investment opportuni-
ties in banking with manager types rather than with inherent characteristics of
particular banks, independent of the manager.

15.2.1. Debtholders and Bank Regulators

The analysis assumes that bank depositors continue to deposit one dollar in
each bank in the banking industry despite the fact that there are many bad man-
agers. We justify this assumption for banks by appealing to (fixed-rate) deposit
insurance. Deposit insurance allows banks to raise funds even when many bank
managers are bad. Since the interest paid to depositors is independent of man-
agers’ actions, there is no reason for insured depositors to become informed.
Further, insured and uninsured depositors face the same information problems
that outside shareholders do. Allowing debtholders to play an active role (with-
out deposit insurance) would reduce the return to the risky activity because
debtholders would demand higher interest rates. But, the qualitative results of
the model would not change.

The model assumes outside shareholders have no opportunity to produce
information about manager types at date 1. Such information could allow out-
siders to make more refined firing decisions. We consider this possibility in
Gorton and Rosen (1992). When monitoring, i.e., producing information about
manager type at date 1, is possible but costly, the essential features of the
equilibrium remain unchanged. In particular, if outsiders monitor managers
that choose risky loan portfolios and earn zero (and do not monitor managers
that earn R on risky portfolios), then the only difference from the basic model is
that goodmanagers need not fear earning zero on risky portfolios. But, the incen-
tives of badmanagers are unchanged; they are fired unless they choose risky loan
portfolios and earn R.

The model also assumes that outside shareholders act as a single agent.
Since outside shares are often widely dispersed, possibly causing a free rider
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problem in monitoring and firing, the presence of a few block shareholders
may be important for initiating monitoring and firing.17 Firing and monitor-
ing costs may depend on the fraction of outside shares that are held in blocks.
Blockholders should reduce firing andmonitoring costs.We include this consid-
eration in the empirical work below. It has straightforward implications for the
above analysis.

We have also not considered the role of bank regulators. Regulators might
examine banks (monitor) and close banks (fire managers) under different cir-
cumstances than outside shareholders do. As discussed in Gorton and Rosen
(1992), if outside shareholders face very highmonitoring costs, then they do not
monitor, but instead fire managers based only on loan returns. Regulators may
face lower monitoring costs than outsiders, leading to most monitoring being
done by regulators.

Government regulators, in addition, have more power than private citizens.
In particular, they can examine banks ex ante and impose ex ante restrictions on
risk-taking. Also, regulators can impose punishments ex post, such as banning
individual bank managers from working in the banking industry. To the extent
that they are costless, and that regulators face the right incentives, these actions
can mitigate the problems we analyze. Others, however, argue that agency prob-
lems between regulators, Congress and the public distort regulators’ incentives.
(See, e.g., Kane (1992).)

15.2.2. The Equity Ownership Structure

Like previous researchers in this area, we assume that the distribution of equity
ownership is given and, in particular, that bank managers own bank equity. This
is important in our model because equity shares have voting rights and we have
related this to firing costs (by assuming that these costs to outsiders are increas-
ing in the fraction of shares owned by management). We provide no reason
why managerial compensation should be in the form of equity shares with vot-
ing rights.18 Obviously, in a larger model the equity ownership structure would
have to be endogenized and this is a subject of further research. For our purposes
managerial stockholdings are given.

A related issue concerns compensation in general. Managers that at date 1
know, privately, that they are good might accept a different compensation pack-
age than badmanagers. That is, a separating equilibriummight exist. The agency

17. See Shleifer and Vishny (1986). The empirical evidence supports the importance of large
shareholders in increasing firmvalue. SeeMikkelson andRuback (1985),Holderness and Sheehan
(1985), Barclay and Holderness (1990), and Zeckhauser and Pound (1990).

18. Gorton andGrundy (1995) provide an argument for why firmswould find it optimal to reward
managers with voting equity.



474 CHANGE IN BANK ING

problemwe focus on can bemitigated to the extent that compensation contracts
for managers can be designed to align their interests with those of outside share-
holders. Of course, itmay be thatmanagers learn about the decline in investment
opportunities after such contracts have been signed. In addition, as discussed
below, the interpretation of types as corresponding to managers, rather than to
banks, is only a simplification. Compensation contracts in banking is another
area for further research.19

15.2.3. Investment Opportunities and Overcapacity in Banking

Intuitively, the conditions in Proposition 2 say that, ceteris paribus, the equilib-
riumdepends on the return to an investmentmadeby the currentmanager, given
the relative proportions of good and badmanagers, compared to the alternative,
X (recall that X = Max[V ,] − c (α)) . While the model takes  as exogenous,
its role is important. If the expected value of the bank, conditional on drawing
newmanagers from the population ofmanagers at date 2,V, is less than the value
of investing in the nonbanking alternative, , then resources will leave the bank-
ing industry at date 2. The banking industry is unhealthy when bad managers
are relatively common, causing the expected value of an investment in banking
(by an outsider) to be low (relative to the alternative). If the banking industry
is so unhealthy that outside shareholders would prefer to invest their resources
in the nonbanking alternative at date 2, then there is overcapacity in the banking
industry (V < ).

While it might be natural to assume that the conditions of Proposition 2 cor-
respond to overcapacity in the banking industry, the model does not, strictly
speaking, allow us to make that statement. However, that is an artifact of how
investment opportunities are modeled. We modeled investment opportunities
as corresponding to the distribution of manager types with different lending
choices. An alternative interpretation is consistent with the results. Instead of
managers being of different types, we might imagine that the banks themselves
face different investment opportunities and that all managers are the same. In
this case there is no alternative of hiring a different manager to obtain better

19. Compensation contracts in banking have been studied by Boyd and Graham (1991), Mullins
(1993), Houston and James (1993), and Booth (1993). Boyd and Graham (1991) find that in
banking, management compensation is positively, and significantly, related to asset size, but not
significantly related to profitability. Mullins (1993) finds that bank managers’ salaries and stock
options are not related to risk-taking (as measured by the standard deviation of stock returns).
Houston and James (1993) find no evidence that bank compensation is structured to induce
risk-taking, but is related to measures of growth opportunities. Booth (1993) finds that the deter-
minants of bank CEO compensation are similar to those of nonfinancial firms, except that bank
managers’ total compensation is more sensitive to board members’ stock ownership.
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performance, so poor investment opportunities means that V < . Conse-
quently, outside shareholders will want to fire the managers of bad banks since
they prefer to move their resources out of banking. Managers of bad banks
will want to avoid this because they will be out of jobs. Since the industry is
shrinking (i. e. , V < ), they will not be rehired at another bank. Thus, this
interpretation is consistent with the above results and implies that there is
overcapacity in banking.

15.3. EMPIRICAL IMPLEMENTATION OF THE MODEL

Our goal is to test the corporate control model against the alternative hypoth-
esis of moral hazard. Towards that end, in this section we first explain how the
two views can be distinguished. Then, in order to conduct the tests, we empir-
ically determine which categories of loans correspond to the predictions of the
model in terms of risk and return characteristics. (Test results are reported in
Section 15.4.)

15.3.1. Hypotheses

Proposition 3 allows us to test the joint hypothesis that corporate control
problems are important in bank portfolio choice and that the industry is
unhealthy. We can look for a pattern of risk-taking in the data that is similar to
Figure 15.3. The proposition implies that the pattern of risk-taking as a func-
tion of managerial ownership is inversely U-shaped, rising and then falling.
But, the nonlinearity may be more complicated since the model has discrete
manager types and discrete choices. Nevertheless, and this is the main point,
the model allows us to distinguish our hypothesis from the leading alternative
hypothesis of moral hazard due to fixed-price deposit insurance. In particular we
can test:

HYPOTHESIS 1. Over some intermediate range of insider ownership, the relationship
between risk-taking and the share of insider stock ownership, α, is inversely U-shaped.

Notice that if there were a sufficient proportion of good types in the bank-
ing industry, we would predict a U-shaped relationship between risk-taking and
managerial ownership.

The leading alternative hypothesis to the corporate control arguments out-
lined above is themoral hazard hypothesis. Moral hazardmodels concentrate on
the conflict between banks and regulators. Bankmanagers’ interests are assumed
to be aligned with those of the bank owners. In the canonical moral hazard
model, the banking industry is unhealthy in the sense that charter values have
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declined (e.g., Keeley (1990)). Owners attempt to take advantage of fixed-rate
deposit insurance by making relatively risky portfolio choices. In this theory,
there is no predicted relation between risk-taking and the fraction of bank stock
held by bankmanagers, α. Thus, one alternative hypothesis is:

HYPOTHESIS 2. There is no relationship between managerial ownership, α, and
risk-taking.

More charitably, one might suppose that the moral hazard model applies
when outside shareholders can control bank managers. This could occur if
the manager’s fraction of stock is low or very high. Low levels of insider
holdings increase the ability of outsiders to control managerial decisions, and
high levels of insider holdings mean that managers’ interests align with those
of outsiders. So, moral hazard models might be interpreted to predict that
owner-controlled banks, and perhaps banks with low levels of insider owner-
ship, make relatively risky portfolio choices compared to banks with entrenched
managements:

HYPOTHESIS 3. Above some level of managerial ownership, risk-taking is increasing
in α. At low levels of insider ownership, risk-taking may be decreasing in α.

Corporate control and moral hazard predict sharply different patterns of
risk-taking in an unhealthy banking industry. Our corporate control model
predicts that risk-taking is inversely U-shaped with respect to managerial own-
ership. Moral hazard models predict either no relation or the opposite: either
risk-taking is U-shaped with respect to α (or it is increasing above a certain
point).

In a more general model, fixed-rate deposit insurance, through its negative
effect on monitoring by bank depositors, also can influence bank risk in ways
that are independent of insider ownership. The absence of active monitoring
of banks by depositors may reduce the incentives of bank managers to put in
effort to screen potential borrowers. Thus, to the extent that bank shareholders
do not want their managers spending extra time screening borrowers, fixed-rate
insurance increases the overall risk in banking. This is a type of moral hazard.
But, more commonly, bank owners and bank depositors have a similar interest
in encouraging monitoring of borrowers by managers. When interests coincide,
the pattern of risk-taking by managers should be a function of corporate control
problems, not moral hazard.

15.3.2. Risk, Return, and the Composition of Banks’ Loan Portfolios

As a first step toward testing our predictions on portfolio choice by bank man-
agers, we divide bank loan portfolios into categories that are relatively risky and



Corporate Control Decline of Banking 477

relatively safe. In the next section, we investigate how portfolio composition is
related to the pattern of equity ownership.

What we would like is to provide evidence of the ex ante risk and return char-
acteristics of bank loan portfolios. Unfortunately, it is not possible to determine
what bankmanagers think the expected return on a loan portfolio is. Instead, we
are forced to use ex post data from bankCall Reports of Income and Condition for
year-end 1984–1990. The risk of a bank portfolio is estimated by using the pro-
portion of loans that are nonperforming. (Nonperforming loans are those that
are 90 days or more past due or not accruing interest.)20 By this measure, the
risk of bank loans rose considerably in the 1980s. Panel A of Table 15.1 shows
a breakdown of nonperforming loans by loan category. Commercial and Indus-
trial loans (C&I loans) are the riskiest and consumer loans are the safest. The
average real estate loan lies somewhere in the middle, but this category includes
different types of loans.

Since the risk figures for real estate loans aggregate loan categories that we
would expect to be (relatively) safe (such as home mortgages) with categories
that are possibly very risky (such as construction and development loans), we
need to find a way to disaggregate real estate loan risk. We have 1991 and 1992
data on nonperforming real estate loans by loan type. For banks over $300 mil-
lion in assets, 7.9 percent of real estate loans were nonperforming. Construction
and development loans had a nonperforming rate of 20.3 percent; commercial
loans had a nonperforming rate of 10.1 percent, and mortgages had a nonper-
forming rate of 3.1 percent. Thus, construction loans and commercial loans
were both riskier than C&I loans and consumer loans. We expect that the pat-
tern in 1991 and 1992 is representative of the pattern in the 1984–1990 period,
although we recognize that 1991 and 1992 were bad years for construction and
commercial real estate loans.

Examining the return on bank loans provides evidence that banking was
unprofitable in the 1980s. Panel B of Table 15.1 gives the return on loans (ROL)
for banks over $300 million in assets. The first column is the gross ROL, while
the second column presents the ROLnet of the average interest rate on deposits.
The average interest rate is deducted from the ROL in an attempt tomeasure the
net return onbank loan portfolios. As the table shows, the gross ROL(column1)
has fallen, but some of the decline occurred at the same time as a decline in inter-
est rates. The ROL net of the average interest rate (column 2) also fell, but by
less than the gross ROL.

20. The risk of a loan should be evaluated by the contribution of the loan to overall bank risk,
but data limitations prevent this computation. Thus the risk of each category of loans is evaluated
independently. The implicit assumption is that no category of loans contributes significantly more
than any other to the diversification of bank’s return stream. We also ignore interest rate risk due
to data limitations.



Table 15-1. RISK AND RETURN ON BANK LOANS, 1984–1990 (BANKS OVER
$300MILLION IN TOTAL ASSETS)

Panel A shows the fraction of loans that are nonperforming, by loan type.
Nonperforming loans are loans that are more than 90 days past due, nonaccruing loans,
and other real estate owned (foreclosed real estate). Panel B shows the return on loans
(interest income on loans divided by total loans) and the return net of the average

interest rate paid on deposits (net interest expense divided by total deposits and other
interest-paying liabilities). Panel C shows the difference between the return on various
loan categories and the average return on all loans. The source for all data is the Call

Reports of Income and Condition.

Panel A: Rate of Nonperforming Loans, by Loan Type
Total All Real C&I Consumer

Year Loans Estate Loans Loans
1984 2.71 2.81 5.38 1.53
1985 2.64 2.72 4.79 2.17
1986 2.97 3.27 4.96 2.62
1987 4.63 3.60 6.86 2.82
1988 4.15 3.09 5.33 2.71
1989 4.48 4.05 5.30 2.92
1990 5.66 6.38 6.94 3.47

Panel B: Return on Bank Loans
Return Net of
Average

Year Return Interest Paid
1984 11.23 2.01
1985 10.19 2.35
1986 8.74 2.20
1987 8.74 2.11
1988 9.28 2.01
1989 10.29 1.62
1990 9.67 1.41

Panel C: Additional Return on Bank Loans Above Average for All Loans, by
Loan Type

Net Additional Net Additional Net Additional
Return on All Return on All Return on All

Year Real Estate C&I Loans Consumer Loans
1984 –0.83 0.02 1.09
1985 –0.40 –0.48 2.12
1986 –0.30 –1.09 2.89
1987 –0.70 –0.51 2.47
1988 –1.02 –0.64 1.74
1989 –1.28 –0.24 1.27
1990 –1.23 –0.54 1.88
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For a risky loan to be a bad gamble for an entrenched manager, the loan must
offer a lower expected return than safer loans. A direct estimate of the return
on the categories of bank loans is possible for C&I loans, consumer loans, and
(total) real estate loans. To show the relative return for the different loan cate-
gories clearly, Panel C of Table 15.1 presents the difference between the return
on each loan and the average return on all loans.The return onC&I loans and on
real estate loans are below average, while consumer loans get an above average
return.

Of course, one explanation of the risk and return characteristics discussed
above is bad luck. If bad luck caused the low return and high risk of real
estate construction and development loans, then there should be no relationship
between this type of lending andmanagerial ownership. Our results suggest that
if corporate control problems are important, bad entrenched managers should
make the most real estate construction loans and the fewest consumer loans,
with C&I loans somewhere in between. We concentrate on these three loan
categories.

15.4. INSIDERS AND OUTSIDERS IN BANKING: TESTS

In this section we test the hypothesis that when the banking industry is
unhealthy, banks with entrenched management invest in the relatively risky
commercial real estate construction and development loans and less so in the
relatively safe category of consumer loans.

15.4.1. Data on Equity Ownership

In order to distinguish between moral hazard problems and corporate control
problems, we collect data on the ownership structure of bank holding compa-
nies. Ownership data are a cross-section of holdings in 1987/88 as described in
Appendix 2. We use two measures of ownership, the holdings of insiders (direc-
tors and officers of the bank) and the holdings of outsiders (that is, noninsiders)
that hold at least five percent of the outstanding stock.21 Our measure of outside
concentration includes large blockholders and serves as a proxy for the degree
of outsider control. Panel A of Table 15.2 provides summary measures of our
data together with the summary measures for nonfinancial firms provided by
McConnell and Servaes (1990). Outsider concentration in nonfinancial firms
is larger than in banks. The same is true for insider holdings.

21. Data fromSEC10-K reports require that shareholders with at least five percent holdings report
their holdings, but the holdings of others with less than five percent are also sometimes reported.
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Table 15-2. INSIDE AND OUTSIDE SHAREHOLDERS OF BANKS AND
NONFINANCIAL FIRMS

The data on bank holding companies in Panels A and B come from SEC
filings (see Appendix 2). The data on nonfinancial firms in Panel A are
fromMcConnell and Servaes (1990). Insiders are Boardmembers and
family of Boardmembers. Outsiders are other shareholders with at least

five percent ownership.

Panel A: Summary Statistics on Insider andOutsiderHoldings
BankHolding Nonfinancial
Companies Firms

Sample size 458 1, 093
Average Insider Holdings (%) 15.25 11.84
Median Insider Holdings (%) 8.33 5.00
Range of Insider Holdings (%) 0–99 0–89
Average Outsider Holdings (%) 7.87 25.60

Panel B: Proportion of Banks in Sample, by Share of Insider Ownership
Share (%) Number of Proportion of

Banks Banks (%)
Less than 5 166 36
5–10 84 18
10–25 107 24
25–50 71 16
Greater than 50 30 7
Total 458 100

15.4.2. The Estimation Procedure

Our goal is to empirically analyze the relationship between the share of particular
loan types (of total assets) and the share of the firm held by insiders. In order to
estimate and draw inferences some structure must be imposed on the relation-
ship. This issue of functional form seems particularly important since Morck,
Shleifer, and Vishny (1988) and McConnell and Servaes (1990), studying
nonfinancial firms, obtain essentially contradictory results using two different ad
hoc nonlinear parametric specifications, while, for banks, Saunders, Strock, and
Travlos (1990) use a linear specification.

Looking at Panel B of Table 15.2 conveys some sense of the difficulties. Panel
B of Table 15.2 shows that over one-third of the banks in our sample have insider
ownership of less than five percent. Nonfinancial firm samples also have a large
number of observations at less than five percent insider ownership. Above five
percent observations on insider holdings are more sparse. This suggests that the
results of estimating almost any parametric specification would almost certainly



Corporate Control Decline of Banking 481

be driven by managers with very small ownership shares.22 It is quite likely that
many parametric specifications would result in “significant” coefficients, though
they might well not be consistent estimates.

Thus, although our model predicts, under the conditions of Proposition 3,
that over some range of managerial ownership, the relationship between risky
lending and managerial ownership is inversely U-shaped, estimating a quadratic
relationship over the entire range of ownership shares could provide misleading
results.

For these reasons, our empirical analysis is in two parts.We begin by imposing
as little structure as possible, and thenmove on to imposingmore structure. The
first approach imposes no a priori functional form on the relationship between
insider ownership and portfolio choice. In particular, this procedure does not
impose a quadratic specification a priori. Nonparametric methods can uncover
the exact nonlinear relationship (at least asymptotically) between the particular
loan share choice and insider holdings. Of course, using a nonparametric proce-
dure to estimate the relationship between insider holdings and portfolio choice,
we also want to control for a number of other factors which can be expected to
affect the relationship. This motivates our semiparametric procedure.

The semiparametric procedure has less precision than parametric models.
The trade-off between the larger standard errors of the semiparametric model
and the possibly incorrect inferences of the parametric model, discussed fur-
ther below, leads us to impose further structure based on the first set of results.
In particular, we also use a quadratic specification to check for the inverse
U-shape predicted by Proposition 3, but with the quadratic specification we
restrict attention to an intermediate range of insider holdings.

Let Li be the vector with elements consisting of the fraction of loan type i in
the total bank portfolio of a sample of banks.23 Letα be the vector of insider frac-
tional holdings. Also define the following variables: the vector O has elements
consisting of the fraction held by outside block shareholders in each bank; the
vector of the log of total assets in each bank is A; the loan to total assets ratio is
N;Yr indicates dummy variables for the year; Z indicates the region of the coun-
try in which the bank operates.24 Letting thematrixX be thematrix consisting of

22. The estimated relationship is robust to excluding banks with less than one percent insider
holdings.

23. Results are not qualitatively different if the ratio of loan type to total loans is examined instead
of the ratio of loan type to total assets.

24. We report region dummies in the case where the country is divided into four regions (North,
South, East, West). We also experimented with eight regions (North, Northeast, Northwest, etc.)
and twelve regions (corresponding to Federal Reserve districts), but the results are substantively
the same.
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these vectors,X = [O|A|N|Yr|Z], the hypothesized relationship is of the form:

Li = X′β + f (α)+ ε (15.4)

where E(ε |X,α, L1) = 0 and where W = (L1,X,α) is identically distributed.
The relationship, (15.4), consists of a parametric part, the term X′β , and the
nonparametric part, the function, f(α).25

Estimation of (15.4) and inference are complicated by the combination of the
parametric and nonparametric components. Ordinary least squares regression
of Lion X would consistently and efficiently estimate β if E(Xf (α)) = 0 which
would occur, for example, if E(X) = 0 and X were statistically independent of
α. But, in our sampleX and α are correlated since the largest banks tend to have
smaller insider holding fractions. If we were interested primarily in β , then the
bias in usingOLSwould be that of an omitted variable and there are a number of
methods available to cope with this in a semiparametric context (see Heckman
(1986, 1988), Robinson (1988), and Andrews (1990)). Our focus, however, is
on the estimation of f(α) so we must take account of the parametric component
in estimating the nonparametric part of the relationship. We use the semipara-
metric technique of Speckman (1988). Appendix 3 provides more detail on the
estimation procedure.

15.4.3. Data

The data on loan portfolio shares are annual data from the Call Reports for the
period 1984–1990. The annual data are not averaged so all right-hand side vari-
ables in the first step are measured annually except the outsider holdings (which
are always for 1987 and 1988).26 The parametric specification also includes year
dummies to account for time affects. To avoid capturing situations where the
incentives of managers and outside shareholders are aligned, we exclude obser-
vations where the ratio of equity capital to total assets is less than five percent
(including these observations does not change the qualitative results).

15.4.4. Semiparametric Test Results

In Section 15.3 we established that during the 1980s consumer loans were rel-
atively safe, while commercial real estate construction and development loans

25. The nonlinear relationship may be approximately quadratic (as in Proposition 3 above and
McConnell and Servaes) or cubic (Morck, Shleifer, and Vishny) so in the parametric part of the
relationship we include quadratic and cubic terms for total assets to ensure that such nonlinearities
are not introduced spuriously by the parametric part of the estimation.

26. The shapes of the estimated functions are not affected by averaging data or varying window
size, and are robust to shorter time periods.
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Figure 15.4 Results for the Nonparametric Component of the Semiparametric
Regression of Consumer Loans Against Insider Shareholdings (α) and Control Variables,
1984–1990.The figure shows the estimated function, f(α), which is the nonparametric
component of: Li = X′β + f(α)+ ε . This function was estimated using the Speckman
(1988)method (described in Appendix 3). The dependent variable is consumer loans;
the parametric component includes outside block shareholdings, log total asset, log total
asset squared, regional dummies, and year dummies.

were risky. Figures 15.4 and 15.5 show the estimated nonlinear relationships
between the loan shares of these two loan types and the fraction of equity held by
insiders. Similarly, Figure 15.6 shows the estimated relationship for C&I loans,
an intermediate category in terms of risk.27 The vertical lines in the figures are
90 percent confidence intervals (see Cleveland and Devlin (1988)).

Figure 15.4 presents the estimated relationship between the fraction of con-
sumer loans and insider holdings. At low levels of insider holdings, between zero
and four percent, managers’ interests move in the direction of outside sharehold-
ers, that is, they increasingly make relatively safe loans over this range. But, over
the range from four to 40 percent, managers reduce their holdings of safe loans.
Finally, for insider shares above 40 percent safe consumer lending increases, sug-
gesting that at high levels of insider holdings interests become aligned; insiders
basically become the owners. Thus, there appears to be a range where managers
are entrenched; they take advantage of the power associated with their stock-
holding to make relatively few safe loans. At holdings of about 40 percent and
above interests are aligned. The shape of the function in this case is similar to the
U-shape imposed byMcConnell and Servaes (1990).

27. The figures cut off the function at a level of insider holding of 80 percent for presentation
purposes. No results are changed by this.
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Figure 15.5 Results for the Nonparametric Component of the Semiparametric
Regression of Real Estate Construction and Development Loans Against Insider
Shareholdings (α) and Control Variables, 1984–1990. The figure shows the estimated
function, f(α), which is the nonparametric component of: Li = X′β + f(α)+ ε . This
function was estimated using the Speckman (1988)method (described in Appendix 3).
The dependent variable is real estate construction and development loans; the parametric
component includes outside block shareholdings, log total asset, log total asset squared,
regional dummies, and year dummies.

Figure 15.5 shows the results for commercial real estate construction and
development loans. Recall that these loans are the most risky. The pat-
tern in Figure 15.5 is dramatically different from the pattern in Figure 15.4.
In Figure 15.5 the pattern is a rotated s shape: over the range of insider hold-
ings from zero to 15 percent, the share of the loan portfolio falls as insider
ownership increases; from 15 to about 27 percent the function increases; it is
flat from 27 to 50 percent and then declines, but the last decline is insignif-
icant.28 Confidence bands for higher fractions of insider holdings are very
wide because we have few observations in that range. This pattern is similar
to the pattern found by Morck, Shleifer, and Vishny (1988) who focused on
Tobin’s q.

Figure 15.6 presents the results for the intermediate category of commercial
and industrial (C&I) loans. As expected the pattern is not as dramatic as for real
estate construction and development loans and can be interpreted as falling in
between the other two categories.

28. The pattern is very similar for the category of all commercial real estate loans.
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Figure 15.6 Results for the Nonparametric Component of the Semiparametric
Regression of Commercial and Industrial Loans Against Insider Shareholdings (α) and
Control Variables, 1984–1990. The figure shows the estimated function, f(α), which is
the nonparametric component of: Li = X′β + f(α) + ε . This function was estimated
using the Speckman (1988)method (described in Appendix 3). The dependent variable
is commercial and industrial loans; the parametric component includes outside block
shareholdings, log total asset, log total asset squared, regional dummies, and year
dummies.

With respect to the question of whether corporate control or moral haz-
ard is better able to explain reality, the key question is the curvature of the
above relationships.29 The results are inconsistent with the moral hazard expla-
nation of weakness in the U.S. banking system: risky loans are not made by
managers with controlling interests; they make safe loans. At intermediate lev-
els of stock holdings less than fifty percent, managers make relatively more
risky, low-return, loans and fewer safe consumer loans. This is consistent with
the view that these managers are entrenched. The results are also inconsis-
tent with simple bad luck which we would not expect to be correlated with
the fraction of stock held by insiders. We now turn to checking these initial
results.

29. The level of the estimated curve is, fortunately, not important, since the intercept is not
identified. This is because:

X′β + f (α) = (
ρ +X′ β

)+ f (α)−ρ

for all ρ. Since f (α) can always be redefined to be f (α)− ρ, the intercept cannot be determined
unless more structure is imposed. See Robinson (1988).
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15.4.5. Results for the Parametric Specification

The advantage of the semiparametric estimation procedure is that it does not
impose a functional form on f(α). For two reasons we also present the results
of parametric estimation. First, the robustness of our results (in small sample)
can be checked, using the parametric procedure. Parametric estimation is not
robust in the sense of specification, since estimates are not consistent if the spec-
ification is incorrect, but, based on the semiparametric results, we can smooth
the data more by imposing more structure. This can confirm our inferences in
the sense that standard errors will be smaller (given that the parametric specifi-
cation is consistent with the above results). Second, Proposition 3 predicts an
inverse U-shaped pattern between insider holdings and riskier loans over the
range where insiders are entrenched, and a U-shaped pattern for the relation-
ship between insider holdings and relatively safe loans over the range where
insiders are entrenched. By specifying a quadratic relationship between insider
holdings and loan shares, restricting the sample to insider holdings between 10
and 80 percent, and including the variables from the first step into single estima-
tion equation, we can test whether the predicted U-shaped patterns are present
over the relevant range of insider holdings. Note that the quadratic specification
which admits a U-shape or an inverse U-shape, and the limitation on the range
of insider holdings, is consistent with the semiparametric results.

The results of these tests are shown in Table 15.3. Over the range of insider
holdings of 10 to 80 percent the pattern for the relatively safe consumer loans
is U-shaped, meaning that entrenched managers make fewer of these loans. On
the other hand, the pattern for real estate construction and development loans
is inversely U-shaped, that is, the entrenched managers make more of these
risky loans. The pattern for commercial and industrial loans is U-shaped, but
the coefficients are not significant. These results confirm our inferences from the
previous procedure.

15.4.6. Further Results

A bank is a complicated set of activities and the mix of activities that different
managers engage in, as a function of their opportunities and stock holdings,
may well differ. For example, entrenched managers may engage in speculation
on interest rates or trade foreign currencies, etc., but we have little data to
determine the risk-return characteristics of these activities (compared to lend-
ing). Above, we examined the fairly specific predictions of the model about the
lending choices of bank managers. We focus in this section on some additional
possible implications of the model.
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Table 15-3. RESULTS OF QUADRATIC SPECIFICATION TESTS ON VARIOUS LOAN
CATEGORIES FOR BANKS WITH INSIDER HOLDINGS BETWEEN 10 AND

80 PERCENT
The dependent variables in the regressions are the given loan category as a fraction of
total assets. Inside and Inside2 are insider ownership and insider ownership squared, in

percentage points. Outside is the percentage of outside blockholder ownership.
Log(TA) and Log(TA)2 are log total assets and log total assets squared. The regional
dummies, North, Midwest, South, andWest, equal 1 if the bank is in the given region,

and 0 otherwise. The year dummies, 1985 dummy–1990 dummy, are 1 if the
observation is from that year and 0 otherwise. Each regression has 1212 observations.

t-statistics are in parentheses.

Dependent Variables
Consumer
Loans

Real EstateConstr. and
Development Loans

Commercial and
Industrial Loans

Intercept 61.46 –65.58 47.69
(1.85) (3.39) (1.07)

Inside –0.33 0.12 –0.08
(7.52) (4.72) (1.28)

Inside2 0.005 –0.001 0.001
(8.00) (4.17) (0.96)

Outside –0.02 0.001 0.02
(1.20) (0.10) (0.98)

Log(TA) –10.72 13.64 –7.69
(1.44) (3.14) (0.77)

Log(TA)2 0.61 –0.71 0.52
(1.46) (2.92) (0.93)

North 5.50 1.86 –3.30
(3.36) (1.95) (1.50)

Midwest 3.39 0.08 –3.40
(2.07) (0.09) (1.55)

South 2.90 2.32 –3.13
(1.77) (2.41) (1.41)

West 1.91 5.61 4.01
(1.13) (5.70) (1.77)

1985 dummy –0.27 0.04 0.28
(0.44) (0.10) (0.33)

1986 dummy –0.97 0.22 –0.12
(1.57) (0.60) (0.14)

1987 dummy –1.48 0.59 –0.55
(2.42) (1.66) (0.67)

1988 dummy –1.73 0.80 –1.15
(2.79) (2.20) (1.37)

1989 dummy –2.08 0.54 –2.04
(3.29) (1.47) (2.40)

1990 dummy –2.70 0.38 –3.14
(4.14) (1.01) (3.58)

Adjusted R2 0.121 0.211 0.098
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Figure 15.7 Results for the Nonparametric Component of the Semiparametric
Regression of Nonperforming Loans Against Insider Shareholdings (α) and Control
Variables, 1984–1990.The figure shows the estimated function, f(α), which is the
nonparametric component of: Li = X′β + f(α)+ ε . This function was estimated using
the Speckman (1988)method (described in Appendix 3). The dependent variable is
nonperforming loans; the parametric component includes outside block shareholdings,
log total asset, log total asset squared, regional dummies, and year dummies.

If entrenched bank managers make risky, low return loans, then we would
expect them to suffer greater losses than other managers. Figure 15.7 shows the
semiparametric estimate of the relationship between insider holdings and the
ratio of nonperforming loans to total loans (controlling for other factors as we
did earlier). Overall, the pattern has the rotated s shape. But, consistent with the
above results, the relationship is roughly inversely-U-shaped over the range 10
to 80 percent. That is, over that range, entrenched managers have higher losses.
This is confirmed with the quadratic specification results shown in Table 15.4.

If the risk-taking propensities of managers vary depending on how much
equity they own, then this should be apparent in choices other than asset selec-
tion. On the liability side of the balance sheet, managers can increase risk by
adding leverage. Figure 15.8 is the semiparametric estimate of the (book) equity-
to-total-asset ratio. (Recall that all the banks in our sample satisfy regulatory
capital requirements.) Again, the high leverage banks are those with managers
in the entrenched range, consistent with the results. The parametric results are
shown in Table 15.4.

Finally, if the corporate control hypothesis is correct, then we would predict
that, looking to the future, banks with entrenched management would be less
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Table 15-4. RESULTS OF QUADRATIC SPECIFICATION TESTS ON VARIOUS
FINANCIAL RATIOS FOR BANKS WITH INSIDER HOLDINGS BETWEEN 10 AND

80 PERCENT
The dependent variables in the regressions are nonperforming loans as a fraction of total
loans, the ratio of equity capital to total assets, and the return on assets, all expressed as
percentages. Inside and Inside2 are insider ownership and insider ownership squared, in

percentage points. Outside is the percentage of outside blockholder ownership.
Log(TA) and Log(TA)2 are log total assets and log total assets squared. The regional
dummies, North, Midwest, South, andWest, equal 1 if the bank is in the given region,

and 0 otherwise. The year dummies, 1985 dummy–1990 dummy, are 1 if the
observation is from that year and 0 otherwise. The first two regression have 1,212

observations, the final regression has 1,174 observations, t-statistics are in parentheses.

Dependent Variables
Nonperforming Equity-to Return on Assets
Loans Ratio Assets Ratio

Intercept −5.13 14.54 −3.83
(0.42) (1.94) (1.17)

Inside 0.05 −0.05 −0.002
(2.93) (4.87) (0.48)

Inside2 −0.001 0.00 0.00003
(2.74) (5.09) (0.59)

Outside 0.01 −0.001 −0.004
(1.85) (0.07) (2.56)

Log(TA) 1.77 −0.60 1.07
(0.65) (0.36) (1.45)

Log(TA)2 −0.12 −0.02 −0.06
(0.79) (0.19) (1.42)

North −0.65 −0.27 0.12
(1.08) (0.74) (0.71)

Midwest −0.60 −0.46 0.01
(1.01) (1.24) (0.04)

South 0.92 −0.05 −0.10
(1.52) (0.13) (0.58)

West 0.64 −0.26 0.02
(1.05) (0.68) (0.11)

1985 dummy 0.18 0.04 −0.01
(0.79) (0.32) (0.16)

1986 dummy 0.23 0.15 −0.07
(1.01) (1.11) (1.14)

1987 dummy 0.15 0.41 −0.09
(0.68) (3.00) (1.56)

1988 dummy 0.07 0.40 −0.00
(0.30) (2.87) (0.06)

1989 dummy 0.29 0.54 −0.02
(1.24) (3.76) (0.36)

1990 dummy 0.77 0.64 −0.15
(3.22) (4.34) (2.34)

Adjusted R2 0.119 0.148 0.025
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Figure 15.8 Results for the Nonparametric Component of the Semiparametric
Regression of Equity-to-Assets Ratio Against Insider Shareholdings (α) and Control
Variables, 1984–1990.The figure shows the estimated function, f(α), which is the
nonparametric component of: Li = X′β + f(α)+ ε . This function was estimated using
the Speckman (1988)method (described in Appendix 3). The dependent variable is the
equity-to-assets ratio; the parametric component includes outside block shareholdings,
log total asset, log total asset squared, regional dummies, and year dummies.

profitable. We can examine future rates of return to see if they reflect banks’
equity ownership structure. We look at (book) return on assets (ROA) for the
three years following our observation on managerial ownership. However, we
find that there is no predictive power of the equity ownership structure for ROA
(the figure is omitted, but Table 15.4 shows the parametric result). We also find
(but do not show) similar results for (book) return on equity. We believe that
survivorship bias against low-return and high-risk entrenched managers reduces
our ability to find a significant relationship.

15.4.7. Summary

Overall, the empirical results confirm the pattern of lending behavior that the
model of corporate control predicts. Notably, none of the results are what a
moral hazardmodel would predict. The effect of moral hazard on bank decisions
can vary. By relieving the need of insured depositors to monitor bank actions,
deposit insurance makes it easier for banks to increase risk slightly. Deposit
insurance can also lead banks with low charter values to “go for broke.” The
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moral hazard hypothesis should hold no matter the degree of moral hazard. If
the effect of moral hazard is slight, however, it could potentially be overwhelmed
by the effect of corporate control problems. Thus, while our results imply that
corporate control problems are more important than moral hazard, we cannot
conclude that deposit insurance has no effect on bank decisions. Our conclu-
sion is that corporate control problems were empirically more important than
moral hazard in explaining problems for large U.S. banks (which met regula-
tory capital requirements) during the 1980s. Moral hazard was not a significant
problem.

15.5. CONCLUSION

Throughout the 1980s theU.S. banking industry systematically trended towards
reduced profits and increased riskiness. The bank failure rate rose exponentially
during the decade. It has been difficult to explain these trends. The previous lit-
erature tends to focus on the moral hazard hypothesis as an explanation, but
evidence for this view has proved elusive. For example, Furlong (1988) finds
that capital deficient bank holding companies in 1981 did not increase their risk
over the next five years. McManus and Rosen (1991) do find a negative cor-
relation between risk and return at banks, but only for banks above regulatory
capital minimums. Banks with low capital levels appear to attempt to reduce risk,
perhaps under regulatory pressure.

We propose an explanation for these trends based on corporate control prob-
lems in banking: outside equity holders do not make the lending decisions
directly, but instead rely on managers. When bank managers receive private
benefits of control, and outside shareholders can only imperfectly control them,
managers will tend to take on excessive risk (relative to no agency costs) when
the industry is unhealthy. This tendency is due to the incentives that man-
agers face when the fraction of the bank they own is large enough for them to
make outside discipline costly, but not so large as to cause their interests to be
aligned with those of outsiders. This result contrasts with management behavior
when the industry is healthy. In that case, the entrenched managers behave too
conservatively.

We test the predictions of the model and find that, over the range of insider
holdings where managers would tend to be entrenched, they make more risky
loans (commercial real estate construction and development) and fewer rela-
tively safe (consumer) loans. These results are consistent with the corporate
control model, but contradict the pure moral hazard model (for banks with
equity ownership structures over which the interests of managers and outside
shareholders are not aligned). While we cannot rule out moral hazard, our find-
ings suggest that corporate control problems have a bigger impact on bank risk-
taking. (Mullins (1993) finds similar results: the relationship between insider
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holdings and the standard deviation of stock returns in inversely U-shaped.)
Since a joint hypothesis of the test was that the banking industry was unhealthy
during the 1980s (i.e., characterized by declining investment opportunities), we
have also provided evidence of this.

While our results suggest that corporate control problems are more impor-
tant than moral hazard problems, our analysis is done for adequately-capitalized
banks. If the value of bank equity is low enough, then the interests of inside and
outside owners are aligned, so there are no corporate control problems of the
sort we model. A reasonable interpretation of our results is that corporate con-
trol problems allow unprofitable banks to persist in making risky, low-return,
loans. If, in the process, these banks lose enough equity value, then there may
come a point at which inside and outside owners want to take excessive risk as
the moral hazard hypothesis predicts. It may be accurate to say that, for large
U.S. banks, corporate control problems have been the cause of the conditions of
which moral hazard may be an accurate characterization.

The market for corporate control in banking is weaker than it is in mar-
kets for unregulated firms since regulation prevents nonbanks from taking over
banks. The evidence on takeovers and takeover threats suggests that in the
United States this is the main mechanism for disciplining managements (see
Jensen and Ruback (1983)). Without the threat of nonbank takeovers it may
be more difficult to induce bank managers to maximize shareholder value.30

Consequently, the presence of agency costs suggests that the underlying trends
that reduced profitability in the 1980s may persist, despite high bank earnings
in the early 1990s. That banking is regulated does not appear to be a sufficient
countervailing force.

“Banking” has traditionally corresponded to financing loans by issuing
deposits. The combination of these activities has, historically, been the source
of public policymakers’ concerns. Firms called “banks” may eventually find
other activities which are profitable, as Boyd and Gertler (1994) suggest, and
transform themselves into viable entities which compete with other firms called
“nonbanks,” e.g., General Motors Acceptance Corporation. To the extent that
chartered banks must transform themselves into nonbanks we say that “bank-
ing” is in decline. Whether chartered banks can survive by this transformation is
not a question we consider. Our conclusions concern the difficulties that outside
equityholders face during the transition period.

30. The importance of the takeover market in banking has been studied by James (1984) and
James and Brickley (1987). Both studies examine the differences between two sets of banks: one
set consists of states that prohibit corporate acquisitions of commercial banks, while the other
set allows corporate acquisitions of banks. James (1984) finds that salary expenses, occupancy
expense, and total employment are higher for banks in states which prohibit acquisitions. James
and Brickley find that banks in states which allow acquisitions have more outside directors on their
boards.
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APPENDIX 1: EQUILIBRIUM WITH MANAGERIAL STOCK
OWNERSHIP AND COSTLY FIRING

PROOF OF PROPOSITION 1: We compute the optimal response for managers
given their beliefs about the firing rule used by outside owners. When firing
rule (a) is used, a good manager is fired if and only if a risky loan portfolio is
selected and gets a zero return. Thus, a good manager, maximizing expected
return, makes risky loans if:

θG [(R−w)α +w+ (θGR−w)α +w]+ (1− θG)[−wα +w+αX]

> (SG −w)α +w+ (θGR−w)α +w. (15.5)

If the manager chooses a risky loan portfolio, the left-hand-side of (15.5), then
with probability θG, the return isR .Themanager gets the private benefits,w.To
compute the return on the manager’s stock, the private benefits,w, are deducted
from the gross return so the manager’s ownership share earns (R−w)α. Since
the loan return is R, the manager is allowed to continue to control the bank
at date 2. Because the expected return on a good risky portfolio exceeds the
expected return on a good safe portfolio, themanager chooses the risky portfolio
at date 2 and expects to earn (θGR−w)α + w. If the return on the date 1 risky
loan portfolio is zero, which occurs with probability (1− θG), then the manager
is fired. Since the private benefits,w, are paid at date 1, as a shareholder, theman-
ager must pay wα, his share of the private benefits, to himself, and, as a manager,
he receives private benefits of w.While he is fired, he remains a shareholder and
receives αX, his share of the outsiders’ best alternative at date 3.

If a safe loan portfolio is selected at date 1, the right-hand-side of (15.5), the
manager receives his share of the return (net of the private benefits), (SG−w)α,
plus the private benefits,w, at date 1. The return on his safe loan portfolio reveals
him to be a good manager, so he is allowed to continue at date 2. At date 2 a
good manager chooses a risky portfolio (because there is no distortion and it
has a higher expected return than safe portfolio, by Assumption 1). Simplifying
(15.5) shows that a manager chooses a risky loan portfolio if:

�(α) ≡ [θ2GR− SG + (X+w)(1− θG)
]
α −w(1− θG) > 0. (15.6)

It is easy to see that�(0) = −w(1− θG) < 0, so a goodmanager chooses a safe
portfolio when he owns none of the bank. It also follows that:

�(1) = θ2GR− SG +X (1− θG) = θG (θGR−X)+ (X− SG) > 0 for any X,

so a good manager chooses a risky portfolio when he owns the bank and when
he has committed to using firing strategy (a). More importantly, given the cost
of firing a manager, we can show that there is a critical share α* such that a good
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manager chooses the safe portfolio forα < α∗ and the risky portfolio forα >α∗.
Taking the derivative of�(α) gives:

�′ = [θ2GR− SG + (X+w) (1− θG)
]+ (1− θG)αX′

= (1− θG)
(
w/α −αc′

)
> 0 at � = 0

since
[
θ2GR− SG + (X+w) (1− θG)

]
> 0 whenever � = 0 and w > α2c′ by

Assumption 4. Thus, since the function � is continuous, we know that there
exists an α* such that�(α) ≤ 0 if α < α∗ and�(α) ≥ 0 if α > α∗. In fact, we
can solve for α*:

α∗ =Min
[

w(1− θG)

θ2GR− SG + (X+w) (1− θG)
1
]
. (15.7)

Now consider the decisions of bad managers. Since firing rule (a) is assumed,
bad managers choose risky portfolios if:

θB [(R−w)α +w+ (SB −w)α +w]+ (1− θB)[−wα +w+αX]

> (SB −w)α +w+αX. (15.8)

Simplifying (15.8):

�(α) ≡ −[θB (X+w−R)+ (1− θB)SB]α +wθB > 0.

So, �(0) = wθB > 0 and �(1) = − [θB (X−R)+ (1− θB)SB] which can be
either positive or negative since X < R by Assumption 3. The derivative of
� is:

�′ = −[θB (X+w−R)+ (1− θB)SB]+ θBα c′
= −wθB

/
α + θBα < c′ when � = 0

= −θB
(
w−α2c′

)/
α < 0 by (A4) .

So, if�(1) > 0, then a badmanager always chooses a risky portfolio, otherwise,
since�′ < 0, there is a unique share of managerial ownership that is the dividing
line between risky and safe portfolio choices:

α∗∗ =Min
〈

θBw
θBw− θB (R−X)+ (1− θB)SB

, 1
〉
. (15.9)

This completes the proof.

PROOF OF PROPOSITION 2: To prove Proposition 2, we need to solve the
complete game between managers and outsiders. Given portfolio choices by
managers, the expected return to an outsider (with one share) isUi (ψ , φ)when
outsiders choose firing rule i ln {a, b, c} , good managers choose lending strategy
ψ ∈ {risky, safe}, and badmanagers choose lending strategy φ ∈ ln {risky, safe}.
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When firing rule (a) is used, good managers choose a safe portfolio, and bad
managers choose a risky portfolio, the expected return to outsiders is:

Ua
(
safe, risky

)= γGG [SG + θGR− 2w]
+ γG [θG (1+ θG)R+ (1− θG) (X+w)− 2w]
+ γBB [θB (R+ SB)+ (1− θB)(X+w)− 2w]
+ γB [θB (1+ θB)R+ (1− θB)(X+w)− 2w] .

A good (GG) manager chooses a safe portfolio at date 1. The return on the
portfolio is SG, of which shareholders get SG − w, so the manager is allowed to
continue control of the bank at date 2. Because the expected return on a good
risky loan portfolio exceeds the expected return on a good safe portfolio, the
good manager chooses a risky portfolio at date 2. The date 2 decision of the
goodmanager offers the outsider an expected return of (θGR−w) . A Gmanager
chooses (per force) a risky portfolio at date 1. With probability θG, the return on
the portfolio is R, so shareholders get (R−w) after the manager take his private
benefits. The manager is allowed to continue control of the bank at date 2, and
chooses a risky portfolio, returning an expected (θGR−w) to outsiders. If the
return on the risky portfolio selected at date 1 is zero, which occurs with proba-
bility (1− θG), then the manager is fired. The private benefit is paid anyway and
the outsider earns his expected opportunity cost X from the date 2 decision. A
bad (BB) manager chooses a risky portfolio at date 1 and, if successful in avoid-
ing being fired, chooses a safe portfolio at date 2. A B manager chooses a risky
portfolio whenever he is in control.

The expected profit from firing rules (b) and (c) when goodmanagers choose
safe loans at date 1 and badmanagers choose risky loans at date 1 can be similarly
calculated. For firing rule (b),

Ub
(
safe, risky

) = γGG [SG + θGR− 2w]+ γG [2θGR− 2w]
+ γBB [θBR+ SB − 2w]+ γB [2θBR− 2w] .

For firing rule (c),

Uc
(
safe, risky

)= γGGSG + θGR− 2w]+ γG [θGR+X−w]
+ γBB [θBR+X−w]+ γB [θBR+X−w] .

Recall that the actions of the managers are taken as given in the above calcula-
tions. So, firing rule (a) is preferred by outsiders when good managers choose a
safe portfolio and badmanagers choose a risky portfolio if

Ua
(
safe, risky

)
> Ub

(
safe, risky

)
(15.10)

and
Ua
(
safe, risky

)
> Uc

(
risky, safe

)
. (15.11)
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(15.10) holds if:

γGG [SG + θGR− 2w]+ γG [θG (1+ θG)R+ (1− θG)(X+w)− 2w]
+ γBB [θB (R+ SB)+ (1− θB)(X+w)− 2w]
+ γB [θB (1+ θB)R+ (1− θB)(X+w)− 2w]
≥ γGG [SG + θGR− 2w]+ γG [2θBR− 2w]
+ γBB [θBR+ SB − 2w]+ γB [2θBR− 2w] ,

which reduces to

γG (1− θG)(X+w− θGR)+ γBB (1− θB) (X+w− SB)
+γB (1− θB) (X+w− θBR) ≥ 0.

Since θBR < SB by Assumption 2, this is true if:〈
γBB + γB

γG

〉〈
X+w− SB
θGR−X−w

〉
≥ 1− θG

1− θB
.

(15.11) holds if

γGG [SG + θGR− 2w]+ γG [θG (1+ θG)R+ (1− θG)(X+w)− 2w]
+γBB [θB (R+ SB)+ (1− θB)(X+w)− 2w]
+γB [θB (1+ θB)R+ (1− θB) (X+w)− 2w]
≥ γGG [SG + θGR− 2w]+ γG [θGR+X−w]
+γBB [θBR+X−w]+ γB [θBR+X−w] ,

which reduces to

γGθG (θGR− (X+w))+ γBBθB (SB − (X+w))

+ γBθB (θBR− (X+w)) ≥ 0.

Since θBR < SB by Assumption 2, this is true if:

θG

θB
≥
〈

γBB + γB

γG

〉〈
X+w− θBR
θGR−X+w

〉
.

Similar calculations showUa(risky, safe)> Ub(risky, safe) if〈
γB

γGG + γG

〉〈
X+w− SB
θGR−X−w

〉
≥ 1− θG

1− θB
,

Ua(risky, safe) > Uc(risky, safe) if

θG

θB
≥
〈

γB

γGG + γG

〉〈
X+w− SB
θGR−X−w

〉
,

Ua(safe, safe)> Ub (safe, safe) if〈
γB

γG

〉〈
X+w− θBR
θGR−X−w

〉
≥ 1− θG

1− θB
,
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Ua(safe, safe)> Uc(safe, safe) if

θG

θB
≥
〈

γB

γG

〉〈
X+w− θBR
θGR−X−w

〉
,

Ua(risky, risky) > Ub(risky, risky) if〈
γBB + γB

γGG + γG

〉〈
X+w− SB
θGR−X−w

〉
≥ 1− θG

1− θB
,

Ua(risky, risky) > Uc(risky, risky) if

θG

θB
≥
〈

γBB + γB

γGG + γG

〉〈
X+w− θBR
θGR−X+w

〉
.

It is clear from these inequalities that firing rule (a) dominates firing rule (b) for
any strategies chosen by managers if (15.1) holds and that firing rule (a) domi-
nates firing rule (c) for any strategies chosen by managers if (15.2) holds. This,
along with Proposition 1 gives us the existence of a unique equilibrium. This
completes the proof.

PROOF OF PROPOSITION 3: By (15.7) and (15.9),

α∗ −α∗∗ =Min
[

w(1− θG)

θ2GR− SG + (X+w) (1− θG)
, 1
]

−Min
[

θBw
θBw− θB (R−X)+ (1− θB)SB

, 1
]
.

When α** and α* are less than 1, then α**> α* iff:

θB
(
θ2GR− SG+ (1−θG)(X+w)

)− (1− θG)((1− θB)SB − θBR+ θB (X+ x))
= θB

(
1− θG + θ2G

)
R− θBSG − (1− θG)(1− θB)SB

= θB
(
(1− θG)2+θG

)
R− θBSG − (1− θG)(1− θB)SB

= θB (1GR− SG)+ (1− θG)((1− θG)θBR− (1− θB)SB) > 0.

The last line is the condition given in the proposition. Note that it is increasing
in R and decreasing in SG and SB. The derivatives with respect to θG and θB are
ambiguous. This completes the proof.

APPENDIX 2: EQUITY OWNERSHIP DATA

The data on the ownership structure of bank holding companies are constructed
from 13D and 13G SEC filings as well as proxy statements, compiled by Com-
pact Disclosure. Compact Disclosure was searched for data for the top 1274 bank
holding companies. Usable data were found for 456 bank holding companies.
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In many cases the holding company was not listed, presumably because it is not
publicly held. In other cases, the data was not usable because it did not include
the holdings of members of the board of directors. In a few cases the holdings
added up to more than 100 percent of the outstanding stock; these cases are
omitted.

The compilation lists all shareholders with at least five percent of the out-
standing stock. To obtain the holdings of outside shareholders (with at least five
percent), insider holdings are subtracted. Insider holdings are the amounts of
stock held byofficers anddirectors of the bank holding company. In addition, the
following are counted as insiders: (1) director nominees; (2) stock in a holding
company controlled pension fund or “ownership” plan; (3) stock held in trust
for a director; (4) stock held by families of directors or officers; and (5) stock
held by the bank’s trust department, except when there are no other insiders.
Excluded from the holdings of either insiders or outsiders is the stock of the par-
ent company held by subsidiaries or stock of the bank which it holds itself. These
two categories are treasury stock.

In the case of shares held by families of insiders, which are counted as inside
holdings, the last name was used to identify families. For example, in the case
of Jefferson Bankshares, Richard Crowell, Jr. is a director, but Richard Crowell,
Sr. is not an officer or a director. Richard Crowell, Sr.’s stock is counted as an
insider holding. Other examples are along the same lines. In general, the amount
of inside holdings subtracted from the total outside holdings of thosewith at least
five percent was added to the holdings of the remaining insider holdings.

The 13D and 13Gother filing dates often differ from the dates of proxy filings.
Sometimes dates were not provided. We used the most recent dates when dates
were provided.

APPENDIX 3: SEMIPARAMETRIC ESTIMATION

To estimate (15.4) we follow Speckman (1988). Assume that the population
regression function is a smooth function and that X and α are related via the
regressionmodel E(X |α)= g(α), i.e.,

X = g(α)+η (15.12)

where η is a mean zero error term independent of α. The function f(α) (see
equation (15.4)) is estimated by assuming the existence of a smoothermatrix,K
for estimating the function f(α) (weuse locallyweighted regression, as described
below). Intuitively,K is the operator which, for each value of the nonparametric
independent variable, calculates a value of the function at that point by attaching
weights to neighboring points according to an assumed weighting function or
density.
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The smoother, K, cannot be applied directly to estimate the nonparametric
part of the relationship, f(α), because of dependence on the parametric part,
X1β . The basic approach is to purge each component of dependence on the
other component, and then estimate the parametric part with OLS and the
nonparametric part with a nonparametric estimator. Start by defining:

X∗ = (I – K)X L∗
i = (I – K)Li

which are the variablesX and Li; “adjusted” for dependence onα, viaK. (I is the
identity matrix.) Then β is estimated from partial residuals by:

β̂ =
(
X∗′

X∗
)−1

X∗′
L∗
i .

And the estimate of the nonparametric component is given by:

f̂= K
(
Li −X′β̂

)
.

Assuming (15.12), Speckman (1988) proves that: n1/2[β̂ − E(β̂)] D−→
N(0,σ 2V−1) (n−1η′η→V where V is positive definite) and that the bias in
estimating the nonparametric function, f(α), and its variance are negligible
asymptotically. We now turn to a discussion of the choice ofK.
We use locally weighted regression (see Cleveland and Devlin (1988),

Müller (1987), Stute (1984), and Cleveland (1979)).31 Local regression uses
a weighted least squares estimate at each point using a neighborhood of the data
points determined by choice of a window size or smoothing parameter, say g.
The function f(α), at a point αj (an element of α), f(αj), is estimated by linear
or quadratic weighted least squares. By varying the independent variable point,
αj, and recalculating the relevant neighborhood and weights at each point, the
function can be traced out over its domain. Intuitively, the procedure is anal-
ogous to a moving average in time series analysis. Instead of averaging over
time, however, the average is with respect to a neighborhood around each point
(in cross-section).32 Standard errors can be obtained following Cleveland and
Devlin (1988).

31. The smoother matrix, K,may be linear or nonlinear (e.g., a low order polynomial) and possi-
blemethods include kernel, weighted regression, and spline procedures. (SeeHärdle (1990, 1991)
and Muller (1988) for discussions.) The choice of locally weighted regression is due to the supe-
rior features of this method compared to kernel estimation. Local regression is more efficient that
kernelmethods and does not have “boundary effects” caused by the lack of a neighborhood on one
side of data points near either end of the sample. These results are due to Fan (1992, 1993) and
Stute (1984).

32. Note, however, that local regression is computationally burdensome even for samples of, say,
n = 200 because at each point the sample must be sorted to find the q nearest neighbors. In time
series the sorting is not an issue. In our case this issue is nontrivial because n= 2,000.
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Local regression requires choice of a smoothing parameter, g. Thus, the esti-
mate of f(α), sayγg(α), depends on g and, therefore, the expectedmean squared
error also depends on g. The expected mean square error, Sg , is:

contribution of bias to the expected mean square error andVg is the contribu-
tion of variance. Nonparametric estimators are biased (see Scott (1992)) when
γ g(a) is a nearly unbiased estimate (which occurs when g is low, e.g., 0.2), then
the expected value ofBg is nearly 0, but this depends on the choice of g.The diffi-
culty is that choice of window size, g, trades-off variance of the estimator against
bias.33 There are a number of procedures for making the optimal choice of win-
dow size (which determines how smooth the estimated function is). However,
our results do not change over a fairly broad range of window sizes.
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Banks and Loan Sales Marketing
Nonmarketable Assets

GARY B. GORTON* AND GEORGE G. PENNACCHI �

16.1. INTRODUCTION

Historically, financial intermediaries have created loans that were not later sold.
A reason for the illiquidity of loans is illustrated by the example of Penn Square,
the bank that failed in 1982. According to the former director and chairman of
the FDIC Irvine Sprague (1986, pp. 11–12):

Penn Square was plunging other banks’ money into the risky oil and gas
business. Its mode of operation was to make large, high-priced but chancy
loans to drillers and then to sell the loans, in whole or in part, to other
banks while pocketing a fee for the service. Such loans are called
‘participations’ and are a common practice in banking. Penn Square,
however, transformed the practice into a species of wheeling and dealing
. . . The large participating banks were exposed, embarrassed, and
threatened. Buying loan participations in enormous amounts were some
of the country’s leading and, supposedly, most sophisticated
institutions . . . Their transactions with Penn Square violated all tenets of
sound banking . . . They were content to rely on someone else’s faulty and

*The data used in this paper were provided by a large bank which wishes to remain anonymous.
We would like to thank the bank for the data and, particularly, the loan sales desk employees
for their assistance with this study. Also, we are grateful for suggestions by seminar participants
at the Federal Reserve Board, the Federal Reserve Banks of San Francisco and Cleveland, and
Dartmouth College. We would also like to thank Mark Flannery, Stuart Greenbaum, Jonathan
Karpoff, Deborah Lucas, Rabie Rafia, René Stulz, and an anonymous referee for providing helpful
comments, and to the Geewax-Terker Research Program in Financial Instruments for research
support.
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fragmentary loan documentation. Now they were exposed to massive and
potentially fatal losses.

Subsequently, Seafirst of Seattle and Continental of Illinois, both major
purchasers of Penn Square’s loans, failed.

Recent theories of financial intermediation (e.g., Boyd and Prescott, 1986;
Diamond, 1984) predict that purchasing loans would be treacherous. Banks
provide borrowers with unique services in the form of (publicly unobserved)
credit evaluation and monitoring activities. For a bank to have the incentive
to provide an efficient level of these services, it is necessary that it hold (or
retain the risk of) the loans that it creates. If loans were sold without recourse
or guarantee to the buyer, then the bank would lack the incentive to produce an
efficient level of credit information andmonitoring since it would not receive the
rewards from these activities. Ordinarily, loan buyers would recognize this lack
of incentive and value the loan lower than otherwise. Therefore, the existence of
financial intermediaries implies the creation of bank loans that banks should be
unable to sell. The experience of Penn Square would seem to confirm the dan-
ger in buying loans and reinforce the presumption that bank loans are illiquid,
which is the underlying rationale for much of bank regulation and Central Bank
policy.1

The “participations” involved in Penn Square were secondary loan partici-
pations, more generally known as “commercial loan sales.” These are contracts
under which a bank sells a proportional (equity) claim to all or part of the cash
flow from an individual loan to a third party buyer. The contract transfers no
rights or obligations between the bank and the borrower, so the third-party
buyer has no legal relationship with the bank’s borrower. Furthermore, loan
sales involve no type of recourse, credit enhancement, insurance, or guarantee
because only then can the originating bank remove the loan from its balance
sheet (according to regulatory accounting rules). In other words, the loan buyer
has no recourse to the selling bank should a loan default occur.2

1. The nonmarketability of bank loans is often taken to imply that bank depositors have a difficult
time valuing loans. It has been argued that such an information asymmetry between banks and
outside investors is a precondition for banking panics. For example, Diamond and Dybvig (1983)
assume that there is a cost to the bankof liquidating long-term investments. The cost is presumably
motivated by the idea that such assets are nonmarketable. In Gorton (1985, 1986) banking panics
are caused by depositor confusion over bank asset values.

2. The lack of recourse, guarantee, or credit enhancement sharply distinguishes secondary partici-
pations from other kinds of participation (novations and assignments). See Gorton and Haubrich
(1989) for a discussion. Secondary participations are also unlike asset-backed securities in this
respect. Not only are asset-backed securities typically credit-enhanced, but they are claims on the
cash flows fromapool of loans, whereas a loan sale or secondary participation is a claimon the cash
flow from a single loan.
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Perhaps the problems inherent in selling loans, as exemplified by the Penn
Square experience, explain why prior to the early 1980s loan sales never
exceeded $20 billion annually and were confined to transactions within the
bank correspondent network.3 Important changes, however, occurred during
the course of the 1980s when commercial and industrial loan sales grew tremen-
dously, despite the practical experience and theoretical predictions that loan
sales would be a “lemons” market. The amount of commercial and industrial
loan sales outstanding, according to quarterly FDIC Call Reports, increased
from approximately $26.7 billion in the second quarter of 1983 to a peak of
$290.9 billion in the third quarter of 1989.4 This growth was accompanied by
a market that expanded beyond the confines of historical correspondent bank-
ing networks.5 Also, the market developed from one where loans were primarily
those of investment-grade firms to one where a majority of loans sold were
non-investment-grade.

What explains the opening of the loan sales market?6 A bank which needs
to fund a new loan can: (1) fund the loan internally by issuing deposit liabil-
ities having a cost defined as rI , where rI , includes any regulatory or agency
costs associated with this source of financing, or (2) fund the loan by obtaining
funds from a buyer of the loan, where this source of financing has a cost defined
as rIs. The fact that loan sales have not been observed in significant quantities
for most of banking history suggests that internal funding costs were generally
low compared to funding costs resulting from loan selling, as predicted by theo-
ries of financial intermediation. These theories suggest that the return the bank
would have to promise a loan buyer, rIs, would be higher than the bank’s internal
funding cost because, having sold the loan, the bank would lack the incentive
to undertake costly credit risk analysis or monitoring. Realizing this, and the

3. According to American Bankers Association surveys, most loan sales in the correspondent net-
work were due to overlines, i.e., instances where the originating bank exceeded its legal lending
limit for an individual borrower.

4. Loan sales declined during the subsequent recession as the volume of new loans originated,
especially loans financing mergers and acquisitions, declined. See Demsetz (1993/4), Demsetz
(1994), Haubrich and Thomson (1993), and Cantor and Demsetz (1993).

5. Initially most loan purchasers were other banks (including a significant number of foreign
banks), but nonbank firms accounted for about a quarter of loan purchases by the early 1990s
(see Federal Reserve Board Senior Loan Officer Opinion surveys).

6. While some of the previous work on loan sales is discussed below, Berger and Udell (1993)
provide a more complete summary. Previous empirical work, including Berger and Udell (1994),
Carstrom and Samolyk (1993), Pavel and Phillis (1987), and Haubrich and Thomson (1993a, b),
usesCall Report data to address questions concerning which banks are buyers and which banks are
sellers of loans and also the variation of aggregate loan sales volume over time. Bernanke and Lown
(1991) discuss loan sales and the “credit crunch.”
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resulting greater probability of the loan’s default, loan buyers would demand a
higher promised yield, rIs, making loan sales relatively expensive.

Since we now observe significant quantities of loan sales, it appears that
funding via loan selling is relatively inexpensive for some categories of loans
originated by certain banks. This could be due to a rise in some banks’ inter-
nal funding cost, rI , and/or a decrease in the cost of funding loans via loan
sales, rIs. There seems to be little question that during the last fifteen years
or so many banks’ deposit funding costs have risen substantially. This period
saw: (1) the lifting of interest rate ceilings on deposits (elimination of Reg-
ulation Q), (2) the development of interstate bank competition for deposits,
and (3) increases in capital requirements that were binding constraints for
many banks.7 As shown in Pennacchi (1988) and Haubrich and Thomson
(1993b), greater deposit market competition that leads to a rise in some banks’
internal funding costs can result in an increase in aggregate loan sales, even
if loan purchasers demand competitive rates of return on the loans that they
purchase. This is because funds obtained from loan buyers, unlike deposit
funds, avoid costs associated with required bank capital and required reserves.
Banks facing competitive deposit markets will find that some loans can be prof-
itably sold to certain smaller domestic banks or foreign banks that, due to
local market power and/or regulation, have a relatively lower cost of deposit
funds.

Could the rise in internal funding costs have led to loan sales that are nothing
more than an implicit underwriting activity in which the originating bank pro-
vides no special credit evaluation or monitoring services? In other words, is loan
selling simply a substitute for explicit commercial paper underwriting, a financ-
ing avenue available to mostly well-known investment-grade firms? This seems
unlikely. If banks provided no special credit services, an explicit investment bank
underwriting contract, which gives the investor a direct claim on the borrow-
ing firm, would dominate a loan sales contract. Should the firm fail, the direct
claim allows the holders legal rights that the indirect loan sale claim precludes.
Only if banks continue to provide specialized credit services would loan selling
be preferred over underwriting. In fact, loan selling does not appear to be a sim-
ple underwriting function involving no bank credit services.Most loans that have
been sold were those of non-investment-grade firms. Indeed, for the money cen-
ter bank studied later in this paper, the majority of its loan sales were claims on

7. It may also be the case that the internal funding costs are larger for particular categories of
loans. Flannery (1989) argues that bank examination procedures create incentives for banks to
hold only certain classes of loans, profitably selling the remainder. A significant fraction of loans
sold during the 1980s weremerger-related (see Federal Reserves Board Senior LoanOfficer Opin-
ion surveys). Loans to firms involved in highly levered transactions (HLT loans) faced particular
regulatory pressure, suggesting that the costs of funding these loans internally was higher than for
other categories of loans.
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borrowers that did not have a commercial paper rating. Thus, a potential moral
hazard problem, arising from a bank’s lack of incentive to provide credit services
when loans are sold, needs to be considered when discussing the cost of funding
via loan sales.

While many banks’ internal funding costs have likely increased, a decline in
the cost of loan sales funding, rIs, alsomay have occurred. This could help explain
an expansion of the loan sales market. In Section 16.2 we present amodel of loan
sales that assumes that banks continue to provide unique credit services that are
unobservable to loan buyers. We consider two possible contract features that
could reduce the agency cost of selling loans. The first feature is the possibility of
a bank offering an implicit guarantee on the value of a loan sold to the loan buyer.
Regulation prevents banks from inserting explicit loan guarantees in loan sales
contracts. There are, however, reasons to believe that an implicit guarantee may
operate. Loan buyers are concerned with the lack of a secondary market where
they could sell the participation should they need cash, so selling banks infor-
mally offer to buy back loans. The question is whether this process constitutes a
formof insurance.8 If a loan buyer expects the originating bank to buy back prob-
lem loans, ameans of providing de facto loan guaranteeswould exist. The issue of
implicit insurance has also been raised by regulators. For example, FDIC direc-
tor Sprague (1986, p. 112) reported that the chairman of Penn Square “denied
they had any hidden agreements to take back participated loans that went sour.”
Gorton and Pennacchi (1989), using loan sales yields averaged across a sample
of banks, find very weak evidence of implicit bank guarantees on loan sales.

The other contract feature we examine concerns a bank’s choice of selling
only part of a loan. By retaining a portion of the loan, the bank could reduce
agency problems since it continues to face a partial incentive to maintain the
loan’s value. The greater the portion of the loan held by the bank, the greater will
be its incentive to evaluate and monitor the borrower. Notably, no participation
contract requires that the bank selling the loan maintain a fraction, so this con-
tract feature would also appear to be implicit and would need to be enforced by
market, rather than legal, means. Simons (1993) considers the relation between
the fraction of loan syndications held by the lead bank and credit quality.9 We
discuss Simons’ results in comparison to our own later.

8. These statements are based on conversations with bankers and loan buyers. We were, unfortu-
nately, unable to obtain data on the fraction of loan sales that were repurchased by the selling bank
in our sample. Loan buyers and sellers report that loans are occasionally repurchased, but opinions
varied as to whether the repurchase price amounted to (partial) insurance.

9. A loan syndication is not the same as a loan sale. In a loan sale the (legal) contractual relation-
ship between the borrower and the bank is unaltered, but (part of) the cash flow promised by the
borrower is sold to a third party with a new contract, the secondary participation. In a syndication
a relationship between the borrower and the syndicate member is created from the beginning; in
effect, there is no third party.
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The model illustrates how these two contract features affect the equilibrium
loan sales yield, rIs, on a loan of a given credit class. It shows that if the loan is not
fully guaranteed by the bank (implicitly), then the bank does not undertake the
level of credit evaluation or monitoring that it would were it to hold the entire
loan. The loan buyer recognizes this moral hazard and reduces the price it is
willing to pay.

In loan sales made through the old correspondent banking network, the
mechanism for enforcing implicit contracts may have involved the threat of loan
buyers terminating other business relationships that they maintain with the orig-
inating bank. In today’s environment, if a loan selling bank reneges on its implicit
agreement to repurchase a loan or its commitment to retain a fraction of the loan,
then potential buyers may not purchase the bank’s loans in the future. Thus, fail-
ure to honor implicit agreements could lead to a loss of reputation and future
profitable loan sales by the loan selling bank.10

In Section 16.3 we turn to empirical tests of the model. These tests use a
unique data set of 872 loan sales. Unlike previous studies of loan sales, the data
include deal-specific loan sales prices and the interest rates on the underlying
loans. We use these data to test for the presence of the implicit contract features
modeled in Section 16.2. Section 16.4 concludes.

16.2. A MODEL OF THE LOAN SALES MARKET

This section presents a model of the optimal contract between a bank and loan
buyers. It considers a setting where the bank has an incentive to sell loans
because of relatively high costs of internal funding.11 Of course, banks may
have other motives for loan sales, in particular, the desire to maintain a diver-
sified loan portfolio. However, it seems hard to explain the dramatic 1980’s rise
in loan sales based solely on diversification, since this motive was likely to be
present for most of banks’ history. Various motivations for loan sales are dis-
cussed in Boyd and Smith (1989), James (1988), Pennacchi (1988), Benveniste
and Berger (1987), Cumming (1987), Greenbaum and Thakor (1987), and

10. See Boot, Greenbaum, and Thakor (1993) for a model where reputation causes implicit
financial guarantees to be fulfilled whenever the (bank) guarantor has sufficient financial
capital.

11. High internal funding costs may be linked to a number of sources. Pennacchi (1988)
shows that regulations, such as capital and reserve requirements, can add to the cost of com-
petitively priced bank deposits to produce relatively high internal funding costs. James (1988)
illustrates how a Myers (1977) type “underinvestment” problem can make deposit financing rel-
atively costly when a bank has risky debt outstanding or is covered by fixed-premium deposit
insurance.
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Kareken (1987). See Berger and Udell (1993) for a review of the loan sales
literature.

In the present model, a bank can improve the expected return on loans that
it originates by evaluating (screening) loan applicants to identify better quality
borrowers. However, as we explain below, the model can also be interpreted
as one in which the bank provides alternative credit services by monitoring a
borrower after originating a loan.12 We adopt the standard assumption that the
level of bank credit services is unobservable so that the bank and loan buyers
cannot write contracts that are contingent on the level of these services.13 There-
fore, loan sales involve a moral hazard problem, namely, that the bank may not
evaluate the credit of loan applicants at the most efficient level.

If a bank’s diligence in screening loan applicants is unobservable, the con-
sequent moral hazard problem can be mitigated by contractual features not
directly concerned with the bank’s effort. We consider the two features of the
loan sale arrangement, discussed above, that could be contractually feasible:
(i) an agreement by the bank to sell only a portion of the loan, retaining the
remainder on its balance sheet, and (ii) a guarantee by the bank to repurchase
the loan at a previously agreed upon price if the quality of the loan deteriorates.
We interpret the second feature as equivalent to a (partial) guarantee against
default on the loan sale. These two contract features can help mitigate the bank’s
moral hazard problem since the bank retains some of the risk of loan defaults and
continues to face incentives to screen loan applicants.

16.2.1. Assumptions

The bank’s problem is to maximize the expected profits from the sale of a partic-
ular loan.14 The following assumptions aremade about the loan’s characteristics
and possible contract features.

(A1) A bank loan requires one dollar of initial financing, and produces a
stochastic return of x at the end of τ periods, where x ∈ [0, L] and

12. Campbell and Kracaw (1980) and Boyd and Prescott (1986) explain the existence of financial
intermediaries as providing efficient credit evaluation services. A monitoring role for interme-
diaries is modeled in Diamond (1984), Gorton and Haubrich (1987), and Gorton and Kahn
(1994).

13. In recent years, the degree of asymmetric information between many borrowers and investors
has likely declined, mitigating moral hazard problems in particular credit markets. However, com-
plete elimination of asymmetric information between all potential borrowers and investors would
leave banks with no role in credit intermediation. This seems extreme, so that we assume that a
significant degree of asymmetric information continues to exist.

14. As shown in Pennacchi (1988), this problem is separable from the bank’s choice of loan
originations.
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where L is the promised end-of-period repayment on the loan. The
return, x, has a cumulative distribution function of F (x, a) , where a is
the bank’s level of credit evaluation. This distribution function satisfies

F (x,λa+ (1−λ)a′) ≤ λF (x,a)+ (1−λ)F (x,a′)

forall a, a′; λ ∈ (0,1).

(A2) The bank has a constant returns to scale technology for evaluating the
credit of loan applicants. The cost function is given by c(a) = c · a.

(A3) The bank can sell a portion, b, of the return on a loan, where b ∈ [0, 1] ,
retaining the portion (1− b). Risk-neutral loan buyers require an
expected rate of return on loans purchased of rf . The bank finances its
portion by issuing deposit and/or equity liabilities having the internal
funding cost of rI .

(A4) The bank has a policy of granting an implicit (partial) guarantee against
the default of each loan that it sells. Let γ refer to the proportion of
each loan sale that the bank promises to guarantee, where γ ∈ [0, 1] .
The bank can fulfill this guarantee only if it is solvent at the time the
loan matures. This future solvency of the bank is assumed to have
probability p and to be uncorrelated with the return on the loan.

Assumptions (A1) and (A2) provide a rationale for a bank’s services, improv-
ing the returns on loans by a costly credit evaluation of loan applicants.15 We
can view the bank as expending an unobserved level of credit screening service,
a, in choosing to make a single loan to a particular applicant from a heteroge-
neous loan applicant pool. It is assumed that potential loan buyers know the risk
distribution of the loan applicant pool, but they cannot observe the risk of an
individual loan applicant within this risk class.16 The distribution function of the
loan that the bank ends upmaking from this risk class, F (x, a) , will be a function
of its level of credit screening effort.

Due to the nature of the loan sales data that we subsequently analyze, our
model focuses on a bank’s credit evaluation services prior to originating loans.
However, the model could be re-interpreted as one where the bank produces a
variety of credit services. For example, virtually the same assumptions can char-
acterize a situationwhere the bank provides costlymonitoring services, such as in

15. These assumptions imply decreasing marginal profits from evaluating the credit of loan
applicants.

16. For example, one particular risk class might be defined as all loan applicants that have no com-
mercial paper rating. Within this (publicly observed) risk category, loan applicants could have
varying degrees of (publicly unobserved) risk. Other risk classes might be those borrowers with
A3, A2, Al, or A1 + commercial paper ratings.
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Diamond (1984). The variable “a” can be viewed as the level of any bank service
that increases the expected return on a loan.

Assumption (A3) constrains the form of the explicit loan sale contract
to that of a proportional equity split between the bank and the loan buyer.
This assumption is due to regulatory constraints that prevent other contract
forms in selling commercial and industrial loans.17 Assumption (A4) allows
the bank to offer an implicit guarantee on the loans it sells. This level of
guarantee is assumed to be the same for all loans that are sold.18 The assump-
tion that the bank’s solvency and the return on a particular loan are uncor-
related can be justified if the loan is considered to be a small portion of the
overall portfolio of assets (including off-balance sheet liabilities) held by the
bank.

While assumption (A3) states that the bank is a price-taker in the market
for loan sales (it must offer the expected rate of return of rf to loan buy-
ers), we place no restriction on the bank’s market power in originating loans.
In other words, banks may extract surplus from borrowing firms. We believe
this is an important and realistic consideration, especially for borrowing firms
that lack access to public security markets.19 Hence our model, as well as our
subsequent empirical work, does not assume that the yield on the loan paid
by the borrowing firm reflects purely a risk premium or purely a monopoly
rent.

16.2.2. The Bank’s Problem

The optimal loan sales contract involves the bank’s choice of credit screening
effort, a, and the fraction of the loan to be sold, b, that maximizes its expected
profits:

max
a,b

,
∫ L

0

[
(1 − b)x − bγ p(L − x)

]
dF (x, a)− c (a)− erfτ I, (16.1)

17. The constraints include restrictions on the form of a loan sale that enables a bank to remove
the loan from its balance sheet, thereby avoiding reserve and capital requirements. Also, loan sales
contracts must avoid the appearance of being “securities” in order to avoid securities laws. These
issues are discussed by Gorton and Haubrich (1989).

18. The model can be extended to allow the bank to offer different implicit guarantees for each
loan that it sells. This was done in an earlier version of this paper. Empirical results using this more
complicated model are qualitatively similar.

19. Rajan (1992) presents a model where a bank’s acquisition of firm-specific credit information
gives it market power inmaking loans. Market power in bank lending is also consistent with empir-
ical evidence regarding the incidence of reserve requirements analyzed in Fama (1985) and James
(1987).
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where

I = 1− e
−rf τ
I

∫ L

0

[
bx + bγ p(L − x)

]
dF (x,a) ,

Subject to

(i)
∫ L

0

(
1− b+ bγ p

)
xdFa (x,a) = c′ (a) ,

(ii) b≤ 1.

In problem (16.1), the first term in the bank’s objective function is the
expected return on the portion of the loan return held by the bank, minus the
expected value of the implicit guarantee that the bank gives to the loan buyer, p
is the probability that the bank is solvent (and can therefore honor its guarantee)
when the loanmatures in τ periods. I is the amount of internal (bank deposit and
equity) funding that the bank must provide, at cost rI , when a fraction b of the
loan is sold. Constraint (i) is the incentive compatibility constraint. Hart and
Holmstrom (1987) show that it can be written in this form when the distribu-
tion function, F (x, a), satisfies the convexity-of-distribution-function condition
given in (A1). Using the functional form c(a) = c · a and defining the expected
return on the loan as

x(a) =
L∫
0
xdF (x,a) ,

the incentive compatibility constraint can be rewritten as

xa = c
1 − b

(
1− γ p

) , (16.2)

where the subscript denotes partial differentiation. This constraint implies that
when a bank sells a portion of the loan (b> 0), and there is some probability
of the bank failing

(
p< 1

)
or the bank not fully guaranteeing the loan (γ < 1) ,

then the level of credit screening, a, is less than would be the case if the bank
retained the entire loan (b= 0) or credit screening was observable. In this latter
case, credit screening could be set to its most efficient level, namely, that which
satisfies20

xa = c. (16.3)

The less-than-efficient level of credit screening that occurs when it is unobserv-
able to loan buyers is the essence of the moral hazard problem that the bank
attempts to minimize by other contractual arrangements.We now consider how
the proportion of the loan that the bank sells, b, is optimally chosen to alleviate
this problem.

20. Since the expected return on the loan is a concave function of the level of screening, a,
comparing (16.2) and (16.3) implies a loss of efficiency when loans are sold.
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16.2.3. Incentive Compatible Loan Sales

Problem (16.1) can be solved to jointly determine the equilibrium level of credit
screening and the fraction of the loan to be sold. Define θ ≡ exp

[(
rI − rf

)
τ
]−1

to be the excess cost of internal bank finance relative to financing at the risk-free
rate.21 Then the first-order conditions with respect to the bank’s choices of b and
a are

{θx(a)+ γ pθ[L− x(a)]−λ(1− γ p)xa −μ}b= 0, (16.4)

{[1+b(1−γ p)θ]xa− c′(a)+λ[(1−b(1−γ p))xaa− c′′(a)]}a= 0, (16.5)

where λ and μ are the Lagrange multipliers associated with constraints (i) and
(ii), respectively. Assuming the interior solution (a> 0) and the functional form
c(a) = c · a, Eq. (16.2) can be substituted into Eq. (16.5) to eliminate c. The
resulting expression can then be used to eliminateλ in Eq. (16.4). This produces
the following equilibrium condition:

b = θ [x(a)+ γ p(L− x(a))]−μ(
1− γ p

)[−x2a/Lxaa
) (

1− γ p
)
(1+ θ)+ θ [x(a)+ γ p(L− x (a))]− μ

.

(16.6)
This condition will be the basis of our empirical tests. However, as currently

written, Eq. (16.6) is difficult to interpret since it depends on the unobserved
level and derivatives of the expected return on the loan, x (a). It can be simplified
by replacing these unobserved expressions by observable variables or estimable
parameters. First, we can substitute for x(a) by noting that it is directly related
to the promised yield on the loan sold and the fraction of the loan guaranteed.

When a portion, b, of the loan is sold, the continuously compounded
promised yield on the loan sale, rls, is defined by

rls = 1
τ
ln
(

Lb
1− I

)
, (16.7)

where 1 − I is the amount a loan buyer pays in return for the promised payment
Lb. Substituting for I from problem (16.1) into Eq. (16.7) and rearranging, we
obtain

x(a) =
L
(
e−

(
rls−rf

)τ −γ p
)

1− γ p
. (16.8)

Second, in order to evaluate the ratio x2a/xaa, we need to make an explicit
assumption regarding the effect of credit screening on a given loan’s expected
return. We choose a simple parametric form that is consistent with our earlier

21. Note that θ is positive whenever rI > rf .
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assumption about the bank’s credit screening technology, assumption (A1), and
also possesses sensible implications:

x (a) = L
(
1−αe−βa) . (16.9)

This functional form implies that if no credit evaluation is done (a= 0), the
expected return on the loan is L (1−α). As credit services increase, the expected
return on the loan asymptotes at the rateβ to the promised payment, L.22 Given
Eq. (16.9), we have

−x 2
a /xaa = Lαe−βa = L− x (a) . (16.10)

This expression, as well as Eq. (16.8), can then be used to simplify Eq. (16.6) as
follows:

b= θe−(rls−rf )τ −μ/L

(1− γ p)[1+ θ − e−(rls−rf )τ −μ/L]

= rI − rf −μ/(τL)
(1− γ p)[rI − rf + rls − rf −μ/(τL)]

. (16.11)

By simple differentiation of Eq. (16.11), it is straightforward to prove:23

PROPOSITION. In equilibrium, a bank sells a greater proportion of loans: (i) the
greater is the bank’s internal cost of funding, rI − rf ; (ii) the lower is the equilib-
rium loan sale premium, rls − rf ; and (iii) the greater is the bank’s probability of
solvency, p.

16.2.4. Discussion of the Model

The implications of the model, as summarized by the previous proposition, are
intuitive. Banks will sell larger proportions of loans if they face a greater excess
internal funding cost, since this is the direct cost of funding the part of the loan
that they retain. They will also sell a greater proportion of less risky loans, those
for which the provision of bank credit services is less vital, and for which loan
buyers demand, in equilibrium, a smaller default premium. In addition, since an
implicit guarantee to buy back a problem loan substitutes for loan retention as a
way for banks to commit to efficient credit services, the greater the quality of this
guarantee (the higher the bank’s solvency probability), the less the proportion
of the loan that the bank needs to retain.

22. The parameters α and β are assumed to be positive and loan specific. The parameter α is also
assumed to be less than unity. The parameter β is a measure of the marginal increase in expected
return on the loan from additional credit services.

23. For an interior equilibrium, 0 < b< 1, the Lagrange multiplier,μ, equals zero.
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Our result that banks will optimally sell a smaller fraction of more risky loans
is consistent with empirical findings on loan syndications by Simons (1993).
While loan syndications differ from loan sales in that the original loan contract
is between the borrower and each syndicate member, one could argue that the
lead bank (agent) managing the syndication plays a dominant role in credit eval-
uation. Also, the lead bank typically recruits syndicate members after making the
initial contact with the borrower. Simons (1993) analyzed 1991 SharedNational
Credit Program data that reported bank regulators’ classifications of syndicated
loans and found that lead banks held a larger proportion of syndicated loans that
were subsequently criticized by bank regulators.24

The model also suggests that banks choose less-than-efficient levels of credit
screeningwhen portions of loans are sold and not fully guaranteed. To the extent
that bank loans differ from bonds by the provision of bank credit screening (or
monitoring), this means that bank loans are “less special” when they are sold.
Another interpretation is that “bank relationships” are less important when loans
are sold. Of the 872 loan sales that we study in Section 16.3, 538 were sales in
which the borrowing firm had no commercial paper rating, suggesting that if
there is a decline in the significance of bank relationships, it is not only affecting
large firms.However, recent research on very small firms suggests that bank rela-
tionships continue to be important (see Petersen and Rajan, 1993, 1994; Berger
and Udell, 1994).

16.3. TESTS OF THE MODEL

This section considers the empirical validity of the model given in the previous
section. The data are introduced first and the statistical tests follow.

16.3.1. An Overview of the Data

The data analyzed in this paper are a sample of 872 individual loan sales done
by a major money center bank during the period January 20, 1987 to Septem-
ber 1, 1988. The bank, which has requested anonymity, is one of the largest
loan sellers. For each loan sale, we were given the yield, maturity, and dollar size
of the original loan made to the borrowing firm, the borrowing firm’s commer-
cial paper rating (if any), the yield and maturity of the loan sale, the fraction of
the loan sold, and LIBOR corresponding to the date and maturity of the loan

24. On average, lead banks held a 17.4% stake in loans that were subsequently classified as “pass,”
while for criticized loans, lead banks held average loan proportions of 18.0%, 29.4%, 30.5%, and
47.3% for the classifications “specially mentioned,” “substandard,” and “loss,” respectively.
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Table 16-1. DESCRIPTION OF LOAN SALES DATA; JANUARY 20, 1987 TO
SEPTEMBER 1, 1988; 872OBSERVATIONS

Variable Mean Std. Dev. Minimum Maximum
Loanmaturity (days) 28.04 22.45 1 277
Loan sale maturity (days) 27.63 22.44 1 277
Fraction of loan sold 0.76 0.30 0.09 1.00
Loan rate (%) 7.53 0.61 6.25 9.18
Loan sale rate (%) 7.41 0.59 6.28 9.12
LIBOR rate (%) 7.29 0.57 6.19 8.75

SOURCE: Money Center Bank.

sale.25 In order that the yield on the original loan and the yield on the loan
sold be comparable and not unduly reflect changes in market interest rates over
the time interval between loan origination and loan sale, we restricted the sam-
ple to those loan sales that occurred within three days of the loan origination.
This totaled 872 loan sale observations, or 90.1% of the original observations.26

Table 16.1 gives summary statistics for this sample. Note that the average differ-
ence between the yield on the loan and the yield on the loan sale is approximately
12 basis points.27 This is quite close to the average spread of 13 basis points that
was found formoney center banks during the Federal Reserve Board’s June 1987
Senior Loan Officer Survey of Bank Lending Practices.

Table 16.2 stratifies loan sales by maturity and commercial paper rating. For
each commercial paper rating and maturity category, the table provides the
average size of the loan sale, the number of observations, the fraction of total
observations falling into that cell, and the fraction of the all observations with
the samematurity falling into that cell. Notably, the largest categories of sales (by
number, but also by dollar volume) are those with maturities of 6–15 days and
“NoRating”, and 16–30 days and “NoRating”. These two categories account for
almost 47%of all loan sales. The next largest category is 31–60 days and “NoRat-
ing,” which accounts for 10% of the total. Thus, these three categories account
for over half the total sales. This is consistent with the earlier observation that
loan sales may not simply be a substitute for commercial paper.28

25. The identity of the borrowing firm was not given to us.

26. Of this subsample of 872 loan sales, 74.8% were sales made on the date of origination, 15.4%
were sales made one day after origination, 4.1% were sales made two days after origination, and
5.7% were sales made three days after origination.

27. Buyers of commercial and industrial loans do not pay or receive any additional fees when
purchasing loans. They simply receive the promised yield on the participation.

28. Notably, this bank made no loan sales with maturities greater than one year, and its aver-
age maturity was about 28 days. This is shorter than the mean maturity of approximately one
year reported by all banks during this time period. See Gorton and Haubrich (1989). The likely
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Table 16-2. SUMMARY OF THE DATA: LOAN SALES SIZE, RATING, AND MATURITY

Rating Maturity (days)
0–5 6–15 16–30 31–60 61–90 90+

A1+
Average size of loan sale 5.0 5.0 25.0 28.3 41.2 0
($millions)

Number of observations 1 1 1 9 3 0
% of all observations 0.1 0.1 0.1 1.0 0.3 0
% of observations of same 4.8 0.3 0.3 4.9 8.1 0
maturity

A1
Average size of loan sale 28.8 25.8 29.1 35.6 0 8.2
($millions)

Number of observations 8 34 27 20 0 3
% of all observations 0.9 3.9 3.1 2.3 0 0.3
% of observations of same 38.1 11.6 8.6 10.8 0 13.6
maturity

A2
Average size of loan sale 15.8 13.6 12.9 20.4 21.6 19.2
($millions)

Number of observations 3 41 73 64 18 9
% of all observations 0.3 4.7 8.4 7.4 2.1 1.0
% of observations of same 14.3 14.0 23.2 34.6 48.6 40.9
maturity

A3
Average size of loan sale 0 11.7 15.9 18.8 20.0 0
($millions)

Number of observations 0 3 8 4 1 0
% of all observations 0 0.3 0.9 0.5 0.1 0
% of observations of same 0 1.0 2.5 2.2 2.7 0
maturity

No rating
Average size of loan sale 16.1 11.0 13.4 18.9 15.8 14.9
($millions)

Number of observations 9 210 206 88 15 10
% of all observations 1.0 24.1 23.6 10.1 1.7 1.1
% of observations of same 42.9 71.9 65.4 47.6 40.5 45.5
maturity

Table 16.3 summarizes data that relates the spread of the yield on the loan
negotiated with the borrower over LIBOR and the spread of the yield on the

explanation for the shorter average maturity is that none of the loan sales in our sample involved
merger-related financings, which tend to have maturities in the range of five years. Other banks
sold significant amounts of merger-related loans during this time period. These loans were almost
always priced at 250 basis points over LIBOR, and there were no loans of this type in our sample.



Table 16-3. SUMMARY OF THE DATA: YIELD SPREADS (IN BASIS POINTS) AND
FRACTION OF LOAN SOLD

Rating Maturity (days)

0–5 6–15 16–30 31–60 61–90 90+
A1+
Loan yield—LIBOR −6.5 0.0 −5.0 18.6 60.8 −
spread

Loan sale yield— −0.5 −2.0 −7.0 0.4 −3.3 −
LIBOR spread

Average fraction sold 1 1 1 0.843 0.556 0
Number of 1 1 1 9 3 0
observations

A1
Loan yield—LIBOR 12.4 2.9 8.9 1.8 − 30.4
spread

Loan sale yield— 3.9 −1.4 −3.5 1.9 − 6.0
LIBOR spread

Average fraction sold 0.917 0.867 0.746 0.455 − 1
Number of 8 34 27 20 0 3
observations

A2
Loan yield—LIBOR 5.1 6.2 9.1 18.4 23.1 22.9
spread

Loan sale yield— 4.8 4.7 3.1 5.8 10.5 12.7
LIBOR spread

Average fraction sold 0.733 0.826 0.810 0.746 0.600 0.608
Number of 3 41 73 64 18 9
observations

A3
Loan yield—LIBOR − 22.8 15.7 14.6 25.0 −
spread

Loan sale yield— − 17.5 12.7 12.0 17.5 −
LIBOR spread

Average fraction sold − 0.778 0.771 0.625 1 −
Number of 0 3 8 4 1 0
observations

No rating
Loan yield—LIBOR 35.2 31.4 31.1 26.7 30.3 51.0
spread

Loan sale yield— 8.3 18.0 15.8 16.1 17.1 17.7
LIBOR spread

Average fraction sold 0.889 0.784 0.738 0.703 0.707 0.750
Number of 9 210 206 88 15 10
observations
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loan sale over LIBOR to the maturity of the loan and the rating of the borrower.
Also given is the average fraction of each type of loan that the originating bank
sells. Casual observation of Table 16.3 suggests that spreads generally increase
as the borrower’s rating declines and, perhaps, as the loan maturity lengthens.
Also, the fraction of the loan sold by the bank appears to decline with maturity,
holding the rating constant. However, there does not appear to bemuch relation-
ship between the fraction sold and the rating of the borrower, holding maturity
constant.

16.3.2. Testing the Specific Functional Form

Our first empirical test focuses on the equilibrium condition given by
Eq. (16.11). As a means of empirically implementing the model, we assume that
the natural logarithm of the proportion of a loan sold equals the natural log-
arithm of the right-hand side of Eq. (16.11) plus a normally distributed error
term. Our hope is that this error term can capture the influence of missing fac-
tors, assumed to be uncorrelated with the right-hand side of Eq. (16.11), that
determine the proportion of each loan sold. Because the natural log of the frac-
tion of the loan sold, b, has a range between minus infinity and zero, Eq. (16.11)
with an appended error describes a Tobit model. Defining b∗

i as a latent variable
for loan sale i, and bi as the observed variable (fraction sold) for loan sale i, we
have

ln
(
b∗
i
)=− ln

(
1− γ p

)+ ln

[
θe−

(
rls−rf

)
τ

1+ θ − e−
(
rls−rf

)
τ

]
+ηi

≡ zi(γ p,θ , (rls − rf )τ )+ηi, (16.12a)

bi = b∗
i if 0≤ b∗

i ≤ 1, (16.12b)

bi = 1 if 1≤ b∗
i , (16.12c)

where ηi,∼ N
(
m,σ 2). Since the fraction of the loan sold, bi, can at most be

one, so that ln (bi, ) can at most be zero, the Tobit model is censored at bi = 1.
Therefore, the likelihood function is given by∏

bi<1

1
σ

φ

(
ln (bi)−m− zi

σ

)∏
bi=1

N
(
m+ zi

σ

)
, (16.13)

where φ is the standard normal probability density function.29

29. For example, see Maddala (1983, Ch. 6).
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Recall that θ = exp
[(
rI − rf

)
τ
]− 1, so that the right-hand side of (16.12a)

is a function of rI , the bank’s cost of internal financing. If we assume that the
bank faces binding capital and reserve requirements, then the value of rI can be
written as30

rI = re/(1− t) + ζ rd
1+ ζ (1−ρ)

, (16.14)

where re is the cost (yield equivalent) of equity finance, rd is the cost of deposit
finance t is the corporate tax rate, ς is the bank’s maximum debt–equity capital
ratio, andρ is the required reserve ratio on deposits. Our empirical work assumes
a corporate tax rate, t, of 34%. Also, since most money center banks were near
their minimum capital–asset ratio of 6% when these loan sales were made, we
assume 0.06 = 1/(1+ς) .

The bank’s marginal cost of deposit funds is assumed to equal the LIBOR
yield having the same maturity as the loan sale, a measure that was provided
to us along with the loan sales data. Since LIBOR is a nearly risk-free market
rate, we assume it is equivalent to the quantity rf in our model. The bank’s
reserve requirement on deposits, ρ, is assumed to be 3%. This was the amount
of reserves required on nonpersonal time deposits, such as large Certificates of
Deposit, during the sample period. The bank’s cost of equity funds, re, is proba-
bly the most difficult rate to recover. In our empirical work, we make alternative
assumptions that it equals the risk-free rate, rf , or a constant spread over the risk-
free rate, where this spread or “bank equity premium” is assumed to be 0.07,
approximately the average difference between the rate of return on S&P 500
stocks and Treasury bills.

Estimating Eq. (16.12) also requires that we specify the probability of the
bank failing by the maturity date of the loan sale. We assume that this proba-
bility is zero. This seems like a reasonable assumption due to the short maturity
of the loan sales and the “too big to fail” doctrine followed by bank regulators.31

Given our previous assumption that the bank’s partial guarantee, γ , is the same
for each loan, then the term −ln

(
1− γ p

) = −ln (1− γ ) is a constant. While
this implies that −ln (1− γ ) is indistinguishable from m, the mean of the error
term ηi, a quite literal interpretation of the model that assumes m = 0 would
imply that γ could be estimated.

Employing the above assumptions, the Tobit model in Eq. (16.12) was
estimated in the following form:

30. See Pennacchi (1988) for the simple derivation.

31. The alternative of estimating the failure probability from data on the bank’s stock price was
taken in an earlier version of this paper. Using these estimated failure probabilities, which averaged
less than 0.0005 and had a maximum value of 0.017, produced qualitatively similar results.
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Table 16-4. TEST OF THEMODEL’S SPECIFIC FUNCTIONAL FORM; 872
OBSERVATIONS; DEPENDENT VARIABLE: LOG OF FRACTION OF LOAN SOLD

ln
(
b∗
i
)= a0 + a1 ln

[
θe−(rls−rf )τ

1+θ−e−(rls−rf )τ

]
+ ηi

TobitModel Parameter Estimates Assuming
Equity Premium (E.P.) of 0, 0.04, 0.07
(standard errors in parentheses)

Parameters (1)
E.P.= 0

(2)
E.P.= 0.04

(3)
E.P.= 0.07

a0 0.8338 0.8349 0.8340
(0.1061) (0.1070) (0.1073)

a1 0.5989 1.0094 1.3035
(0.2479) (0.4320) (0.5680)

Value of γ implied from 0.5656 0.5661 0.5657
a0 = −ln (1− γ ) (0.0462) (0.0465) (0.0465)

Standard error, σ 1.6850 1.6868 1.6875
(0.1096) (0.1097) (0.1097)

NOTE: The assumed equity premium is used in computing the cost of bank internal
finance, rI , which is a component of θ .

ln
(
b∗
i
)= a0 + a1 ln

[
θe−

(
rls−rf

)
τ

1+ θ − e−
(
rls−rf

)
τ

]
+ηi, (16.15)

with the model restrictions being a0 = −ln (1− γ ) anda1 = 1. The results of
estimating Eq. (16.15) are given in Table 16.4.

As shown in columns 1 and 3 of Table 16.4, the model was first estimated
assuming a bank equity premium of either 0 or 0.07. In either case, the estimates
of a0 and a1 were consistent with the theoretical model. The a1 estimates were
positive and significantly different from zero at the 5% confidence level, but not
significantly different from their theoretical value of 1.0. Since the equity premi-
ums of 0 and 0.07 led to estimates of a1 that straddled its theoretical value of 1.0,
we then estimated the model assuming an intermediate equity premium of 0.04
and produced a statistically significant estimate of a1 = 1.0094, almost identical
to its theoretical value. See column 2. Hence, themodel appears to be consistent
with the data for a reasonable range of equity premia.

Given the assumption that a0 = −ln(1− γ p) and p= 1, our estimates for a0
in Table 16.4 imply a statistically significant value for the bank’s partial guarantee
of γ = 0.57. However, we would emphasize that while this estimate for γ does
not seemunreasonable, our test of the hypothesis that the bank provides a partial
guarantee is very weak. The estimate of γ is likely to be highly dependent on the
functional form specified for the bank’s credit screening technology, as well as
the assumption that the disturbance term mean, m, is equal to zero. Hence, we
must conclude that while the data is not inconsistent with the bank’s giving a
partial guarantee, there is certainly no strong evidence for this practice.
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16.3.3. Testing the General Predictions of the Model

While the data appear consistent with the model as given by Eq. (16.15), its
specific functional form does not allow us to distinguish how the loan sale risk
premium,

(
rls − rf

)
τ , and the excess cost of internal bank financing,

(
rI − rf

)
τ ,

independently influence the proportion of the loan sold, b. In this section we
consider the general predictions of the model as summarized by the proposition
of Section 16.2. The proposition suggests a test of the following relation:

b∗
i = α0 +α1 + (rls − rf )τ +α2(rI − rf )τ + εi, (16.16)

where α1 should be negative and α2 should be positive. Since the fraction of the
loan sold, b, is constrained to lie between 0 < b ≤ 1, a linear Tobit estimation
technique was used. We first estimated Eq. (16.16) with the bank’s cost of inter-
nal financing, rI , calculated as before, assuming either an equity premium of 0 or
0.07. The results are given in columns 1 and 2 of Table 16.5.

Table 16.5 indicates that the coefficient on the loan sale risk premium,(
rls − rf

)
τ , is correctly signed and statistically significant, verifying the model’s

prediction that the bank retains a greater proportion of the loan (sells less of
the loan) for a larger equilibrium loan sale premium. In contrast, the coeffi-
cient of the internal funding cost variable,

(
rI − rf

)
τ , is statistically insignificant,

whether an equity premium of 0 or 0.07 is assumed. This insignificance may be
due to the insensitivity of loan sales contracts to short-term movements in this
variable.32

As an alternative to measuring a bank’s excess cost of internal financing based
on regulatory costs, we considered additional proxies for this cost based on the
theory developed in James (1988). Briefly, this theory considers a situation
in which banks have risky debt outstanding or are covered by fixed-premium
deposit insurance. A Myers (1977) “underinvestment” problem can arise if the
bank internally finances a new low risk loan because the new loan will lower the
overall asset risk of the bank leading to a transfer of value from bank shareholders
to bank debtholders or the FDIC. From the shareholders’ perspective, this loss
of value can be interpreted as a cost associated with internally financing low risk
loans which can be avoided by loan sales. In contrast to low risk loans, the theory
predicts that internally financing higher risk loans will be less costly since little,
if any, value will be transferred from shareholders to debtholders or the FDIC.
Thus, a measure of the safety or credit quality of a loan would be a proxy for the
cost of internally funding the loan.

32. Differences in the excess cost of internal financing appear to better explain contemporaneous
loan sales activity for a cross-section of different banks rather than loan sales activity across short
time periods at the same bank. Using Call Report data for a cross-section of banks, Haubrich and
Thomson (1993) find a statistically significant relation between a bank’s loan sales and its cost of
internal financing.
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Table 16-5. TEST OF THE MODEL’S GENERAL IMPLICATIONS; 872
OBSERVATIONS; DEPENDENT VARIABLE: FRACTION OF LOAN SOLD

b∗
i = α0 +α1 + (rls − rf

)
τ +α2

(
rI − rf

)
τ + ε1

Tobit Model Parameter Estimates (standard
errors in parentheses)

Explanatory Variables (1) (2) (3) (4)
Constant 0.4555

(0.0103)
0.4564
(0.0095)

0.4546
(0.0097)

(0.3839)
(0.0515)(

rls − rf
)
τ −131.47

(52.72)
−124.78
(50.87)

−155.87
(61.40)

−133.70
(51.81)(

rI − rf
)
τ withE.P. = 0 3.959

(19.11)(
rI − rf

)
τ withE.P. = 0.07 −0.1571

(1.1799)(
rI − rf

)
τ proxiedby −26.40

−(rI − rf
)
τ (30.48)(

rI − rf
)
τ proxied by

commercial paper ratings:
Dummy = 1 if A1 0.06435

(0.05328)
Dummy = 1 if A2 0.06356

(0.5568)
Dummy = 1 if A3 0.00996

(0.07355)
Dummy = 1 if no rating 0.08048

(0.05195)
Standard error, σ 0.1388

(0.0055)
0.1388
(0.0055)

0.1390
(0.0003)

0.1377
(0.0054)

NOTE: The assumed equity premium (E.P.) is used in computing the cost of bank
internal finance, rI .

We then re-estimated Eq. (16.16) by trying two different proxies for (rI −
rf )τ : minus the premium on the loan made to the borrower, −(rL − rf )τ , and
a set of dummy variables indicating the borrower’s commercial paper rating, if
any. Columns 3 and 4 of Table 16.5 display the results. While in both cases the
coefficient on the loan sale risk premium, (rls − rf )τ , continues to be correctly
signed and statistically significant, the proxies for (rI − rf )τ are insignificant.
Thus, none of our measures for the bank’s cost of internal financing appear to
be strongly supported by the data.

16.4. CONCLUDING REMARKS

To better understand the opening of the loan sales market, we analyzed a model
of bank and loan buyer behavior in which implicit contract features made loan
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sales incentive compatible. If the selling bank retained a fraction of the loan or
it gave loan buyers an implicit guarantee against default, this could explain why
market participants would buy loans (assuming these implicit contracts could
be enforced). The money center bank loan sales data that we analyzed were
generally consistent with the model. In particular, the model’s prediction that
a bank will retain a greater proportion of more risky loans, that is, those with a
higher equilibrium loan sale yield, was strongly supported by our empirical tests.
While the data did not rule out the possibility of the bank giving implicit guar-
antees against default, the low power of our tests implies that the presence of
this contractual feature continues to be an open question. However, considering
the empirical evidence as a whole suggests that certain types of loans may not be
perfectly liquid. A loan selling bankmust continue to convince loan buyers of its
commitment to evaluate the credit of borrowers by maintaining a portion of the
loan’s risk.

The existence of well-functioning markets for bank assets, like those which
appear to be developing, does not mean that intermediation per se is ending. All
the explanations for loan sales considered above imply that banks still offer ser-
vices for certain classes of borrowers that cannot be obtained in capital markets
via the underwriting of public securities. The loan sales contractsmean, however,
that it is no longer necessary for banks to hold all loans until maturity, risking
their capital during the life of the asset created.
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Special Purpose Vehicles
and Securitization*

GARY B. GORTON AND NICHOLAS S. SOULELES �

17.1. INTRODUCTION

This paper analyzes securitization andmore generally “special purpose vehicles”
(SPVs), which are now pervasive in corporate finance.1 What is the source of
value to organizing corporate activity using SPVs? We argue that SPVs exist
in large part to reduce bankruptcy costs, and we find evidence consistent with
this view using unique data on credit card securitizations. The way in which the
reduction in costs is accomplished sheds some light on how bank risk should be
assessed.

By financing the firm in pieces, some on-balance sheet and some off-balance
sheet, control rights to the business decisions are separated from the financing
decisions. The SPV sponsoring firm maintains control over the business deci-
sions while the financing is done in SPVs that are passive; they cannot make
business decisions. Furthermore, the SPVs are not subject to bankruptcy costs
because they cannot in practice go bankrupt, as a matter of design. Bankruptcy

* Thanks to Moody’s Investors Service, Sunita Ganapati of Lehman Brothers, and Andrew Silver
of Moody’s for assistance with data. Thanks to Charles Calomiris, Richard Cantor, Mark Carey,
Darrell Duffie, Loretta Mester, Mitch Petersen, Jeremy Stein, Rene Stulz, Peter Tufano, and sem-
inar participants at the Philadelphia Federal Reserve Bank, Moody’s Investors Service, and the
NBER Conference on the Risks of Financial Institutions for comments and suggestions. Souleles
acknowledges financial support from the Rodney L. White Center for Financial Research, through
the NYSE andMerrill Lynch Research Fellowships.

1. Below we present the evidence on use of special purpose vehicles in the cases where such data
exist. As explained below, these are “qualified” special purpose vehicles. Data on other types of
SPVs are not systematically collected.
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is a process of transferring control rights over corporate assets. Securitization
reduces the amount of assets that are subject to this expensive and lengthy
process. We argue that the existence of SPVs depends on implicit contractual
arrangements that avoid accounting and regulatory impediments to reducing
bankruptcy costs. We develop a model of off-balance sheet financing and test
the implications of the model.

An SPV, or a special purpose entity (SPE), is a legal entity created by a firm
(known as the sponsor or originator) by transferring assets to the SPV, to carry
out some specific purpose or circumscribed activity, or a series of such transac-
tions. SPVs have no purpose other than the transaction(s) for which they were
created, and they can make no substantive decisions; the rules governing them
are set down in advance and carefully circumscribe their activities. Indeed, no
one works at an SPV and it has no physical location.

The legal form for an SPV may be a limited partnership, a limited liability
company, a trust, or a corporation.2 Typically, off-balance sheet SPVs have the
following characteristics:

• They are thinly capitalized.
• They have no independent management or employees.
• Their administrative functions are performed by a trustee who follows
prespecified rules with regard to the receipt and distribution of cash;
there are no other decisions.

• Assets held by the SPV are serviced via a servicing arrangement.
• They are structured so that they cannot become bankrupt, as a practical
matter.

In short, SPVs are essentially robot firms that have no employees, make no sub-
stantive economic decisions, have no physical location, and cannot go bankrupt.
Off-balance sheet financing arrangements can take the form of research and
development limited partnerships, leasing transactions, or asset securitizations,
to name the most prominent.3 And less visible are tax arbitrage-related transac-
tions. In this paper we address the question of why SPVs exist.

The existence of SPVs raises important issues for the theory of the firm:What
is a firm and what are its boundaries? Does a “firm” include the SPVs that it
sponsors? (From an accounting or tax point of view, this is the issue of consoli-
dation.)What is the relationship between a sponsoring firm and its SPV? Inwhat
sense does the sponsor “control” the SPV? Are investors indifferent between

2. There are also a number of vehicles that owe their existence to special legislation. These include
REMICs, FASITs, RICs, and REITs. In particular, their tax status is subject to specific tax code
provisions. See Kramer (2003).

3. On research and development limited partnerships see, e.g., Shevlin (1987) and Beatty,
Berger, and Magliolo (1995); on leasing see, e.g., Hodge (1996, 1998), and Weidner (2000).
Securitization is discussed in detail below.
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investing in SPV securities and the sponsor’s securities? To make headway on
these questions we first theoretically investigate the question of the existence of
SPVs. Then we test some implications of the theory using unique data on credit
card securitizations.

One argument for why SPVs are used is that sponsors may benefit from a
lower cost of capital because sponsors can remove debt from the balance sheet,
so balance sheet leverage is reduced. Enron, which created over 3,000 off-
balance sheet SPVs, is the leading example of this (see Klee and Butler (2002)).
But Enron was able to keep their off-balance sheet debt from being observed by
investors, and so obtained a lower cost of capital. If market participants are aware
of the off-balance sheet vehicles, and assuming that these vehicles truly satisfy the
legal and accounting requirements to be off-balance sheet, then it is not imme-
diately obvious how this lowers the cost of capital for the sponsor. In the context
of operating leases Lim, Mann, and Mihov (2003) find that bond yields reflect
off-balance sheet debt.4

The key issue concerns why otherwise equivalent debt issued by the SPV is
priced or valued differently than on-balance sheet debt by investors. The dif-
ference between on- and off-balance sheet debt turns on the question of what
is meant by the phrase used above “truly satisfy the . . . requirements to be off-
balance sheet.” In this paper we argue that “off-balance sheet” is not a completely
accurate description of what is going on. The difficultly lies in the distinction
between formal contracts (which subject to accounting and regulatory rules)
and “relational” or “implicit” contracts. Relational contracts are arrangements
that circumvent the difficulties of formally contracting (that is, entering into an
arrangement that can be enforced by the legal system).5

While there are formal requirements, reviewed below, for determining the
relationships between sponsors and their SPVs, including when the SPVs are
not consolidated and when the SPVs’ debts are off-balance sheet, this is not
the whole story. There are other, implicit, contractual relations. The relational
contract we focus on concerns sponsors’ support of their SPVs in certain states
of the world, and investors’ reliance on this support even though sponsors are

4. There are other accountingmotivations for setting up off-balance sheet SPVs. E.g., Shakespeare
(2001, 2003) argues, in the context of securitization, that managers use the gains from securitiza-
tion to meet earnings targets and analysts’ earnings forecasts. This is based on the discretionary
element of how the “gain on sale” is booked. Calomiris andMason (2004) consider regulatory cap-
ital arbitrage as a motivation for securitization, but conclude in favor of the “efficient contracting
view,” by which they mean that “banks use securitization with recourse to permit them to set capi-
tal relative to risk in a manner consistent withmarket, rather than regulatory, capital requirements
and to permit them to overcome problems of asymmetric information . . .” (p. 26).

5. On relational contracts in the context of the theory of the firm see Baker, Gibbons, andMurphy
(2002) and the references cited therein.
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not legally bound to support their SPVs—and in fact under accounting and
regulatory rules are not supposed to provide support.

The possibility of this implicit support, “implicit recourse,” or “moral
recourse” has been noted by regulators, rating agencies, and academic
researchers. U.S. bank regulators define “implicit recourse” or “moral recourse”
as the “provision of credit support, beyond contractual obligations . . .” SeeOffice
of the Comptroller of the Currency (OCC), et al. (2002, p. 1). The OCC goes
on to offer guidance on howbank examiners are to detect this problem. An exam-
ple of the rating agency view is that of FitchIBCA (1999): “Although not legally
required, issuers [sponsors] may feel compelled to support a securitization and
absorb credit risk beyond the residual exposure. In effect, there is moral recourse
since failure to support the securitization may impair future access to the capital
markets” (p. 4). Gorton and Pennacchi (1989, 1995) first discussed the issue of
implicit recourse in financialmarkets in the context of the bank loan salesmarket;
they also provide some empirical evidence for its existence.

Nonetheless, there are many unanswered questions. Why are SPVs valuable?
Are they equally valuable to all firms? Why do sponsors offer recourse? How
is the implicit arrangement self-enforcing? The details of how the arrangement
works and, in particular, how it is a source of value has never been explained.
We show that the value of the relational contract, in terms of cost of capital
for the sponsor, is related to the details of the legal and accounting structure,
which we explain below. To briefly foreshadow the arguments to come, the key
point is that SPVs cannot in practice go bankrupt. In the U.S. it is not possible
to waive the right to have access to the government’s bankruptcy procedure, but
it is possible to structure an SPV so that there cannot be “an event of default”
which would throw the SPV into bankruptcy. Thismeans that debt issued by the
SPV should not include a premium reflecting expected bankruptcy costs, as there
never will be any such costs.6 So, one benefit to sponsors is that the off-balance
sheet debt should be cheaper, ceteris paribus. However, there are potential costs
to off-balance sheet debt. One is the fixed cost of setting up the SPV. Another
is that there is no tax advantage of off-balance sheet debt to the SPV sponsor.
Depending on the structure of the SPV, the interest expense of off-balance sheet
debt may not be tax deductible.

After reviewing the institutional detail, which is particularly important for this
subject, we develop these ideas in the context of a simple model and then test
some implications of the model using data on credit card securitizations. The
model analysis unfolds in steps. First, we determine a benchmark corresponding
to the value of the stand-alone entity, which issues debt to investors in the capital

6. However, as we discuss below, the debt may be repaid early due to early amortization. This is a
kind of prepayment risk from the point of view of the investors.
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markets. For concreteness we refer to this firm as a bank. The bank makes
an effort choice to create assets of types that are unobservable to the outside
investors. Step two considers the situation where the assets can be allocated
between on- and off-balance sheet financing, but the allocation of the assets
occurs before the quality of individual assets has been determined. From the
point of view of investors in the SPV’s debt, there is a moral hazard problem in
that the bankmay notmake an effort to create high-value assets. The sponsoring
bank’s decision problem depends on bankruptcy costs, taxes, and other consid-
erations. We provide conditions under which it is optimal for the sponsoring
bank to use an SPV.

The third step allows the bank to allocate assets after it has determined the
qualities of its individual assets. In other words, investors in the debt issued by
the SPV face an additional problem. In addition to the moral hazard associated
with the effort choice, there is an adverse selection problemwith regard to which
projects are allocated to the SPV. We call this problem the “strategic adverse
selection problem.” In the case without commitment, investors will not buy the
debt of the SPV because they cannot overcome the strategic adverse selection
problem.However, we show that if the sponsor can commit to subsidize the SPV
in states of theworldwhere the SPV’s assets are lowquality and the sponsor’s on-
balance sheet assets are high quality, then the SPV is viable. In particular, if the
bank can commit to subsidize the SPV in certain states of the world, then the
profitability of the bank is the same as it would be when projects were allocated
between the bank and the SPV prior to their realizations, i.e., when there was no
strategic adverse selection.

But howdoes the commitment happen? Sponsors cannot verifiably commit to
state-contingent subsidies. Even if they could verifiably commit to such strate-
gies, legal considerations would make this undesirable because the courts view
such recourse as meaning that the assets were never sold to the SPV in the first
place. In this case, the SPV is not “bankruptcy remote,” meaning that credi-
tors of the sponsoring firm could “claw back” the SPV’s assets in a bankruptcy
proceeding. As Klee and Butler (2002) write:

The presence of recourse is the most important aspect of risk allocation
because it suggests that the parties intended a loan and not a sale. If the
parties had intended a sale, then the buyer would have retained the risk
of default, not the seller. The greater the recourse the SPV has against
the Originator, through for example chargebacks or adjustments to the
purchase price, the more the transfer resembles a disguised loan rather
than a sale. Courts differ on the weight they attach to the presence of
recourse provisions. Some courts view the presence of such a provision
as nearly conclusive of the parties’ intent to create a security interest,
while others view recourse as only one of a number of factors. (p. 52)
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This means that, as a practical matter, the recourse must not be explicit, cannot
be formalized, and must be subtle and rare.

The final step in the analysis is to show that in a repeated context it is pos-
sible to implement a form of commitment. This result is based on the familiar
use of trigger strategies (e.g. Friedman (1971), and Green and Porter (1984)),
which create an incentive for the sponsor to follow the implicit arrangement.
Previous applications of such strategies involve settings of oligopolistic competi-
tion, where firms want to collude but cannot observe strategic price or quantity
choices of rivals. Intertemporal incentives to collude are maintained via punish-
ment periods triggered by deviations from the implicit collusive arrangements.
Our application is quite different. Here firms sponsoring SPVs “collude” with
the investors in the SPVs by agreeing to the state-contingent subsidization of
the SPV—recourse that is prohibited by accounting and regulatory rules. In this
sense SPVs are a kind of “regulatory arbitrage.”

Two empirically testable implications follow from the theoretical analysis.
First, because the value in using SPVs derives in large part from avoiding
bankruptcy costs, riskier firms should be more likely to engage in off-balance
sheet financing. Mills and Newberry (2004) find that riskier firms use more
off-balance sheet debt. Also, see Moody’s (1997 September, 1997 January).

Second, following Gorton and Pennacchi (1989, 1995), implicit recourse
implies that investors in the debt of the SPV incorporate expectations about the
risk of the sponsor. This is because the sponsor must exist in order to subsidize
the SPV in some states of the world. As Moody’s (1997) puts it: “Part of the
reason for the favorable pricing of the [SPVs’] securities is the perception on
the part of many investors that originators (i.e., the “sponsors” of the securiti-
zations) will voluntarily support—beyond that for which they are contractually
obligated—transactions in which asset performance deteriorates significantly in
the future. Many originators have, in fact, taken such actions in the past” (p. 40).

We test these two implications using unique data on credit card securitiza-
tions. We focus on securitization, a key form of off-balance sheet financing,
because of data availability. Credit cards are a particularly interesting asset class
because they involve revolving credits that are repeatedly sold into SPVs. More-
over, they represent the largest category within non-mortgage securitizations.

We find that, even controlling for the quality of the underlying assets and
other factors, investors do require significantly higher yields for credit card ABS
issued by riskier sponsors, as measured by the sponsors’ credit ratings. Also,
riskier firms generally securitizemore, ceteris paribus.These results are consistent
with our model.

The paper proceeds as follows. In Section 17.2 we provide some background
information on off-balance sheet vehicles generally. Then, in Section 17.3 we
focus more narrowly on some of the details of how securitization vehicles in
particular work. Section 17.4 presents and analyzes a model of off-balance sheet
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financing. In Section 17.5 we explain and review the data sets used in the empir-
ical work. The first hypothesis, concerning the existence of implicit recourse, is
tested in Section 17.6. The second hypothesis, that riskier firms securitize more,
is tested in Section 17.7. Finally, Section 17.8 concludes, and is followed by a
mathematical Appendix.

17.2. BACKGROUND ON SPVs

In this section we briefly review some of the important institutional background
for understanding SPVs and their relation to their sponsor.

17.2.1. Legal Form of the SPV

A special purpose vehicle or special purpose entity is a legal entity which has
been set up for a specific, limited purpose by another entity, the sponsoring firm.
An SPV can take the form of a corporation, trust, partnership, or a limited liabil-
ity company. The SPV may be a subsidiary of the sponsoring firm, or it may be
an “orphan” SPV, one that is not consolidated with the sponsoring firm for tax,
accounting, or legal purposes (or may be consolidated for some purposes but
not others).

Most commonly in securitization, the SPV takes the legal form of a trust. Tra-
ditionally, a trust is “a fiduciary relationship with respect to property, arising as
a result of a manifestation of an intention to create that relationship and sub-
jecting the person who holds title to the property [the trustee] to duties with it
for the benefit of [third party beneficiaries]” (Restatement (Third) of Trusts).
Often the SPV is a charitable or purpose trust. These traditional trusts have been
transformed into a vehicle with a different economic substance than perhaps
contemplated by the law. These transformed trusts, commercial trusts, are very
different from the traditional trusts (see Schwarcz (2003b), Langbein (1997),
and Sitkoff (2003)).

A purpose trust (called a STAR trust in the Cayman Islands) is a trust set
up to fulfill specific purposes rather than for beneficiaries. A charitable trust has
charities as the beneficiaries. For many transactions there are benefits if the SPV
is domiciled offshore, usually in Bermuda, the Cayman Islands, or the British
Virgin Islands.

17.2.2. Accounting

A key question for an SPV (from the point of view of SPV sponsors, if not
economists) is whether the SPV is off-balance sheet or not with respect to some
other entity. This is an accounting issue, which turns on the question of whether
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the transfer of receivables from the sponsor to the SPV is treated as a sale or a
loan for accounting purposes.7 The requirements for the transfer to be treated
as a sale, and hence receive off-balance sheet treatment, are set out in Finan-
cial Accounting Standard No. 140 (FAS 140), “Accounting for Transfers and
Servicing of Financial Assets and Extinguishment of Liabilities,” promulgated in
September 2000.8 FAS 140 essentially has two broad requirements for a “true
sale.” First, the SPV must be a “qualifying SPV,” and second, the sponsor must
surrender control of the receivables.

In response to Enron’s demise, the Financial Accounting Standard Board
(FASB) adopted FASB Interpretation No. 46 (FIN 46) (revised Decem-
ber 2003), “Consolidation of Variable Interest Entities, an Interpretation of
Accounting Research Bulletin (ARB) No. 51,” which has the aim of improving
financial reporting and disclosure by companies with variable interest entities
(VIEs).9 Basically, FASB’s view is that the then current accounting rules that
determined whether an SPV should be consolidated were inadequate. Because
FASB had difficulty defining an SPV, it created the VIE concept. FIN 46 sets
forth a new measure of financial control, one based not on majority of voting
interests, but instead on who holds the majority of the residual risk and obtains
the majority of the benefits, or both—independent of voting power.

A “qualifying” SPV (QSPV) is an SPV that meets the requirements set forth
in FAS 140, otherwise it is treated as a VIE in accordance with FIN 46. FIN 46
does not apply to QSPVs. To be a qualifying SPV means that the vehicle: (1) is
“demonstrably distinct” from the sponsor; (2) is significantly limited in its per-
mitted activities, and these activities are entirely specified by the legal documents
defining its existence; (3) holds only “passive” receivables, that is there are no
decisions to be made; and (4) has the right, if any, to sell or otherwise dispose of
non-cash receivables only in “automatic response” to the occurrence of certain
events. The term, “demonstrably distinct,” means that the sponsor cannot have
the ability to unilaterally dissolve the SPV, and that at least ten percent of the fair
value (of its beneficial interests) must be held by unrelated third parties.

On the second requirement of FAS 140, the important aspect of “surrendering
control” is that the sponsor cannot retain effective control over the transferred
assets through an ability to unilaterally cause the SPV to return specific assets

7. If the conditions of a sale are met, then the transferor must recognize a gain or loss on the sale.

8. Prior to FAS 140 the issue was addressed by FAS 125. FAS 140 was intended to clarify several
outstanding questions left ambiguous in FAS 125.

9. VIEs are defined by FASB to be entities that do not have sufficient equity to finance their activ-
ities without additional subordinated support. It also includes entities where the equity holders
do not have voting or other rights to make decisions about the entity, are not effectively residual
claimants, and do not have the right to expected residual returns.
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(other than through a cleanup call or to some extent “removal of accounts
provisions”).

FAS 140 states that the sponsor need not include the debt of a qualifying SPV-
subsidiary in the sponsor’s consolidated financial statements.

A QSPV must be a separate and distinct legal entity, separate and distinct,
that is, from the sponsor (the sponsor does not consolidate the SPV for account-
ing reasons). It must be an automaton in the sense that there are no substantive
decisions for it to ever make, simply rules that must be followed; it must be
bankruptcy remote, meaning that the bankruptcy of the sponsor has no impli-
cations for the SPV; and the SPV itself must (as a practical matter) never be able
to become bankrupt.

17.2.3. Bankruptcy

An essential feature of an SPV is that it be bankruptcy remote. This means that
should the sponsoring firm enter a bankruptcy procedure, the firm’s creditors
cannot seize the assets of the SPV. It also means that the SPV itself can never
become legally bankrupt. The most straightforward way to achieve this would
be for the SPV to waive its right to file a voluntary bankruptcy petition, but this
is legally unenforceable (see Klee and Butler (2002), p. 33 ff.). The only way
to completely eliminate the risk of either voluntary or involuntary bankruptcy
is to create the SPV in a legal form that is ineligible to be a debtor under the
U.S. Bankruptcy Code. The SPV can be structured to achieve this result. As
described by Klee and Butler (2002): “The use of SPVs is simply a disguised
form of bankruptcy waiver” (p. 34).

To make the SPV as bankruptcy remote as possible, its activities can be
restricted. For instance it can be restricted from issuing debt beyond a stated
limit. Standard and Poor’s (2002) lists the following traditional characteristics
for a bankruptcy remote SPV:

• Restrictions on objects, powers, and purposes
• Limitations on ability to incur indebtedness
• Restrictions or prohibitions on merger, consolidation, dissolution,
liquidation, winding up, asset sales, transfers of equity interests, and
amendments to the organizational documents relating to
“separateness”

• Incorporation of separateness covenants restricting dealings with
parents and affiliates

• “Non-petition” language (i.e., a covenant not to file the SPE into
involuntary bankruptcy)

• Security interests over assets
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• An independent director (or functional equivalent) whose consent is
required for the filing of a voluntary bankruptcy petition

The SPV can also obtain agreements from its creditors that they will not file
involuntary petitions for bankruptcy. Depending on the legal form of the SPV,
it may require more structure to ensure effective bankruptcy remoteness. For
example, if the SPV is a corporation, where the power to file a voluntary
bankruptcy petition lies with the board of directors, then the charter or by-laws
can be structured to require unanimity. Sometimes charters or by-laws have
provisions that negate the board’s discretion unless certain other criteria aremet.

An involuntary bankruptcy occurs under certain circumstances (see Section
303(b) of the Bankruptcy Code). Chief among the criteria is non-payment of
debts as they become due. Perhaps most important for securitization vehicles,
shortfalls of cash leading to an inability to make promised coupon payments can
lead to early amortization rather than an event of default on the debt. This is
discussed further below.

There is also the risk that if the sponsor of the SPV goes bankrupt, the
bankruptcy judge will recharacterize the “true sale” of assets to the SPV as a
secured financing, which would bring the assets back onto the bankrupt spon-
sor’s balance sheet. Or the court may consolidate the assets of the sponsor and
the SPV. As a result of this risk, most structured financings have a two-tiered
structure involving two SPVs. The sponsor often retains a residual interest in
the SPV that provides a form of credit enhancement, but the residual interest
may preclude a “true sale.” Consequently, the residual interest is held by another
SPV, not the sponsor. The “true sale” occurs with respect to this second vehicle.
This is shown in Figure 17.1, which is taken fromMoody’s (August 30, 2002).

17.2.4. Taxes

There are two tax issues.10 First, how is the SPV taxed? Second, what are the tax
implications of the SPV’s debt for the sponsoring firm? We briefly summarize
the answers to these questions.

The first question is easier to answer. SPVs are usually structured to be tax
neutral, that is, so that their profits are not taxed. The failure to achieve tax neu-
trality would usually result in taxes being imposed once on the income of the
sponsor and once again on the distributions from the SPV. This “double tax”
would most likely make SPVs unprofitable for the sponsor. There are a number

10. This subsection is based on Kramer (2003), Peaslee and Nirenberg (2001), and Humphreys
and Kreistman (1995).
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Figure 17.1 A Two-Tiered Bankruptcy Remote Structure
SOURCE: Moody’s (August 30, 2002).

of ways to design an SPV to achieve tax neutrality. We briefly review some of
them.

Many SPVs are incorporated in a tax haven jurisdiction, such as the Cayman
Islands, where they are treated as “exempted companies.” See Ashman (2000).
An exempted company is not permitted to conduct business in, for example, the
Cayman Islands, and in return is awarded a total tax holiday for twenty years,
with the possibility of a ten-year extension. Because such entities are not orga-
nized or created in the U.S., they are not subject to U.S. federal income tax,
except to the extent that their income arises from doing business in the U.S.
However, the organizational documents for the SPV will limit it so that for pur-
poses of theU.S. Internal RevenueCodeof 1986, it can be construed as not being
“engaged in U.S. trade or business.”

An investment trust that issues pass-through certificates is tax neutral; that is,
the trust is ignored for tax purposes—there is no taxation at the trust level—
and the certificate owners are subject to tax. Pass-through certificates represent
pro rata interests in the underlying pool. To maintain this tax-neutral tax status,
it is important that the SPV not be reclassified as a corporation. To avoid such
reclassification, the trustee must have no power to vary the investments in the
asset pool, and its activities must be limited to conserving and protecting the
assets for the benefit of the beneficiaries of the trust. See Kramer (2003).

More common than pass-through structures are pay-through structures. Pay-
through bonds are issued by SPVs that are corporations or owner trusts. In these
structures the SPVs issue bonds, but this requires that there be a party that holds
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the residual risk, an equity holder. If the SPV is a corporation, then the pay-
through bonds have minimal tax at the corporate level because the SPV’s taxable
income or loss is the difference between the yields on its assets and the coupons
on its pay-through bonds. Typically these are matched as closely as possible.

The second question is more complicated. Some SPVs achieve off-balance
sheet status for accounting purposes but not for tax purposes. Securitizations
can fit into this category because they can be treated as secured financing for tax
purposes.

17.2.5. Credit Enhancement

Because the SPV’s business activities are constrained and its ability to incur
debt is limited, it faces the risk of a shortfall of cash below what it is obligated
to pay investors. This chance is minimized via credit enhancement. The most
important form of credit enhancement occurs via tranching of the risk of loss
due to default of the underlying borrowers. Tranching takes the form of a cap-
ital structure for the SPV, with some senior rated tranches sold to investors
in the capital markets (called A notes and B notes), a junior security (called
a C note) which is typically privately placed, and various forms of equity-like
claims. Credit enhancement takes a variety of other forms as well, including over-
collateralization, securities backed by a letter of credit, or a surety bond, or a
tranche may be guaranteed by a monoline insurance company. There may also
be internal reserve funds that build-up and diminish based on various criteria.
We review this in more detail below with respect to credit card securitization in
particular.

17.2.6. The Use of Off-Balance Sheet Financing

Off-balance sheet financing is, by definition, excluded from the sponsor’s finan-
cial statement balance sheet, and so it is not reported systematically. Conse-
quently, it is hard to say how extensive the use of SPVs has become. Qualified
off-balance sheet SPVs that are used for asset securitization usually issue publicly
rated debt and so there is more data about these vehicles. This data is presented
and discussed below. SPVs that are not qualified, however, are hidden, as was
revealed by the demise of Enron. Enron led to assertions that the use of off-
balance sheet SPVs is extreme.11 But, in fact, the extent of the use of SPVs is
unknown.

11. For example, Henry et al. (2002): “Hundreds of respected U.S. companies are ferreting away
trillions of dollars in debt in off-balance sheet subsidiaries, partnerships, and assorted obligations.”
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17.3. SECURITIZATION

Securitization is one of the more visible forms of the use of off-balance sheet
SPVs because securitization uses qualified SPVs and involves selling registered,
rated securities in the capital markets. Consequently, there is data available. Our
empirical work will concentrate on credit card receivables securitization. In this
section we briefly review the important features of securitization SPVs.

17.3.1. Overview of Securitization

Securitization involves the following steps: (i) a sponsor or originator of receiv-
ables sets up the bankruptcy remote SPV, pools the receivables, and transfers
them to the SPV as a “true sale”; (ii) the cash flows are tranched into asset-
backed securities, the most senior of which are rated and issued in the market;
the proceeds are used to purchase the receivables from the sponsor; (iii) the pool
revolves in that over a period of time the principal received on the underlying
receivables is used to purchase new receivables; (iv) there is a final amortiza-
tion period, during which all payments received from the receivables are used
to pay down tranche principal amounts. Credit card receivables are different
from other pools of underlying loans because the underlying loan to the con-
sumer is a revolving credit; it has no natural maturity, unlike an automobile
loan, for example. Consequently, the maturity of the SPV debt is determined
arbitrarily by stating that receivable payments after a certain date are “principal”
payments.

Figure 17.2 shows a schematic drawing of a typical securitization transaction.
The diagram shows the two key steps in the securitization process: pooling and
tranching. Pooling and tranching correspond to different types of risk. Pooling
minimizes the potential adverse selection problem associated with the selection
of the assets to be sold to the SPV. Conditional on selection of the assets, tranch-
ing divides the risk of loss due to default based on seniority. Since tranching
is based on seniority, the risk of loss due to default of the underlying assets is
stratified, with the residual risks borne by the sponsor.

Securitization is a significant and growing phenomenon. Figure 17.3 and
Table 17.1 provide some information on non-mortgage QSPV outstanding
amounts. The figure shows that the liabilities of non-mortgage vehicles grew
rapidly since the late 1990s, and by 2004 amounted to almost $1.8 trillion. Table
17.1 shows the breakdown by type of receivable. Note that credit card receiv-
ables are the largest component of (non-mortgage) asset-backed securities. See
Kendall and Fishman (1996) and Johnson (2002) for earlier discussions of secu-
ritization in theUS, andMoody’s (May 29, 2003) on the growth of securitization
internationally.
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Figure 17.2 Schematic of a Securitization Transaction
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Closely related to securitization is asset-backed commercial paper (ABCP).
Asset-backed commercial paper SPVs are called “conduits.” ABCP conduits
are bankruptcy-remote SPVs that finance the purchase of receivables primarily
through issuing commercial paper. ABCP conduits are also very large. The U.S.
commercial papermarket, as of August 2004, stood at $1.3 trillion, having grown
from $570 billion in January 1991. Figure 17.4 shows the ratio of ABCP to total
outstanding commercial paper over the last twelve years. Over half of the total
consists of ABCP.12

12. ABCP conduits are an interesting topic in the own right. See Moody’s (1993), FitchIBCA
(2001), Elmer (1999), Croke (2003), and Standard and Poor’s (2002). ABCP conduits can
be multi-seller, meaning that the receivables in the conduit have been originated by different
institutions.
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Table 17-1. ASSET-BACKED SECURITIES OUTSTANDING AMOUNTS

Cars Credit
Cards

Home
Equity

Manufac-
tured
Housing

Student
Loans

Equip-
ment
Leases

CBO/
CDO

Other

1995 59.5 153.1 33.1 11.2 3.7 10.6 1.2 43.9
1996 71.4 180.7 51.6 14.6 10.1 23.7 1.4 50.9
1997 77 214.5 90.2 19.1 18.3 35.2 19 62.5
1998 86.9 236.7 124.2 25 25 41.1 47.6 144.7
1999 114.1 257.9 141.9 33.8 36.4 51.4 84.6 180.7
2000 133.1 306.3 151.5 36.9 41.1 58.8 124.5 219.6
2001 187.9 361.9 185.1 42.7 60.2 70.2 167.1 206.1
2002 221.7 397.9 286.5 44.5 74.4 68.3 234.5 215.4
2003 234.5 401.9 346 44.3 99.2 70.1 250.9 246.8
2004Q1 238.2 406.5 385.1 43.9 102.4 68.7 253.3 250.4

SOURCE: BondMarket Association.
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17.3.2. The Structure of Securitization Vehicles

Some of the details of the structure of credit-card securitization SPVs are impor-
tant for the subsequent empirical work. These details are briefly reviewed in this
section.

TRUSTS—MASTER TRUSTS

Securitization SPVs are invariably trusts. The sponsor transfers receivables to the
trust for the benefit of the certificate holders, i.e., the investors in the SPV. Most
trusts are Master Trusts, which allow for repeated transfers of new receivables,
whenever the sponsor chooses.13 At each such instance, the trust issues a series

13. A “discrete trust” is an SPV used for a single initial transfer of assets.

http://www.federalreserve.gov/releases/cp/histouts.txt
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of securities (trust certificates) to investors in the capitalmarkets. Each series has
an undivided interest in the assets and an allocable interest in the collections of
the receivables in the master trust, based on the size of each series. Trust assets
that have not been allocated to a series are called the “seller’s interest,” discussed
below. See Schwarcz (2003a).

Master trusts can be “socialized” or “nonsocialized,” two categories which
generally refer to how the SPV waterfall works, i.e., how the receivables’ cash
flows are internally allocated. In nonsocialized trusts there is no reallocation of
excess cash flow until each series is paid its full amount. Socialized trusts pay
the trust’s expenses, including the monthly interest to investors, based on the
needs of individualized series. Generally, the socialized excess spread is social-
ized across all SPV notes issued by the trust. This means that should there be
an early amortization event (discussed below), then all the notes go into early
amortization. In a nonsocialized trust, the notes have their own separate excess
spreads. See Standard and Poor’s (n.d.) for details.

SELLER’S INTEREST

The “seller’s interest” refers to the sponsor’s ownership of trust assets that have
not been allocated to any series of securities issued by the trust. The size of
the seller’s interest varies through time as the amounts of securities issued by
the SPV changes and as the balance of principal receivables in the trust assets
changes. The seller’s interest is usually initially set at seven percent.

EXCESS SPREAD AND EARLY AMORTIZATION

A general feature of asset-backed securities is that they involve “excess spread.”
The yield on the underlying loans that is paid into the trust should be high
enough to cover the payment of interest on the asset-backed securities (ABS)
tranches in addition to the servicing fees. Excess spread is generally defined
as finance charges collections (i.e., the gross yield on the underlying receiv-
ables) minus certificate interest (paid to the holders of the SPV debt), servicing
fees (paid to the servicer of the receivables, usually the sponsor), and charge-
offs (due to default by the underlying borrowers) allocated to the series. For
example:

Gross Yield on Portfolio 18%
Investors’ Weighted Avg. Coupon –7%
Servicing Expense –2%
Charge-Offs –5%
Excess Spread 4%

Depending on the structure of the SPV, available excess spread may be shared
with other series in the Master Trust, used to pay credit enhancers, deposited
into a reserve account to be used to cover charge-offs, or released to the
sponsor.
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Practitioners view the excess spread as providing a rough indication of the
financial health of a transaction. Excess spread is in fact highly persistent and
consequently can be used as a way to monitor a transaction.

All credit card structures have a series of early amortization triggers, which
if hit cause the payments to investors to be defined as principal, so that the
SPVs’ liabilities are paid off early, that is, before the scheduled payment date.
Early amortization events include insolvency of the originator of the receiv-
ables, breaches of representations or warranties, a service default, failure to add
receivables as required, and others. Most importantly, however, a transaction
will amortize early if the monthly excess spread falls to zero or below for three
consecutive months.

CREDIT ENHANCEMENT

In the most common securitization structure the SPV issues tranches of secu-
rities to the capital markets based on seniority. There are senior notes, called
A notes, and junior or mezzanine notes, called B notes. A common form of
credit enhancement to the more senior classes, A notes and B notes, is a sub-
ordinated interest known as the collateral invested amount (CIA). The most
subordinated interest is referred to by a number of different names, includ-
ing the C class, C note, or collateral interest.14 As mentioned above, C notes
are typically privately placed. This is partly because they are riskier, but also
because they do not qualify as debt for tax purposes making them ERISA-
ineligible. Because they are privately placed, they are not rated, and much less
information is available about them. See Moody’s (November 11, 1994) on C
notes.

Credit enhancement for the CIA is a reserve account, which grows depending
on the level of the excess spread. If the excess spread is low, then excess spread
is trapped inside the SPV and used to build up the reserve account to a specified
level. Reserve account structures vary, with different structures having different
amounts of excess spread trapped inside the trust depending on different con-
tingencies. If the excess spread is negative, the reserve account is drawn down to
make up the shortfall.

17.3.3. Implicit Recourse

There are examples of recourse in credit card securitizations that are known pub-
licly. Moody’s (January 1997) gives fourteen examples of “notable instances”

14. Prior to the development and widespread use of CIAs, credit card transactions employed
letters of credit (LOCs) from highly rated institutions to protect investors against default. CIAs
became prevalent as a way to avoid dependency on the LOC issuer’s credit quality.
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of voluntary support. The earliest example is from May 1989 and the latest is
fromNovember 1996. Higgins and Mason (2004) study a sample of 17 implicit
recourse events involving ten banks during the period 1987 to 2001.15 Higgins
andMason document that firms that engage in subsidization of their SPVs “face
long delays before returning to market.”

17.4. A Theoret ical Analysis of SPVs

In this section we analyze a simple model of off-balance sheet financing, a game
played between a representative firm (the sponsor of the SPV) and a large num-
ber of investors. The goal is to understand the source of value in the use of
SPVs.

For concreteness we call the sponsoring firm a bank, by which we mean any
financial intermediary or, indeed, any firm. We proceed by first setting out a
model of the bank financing a portfolio of two projects in a one period setting.
The bank’s efforts determine the quality of the projects, unbeknownst to the
lenders to the bank. Project quality is implicitly determined by various activi-
ties of banks, including information production, screening, and monitoring, but
for simplicity it is modeled as an “effort” choice by the bank.16 This provides a
benchmark against which we can determine the value of securitization in the one
period setting.

We will subsequently allow for the possibility of securitization, where one
project may be financed off-balance sheet in an SPV. The timing is as fol-
lows: projects are allocated to be financed on- or off-balance sheet, and then
the bank makes a single effort choice that determines the quality of both the
on- and off-balance sheet projects (though ex post their realized qualities can
differ). To emphasize, projects are allocated first, and then project quality is
realized. So, the focus at this point is on the moral hazard problem involving
effort choice, rather than on the strategic allocation of projects after their qual-
ities are known (i.e., the adverse selection problem). By comparing the value
of the bank when securitization is allowed to the benchmark bank value when
there is no securitization, we determine the factors causing securitization to be
valuable.

Finally, we will allow for strategic allocation of the two projects, i.e., projects
are allocated between the balance sheet of the bank and the balance sheet of

15. During the period 1987–2001Higgins and Mason (2004) report two instances of early amor-
tization, both associated with the failure of the sponsoring institution, namely, Republic Bank and
Southeast Bank.

16. See Gorton and Winton (2003) for a review of the literature on banks’ information produc-
tion, screening, and monitoring activities.
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the SPV after their qualities are known. The possibility of strategic allocation of
projects adds an additional problem that investors must be concerned about. In
this setting, the bank cannot commit to allocate a high type project to the SPV. In
the credit card case there are some constraints on the lemons problem because
accounts to be sold to the trust are supposed to be chosen randomly. In this case,
the adverse selection may have more to do with the timing of the addition of
accounts, depending on the state of the on-balance sheet assets, or perhaps with
the removal of accounts.17

Without the ability to commit to transfer a high quality project to the SPV, we
show that no lender will lend to the SPV. Off-balance sheet financing, or securi-
tization, in this setting is not possible. This sets the stage for the repeated SPV
game, analyzed briefly in the final part of this section. The point there is that
repetition of the stage game between the bank and the outside investors can cre-
ate equilibria in which an implicit contractual arrangement involving bailouts
of the SPV by the sponsoring bank can be enforced. By “bailouts” we mean
extra-contractual support for the SPV, as will become clear below.

17.4.1. Model Set-Up

A competitive bank seeks to finance two one-period nondivisible projects. Each
project requires $1 of investment. The bank has an amount $E < 2 available to
finance the two projects. Since E< 2, the bank must borrowD=2−E, promis-
ing to repay F at the end of the period. Debt, however, is tax advantaged, so only
(1− τ )F needs to be repaid, where τ is the relevant tax rate. The interest rate in
the economy, r, is assumed to be zero for simplicity.

We analyze a representative bank and a unit interval of investors. All agents,
i.e., the banks and the investors, are risk-neutral. Consumption occurs at the end
of the period.

The bank determines the quality of its projects by expending “effort,” e ∈
{eH, eL}, where eH > eL, and such that a project returns yH with probabil-
ity e and yL with probability (1− e), where yH > yL. The single effort choice
determines the qualities of both projects, but project realizations are indepen-
dent. Thus, there are four possible outcomes or states of the world at the end
of the period:

{
yH, yH

}
,
{
yH, yL

}
,
{
yL, yH

}
, and

{
yL, yL

}
. The single effort

costs h(e). “Effort” is to be interpreted as the resources necessary to produce
information about a project and to monitor it. Effort is not contractible.

17. Also, sometimes sponsors add “high quality” accounts to improve the overall quality of the
receivables pool.
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Projects satisfy the following assumptions:

A1. 2
[
eHyH + (1 − eH)yL

] − h(eH) > D, i.e., a project is a positive net
present value investment when a high effort level is chosen, i.e., e = eH.

A2. 2
[
eLyH + (1 − eL)yL

] − h(eL) < D, i.e., a project is a negative net
present value investment when a low effort level is chosen, i.e., e = eL.

A3. 2yL − h(e) < F, for e ∈ {eH, eL} , i.e., default is certain if each project
returns yL

(
state

{
yL, yL

})
.

A4. 2yH − h (e) > yH + yL − h(e) > F, for e ∈ {eH, eL} , i.e., default
does not occur in the other states.

Assumption A1 ensures that investors will only invest if they are sure that the
bank will make a high effort choice. A project is not worth undertaking oth-
erwise. Below, the incentive compatibility constraints ensure that banks will
make the high effort choice. Assumptions A3 and A4 are stated in terms of
the face value of the debt, F, which is an endogenous variable. Neverthe-
less, the point of A3 and A4 is to determine the states of the world when
default occurs. Default occurs only in the state

{
yL, yL

}
. We will subsequently

solve for the equilibrium F under this assumption and then verify that this
value of F is consistent with assumptions A3 and A4 when F is eliminated
through substitution; the assumptions can then be stated entirely in terms of
primitives.

Corporations face a proportional bankruptcy cost, proportional to the real-
ized output. In other words, larger firms have higher bankruptcy costs. This cost
is borne by the creditors. Making the bankruptcy cost proportional, rather than
lump-sum, is both realistic and also simplifies the model, as will become clear
below. The bankruptcy cost is c ∈ (0,1) per unit of output. A fixed bankruptcy
cost could be added to this, though with binomial outcomes it has no additional
content. The bankruptcy cost is discussed further below.

On-balance sheet debt has a tax advantage. Off-balance sheet debt usually
does not have this advantage. Here the cost of using off-balance sheet debt is
the loss of the tax shield to the sponsoring firm. The sponsor may structure the
SPV so that this cost does not exist. In that case, we would point to other costs.
In general, some limit to how much can be financed off-balance sheet is needed
for there to be an interior solution. However, recent “whole-firm” securitizations
suggest that there may be few limits. See Pfister (2000).

17.4.2. Discussion of the Model

The model provides a role for the bank; it has the unique ability to find high
quality projects by making an effort. However, this value production is not
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observable to outside investors since they cannot confirm the effort level cho-
sen by the bank. This is essentially the usual model of bank activity. We assume
that the bank issues debt to outside investors, and do not explain why debt is
the security of choice. Any firm transferring assets off-balance sheet has created
assets of a certain value, which may not be known to outside investors, so the
“bank” need not literally be interpreted to exclude nonfinancial firms.

17.4.3. The Benchmark Case of No Securitization

We begin with the benchmark problem of the bank when there is no off-balance
securitization. In that case, the bank’s problem is to choose F and e ∈ {eH, eL}
to maximize the expected value of its projects:

max : V = e2
[
2yH − h(e)− (1− τ )F

]
+ 2e(1− e)

[
yH + yL − h(e)− (1− τ )F

]
Problem(I)

subject to: (i)E(F) ≥ D (Participation of Investors)

(ii)V(e= eH;e0 = eH) ≥ V(e = eL; e0 = eH) (Incentive Compatibility)

The first constraint says that the expected pay-off to the investors who purchase
the bank debt, E(F),must be at leastwhatwas lent (D), otherwise the risk neutral
investors will not lend to the bank (since the interest rate is zero). The sec-
ond constraint says that if investors lend to the bank believing that the bank will
choose effort level eH, where e0 is the belief of the lenders regarding the bank’s
effort choice, then the bank behaves consistently with these beliefs, choosing
e= eH.

The optimization problem is written assuming that the bank defaults only in
state

{
yL, yL

}
as assumed above by A3 and A4.

Note that the Participation Constraint can be written as follows, since
investors get only the remaining cash flows net of the bankruptcy and effort
costs:

[
e2 + 2e (1− e)

]
F + (1− e)2

[
2yL (1− c)− h(e)

] ≥ D.

Suppose investors’ beliefs about the bank’s effort choice are e = e0. Then the
lowest promised repayment amount that lenders will accept, in order to lend, is:

F0 = D− (1− e0)2
[
2yL (1− c)− h(e0)

]
e0 (2− e0)

.
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Substituting this into the bank’s problem, the bank’s problem is now to choose
e ∈ {eH, eL} to:

max V = 2eyH + 2e (1− e) yL − e (2− e)h(e)

− (1− τ ) e (2− e)

[
D− (1− e0)2

[
2yL (1− c)− h(e0)

]
e0 (2− e0)

]
subject to : (ii)V (e= eH; e0 = eH) ≥ V(e= eL; e0 = eH)

(Incentive Compatibility).

Incentive compatibility requires that the bank’s choice of e ∈ {eH, eL} be the
same as what the lenders believe it will be, namely e0. Suppose that beliefs are
consistent, i.e., that e= e0 = eH. Then, indicating bank value by VH, we have:

VH =2eHyH + 2eH(1 − eH)yL − eH (2− eH)h(eH)

− (1− τ )
[
D− (1− eH)2

(
2yL (1− c)− h(eH)

)]
(17.1)

If beliefs were inconsistent, that is, if lenders’ beliefs were e0 = eH but the
bank chose e= eL, then the value of the bank would be given by:

V(e = eL; e0 = eH) = 2eLyH + 2eL (1− eL)yL − eL (2− eL)h(eL)

− (1− τ ) eL (2− eL)

[
D− (1− eH)2

(
2yL (1− c)− h (eH)

eH (2− eH)

]
LEMMA 1: If:

2yH (eH − eL)+ 2yL [eH (1− eH)− eL (1− eL)]− h(eH)eH (2− eH)

+ h(eL)eL (2− eL)− (1− τ )
[
D− (1− eH)2

[
2yL (1− c)− h(eH)

][
1− eL (2− eL)

eH (2− eH)

]
> 0,

then at the optimum, investors believe e0 = eH and the bank chooses e = eH.
The value of the bank is given by (17.1).

Proof : The incentive compatibility constraint, V(e = eH; e0 = eH) ≥
V(e= eL; e0 = eH), is satisfied if the condition in the lemma holds. It remains
to verify that the equilibrium F derived under A3 and A4 is consistent, i.e., to
state A3 and A4 in terms of primitives. That is left to the Appendix. //

In what follows we will refer to VH as the value of the bank when there is no
securitization. This will be the benchmark value against which the value of the
bank with securitization will be compared.
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17.4.4. Special Purpose Vehicles and Securitization

Now, suppose the bank sets up a special purpose vehicle (SPV) to finance one
of the projects. One project will be financed on-balance sheet, and one will be
financed off-balance sheet.18 The SPV has no bankruptcy costs, as discussed
above, and its debt has no tax advantage. As before, the effort choice is made
at the bank level and determines the qualities of both projects, though the out-
comes are independent.19 To be clear, the projects are first allocated to be on- or
off-balance sheet, and then the bank makes its effort choice.

On-balance sheet the bank will borrow 0.5D, promising to repay FB at the end
of the period. Off-balance sheet, the SPV will borrow 0.5D, promising to repay
FS at the end of the period.20 The bank then has two assets on-balance sheet,
its own project, and an equity claim on the SPV, i.e., if y is the realization of the
SPV’s project, then the bank’s equity claim on the SPV at the end of the period
is max

[
y−FS,0

]
.21

Assumptions analogous to A3 and A4, above, define the bankruptcy states:
A3a. 2yL − h(e) < FB +FS, for e ∈ {eH, eL} , i.e., default of both the bank

and the SPV occurs if the realized state of the world is
{
yL, yL

}
.

A4a. 2yH − h(e) > yH + yL − h(e) > FB +FS, for e ∈ {eH, eL} , i.e., there
need not be default of either entity in the other states.

As before, assumptions A3a and A4a are stated in terms of FB and FS,
endogenous variables. Assumption A3a determines the states of the world when
default definitely will occur, namely, in state

{
yL, yL

}
. A4a states that the

two projects generate sufficient payoffs in the other states to avoid bankruptcy,
though whether that is the outcome or not will depend on the relationship
between the bank and the SPV. We will subsequently solve for the equilib-
rium FB and FS under these assumptions and then verify that those values of
FB and FS are consistent with assumptions A3a and A4a when F is eliminated
through substitution; the assumptions can then be stated entirely in terms of
primitives.

18. This assumption is made for simplicity. The model does not determine the scale of the SPV.

19. Note that no effort choice can bemade by the SPV, as it is passive. If the effort choice could be
made at that level, the entity would be a subsidiary of the bank, rather than an SPV.

20. For simplicity other financing choices are assumed to not be available. While we do not model
tranching, it is not inconsistent with the model to allow for additional motivations for securiti-
zation beyond those we consider, such as clientele effects (e.g., perhaps due to ERISA-eligibility
requirements).

21. Strictly speaking there is an intermediate step because the bank funds both projects initially
on-balance sheet and then transfers one, in a true sale, to the SPV. We assume that the proceeds
from selling the project to the SPV are used to pay down on-balance sheet debt. For simplicity, this
step is omitted.
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We also now assume:
A5. (1− eH)2yL (1− c) < 0.5D, i.e., the expected return for the bank,

from the on-balance sheet project in the bankruptcy state
{
yL, yL

}
(which occurs with probability (1− eH)2), is insufficient to pay 0.5D,
the amount borrowed.

At the end of the period, by A3a and A4a, the possible outcomes are as
follows, where the first element is the on-balance sheet project state realization
and the second element is the off-balance sheet project state realization:

•
{
yH, yH

}
: Both projects realize yH; this occurs with probability

e2, e ∈ {eH, eL} . In this event, both on- and off-balance sheet debts
can be repaid in full.

•
{
yH, yL

}
: The off-balance sheet project realizes yH, but the SPV’s

project is worth yL. This occurs with probability e(1− e) ,
e ∈ {eH, eL} . The bank is solvent, but the SPV defaults on its debt.

•
{
yL, yH

}
: The off-balance sheet project realizes yH, but the bank’s

project is worth yL. This occurs with probability e(1− e) ,
e ∈ {eH, eL}. The SPV can honor its debt, and so can the bank because
the bank is the equity holder of the SPV.

•
{
yL, yL

}
: Both projects realize yL; this occurs with probability

e(1− e) , e ∈ {eH, eL} . Neither the bank nor the SPV can honor their
debt.

Note that with or without securitization, the bank fails only if the realized state
is
{
yL, yL

}
. Consequently, with only two states a lump-sum bankruptcy cost

would always be borne in this, and only this, state. This is due to the simplicity of
the model. However, the proportional bankruptcy cost will be affected by secu-
ritization since the on-balance sheet assets have been reduced to one project.
In a more complicated model, with a continuous range of project realizations, a
fixed bankruptcy cost could be borne as a function of the bank’s leverage, which
could be chosen endogenously. Here, the simplicity of the model dictates use
of a proportional bankruptcy cost. But, clearly this is not essential for the main
point.

The bank’s problem is to choose FB, FS, and e ∈ {eH, eL} to:

max VS =e2
[
2yH − h(e)− (1− τ )FB −FS

]
+ e(1− e)

[
yL + yH − h(e)− (1− τ )FB −FS

]
+ e(1− e)

[
yH − h(e)− (1− τ )FB

]
Problem (II)



552 CHANGE IN BANK ING

s. t. (i) E
[
FB
]≥ 0.5D

(
Participation of Investors in the Bank

)
(ii) E

[
FS
]≥ 0.5D

(
Participation of Investors in the SPV

)
(iii) VS (e= eH; e0 = eH) ≥ VS (e= eL; e0 = eH)

(
Incentive Compatibility

)
The solution method for Problem (II) is analogous to that for Problem (I), and
so is left to the Appendix (including a lemma, Lemma 2, that is analogous to
Lemma 1.) We refer to VS as the resulting value of the bank with securitization.
We now state:

PROPOSITION 1 (FEASIBILITY OF SECURITIZATION). If (1 − eH)2yLc −
τ [0.5D− (1− eH)2yL(1− c)] > 0, then it is optimal for the bank to use the
SPV to finance one project.

Proof : The condition in the proposition is a simplification of VS −VH > 0. //

The factors that effect the profitability of securitization are taxes (τ ), the
bankruptcy cost (c), and risk, as measured by (1− eH)2 , i.e., the chance of
bankruptcy occurring. Taxes matter, to the extent that bankruptcy does not
occur, because debt issued by the SPV is not tax advantaged (by assumption).
The bankruptcy cost matters because expected bankruptcy costs are reduced
to the extent that projects are financed off-balance sheet. This is due to the
legal structure of the SPV. Finally, the risk of bankruptcy, (1− eH)2 , makes the
chance of incurring the bankruptcy cost higher.

COROLLARY 1: The profitability of off-balance sheet financing is increasing in
the bankruptcy cost, c, decreasing in the tax rate, τ , and increasing in the riskiness
of the project (i.e., the chance of bankruptcy),(1− eH)2 .

Proof : The derivatives of VS − VH with respect to c, τ , and (1− eH)2 , respec-
tively, are:

∂(VS −VH)
∂τ

= −[0.5D− (1− eH)2yL(1− c)
]
< 0, by A5.

∂(VS −VH)
∂c

= (1− eH)2yL(1− τ ) > 0.

∂(VS −VH)
∂(1− eH)2

= (1− τ )cyL + τ yL > 0. //

Corollary 1 identifies the basic drivers of SPV value, under the assumption
that the projects are allocated to on- or off-balance sheet before their quality if
known, i.e., there is no adverse selection.
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17.4.5. Securitization with Moral Hazard and Strategic Adverse
Selection

Now, suppose that the bank makes an effort choice, i.e., e ∈ {eH, eL} , but then
after observing the realizedproject qualities, oneof the projects is allocated to the
SPV. Recall that project quality is not verifiable. This means that investors in the
debt issued by the SPV face an additional problem. In addition to the moral haz-
ard associated with the effort choice, there is an adverse selection problem with
regard to which project is allocated to the SPV, the strategic adverse selection
problem.

For this subsection we will also assume:
A6. eH2yH + (1− eH2

)
yL < 0.5D.

The meaning of A6 will become clear shortly.
With the possibility of strategic adverse selection, at the end of the period the

possible outcomes (following A3a and A4a) are as follows:

•
{
yH, yH

}
: Both projects realize yH; this occurs with probability e2.

The bank allocates one of the yH projects to the SPV and retains the
other one on-balance sheet. Both on- and off-balance sheet debts can
be repaid in full.

•
{
yH, yL

}
and
{
yL, yH

}
: The realization of projects is: one yH and one

yL. This occurs with probability 2e(1–e). In both of these states of the
world, the bank keeps the yH project on-balance sheet and allocates the
yL project to the SPV. The bank is solvent, but the SPV defaults on its
debt.

•
{
yL, yL

}
: Both projects realize yL; this occurs with probability

(1− e)2 . One of the yL projects is allocated to the SPV and the bank
retains the other on-balance sheet. Neither the bank nor the SPV can
honor its debt.

In the previous subsection the SPV failed in two states of the world, the two
situations where it realized yL. Now, the SPV fails in three states of the world,
due to the strategic adverse selection problem. Only if

{
yH, yH

}
is realized

will the SPV be solvent. So, the expected income of the SPV is: e2yH +[
2e (1− e) + (1− e)2

]
yL = e2yH + (1− e2

)
yL. But this is less than 0.5D, by

A6. Consequently, no investor will lend to the SPV. Recognizing this problem,
the bank would like to commit to not engage in strategic adverse selection; the
bank would like to commit to allocate projects prior to the realization of the
project outcome. But there is no way to do this because project quality is not
verifiable.

Imagine for amoment that the bank could commit to subsidize the SPV in the
event that the SPV realized yL and the bank realized yH . Shortly, we will make



554 CHANGE IN BANK ING

clear what “subsidize” means. Let FSC be the face value of the debt issued by the
SPV under such commitment, and FC the corresponding face value of the debt
issued by the bank. Then at the end of the period, the possible outcomes would
be as follows:

•
{
yH, yH

}
: Both projects realize yH; this occurs with probability e2.

Both on- and off-balance sheet debts can be repaid in full. The expected
profit to the bank in this case is:

e2
[
2yH − h(e)− (1− τ )FC −FSC

]
.

•
{
yH, yL

}
: The bank’s project is worth yH and the SPV’s is worth yL.

This occurs with probability e(1–e). The bank is solvent and subsidizes
the SPV, so that neither defaults on its debt. “Subsidize” means that the
bank assumes responsibility for the debt of the SPV. The bank’s
expected profit in this state of the world is:

e(1− e) [yH + yL − h(e)− (1− τ )FC −FSC].

•
{
yL, yH

}
: The bank’s project is worth yL and the SPV’s is worth yH .

This occurs with probability e(1–e). The SPV is solvent. Without the
return on its SPV equity the bank would be insolvent. But the SPV has
done well so that neither defaults on its debt. The expected profit in this
case is the same as in the previous case, though the interpretation is
different:

e(1− e)[yH+yL − h(e)− (1− τ )FC −FSC].

•
{
yL, yL

}
: Both projects realize yL; this occurs with probability

(1− e)2 . Neither the bank nor the SPV can honor its debt. The bank
earns zero.

With this commitment, the bank’s problem is to choose FC, FSC, and e ∈
{eH, eL} to:

max VC =e2[2yH − h(e)− (1− τ )FC −FSC]+2e(1− e)

[yH + yL − h(e)− (1− τ )FC −FSC] Problem (III)

s.t.(i) E[FC]≥ 0.5D (Participation of Bank Investors)

(ii) E[FSC]≥ 0.5D (Participation of SPV Investors)

(iii)VC(e= eH; e0 = eH)≥ VC(e= eL; e0 = eH)(Incentive Compatibility)
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Constraints (i) and (ii) can be re-written, respectively, as:

e(2− e)FC + (1− e)2 [yL (1− c)− h(e)]≥ 0.5D,

and
e(2− e)FSC + (1− e)2 yL ≥ 0.5D.

The solution to Problem (III) is contained in the Appendix, including a lemma,
Lemma 3, that is analogous to Lemma 1. We refer to VC as the resulting value of
the bank with commitment.We now state:

PROPOSITION 2 (EQUIVALENCE OF PROBLEMS II AND III). If the bank can
commit to subsidize the SPV, then the profitability of the bank is the same as it
would be when projects were allocated between the bank and the SPV prior to
their realizations, i.e., when there was no strategic adverse selection.

Proof : It may be verified that VS = VC. //
Intuitively, while the debt is repriced to reflect the subsidy from the bank in
the state {yH, yL}, there are no effects involving the bankruptcy cost or taxes.
Consequently, the bank’s value is the same as in problem II when projects were
allocated between the bank and the SPV prior to their realizations.

Proposition 2 states that securitization would be feasible, i.e., investors would
lend to the SPV, and it would be profitable for the bank (under the conditions
stated in Proposition 1), if it were possible to overcome the problem of strate-
gic adverse selection by the bank committing to subsidize the SPV. However,
accounting and regulatory rules prohibit such a commitment, even if it were
possible. That is, a formal contract, which can be upheld in court and which is
consistent with accounting and regulatory rules, effectively would not be consis-
tent with the SPV being a QSPV, and hence the debt would not be off-balance
sheet. The bankruptcy costs would not be minimized. We now turn to the issue
of whether a commitment is implicitly possible in a repeated context.

17.4.6. The Repeated SPV Game: The Implicit Recourse Equilibrium

In any single period, the bank cannot securitize a project because lenders will not
lend to the SPV due to the strategic adverse selection problem.We now consider
an infinite repetition of the one period problem, where for simplicity we assume
that the bank has exactly $E available every period to finance the two projects.22

The one-shot-game outcome of no securitization can be infinitely repeated, so

22. In other words, we assume that if the bank does well it pays a dividend such that E remains as
the equity in the bank. If the bank does poorly, we assume that the bank can obtain more equity
so that again there is E. Obviously, this omits some interesting dynamics about the bank’s capital
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this is an equilibrium of the repeated game. However, the idea that repetition
can expand the set of equilibria, when commitment is possible, is familiar from
the work of Friedman (1971), Green and Porter (1984), and Rotemberg and
Saloner (1986), among others. The usual context is oligopolistic competition,
where the competing firms are incompletely informed about their rivals’ deci-
sions. The firms want to collude to maintain oligopolistic profits, but cannot
formally commit to do so. Here the context is somewhat different. The spon-
soring bank and the investors in the SPV “collude” in adopting a contractual
mechanism that cannot be written down because of accounting and regula-
tory rules. In a sense the two parties are colluding against the accountants and
regulators. We will call such an equilibrium an “Implicit Recourse Equilibrium.”

For this section we will suppose that the interest rate, r, is positive and con-
stant. This means that everywhere there was a “D” above, it must be replaced by
(1+ r)D, as the risk neutral investors require that they earn an expected rate of
return of r.

The basic idea of repeating the SPV game is as follows. Suppose investors
believe that the bank will subsidize the SPV in the state {yH, yL}, when the SPV
would otherwise default. That is, investors have priced the debt as FC andFSC, as
given above, and their beliefs are e0 = eH. Now, suppose that the state {yH, yL}
occurs, that is, the state of the world where the bank is supposed to subsidize the
SPV. The realized bank profit is supposed to be:

yH + yL − h(eH)− (1− τ )FC −FSC.

But, suppose the bank reneges and leaves the SPV bankrupt with yL −FSC <

0, i.e., there is no subsidy. The SPV then defaults on its debt. In that case, on-
balance sheet the bank realizes:

yH − h(eH)− (1− τ )FC.

So, the one-shot gain from reneging on the implicit contract is FSC −yL > 0.
Since this is positive, the bank has an incentive to renege. But, in a repeated set-
ting, investors can punish the bank by not investing in the bank’s SPV in the
future, say for N periods. If the bank cannot securitize again for N periods, it
loses (from Proposition 1):

N∑
t=1

δt(VS −VH) =
N∑
t=1

δt[(1− eH)2yLc − τ c(1− eH)2yL

− τ [0.5D− (1− eH)2yL]],

ratio and begs the question of the coexistence of outside equity and debt. These issues are beyond
the scope of this paper.
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where δ is the discount rate. Obviously, the bank will not renege on subsidizing
the SPV if the expected present value of the loss is greater than the one-shot gain
to deviating. There are combinations of N and δ that will support the Implicit
Recourse Equilibrium. While this is the intuition for Implicit Recourse Equilib-
rium, it clearly depends on the beliefs of the investors and the bank. There may
be many such equilibria, with very complicated, history dependent, punishment
strategies.

The idea is for the investors in the SPV to enforce support when needed by the
threat of refusing to invest in SPV debt in the future if the sponsoring firm devi-
ates from the implicit contract. This means that there is a “punishment period”
where investors refuse to invest in SPV debt if the sponsor has not supported
the SPV in the past. In general, strategies can be path dependent in complicated
ways (See Abreu (1988)). However, a simple approach is to restrict attention
to punishments involving playing the no-SPV stage game equilibrium for some
period of time, starting the period after a deviation has been detected. We adopt
this approach and assume investor and bank beliefs are consistent with this.

For simplicity we will construct a simple example of an Implicit Recourse
Equilibrium. Assume that all agents discount at the rate r, and consider the case
where N = ∞. This corresponds to a “punishment period” of forever.23 At the
start of each period the game proceeds as follows:

1. The bank and the SPV offer debt in the capital markets to investors
with face values of FC and FSC, respectively.

2. Investors choose which type of debt, and howmuch, to buy.

If investors purchase the SPV debt, then off-balance sheet financing proceeds.
Otherwise the bank finances both projects on-balance sheet.

At the end of a period, the state of the world is observed, but cannot be ver-
ified. If the state of the world is

{
yH, yL

}
, i.e., the on-balance sheet project

returns yH while the off-balance sheet project returns yL, then the bank is sup-
posed to subsidize the SPV, as described above. At the start of any period, both
the banks and investors know all the previous outcomes.

Consider the following trigger strategy based on investor and bank beliefs:
If the bank ever does not subsidize the SPV when the state of the world is{
yH, yL

}
, then investors never again invest in the SPV because they believe that

the sponsor will not support it and hence the promised interest rate, correspond-
ing to FSC, is too low. The bank believes that if it deviates investors will never
again buy its SPV’s debt in themarket. Then a subgame perfectNash equilibrium
exists under certain conditions:

23. We do not claim that this is the optimal punishment period.
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PROPOSITION 3 (EXISTENCE OF THE IMPLICIT RECOURSE EQUILIBRIUM).
If there exists an interest rate, 0 ≤ r ≤ 1, such that the following quadratic
inequality is satisfied,

0.5Dr2 + r
{
0.5D

[
1− τ eH (2− eH)

] + (1− eH)2h(eH)+ yLB
}

− 0.5Dτ eH(2− eH )+ yLA > 0

where A ≡ [(1− eH)2(c+ τ (1− c))eH(2− eH)− τ (1− eH) 2 ceH(2− eH)]
and B≡ [(1− eH)2(1− c)− eH(2− eH)],

then securitization is feasible and optimal for any bank that would choose
securitization were it able to commit to the policy of subsidization.

Proof : See Appendix.
Obviously, other equilibria could exist. But, the point is that there can exist

equilibria where the costs of bankruptcy are avoided by using off-balance sheet
financing.

17.4.7. Summary and Empirical Implications

The conclusion of the above analysis is that the value of SPVs lies in their
ability to minimize expected bankruptcy costs—securitization arises to avoid
bankruptcy costs. By financing the firm in pieces, control rights to the busi-
ness decisions are separated from thefinancing decisions. The sponsormaintains
control over the business while the financing is done via SPVs that are passive;
that is, there are no control rights associated with the SPVs’ assets. Bankruptcy
is a process of transferring control rights over corporate assets. Off-balance sheet
financing reduces the amount of assets that are subject to this expensive and
lengthy process.

We have argued that the ability to finance off-balance sheet via the debt of
SPVs is critically dependent on a relational, or implicit, contract between the
SPV sponsor and investors. The relational contract depends upon repeated use
of off-balance sheet financing.We showed that this repetition can lead to an equi-
librium with implicit recourse. Such an equilibrium implements the outcome of
the equilibrium with formal commitments (Problem III), were such contracts
possible. The comparative static properties of the Implicit Recourse Equilibrium
are based on the result that the equilibrium outcomes of the Implicit Recourse
Equilibrium are the same as the commitment equilibrium.

The idea of a relational contract supporting the feasibility of SPVs leads to
our first set of empirical tests, namely, that the trigger strategy can only provide
intertemporal incentives for the sponsor insofar as the sponsor exists. If the spon-
sor is so risky that there is a chance the sponsorwill fail, and be unable to support
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the SPV, then investors will not purchase the SPV debt. We examine this idea by
testing the hypothesis that investors, in pricing the debt of the SPV, care about
the risk of the sponsor defaulting, above and beyond the risks of the SPV’s assets.

The second hypothesis that we empirically investigate is suggested by Corol-
lary 1. Because the Implicit Recourse Equilibrium implements the outcome
with formal commitment, Corollary 1 also describes the repeated equilibrium
with implicit recourse. Corollary 1 says that the profitability of off-balance sheet
financing is increasing in the bankruptcy cost, c, and increasing in the riski-
ness of the project (i.e., the chance of bankruptcy),(1− eH) . In other words,
riskier sponsors should securitize more, ceteris paribus. Bankruptcy costs are not
observable, but the riskiness of the firm can be proxied for by its firm bond
rating.

17.5. DATA

The rest of the paper empirically examines these two hypotheses. Our analysis
suggests that the risk of a sponsoring firm should, because of implicit recourse,
affect the risk of the ABS that are issued by its SPVs. We measure the sponsor’s
risk by its bond rating, and focus on two ways that this risk might be manifested.
As mentioned above, we first consider whether investors care about the strength
of the sponsoring firm, above and beyond the characteristics of the ABS them-
selves. Second, we consider whether riskier firms are more likely to securitize in
the first place. To these ends we utilize a number of datasets.

To investigate our first topic, investors’ sensitivity to the sponsor’s strength,
we obtained from Moody’s a unique dataset describing every credit-card ABS
issued between 1988:06 and 1999:05 that Moody’s tracked. This covers essen-
tially all credit-card ABS through mid-1999. The dataset includes a detailed
summary of the structure of each ABS, including the size and maturity of each
ABS tranche. It summarizes the credit enhancements behind each tranche, such
as the existence of any letters of credit, cash collateral accounts, and reserve
accounts. Moody’s also calculated the amount of direct subordination behind
each A and B tranche. 24 These variables contain the information about the ABS
structure that investors observed at the time of issuance. Further, the dataset

24. The amount of subordination behind the A note is calculated as (BalB + BalC)/
(BalA+BalB+BalC), where BalX is the size (the balance) of trancheXwhen it exists. The dataset
provided the current amount of subordination using current balances. For our analysis below, we
want the original amount of subordination at the time of issuance. We were able to estimate this
given the original balance sizes of the A and B notes, as well as an estimate of the size of any C
note. The size of C notes is not directly publicly available, but we backed out their current size
from the reported current amount of subordination behind the B notes. We used this to estimate
the original amount of subordination behind the A and B notes.
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includes some information about the asset collateral underlying each ABS, such
as the age distribution of the credit-card accounts. Also included is the month-
by-month ex post performance of each note, in particular the excess spread and
its components like the chargeoff rate. The sample used below includes only the
A and B tranches, i.e., the tranches that were sold publicly.

Although it is difficult to find pricing information on credit-card ABS, we
obtained from Lehman Brothers a dataset containing the initial yields on a large
subset of these bonds that were issued in 1997–1999, for both the A and B
notes. We obtained similar data from Asset Sales Reports for bonds that were
issued before 1997. We computed the initial spread as the initial yield minus
one month LIBOR at the time of issuance. We also collected Moody’s ratings
from Bloomberg for the sponsors of each ABS in the Moody’s dataset above,
which are typically banks. We use the bank’s senior unsecured bond rating at
issuance.25

To investigate our second topic, an analysis of which banks securitize, we
use the bank (“entity”) -level Call Report panel data that comes from the reg-
ulatory filings that banks file each quarter, from 1991:09 to 2000:06. Before
1996 we use only the third quarter (September) data, since credit card secu-
ritizations were reported only in the third quarter during that period. We
also obtained from Moody’s a large dataset of all of their ratings of banks’
long-term senior obligations, including an ID variable that allowed us to
match this data to the Call Report ID variables. Accordingly our sample
includes all the banks in the Call Report dataset for which we have a match-
ing rating.26 This yields a sample of almost 400 banks and over 5000 bank-
quarters, which is large relative to the samples analyzed in previous related
literature.

17.6. EMPIRICAL TESTS: ARE THERE IMPLICIT RECOURSE
COMMITMENTS?

In this section we analyze the determinants of the spread on the notes issued
by the SPVs to the capital markets. Borgman and Flannery (1997) also analyze
asset-backed security spreads, over the period 1990–1995. They find that credit
card ABS require a lower market spread if the sponsoring firm is a bank or if the
sponsor includes guarantees as a form of credit enhancement.

The unit of observation is a transaction, that is a note issuance, either the A
note or the B note. We examine the cross sectional determinants of the spreads.

25. We use the rating of the current owner of the ABS trust, accounting for any mergers and
acquisitions.

26. Since small banks are less likely to be rated, matches are most common for the larger banks.



SPVs and Securitization 561

The spreads provide us with investors’ assessment of the risk factors behind each
note. All the A notes were on issuance rated AAA by Moody’s.27 If these rat-
ings are sufficient statistics for default, then the probability of default should be
the same for all the A notes and in the simplest case (e.g., if there is no implicit
recourse) presumably investors would pay the same initial price for them. Even
if there are differences across notes in the quality of the underlying assets or in
other factors, the securitizations should be structured to offset these differences
and yield the same probability of default. As discussed above, to test for the exis-
tence of a relational contract allowing for recourse, we examine whether other
factors affect the initial prices of the notes, in particular whether the strength of
the sponsormatters, as estimated by its senior unsecured credit rating at the time
of issuance. Specifically, we estimate equations of the following form:

Spreadi,j,k,t =β0
′Timet +β1

′Structurei +β2
′Assetsi

+β3
′Trustj +β4

′Ratingk,t + εi,j,k,t, (17.2)

where Spreadi,j,k,t is the initial spread (net of one month LIBOR) on note i from
trust j and sponsor k at the time t of issuance. Time is a vector of year dum-
mies that control for time varying risk premia as well as all other macroeconomic
factors, including the tremendous growth in the ABS market over the sample
period. Structurei represents the structure of tranche i at the time of issuance,
such as the degree of subordination and other credit enhancements support-
ing it, and Assetsi represents the quality of the credit-card assets underlying the
tranche at that time. Trustj is a vector of trust dummies. Ratingk,t is the senior
unsecured bond rating of the sponsor k of the notes’ trust at the time of issuance.
The trust dummies control for all trust fixed effects. Since many sponsors have
multiple trusts, the dummies also essentially control for sponsor fixed effects.28

Given this, the ratings variable will essentially capture the effect of changes in a
sponsor s rating over time.29

Our initial sample includes only the A notes, but later we add the B notes,
with Structure then including an indicator for the B notes (Junior). Table 17.2
presents summary statistics for the key variables used in the analysis, for the
sample of A notes. The sample runs from 1988–1999. Over that time the aver-
age A-note spread was just under 50 basis points (b.p.), with a relatively large
standard deviation of 68 b.p. About half of the sponsors have ratings of single

27. All but two of the B notes were initially rated A; the two exceptions were rated AA. By
distinguishing the A- and B-notes, the analysis implicitly controls for any clientele effects.

28. Though a given trust can also havemultiple owners over time, e.g. after amerger or acquisition.

29. As evidenced by the significant results below, there is substantial within-trust variation in both
the spreads and ratings over time, with over 30% of trusts exhibiting some change in rating over
the sample period.
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Table 17-2. SPONSOR RATINGS AND INITIAL SPREADS ON A
NOTES: SUMMARY STATISTICS

Mean s.d.
Spread 0.48 0.68
RatingAA 0.25 0.44
RatingA 0.49 0.50
RatingB 0.26 0.44
LowSub 0.25 0.44
Maturity 5.70 2.25
SellersInt 6.38 1.21
Fixed Rt 0.35 0.48
I_CCA 0.43 0.50
I_LOC 0.03 0.17
I_RES 0.01 0.08
I_Other 0.02 0.15
Seasoned 0.43 0.50
Chargeoff 5.35 1.86

NOTES: N = 167. The sample is that for A Notes in Table 17.3 column
(5), averaging over 1988–99.

A (RatingA) on their senior unsecured debt, with the rest being about equally
likely to have ratings of AA (RatingAA) or ratings of Baa and Ba (RatingB).

17.6.1. Analysis of the A-Note Spreads

Table 17.3 shows the results for the A notes. Column (1) includes only the year
dummies (omitting 198830) and the sponsor ratings (as well as the trust fixed
effects). Nonetheless, the adjusted R2 is already relatively large. The year dum-
mies are significant, with spreads peaking in the early 1990s, perhaps due to the
recession. The sponsor ratings at the bottom of the table are of primary interest.
Relative to the omitted AA-rated sponsors, the effects of riskier sponsor ratings
are positive andmonotonic. The coefficient on RatingB for the riskiest (Baa and
Ba) sponsors is statistically significant. Thus investors do indeed require higher
yields for bonds issued by the trusts of riskier sponsors. That is, even though the
A notes all have the same bond ratings, the strength of the sponsor also matters,
consistent with our model. This effect is also economically significant. The riski-
est sponsors must pay an additional 46 b.p. on average, which is about the same
size as the average A-note spread and sizable relative to the standard deviation of
spreads in Table 17.2. This is a relatively strong result given the trust dummies

30. Because ofmissing values in some of the covariates, some of the time dummies drop out of the
regressions.



Table 17-3. SPONSOR RATINGS AND INITIAL SPREADS ON A NOTES

(1) (2) (3) (4) (5)
coef. t coef. t coef. t coef. t coef. t

Yr89 −0.565 −0.92 −
Yr90 − − − − −
Yr91 0.915 2.79 1.263 2.13 0.339 0.73 1.360 2.82 0.671 1.34
Yr92 0.886 1.72 - - - -
Yr93 0.275 0.77 1.456 3.96 − 1.037 3.13 0.491 1.29
Yr94 −0.004 −0.01 0.069 0.24 −0.804 −3.26 0.216 0.85 0.034 0.11
Yr95 −0.771 −2.32 −0.150 −0.56 −1.155 −4.81 −0.137 −0.57 −0.409 −1.44
Yr96 −0.903 −2.78 −0.196 −0.74 −1.091 −4.44 −0.080 −0.34 −0.456 −1.70
Yr97 −0.819 −2.52 −0.132 −0.54 −1.126 −4.77 −0.106 −0.48 −0.519 −2.07
Yr98 −0.940 −2.84 −0.302 −1.33 −1.274 −5.44 −0.262 −1.26 −0.502 −2.27
Yr99 −0.659 −1.60 − −1.019 −3.52 − −
LowSub 0.398 2.81 0.147 1.29 0.136 1.14 0.173 1.57
Maturity 0.050 3.20 0.049 3.10 0.039 2.56
SellersInt −0.030 −0.39 −0.027 −0.33 0.004 0.06
FixedRt 0.713 8.67 0.722 8.09 0.726 9.05
I_CCA −0.066 −0.39



Table 17-3. (CONTINUED)

(1) (2) (3) (4) (5)
coef. t coef. t coef. t coef. t coef. t

I_LOC −0.107 −0.28
I_RES −0.228 −0.46
I_Other 0.014 0.06
Seasoned −0.331 −2.92
Chargeoff 0.098 2.48
RatingA 0.235 1.29 0.266 1.49 0.324 2.31 0.321 2.25 0.363 2.60
RatingB 0.463 2.33 0.414 2.06 0.455 2.90 0.450 2.80 0.514 3.34
# obs 229 172 171 171 167
Adj R2 0.59 0.47 0.69 0.68 0.70

NOTES: The dependent variable is the initial spread on the A notes. Estimation is byOLS. The omitted year is 1988. The omitted rating (of the
sponsor) is AA; Rating B signifies Baa and Ba ratings. All regressions include trust dummies. For variable definitions, see the text.
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which control for all average and time-invariant effects. The variation in a spon-
sor’s rating over time is sufficient to cause significant changes over time in the
yields paid by its ABS.

This result could be interpreted as suggesting that, even if the rating agencies
place someweight on the risk of a sponsor in assessing the risk of their ABS notes,
they do not do so fully. But the bond ratings are discretized, not continuous-
valued, so there can be some differences in risk even among bondswith the same
ratings. Also, investors’ views of the risk might not completely coincide with the
views of the ratings agencies. Hence we also directly control for the potential
risk factors observable by investors. The next columns start by adding controls
for the structure of the A notes. Of course, this structure is endogenous (but pre-
determined by the time of issuance) and should itself reflect the rating agencies’
view of the notes’ risk. Recall that the trust dummies already controlled for all
time-invariant trust effects. These dummies are always jointly significant (unre-
ported). For instance, some trusts might get locked into an older trust-structure
technology that is considered riskier.

Column (2) explicitly controls for the amount of direct subordination behind
each A note. LowSub is a dummy variable representing the quartile of notes
with the smallest amount of subordination (i.e., the riskiest notes as measured
by the relative size of their “buffer,” ceteris paribus). It has a significant posi-
tive coefficient. Thus, the notes with less enhancement have to offer investors
higher yields to compensate. Nonetheless, the coefficients on the ratings vari-
ables change very little.31 Column (3) adds as a control the expected maturity
of the notes (Maturity). It also adds the size of the sellers’ interest (SellersInt)
and a dummy variable for whether the note is fixed rate or not (FixedRt).
The results indicate that longer maturity and fixed-rate notes pay significantly
higher spreads.32 Given these controls the subordination measure (LowSub)
becomes insignificant. This could mean that the size of the subordination
might be a function of, among other things, maturity and whether the deal is
fixed rate. Despite these effects, again the coefficients on the ratings do not
change much. Column (4) controls for additional credit enhancement fea-
tures, specifically dummy variables for the presence of a cash collateral account
(I_CCA), a letter of credit (I_LOC), an internal reserve fund (I_RES), or
other enhancement (I_Other). Given the other covariates, these additional
enhancements are individually and jointly insignificant. (Though as indicated
in Table 17.2, only CCAs are frequently used.) But the sponsor ratings remain
significant.

31. Since LowSub is often missing, the sample size is smaller than in column (1). Nonetheless our
conclusions below persist under the larger sample available if we do not control for LowSub.

32. Moody’s (1995) noted a similar effect of maturity on spreads through 1993.
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Finally, column (5) includes measures of the riskiness of the underlying port-
folio of credit card receivables. Again, these are variables that the rating agencies
take into account when approving the bond structure with a given rating, so their
effects could already have been taken into account. The variable “Seasoned” is
an indicator for older portfolios, with an average account age above 24 months.
Since older accounts tend to have lower probabilities of default, this should
reflect a safer portfolio.33 Chargeoff is the initial (ex post) chargeoff rate in the
portfolio.34 Both variables are statistically significant, with the intuitive signs.
Riskier portfolios, whether unseasoned or with higher chargeoff rates, must pay
higher spreads. While Chargeoff is an ex post chargeoff rate, the conclusions are
the same on instrumenting for it using the balance-weighted average chargeoff
rate in the trust from the month before the issuance of each note in the sample.
Even with these controls, the sponsor’s rating remains significant.35

17.6.2. Analysis of the A-Note and B-Note Spreads

Table 17.4 repeats this analysis using both theA andBnotes. All regressions now
include an indicator variable (Junior) for the B notes. In column (1), this indi-
cator is significantly positive, as expected given the greater risk of the B notes.
They must pay on average 29 b.p. more than the A notes. The coefficient on the
riskiest sponsors, RatingB, remains significant and large at 42 b.p. Thus the extra
yield that must be paid by risky sponsors is even larger than the extra yield that
must be paid by B notes. In column (2), LowSub indicates the A notes with the
lowest quartile of subordination, and LowSubJr indicates the B notes with the
lowest quartile of subordination. The latter variable is significant (and drives out

33. For an account-level analysis of the determinants of default probabilities, see Gross and Soule-
les (2002). For a portfolio-level analysis, see Musto and Souleles (2004). The original age data
reflects the age of the accounts across the entire trust as of a given time. To estimate the age dis-
tribution of accounts underlying a given note at the time of issuance, we subtracted the time since
closing. This assumes that the composition of the assets did not change too much between the
time of closing and the time of reporting.

34. We take it frommonth three after issuance, since the excess spread components are sometimes
missing in months one and two.

35. We also tried various extensions. For instance, we controlled for the importance of (on-
balance sheet) credit card balances and other consumer receivables relative to total assets
(CC/Assets). (When available from “Moody’s Credit Opinions,” CC/Assets is consumer receiv-
ables relative to assets. Otherwise, it is credit card balances relative to total assets from the Call
Report data. In the latter case, in any given year CC/Assets is taken from the September quarter,
and for 1988–90, it is taken from1991:09.) CC/Assets had a significant negative effect on spreads,
but did not change the results regarding the ratings. This suggests that the latter effect might not
reflect just a correlation between the assets in the trust and the assets on-balance sheet, since pre-
sumably the credit card assets in the trust are more highly correlated with the credit card assets
on-balance sheet, compared to other on-balance sheet assets.



Table 17-4. SPONSOR RATINGS AND INITIAL SPREADS ON A AND BNOTES

(1) (2) (3) (4) (5)
coef. t coef. t coef. t coef. t coef. t

Yr89 −0.565 −0.92 − − − −
Yr90 − − − − −
Yr91 0.940 3.22 0.112 0.25 0.570 1.62 0.525 1.49 0.831 2.14
Yr92 0.922 2.39 0.937 1.16 1.303 2.06 1.292 2.04 1.251 1.88
Yr93 0.341 1.08 − − − 0.318 1.06
Yr94 0.264 0.89 −0.628 −2.68 −0.183 −0.99 −0.247 −1.31 0.472 1.94
Yr95 −0.770 −2.59 −1.382 −5.99 −0.965 −5.23 −1.024 −5.43 −0.356 −1.60
Yr96 −0.893 −3.04 −1.503 −6.49 −0.875 −4.68 −0.952 −4.92 −0.329 −1.57
Yr97 −0.891 −3.04 −1.508 −6.69 −0.946 −5.24 −1.010 −5.38 −0.406 −2.06
Yr98 −0.996 −3.35 −1.637 −7.24 −1.113 −6.20 −1.192 −6.38 −0.395 −2.29
Yr99 −0.727 −2.12 −1.411 −4.97 −0.919 −4.13 −1.000 −4.04 −
LowSub 0.203 1.77 0.010 0.11 −0.023 −0.25 0.010 0.11
LowSubJr 0.350 2.66 0.096 0.92 0.066 0.62 0.116 1.10
Maturity 0.044 3.98 0.042 3.75 0.038 3.44
SellersInt −0.032 −0.53 −0.022 −0.35 −0.010 −0.17



Table 17-4. (CONTINUED)

(1) (2) (3) (4) (5)
coef. t coef. t coef. t coef. t coef. t

FixedRt 0.858 13.22 0.878 13.05 0.889 13.70
I_CCA −0.208 −1.65
I_LOC −0.250 −0.88
I_RES −0.271 −0.74
I_Other 0.005 0.03
Seasoned −0.348 −3.86
Chargeoff 0.070 2.25
Junior 0.286 4.95 0.039 0.35 0.261 2.92 0.291 3.19 0.259 2.95
RatingA 0.154 1.15 0.215 1.56 0.285 2.66 0.274 2.54 0.331 3.01
RatingB 0.420 2.86 0.457 2.94 0.465 3.83 0.454 3.69 0.522 4.26
# obs 411 329 328 328 320
Adj R2 0.63 0.52 0.72 0.72 0.72

NOTES: See Table 17.3.
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the direct effect of the Junior indicator), implying that B notes with less enhance-
mentmust pay higher yields. The rest of the analysis is analogous to that in Table
17.3, and the conclusions are the same.

Overall, the estimated effects of the sponsors’ ratings appear to be robust.
Even controlling for the ABS structure and underlying assets, the ratings of the
sponsors remain significant, both statistically and economically. This supports
our theoretical conclusion that the strength of the sponsor matters, because of
the possibility of implicit recourse commitment. To reiterate, the trigger strat-
egy at the root of the relational contract concerning recourse requires that the
sponsor exist, that is, have not defaulted. The results are consistent with the
investors in the ABS markets pricing the risk that the sponsor disappears and
cannot support its SPVs.

17.7. EMPIRICAL TESTS: WHICH FIRMS SECURITIZE?

In this section we turn to testing whether riskier firms securitize more than oth-
ers. Since our model is of course highly stylized we analyze more generally the
determinants of securitization. We estimate equations of the following form,
using theCall Report panel data from quarters 1991:09–2000:06:

Securitizei,t = β ′
0Timet +β ′

1Banki +β ′
2Xi,t +β ′

3Ratingi,t + ui,t, (17.3)

where Securitizei,t reflects the extent of credit-card securitization by bank i at
time t, measured in one of three ways: i) We start with logit models of the
probability that bank i has securitized, with dependent variable I_Sec being an
indicator for whether the bank has any securitized credit card loans outstand-
ing at time t (the extensive margin). ii) We also estimate Tobit models where
the dependent variable Sec/Assets measures the amount of these securitiza-
tions normalized by total bank assets (including the securitized loans).36 iii)
To distinguish the intensive margin component in ii) from the extensive mar-
gin in i), we also estimate conditional OLS models of Sec/Assets conditional on
Sec/Assets> 0.37

The dependent variables again include a full set of time dummies, this time
quarter dummies. Xi,t controls for various bank characteristics over time. In par-
ticular it includes cubic polynomials in bank i’s total assets, Assetsi,t, and in its

36. We include the securitized loans in assets in the denominator for convenience in interpreting
Sec/Assets as a fraction≤ 1. The denominator can also be interpreted asmanaged assets, although
we do not have information on the full extent of off-balance sheet assets (including non-credit card
assets) under management. Our conclusions are similar on when including the securitized loans in
the denominator.

37. We would also like to estimate selection models, but we lack persuative omitted instrument.
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share of credit card balances in total assets, CC/Assetsi,t. These control for scale
effects, including costs that might arise in setting up and maintaining securiti-
zation trusts. We also control for the bank’s capital ratio (equity capital divided
by assets), CapRatioi,t, again using a cubic polynomial.38 Some specifications
also control for all average and time-invariant bank effects (Banki), using the
corresponding fixed effects estimator.Ratingi,t is the Moody’s rating of a bank’s
long-term senior obligations.Given the bank effects, the ratings variablewill cap-
ture only within-bank variation, i.e., the effect of changes in a bank’s rating over
time on its propensity to securitize.39

Table 17.5 presents summary statistics for the key variables, for the entire
sample period 1991–2000. To highlight the changes in the credit card ABSmar-
ket over time, the second panel shows the same statistics for the end of the
sample period (the first half of 2000). Comparing the panels shows the large
growth in the market over the period. The fraction of banks that securitized
(I_Sec) increased from about 8% in the early-to-mid 1990s to 15% at the end
of the sample period, averaging about 11% overall during the period. The mag-
nitude of securitizations relative to assets (Sec/Assets) increased from about
1.6% to 4.1% over the sample period, averaging 3.3%. The average bank rating
declined over the sample period, though this happened for both the banks that
securitized and those that did not.

Further, at any given time there is substantial cross-sectional variation across
banks in the incidence and amount of securitization and in their ratings. The raw
data suggest potential scale effects, with the big securitizers often being the big-
ger banks. These include highly rated securitizers, such as Citibank NV with an
AA rating and Sec/Assets averaging about 71%. By contrast firms like Advanta
(Sec/Assets≈ 70%) , Capital One (≈ 57%) , and Colonial (≈ 65%) have lower
ratings (RatingB). Given the potential problem of unobserved heterogeneity,
our fixed effects estimators forego exploiting the purely cross-sectional average
difference across banks; instead they set a high standard by relying on the more
limited, but still substantial, within-bank variation over time in the incidence
and amount of securitization and in the ratings. For instance, many banks were
downgraded or upgraded at various times. Also, some banks securitized in only

38. We did not include the securitized loans (Sec) in assets in the denominator of CC/Assets or
CapRatio, in order to avoid creating spurious correlations between these variables and the depen-
dent variables (I_Sec and Sec/Assets). Calomiris and Mason (2004) discuss the relation between
securitization and capital ratios.

39. The sample drops the few bank observations (about 10 banks) rated C and single B. Most of
these were small banks in the early 1990s that did not securitize (only one of these banks securi-
tized). As a result, they tended to be automatically dropped from the fixed effects estimation (or
otherwise, their effect was imprecisely estimated due to their small sample size).
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Table 17-5. SPONSOR RATINGS AND THE PROPENSITY TO SECURITIZE: SUMMARY
STATISTICS

1991–2000 2000
Mean s.d. Mean s.d.

I_Sec 0.113 0.317 0.146 0.317
Sec/Assets 0.033 0.124 0.041 0.124
RatingAA 0.462 0.499 0.474 0.499
RatingA 0.446 0.497 0.397 0.497
RatingB 0.092 0.289 0.129 0.289
Assets (mil $) 16.0 39.1 25.4 39.1
CC/Assets 0.050 0.178 0.038 0.178
CapRatio 0.086 0.036 0.086 0.034
# obs 5012 363

NOTES: In the first panel the sample is that for Table 17.6 columns (1) and (2), averag-
ing over Call Report Data quarters 1991:09–2000:06. The second panel averages over
only 2000:03 and 2000:06. See Table 17.6 and text for variable definitions.

a few years (perhaps just trying it out), whereas others securitized frequently but
in varying amounts over time.

The main results are in Table 17.6. Column (1) begins with a logit model
of the probability of securitizing (I_Sec), without bank effects. The effects of
total assets (Assets), the importance of credit card assets (CC/Assets), and the
capital ratio (CapRatio) are each jointly significant. Given the other covariates,
in this specification the probability of securitizing is not monotonic in Assets;
after initially increasing with Assets, it later declines. The probability of securi-
tizing generally increases with CC/Assets (though declines a bit as CC/Assets
gets very large). This could mean that having a large portfolio of credit cards
provides economies of scale in securitizing. Also, the probability of securitizing
is not monotonic in CapRatio (but increases for large CapRatio).

Of primary interest, at the bottom of the table, in this first specification the
banks’ ratings have a statistically significant, though non-monotonic, effect. Rel-
ative to the omitted AA ratings, the middle (RatingA) banks are somewhat less
likely to securitize. Nonetheless, the riskiest (RatingB) are indeed much more
likely to securitize.

Column (2) estimates a Tobit model of the amount of securitization
(Sec/Assets). The conclusions are similar to those in the previous column. In
both of these specifications, and those that follow, the pseudo and adjusted R2
statistics are relatively large.

The remaining columns control for bank fixed effects. Column (3) uses the
fixed effects logit estimator. Note that as a result the sample size significantly
declines, since this estimator drops banks for which I_Sec does not vary over
time. Now the effect of Assets is monotonically increasing, though CC/Assets
is less monotonic and CapRatio becomes insignificant. More importantly, both



Table 17-6. SPONSOR RATINGS AND THE USE OF SECURITIZATION

(1) Logit (2) Tobit (3) Logit (4) Cond. OLS
coef. s.e. coef. s.e. coef. s.e. coef se

Assets 0.031 0.004 ** 0.006 0.001 ** 0.235 0.039 ** −0.006 0.001 **
Assets2 −1.3E−04 2.5E−05 ** −2.8E−05 4.7E-06 ** -1.3E-03 2.7E−04 ** 2.7E−05 6.3E−06 **
Assets3 1.4E−07 3.5E−08 ** 3.1E−08 6.7E−09 ** 2.4E−06 5.4E−07 ** −4.1E−08 1.2E−08 **
CC/Assets 5.092 2.393 ** 0.891 0.411 ** 53.172 11.598 ** 0.095 0.203
CC/Assets2 7.580 7.006 2.730 1.152 ** −110.737 29.759 ** 0.736 0.507
CC/Assets3 −9.369 5.049 * −3.037 0.811 ** 61.963 19.573 ** −0.926 0.338 **
CapRatio 21.53 7.46 ** 5.46 1.35 ** 18.82 31.39 2.99 1.39 **
CapRatio2 −91.93 36.87 ** −19.46 6.79 ** −142.06 133.26 −10.94 8.73
CapRatio3 77.47 44.05 * 14.64 8.77 * 137.38 125.64 14.21 16.16
RatingA −0.552 0.120 ** −0.103 0.020 ** 3.376 0.703 ** 0.009 0.014
RatingB 0.934 0.153 ** 0.220 0.027 ** 5.442 1.441 ** 0.034 0.018 *
bank effects? no no yes yes
# obs 5012 5012 730 568
Pseudo/Adj R2 0.23 0.34
Log-likelihood −1369.0 −1083.5 −195.2 0.95

NOTES: In columns (1) and (3), the dependent variable is the indicator I_Sec for whether the firm is currently securitizing (i.e., whether it has any
securitized credit card loans currently outstanding). In column (2), it is the amount securitized normalized by assets (including the securitized loans),
Sec/Assets. Column (3) uses the fixed effects logit estimator. In column (4), the dependent variable is Sec/Assets conditional on Sec/Assets>0. CC/Assets
is credit card balances divided by assets. CapRatio is equity capital divided by assets. The omitted firm rating is AA. The sample includes the 1991:09–
2000:06 Call Report Data, and all specifications include a complete set of quarter dummies.
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Rating A and Rating B have significant positive effects, with a larger effect for
the latter. Thus these results suggest that the probability of securitizing does
indeed increase monotonically with banks’ riskiness, consistent with our model.
Column (4) instead focuses on the intensive margin, estimating a conditional
OLS model of the fraction of securitized assets conditional on Sec/Assets > 0.
CapRatio now has a monotonically increasing effect, though Assets has a neg-
ative effect on the intensive margin, and CC/Assets is not monotonic. While
RatingA is positive but insignificant, RatingB has a larger positive coefficient,
significant at the 6% level. Relative to banks with AA ratings, those with B rat-
ings have about a 3.4 percentage point (p.p.) larger securitization fraction, on
average. This is an economically significant effect, given that it is comparable in
magnitude to the average Sec/Assets fraction of about 3.3 p.p.

Overall we conclude that there is some evidence that riskier firms are more
likely to securitize, consistent with our model, though the effect is not always
monotonic, depending on the specification. The effects of Assets, CC/Assets,
and CapRatio are more sensitive to the specification.40

17.7.1. Summary

The empirical results are consistent with the theory proposed above, namely
that an implicit contractual relationship between SPV sponsors and capital mar-
kets investors reduces bankruptcy costs. Consistent with the prediction that in
the Implicit Recourse Equilibrium investors would price the risk of the sponsor
defaulting, and hence being unable to subsidize the SPV, we found that the risk
of the sponsor (as measured by the sponsor’s bond rating) was consistently sig-
nificant. The prediction of the model that firms with high expected bankruptcy
costs would be the largest users of off-balance sheet financing was also generally
confirmed.

17.8. CONCLUSION

Off-balance sheet financing is a pervasive phenomenon. It allows sponsoring
firms to finance themselves by separating control rights over assets from financ-
ing. The operating entity, that is, the sponsoring firm, maintains control rights

40. We also tried various extensions. For instance, to see whether the ratings in turn might reflect
the amount of securitization, we tried instrumenting for the ratings using lagged ratings. However
it is not clear how long a lag would be best. At the extreme, we used the ratings from 1991:06, the
quarter before the sample period starts. Given how small the credit card ABS market was at the
time, it is unlikely that those ratings were significantly affected by securitization. The results were
generally insignificant. This is not surprising, however, given the smaller sample size (since the
1991 ratings are not always available) and reduced amount of variation.



574 CHANGE IN BANK ING

over the assets that generate cash flows. The assets (projects) can be financed by
selling the cash flows to an SPV that has no need for control rights, because the
cash flows have already been contracted for. We have argued that this arrange-
ment is efficient because there is no need to absorb dead-weight bankruptcy
costs with respect to cash flows that have already been contracted for. Off-
balance sheet financing is about financing new projects by using cash flows
promised under prior contracts as collateral. We showed that the efficient use
of off-balance sheet financing is facilitated by an implicit arrangement, or con-
tractual relations, between sponsoring firms and investors. The empirical tests,
utilizing credit card asset-backed securitization as a testing ground, confirmed
this interpretation of the SPV phenomenon.

APPENDIX: PROOFS

A. Lemma 1 Completion

It remains to verify that the equilibrium F derived under assumptions A3 and
A4 is consistent. That is, we now restate assumptions A3 and A4 in terms of
primitives. Recall A3 was stated as: 2yL − h(e) < F. The equilibrium F is
given by:

F = D− (1− eH)2
[
2yL (1− c)− h(eH)

]
eH(2− eH)

.

Substituting the expression for F into A3 and simplifying gives:

2yL
[
1− c (1− eH)2

]− h(eH)< D,

which is A3 stated in terms of primitives and consistent with the equilibrium.
Recall A4 was stated as: 2yH − h(e) > yH + yL − h(e) > F. Substitute the

equilibrium value of F into yH + yL − h(e) > F, and simplify to obtain:

(eH − 1)2 yL (1− 2c) − h(eH) >D. //

B. Solution to Problem (II)

Note that constraint (i) of Problem (II) in the main text can be written as:

e(2− e)FB + (1− e)2
[
yL (1− c) − h(e)

]≥ 0.5D.

Similarly, constraint (ii) of Problem (II) can be written as:

eFS + (1− e) yL ≥ 0.5D.
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As before suppose lenders’ beliefs are e0. Then investors in the bank and SPV,
respectively, will participate if the promised repayments are at least:

FB0 = 0.5D− (1− e0)2[yL(1− c)− h(e0)]
e0(2− e0)

,

and

FS0 = 0.5D− (1− e0)yL

e0
.

Substitute these into the bank’s problem. Then the bank’s problem is to choose
e ∈ {eH, eL} to:

maxVS = 2eyH + e(1− e) yL − e(2− e)h(e)

−(1− τ )e(2− e)

[
0.5D− (1− e0)2

[
yL(1− c)− h(e0)

]
e0(2− e0)

]

−e
[
0.5D− (1− e0)yL

e0

]
s.t. (iii)VS(e= eH;e0 = eH) ≥ VS(e= eL;e0 = eH) (Incentive Compatibility)

Suppose that beliefs are consistent, i.e., that e= e0 = eH. Then:

VS =2eHyH + eH(1− eH)yL − eH(2− eH)h(eH) (17.4)

−(1− τ )[0.5D− (1− eH)2[yL(1− c)− h(eH)]

−[0.5D− (1− eH)yL].

LEMMA 2. If

2yH (eH − eL)+ yL [eH (1− eH)− eL (1− eL)]

−h(eH)eH (2− eH)+ h(eL)eL (2− eL)

−(1− τ )[0.5D− (1− eH)2 [yL(1− c)− h(eH)][
1− eL(2− eL)

eH(2− eH)

]
> 0

then at the optimum, lenders believe e0 = eH and the bank chooses e= eH. The
value of the bank VS is given by (17.4).

Proof : The incentive compatibility constraint, VS (e= eH; e0 = eH) ≥ VS

(e= eL; e0 = eH) , is satisfied if the condition in the lemma holds. It remains
to verify that the equilibrium FB and FS derived under A3a and A4a are
consistent, i.e., to state A3a and A4a in terms of primitives. Recall A3a:
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2yL − h(e) < FB + FS. The equilibrium FB and FS are given by:

FB = 0.5D− (1− eH)2 [yL(1− c)− h(eH)]
eH(2− eH)

,

and

FS = 0.5D− (1− eH)yL

eH
.

Substituting the expression for FB and FS into A3a and simplifying gives:

yL (3−eH)−h(eH)+c(1−eH)2 yL<0.5D(3−eH),

which is A3a stated in terms of primitives and consistent with the equilibrium.
Recall A4a: 2yH − h(e) > yH + yL − h(e) > FB +FS. Substitute the equi-

librium values of FB and FS into yH + yL − h(e) > F, and simplify to obtain:

yHeH(2− eH)+ yL(3− 3eH + e2H)− h(eH)− cyL(1− eH)2 > 0.5D(3− eH)

which is A4a stated in terms of primitives and consistent with the
equilibrium. //

C. Solution to Problem (III)

In solving Problem (III) we proceed as before and suppose lenders’ beliefs are e0.
Then lenders will participate in lending to the bank and the SPV, respectively, if
the promised repayments are at least:

FC0 = 0.5D− (1− e0)2 [yL(1− c)− h(e0)
e0(2− e0)

,

and

FSC0 = 0.5D− (1− e0)2 yL

e0(2− e0)
.

Suppose that beliefs are consistent, i.e., e = e0 = eH. Then:

VC =2eHyH + 2eH(1− eH)yL − eH(2− eH)h(eH)

−(1− τ )[0.5D− (1− eH)2[yL(1− c)− h(eH)]

−[0.5D− (1− eH)2yL]] (17.5)
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LEMMA 3. If

2yH (eH − eL)+ 2yL [eH (1− eH)− eL (1− eL)] − h(eH)eH (2− eH)

+h(eL)eL(2− eL)− (1− τ )[0.5D− (1− eH)2

[yL(1− c)− h(eH)]
[
1− eL(2− eL)

eH(2− eH)

]
−[0.5D− (1− eH)2yL]

[
1− eL(2− eL)

eH(2− eH)

]
> 0

then at the optimum, lenders believe e0 = eH and the bank chooses e0 = eH. The
value of the bank is given by (17.5).

Proof : The incentive compatibility constraint, VC(e= eH; e0 = eH) ≥
VC(e= eL; e0 = eH), is satisfied if the condition in the lemma holds. //

D. Proof of Proposition 3

Consider a bank that would choose securitization were it able to commit to sub-
sidize its SPV in the state

{
yH, yL

}
, as in Problem III. Also, consider a date at

which the bank has always subsidized its SPV in the past. Over the next period
the bank is worth VC if it securitizes one project off-balance sheet and retains the
other on balance sheet. If both projects are financed on-balance sheet, the bank
is worth VH. By Propositions 1 and 2, VC > VH. The present value of this differ-
ence is the benefit to the bank of being able to utilize off-balance sheet financing,
assuming that it continues to subsidize its SPV in the state

{
yH, yL

}
. Over the

infinite horizon this annuity value is:
(
VC −VH)/ r. (Recall that agents discount

at rate r.)
At the end of the period, suppose that the state of the world is, in fact,{
yH, yL

}
. Consider a one-shot deviation by the bank. That is, the bank decides

not to subsidize the SPV, when investors expect the bank to subsidize it. From
the expressions given above, the benefit to the bank of such a deviation is:

yH − h(eH)− (1− τ )FC > yH + yL − h(eH)− (1− c)FC −FSC

which reduces to: FSC − yL.
To decide whether to deviate or not the bank compares the costs and benefits

of deviation and chooses to subsidize the SPV as long as:

(VC −VH)
r

> FSC − yL.

Substituting in this equation for VC, VH, and FSC and simplifying (after some
algebra) gives the quadratic inequality in the proposition. //
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The Crisis of 2007–2008





18

Questions and Answers about
the Financial Crisis*

GARY B. GORTON �

Unfortunately the subject [of the Panic of 1837] has been connected
with the party politics of the day. Nothing can be more unfavorable to
the development of truth, on questions in political economy, than such a
connection. A good deal which is false, with some admixture of truth, has
been put forward by political partisans on either side. As it is the wish of
the writer that the subject should be discussed on its ownmerits and free
from such contaminating connection, he has avoided as much as possi-
ble all reference to the political parties of the day (Appleton (1857),May
1841).

The current explanations [of the Panic of 1907] can be divided into two
categories. Of these the first includes what might be called the superfi-
cial theories. Thus it is commonly stated that the outbreak of a crisis is
due to a lack of confidence—as if the lack of confidence was not itself
the very thing which needs to be explained. Of still slighter value is the
attempt to associate a crisis with some particular governmental policy,or
with some action of a country’s executive. Such puerile interpretations
have commonly been confined to countries like the United States where
the political passions of a democracy had the fullest sway. . . . Opposed
to these popular, but wholly unfounded, interpretations is the second
class of explanations, which seek to burrow beneath the surface and to
discover the more . . . fundamental causes of the periodicity of crises
(Seligman (1908), p. xi).

* Thanks to Lori Gorton, Stephen Partridge-Hicks, Andrew Metrick, and Nick Sossidis for
comments and suggestions.
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The subject [of the Panic of 1907] is technical. Opinions formed with-
out a grasp of the fundamental principles and conditions are without
value. The verdict of the uninformedmajority gives no promise of being
correct . . . . If to secure proper banking legislation now it is necessary for
a . . . campaign of public education, it is time it were begun (Vanderlip
(1908), p. 18).

Don’t bother me with facts, son. I’ve already made up my mind.
—FOGHORN LEGHORN

18.1. INTRODUCTION

Yes, we have been through this before, tragically many times.
U.S. financial history is replete with banking crises and the predictable politi-

cal responses. Most people are unaware of this history, which we are repeating.
A basic point of this note is that there is a fundamental, structural, feature of
banking, which if not guarded against leads to such crises. Banks create money,
which allows the holder to withdraw cash on demand. The problem is not that
we have banking; we need banks and banking. And we need this type of bank
product. But, as the world grows and changes, this money feature of banking
reappears in different forms. The current crisis, far from being unique, is another
manifestation of this problem. The problem then is structural.

In this note, I pose and try to answer what I think are the most relevant ques-
tions about the crisis. I focus on the systemic crisis, not other attendant issues.
I do not have all the answers by any means. But, I know enough to see that the
level of public discourse is politically motivated and based on a lack of under-
standing, as it has been in the past, as the opening quotations indicate. The goal
of this note is to help raise the level of discourse.

18.2. QUESTIONS AND ANSWERS

Q.What happened?
A. This question, though the most basic and fundamental of all, seems very diffi-
cult for most people to answer. They can point to the effects of the crisis, namely
the failures of some large firms and the rescues of others. People can point to the
amounts of money invested by the government in keeping some firms running.
But they can’t explain what actually happened, what caused these firms to get
into trouble. Where and how were losses actually realized? What actually hap-
pened? The remainder of this short note will address these questions. I start with
an overview.
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Therewas a banking panic, startingAugust 9, 2007. In a banking panic, depos-
itors rush en masse to their banks and demand their money back. The banking
system cannot possibly honor these demands because they have lent the money
out or they are holding long-term bonds. To honor the demands of depositors,
banks must sell assets. But only the Federal Reserve is large enough to be a
significant buyer of assets.

Banking means creating short-term trading or transaction securities backed
by longer term assets. Checking accounts (demand deposits) are the leading
example of such securities. The fundamental business of banking creates a vul-
nerability to panic because the banks’ trading securities are short term and need
not be renewed; depositors can withdraw their money. But, panic can be pre-
vented with intelligent policies. What happened in August 2007 involved a
different form of bank liability, one unfamiliar to regulators. Regulators and
academics were not aware of the size or vulnerability of the new bank liabilities.

In fact, the bank liabilities that we will focus on are actually very old, but have
not been quantitatively important historically. The liabilities of interest are sale
and repurchase agreements, called the “repo” market. Before the crisis trillions
of dollars were traded in the repo market. The market was a very liquid market
like another very liquid market, the one where goods are exchanged for checks
(demand deposits). Repo and checks are both forms of money. (This is not a
controversial statement.) There have always been difficulties creating private
money (like demand deposits) and this time around was no different.

The panic in 2007 was not observed by anyone other than those trading or
otherwise involved in the capital markets because the repo market does not
involve regular people, but firms and institutional investors. So, the panic in 2007
was not like the previous panics in American history (like the Panics of 1837,
1857, 1873, 1893, 1907, and so on) in that it was not a mass run on banks by
individual depositors, but instead was a run by firms and institutional investors
on financial firms. The fact that the run was not observed by regulators, politi-
cians, the media, or ordinary Americans has made the events particularly hard
to understand. It has opened the door to spurious, superficial, and politically
expedient “explanations” as well as demagoguery.

Q. How could there be a banking panic when we have deposit insurance?
A. As explained, the Panic of 2007 was not centered on demand deposits, but on
the repo market which is not insured.

As the economy transforms with growth, banking also changes. But, at a deep
level the basic form of the bank liability has the same structure, whether it is
private bank notes (issued before the Civil War), demand deposits, or sale and
repurchase agreements. Bank liabilities are designed to be safe; they are short
term, redeemable, and backed by collateral. But, they have always been vul-
nerable to mass withdrawals, a panic. This time the panic was in the sale and
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repurchase market (“repo market”). But, before we come to that we need to
think about how banking has changed.

Americans frequently experienced banking panics from colonial days until
deposit insurance was passed in 1933, effective 1934. Government deposit
insurance finally ended the panics that were due to demand deposits (checking
accounts). A demand deposit allows you to keep money safely at a bank and get
it any time you want by asking for your currency back. The idea that you can
redeem your deposits anytime you want is one of the essential features of mak-
ing bank debt safe. Other features are that the bank debt is backed by sufficient
collateral in the form of bank assets.

Before the Civil War the dominant form of money was privately issued bank
notes; there was no government currency issued. Individual banks issued their
own currencies. During the Free Banking Era, 1837–1863, these currencies had
to be backed by state bonds deposited with the authorities of whatever state the
bank was chartered in. Bank notes were also redeemable on demand and there
were banking panics because sometimes the collateral (the state bonds) was of
questionable value. This problem of collateral will reappear in 2007.

During the Free Banking Era banking slowly changed, first in the cities, and
over the decades after the Civil War nationally. The change was that demand
deposits came to be a very important form of bank money. During the Civil War
the government took over the money business; national bank notes (“green-
backs”) were backed by U.S. Treasury bonds and there were no longer private
bank notes. But, banking panics continued. They continued because demand
deposits were vulnerable to panics. Economists and regulators did not figure this
out for decades. In fact, when panics due to demand deposits were ended it was
not due to the insight of economists, politicians, or regulators. Deposit insur-
ance was not proposed by President Roosevelt; in fact, he opposed it. Bankers
opposed it. Economists decried the “moral hazards” that would result from such
a policy. Deposit insurance was a populist demand. People wanted the dominant
medium of exchange protected. It is not an exaggeration to say that the quiet
period in banking from 1934 to 2007, due to deposit insurance, was basically an
accident of history.

Times change. Now, banking has changed again. In the last 25 years or so,
there has been another significant change: a change in the form and quantity
of bank liabilities that has resulted in a panic. This change involves the com-
bination of securitization with the repo market. At root this change has to do
with the traditional banking system becoming unprofitable in the 1980s. Dur-
ing that decade, traditional banks lost market share to money market mutual
funds (which replaced demand deposits) and junk bonds (which took market
share from lending), to name the two most important changes. Keeping passive
cash flows on the balance sheet from loans, when the credit decision was already



Q&A about the Financial Crisis 587

made, became unprofitable. This led to securitization, which is the process by
which such cash flows are sold. I discuss securitization below.

Q. What has to be explained to explain the crisis?
A. It is very important to set standards for the discussion. I think we should insist
on three criteria.

First, a coherent answer to the question of what happened must explain why
the spreads on asset classes completely unrelated to subprime mortgages rose
dramatically. (Or, to say it another way, the prices of bonds completely unre-
lated to subprime fell dramatically.) The figure below shows the LIBOR-OIS
spread, a measure of interbank counterparty risk, together with the spreads on
AAA tranches of bonds backed by student loans, credit card receivables, and
auto loans. The units on the y-axis are basis points (a “basis point” is 1/100
of a percentage point). The three types of bonds normally trade near or below
LIBOR. Yet, in the crisis, they spiked dramatically upwards and theymovedwith
the measure of bank counterparty risk. Why?
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The outstanding amount of subprime bonds was not large enough to cause a
systemic financial crisis by itself. It does not explain the figure above. No popular
theory (academic or otherwise) explains the above figure. Let me repeat that
another way. Common “explanations” are too vague and general to be of any
value. They do not explain what actually happened. The issue is why all bond
prices plummeted. What caused that?

This does not mean that there are not other issues that should be explored,
as a matter of public policy. Nor does it mean that these other issues are not
important. It does, however, mean that these other issues—whatever they are—
are irrelevant to understanding the main event of the crisis.
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Second, an explanation should be able to show exactly how losses occurred.
This is a different question than the first question. Prices may go down, but how
did that result in trillions of dollars of losses for financial firms?

Finally, a convincing answer to the question of what happened must include
some evidence and not just be a series of broad, vague, assertions.

In what follows I will try to adhere to these criteria.

Q. Wasn’t the panic due to subprime mortgages going bad due to house prices
falling?
A. No. This cannot be the whole story. Outstanding subprime securitization was
not large enough by itself to have caused the losses that were experienced. Fur-
ther, the timing is wrong. Subprime mortgages started to deteriorate in January
2007, eight months before the panic in August. The gray line below is the BBB
tranche of the ABX index, a measure of subprime fundamentals. It is in the form
of a spread, so when it rises it means that the fundamentals are deteriorating.
The two axes are measured in basis points; the axis on the right side is for the
ABX. The black line, the one that is essentially flat, is the LIBOR minus OIS
spread—ameasure of counterparty risk in the banking system. It is measured on
the left-hand axis. The point is this: Subprime started significantly deteriorating
well before the panic, which is not shown here. Moreover, subprime was never
large enough to be an issue for the global banking system. In 2007 subprime
stood at about $1.2 trillion outstanding, of which roughly 82 percent was rated
AAA and to date has very small amounts of realized losses. Yes, $1.2 trillion is
a large number, but for comparison, the total size of the traditional and parallel
banking systems is about $20 trillion.
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Subprime will play an important role in the story later. But by itself it does not
explain the crisis.
Q. Subprime mortgages were securitized. Isn’t securitization bad because it
allows banks to sell loans?
A. Holding loans on the balance sheets of banks is not profitable. This is a fun-
damental point. This is why the parallel or shadow banking system developed.
If an industry is not profitable, the owners exit the industry by not invest-
ing; they invest elsewhere. Regulators can make banks do things, like hold
more capital, but they cannot prevent exit if banking is not profitable. “Exit”
means that the regulated banking sector shrinks, as bank equity holders refuse
to invest more equity. Bank regulation determines the size of the regulated
banking sector, and that is all. One form of exit is for banks to not hold loans
but to sell the loans; securitization is the selling of portfolios of loans. Selling
loans—while news to some people—has been going on now for about 30 years
without problems.

In securitization, the bank is still at risk because the bank keeps the resid-
ual or equity portion of the securitized loans and earns fees for servicing these
loans. Moreover, banks support their securitizations when there are problems.
No one has produced evidence of any problems with securitization generally;
though there are have been many such assertions. The motivation for banks to
sell loans is profitability. In a capitalist economy, firms (including banks) make
decisions to maximize profits. Over the last 25 years securitization was one such
outcome. As mentioned, regulators cannot make firms do unprofitable things
because investors do not have to invest in banks. Banks will simply shrink. This
is exactly what happened. The traditional banking sector shrank, and a whole
new banking sector developed—the outcome of millions of individual decisions
over a quarter of a century.

Q. What is this new banking system, the “parallel banking system” or “shadow
banking system” or “securitized banking system”?
A. A major part of it is securitization. Never mind the details for our present pur-
poses (see Gorton (2010) for details); the main point is that this market is very
large. The figure below shows the issuance amounts of various levels of fixed-
income instruments in the capital markets. The mortgage-related instruments,
including securitization is the largest market.

Of greater interest perhaps is the comparison of the non-mortgage securiti-
zation (labeled “Asset-Backed” in the above figure) issuance amounts with the
amount of all of U.S. corporate debt issuance.

This is portrayed in the figure below.
The figure shows two very important points. First, measured by issuance, non-

mortgage securitization exceeded the issuance of all U.S. corporate debt starting
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in 2004. Secondly, the figure shows the effects of the crisis on issuance: this
market is essentially dead.

Q. So, traditional, regulated, banks sell their loans to the other banking system.
Is that the connection between the parallel or shadow banking system and the
traditional banking system?
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Traditional Banking Funding via the Parallel Banking System (pre-Crisis
numbers)

Traditional Banking Funding via the Parallel Banking System (pre-Crisis numbers)
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A. Yes. The parallel or shadow banking system is essentially how the traditional,
regulated, banking system is funded. The two banking systems are intimately
connected. This is very important to recognize. It means that without the secu-
ritization markets the traditional banking system is not going to function. The
diagram above shows how the two banking systems are related.

The figure shows how the traditional banking system funded its activities just
prior to the crisis. The loans made to consumers and corporations, on the left
side of the figure, correspond to the credit creation that the traditional banks
are involved in. Where do they get the money to lend to corporations and con-
sumers? Portfolios of the loans are sold as bonds, to the various securitization
vehicles in the parallel banking system (the gray box in the middle). These
vehicles are securitization, conduits, structured investment vehicles (SIVs),
limited purpose finance corporations (LPFCs), collateralized loan obligations
(CLOs), collateralized bond obligations (CBOs), collateralized debt obligations
(CDOs), and specialist credit managers. Like the traditional banks, these vehi-
cles are intermediaries. They in turn are financed by the investors on the right
side of the figure.

Q. But weren’t these securitizations supposed to be distributed to investors?
Why did banks keep somuch of this on their balance sheets?
A. Above we discussed the reasons that securitization arose, the supply of securi-
tized products. What about the demand? There is a story that is popularly called
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“originate-to-distribute” which claims that securitizations should not end up on
bank balance sheets. There is no basis for this idea. In fact, there is an important
reason for why banks did hold some of these bonds: these bonds were needed
as collateral for a form of depository banking. The other part of the new banking
sector involves the new “depositors.” This part of the story is not shown in the
figure above.

Institutional investors and nonfinancial firms have demands for checking
accounts just like you and I do. But, for them there is no safe banking account
because deposit insurance is limited. So, where does an institutional investor go
to deposit money? The institutional investor wants to earn interest, have imme-
diate access to the money, and be assured that the deposit is safe. But, there is
no checking account insured by the FDIC if you want to deposit $100 million.
Where can this depositor go?

The answer is that the institutional investor goes to the repomarket. For con-
creteness, let’s use some names. Suppose the institutional investor is Fidelity,
and Fidelity has $500 million in cash that will be used to buy securities, but not
right now. Right nowFidelitywants a safe place to earn interest, but such that the
money is available in case the opportunity for buying securities arises. Fidelity
goes to Bear Stearns and “deposits” the $500 million overnight for interest. What
makes this deposit safe? The safety comes from the collateral that Bear Stearns
provides. Bear Stearns holds some asset-backed securities that are earning 6 per-
cent. They have a market value of $500 million. These bonds are provided to
Fidelity as collateral. Fidelity takes physical possession of these bonds. Since the
transaction is overnight, Fidelity can get its money back the next morning, or it
can agree to “roll” the trade. Fidelity earns, say, 3 percent.

Just like banking throughout history, Bear has, for example, borrowed at 3 per-
cent and “lent” at 6 percent. In order to conduct this banking business Bear needs
collateral (that earns 6 percent in the example)—just like in the Free Banking
Era banks needed state bonds as collateral. In the last 25 years or so money
under management in pension funds and institutional investors, and money in
corporate treasuries, has grown enormously, creating a demand for this kind of
depository banking.

How big was the repomarket? No one knows. The Federal Reserve onlymea-
sures repo done by the 19 primary dealer banks that it is willing to trade with.
So, the overall size of the market is not known. I roughly guess that it is at least
$12 trillion, the size of the total assets in the regulated banking sector. The fact
is, however, that the repo market was never properly measured, so we will likely
never know for sure how big it was. There is indirect evidence, however, that we
can we bring to bear on this question.

One thing we can look at is how big the broker-dealer banks were compared
to the traditional banks. Broker-dealer banks to a large extent were the new
depository institutions. Since repo requires collateral, thee banks would need to
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grow their balance sheets to hold the collateral needed for repo. Broker-dealers
are essentially the old investment banks. While this division is not strictly cor-
rect, it gives some idea. The figure below shows the ratio of the total assets of
broker-dealers to total assets of the regulated banks.
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You can see in the figure that the ratio of total assets of broker-dealer banks
to traditional banks was about 6 percent in 1990, and had grown to about 30
percent just before the crisis onset. In the meantime, as we saw above, securiti-
zation was growing enormously over the same period. Why would dealer banks
be growing their balance sheets if there was not some profitable reason for this?
My answer is that the new depository business using repo was also growing.

Now, of course there is the alterative hypothesis, that the broker-dealer banks
were just irresponsible risk-takers. They held all these long-term assets financing
them with short-term repo just to take on risk. (Of course there are much easier
ways to take on (much more) risk.) As a theory of the crisis this “theory” is hard
to understand. It is a lazy “explanation” in the form ofMonday morning quarter-
backing. Further, this view, of course, ignores the fact that someone must be on
the other side of the repo.Who were the depositors?What was their incentive to
engage in this if it was just reckless bankers?

Q. Why doesn’t the repo market just use Treasury bonds for collateral?
A. A problem with the new banking system is that it depends on collateral to
guarantee the safety of the deposits. But, there are many demands for such col-
lateral. Foreign governments and investors have significant demands for U.S.
Treasury bonds, U.S. agency bonds, and corporate bonds (about 40 percent is
held by foreigners). Treasury and agency bonds are also needed to collateralize
derivatives positions. Further, they are needed to use as collateral for clearing
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and settlement of financial transactions. There are few AAA corporate bonds.
Roughly speaking (which is the best that can be done, given the data available),
the total amount of possible collateral in U.S. bond markets, minus the amount
held by foreigners is about $16 trillion. The amount used to collateralize deriva-
tives positions (according to ISDA) is about $4 trillion. It is not known how
much is needed for clearing and settlement. Repo needs, say, $12 trillion.

The demand for collateral has been largely met by securitization, a 30-year
old innovation that allows for efficient financing of loans. Repo is to a sig-
nificant degree based on securitized bonds as collateral, a combination called
“securitized banking.” The shortage of collateral for repo, derivatives, and clear-
ing/settlement is reminiscent of the shortages of money in early America, which
is what led to demand deposit banking.

Q. Ok, let’s assume that the repo market is very large. You say the events were a
“panic,” how do we know this is so?What does this have to do with repo?
A. Here’s where we come to the question of “what happened.”

There’s another aspect to repo that is important: haircuts. In the repo exam-
ple I gave above, Fidelity deposited $500 million of cash with Bear Stearns and
received as collateral $500million of bonds, valued atmarket value. Fidelity does
not care if Bear Stearns becomes insolvent because Fidelity in that event can uni-
laterally terminate the transaction and sell the bonds to get the $500 million.
That is, repo is not subject to Chapter 11 bankruptcy; it is excluded from this.

Imagine that Fidelity said to Bear: “I will deposit only $400 million and I want
$500 million (market value) of bonds as collateral.” This would be a 20 percent
haircut. In this case Fidelity is protected against a $100 million decline in the
value of the bonds, should Bear become insolvent and Fidelity want to sell the
bonds.

Note that a haircut requires the bank to raise money. In the above example,
suppose the haircut was zero to start with, but then it becomes positive, say that
it rises to 20 percent. This is essentially a withdrawal from the bank of $100 mil-
lion. Bear turns over $500 million of bonds to Fidelity, but only receives $400
million. This is a withdrawal of $100 million from the bank. How does Bear
Stearns finance the other $100 million? Where does the money come from?We
will come to this shortly.

Prior to the panic, haircuts on all assets were zero for high quality dealer
banks!

For now, keep inmind that an increase in the haircuts is a withdrawal from the
bank.Massive withdrawals are a banking panic. That’s what happened. Like dur-
ing the pre-Federal Reserve panics, there was a shock that by itself was not large,
house prices fell. But, the distribution of the risks (where the subprime bonds
were, in which firms, and how much) was not known. Here is where subprime
plays its role. Elsewhere, I have likened subprime to e-coli (see Gorton (2009a,
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2010)). Millions of pounds of beef might be recalled because the location of a
small amount of e-coli is not known for sure. If the government did not know
which ground beef possibly contained the e-coli, there would be a panic: people
would stop eating ground beef. If we all stop eating hamburgers for a month, or
a year, it would be a big problem for McDonald’s, Burger King, Wendy’s and so
on. They would go bankrupt. That’s what happened.

The evidence is in the figure below, which shows the increase in haircuts for
securitized bonds (and other structured bonds) starting in August 2007.

The figure is a picture of the banking panic. We don’t know how much was
withdrawn becausewe don’t know the actual size of the repomarket. But, to get a
sense of the magnitudes, suppose the repo market was $12 trillion and that repo
haircuts rose from zero to an average of 20 percent. Then the banking system
would need to come up with $2 trillion, an impossible task.

Q. Where did the losses come from?
A. Faced with the task of raising money to meet the withdrawals, firms had to
sell assets. They were no investors willing to make sufficiently large new invest-
ments, on the order of $2 trillion. In order to minimize losses firms chose to sell
bonds that they thought would not drop in price a great deal, bonds that were
not securitized bonds, and bonds that were highly rated. For example, they sold
Aaa-rated corporate bonds.

These kinds of forced sales are called “fire sales”—sales that must be made to
raise money, even if the sale causes to price to fall because so much is offered for
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sale, and the seller has no choice but to take the low price. The low price reflects
the distressed, forced, sale, not the underlying fundamentals. There is evidence
of this. Here is one example. Normally, Aaa-rated corporate bonds would trade
at higher prices (lower spreads) than, say, Aa-rated bonds. In other words, these
bonds would fetch the most money when sold. However, when all firms reason
this way, it doesn’t turn out so nicely.

The figure above shows the spread between Aa-rated corporate bonds and
Aaa-rated corporate bonds, both with five year maturities. This spread should
always be positive, unless so many Aaa-rated corporate bonds are sold that the
spread must rise to attract buyers. That is exactly what happened!!

Thefigure is a snapshot of the fire sales of assets that occurreddue to the panic.
Money was lost in these fire sales. To be concrete, suppose the bond was pur-
chased for $100, and then was sold, hoping to fetch $100 (its market value just
before the crisis onset). Instead, when all firms are selling the Aaa-rated bonds
the pricemay be, say, $90—a loss of $10. This is how actual losses can occur due
to fire sales caused by the panic.

Q. How could this have happened?
A. The development of the parallel banking system did not happen overnight. It
has been developing for three decades, and especially grew in the 1990s. But
bank regulators and academics were not aware of these developments. Regu-
lators did not measure or understand this development. As we have seen, the
government does not measure the relevant markets. Academics were not aware
of these markets; they did not study these markets. The incentives of regulators
and academics did not lead them to look hard and ask questions.
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18.3. SUMMARY

The important points are:

• As traditional banking became unprofitable in the 1980s, due to
competition from, most importantly, money market mutual funds and
junk bonds, securitization developed. Regulation Q that limited the
interest rate on bank deposits was lifted, as well. Bank funding became
much more expensive. Banks could no longer afford to hold passive
cash flows on their balance sheets. Securitization is an efficient,
cheaper, way to fund the traditional banking system. Securitization
became sizable.

• The amount of money under management by institutional investors
has grown enormously. These investors and non-financial firms have a
need for a short-term, safe, interest-earning, transaction account like
demand deposits: repo. Repo also grew enormously, and came to use
securitization as an important source of collateral.

• Repo is money. It was counted inM3 by the Federal Reserve System,
until M3 was discontinued in 2006. But, like other privately-created
bank money, it is vulnerable to a shock, which may cause depositors to
rationally withdraw en masse, an event which the banking system—in
this case the shadow banking system—cannot withstand alone. Forced
by the withdrawals to sell assets, bond prices plummeted and firms
failed or were bailed out with government money.

• In a bank panic, banks are forced to sell assets, which causes prices to go
down, reflecting the large amounts being dumped on the market. Fire
sales cause losses. The fundamentals of subprime were not bad enough
by themselves to have created trillions in losses globally. The
mechanism of the panic triggers the fire sales. As a matter of policy,
such firm failures should not be caused by fire sales.

• The crisis was not a one-time, unique, event. The problem is structural.
The explanation for the crisis lies in the structure of private transaction
securities that are created by banks. This structure, while very
important for the economy, is subject to periodic panics if there are
shocks that cause concerns about counterparty default. There have
been banking panics throughout U.S. history, with private bank notes,
with demand deposits, and now with repo. The economy needs banks
and banking. But bank liabilities have a vulnerability.
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Collateral Crises

GARY B. GORTON AND GUILLERMO ORDOÑEZ* �

Financial crises are hard to explain without resorting to large shocks. But the
recent crisis, for example, was not the result of a large shock. The Financial
Crisis Inquiry Commission (FCIC) Report (2011) noted that with respect to
subprime mortgages, “Overall, for 2005 to 2007 vintage tranches of mortgage-
backed securities originally rated triple-A, despite the mass downgrades, only
about 10 percent of Alt-A and 4 percent of subprime securities had been
“materially impaired”—meaning that losses were imminent or had already been
suffered—by the end of 2009” (pp. 228–29). Park (2011) calculates the realized
principal losses on the $1.9 trillion of AAA/Aaa-rated subprime bonds issued
between 2004 and 2007 to be 17 basis points as of February 2011.1 Though
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1. Park (2011) examined the trustee reports from February 2011 for 88.6 percent of the notional
amount of AAA subprime bonds issued between 2004 and 2007. The final realized losses on sub-
prime mortgages will not be known for some years. Mortgage securitizations originated in 2006
show the worst losses, but even these are low. Subprime mortgage-backed securities originated in
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house prices fell significantly, the effects on mortgage-backed securities, the
relevant shock for the financial sector, were not large. But the crisis was large:
the FCIC report goes on to quote Ben Bernanke’s testimony that of “13 of the
most important financial institutions in the United States, 12 were at risk of fail-
ure within a period of a week or two” (p. 354). A small shock led to a systemic
crisis. The challenge is to explain how a small shock can sometimes have a very
large, sudden effect, while at other times the effect of the same size shock is small
or nonexistent.

One link between small shocks and large crises is leverage. Financial crises are
typically preceded by credit booms, and credit growth is the best predictor of the
likelihood of a financial crisis.2 This suggests that a theory of crises should also
explain credit booms. But, since leverage per se is not enough for small shocks
to have large effects, it also remains to address what gives leverage its potential
to magnify shocks. We develop a theory of financial crises, based on the dynam-
ics of the production and evolution of information in short-term debt markets,
that is private money such as (uninsured) demand deposits and money market
instruments. As we explain below, we have in mind sale and repurchase agree-
ments (repo) that were at the center of the recent financial crisis. We explain
how credit booms arise, leading to financial fragility where a small shock can
sometimes have large consequences. In short, “tail risk” is endogenous.

Gorton and Pennacchi (1990) and Dang, Gorton, and Holmström (2013)
argue that short-termdebt, in the formof bank liabilities ormoneymarket instru-
ments, is designed to provide transactions services by allowing trade between
agents without fear of adverse selection (due to possible endogenous private
information production). In their terminology, this is accomplished by design-
ing debt to be “information-insensitive,” that is, such that it is not profitable for
any agent to produce private information about the assets backing the debt, the
collateral. Adverse selection is avoided in trade. But in a financial crisis there
is a sudden loss of confidence in short-term debt in response to a shock. A
“loss of confidence” has the precisemeaning that the debt becomes information-
sensitive; agents may produce information and determine whether the backing
collateral is good or not.

We build on these micro foundations to investigate the role of such
information-insensitive debt in the macro economy. We do not explicitly model

2006 show realized losses of 1.02 percent through December 2011, and primeMBS originated in
2006 had higher losses, 4.01 percent. See Xie (2012). The “Lehman shock” was endogenous to the
crisis; see Gorton, Metrick, and Xie (2012).

2. See, for example, Claessens, Kose, and Terrones (2011), Schularick and Taylor (2012),
Reinhart and Rogoff (2009), Borio and Drehmann (2009), Mendoza and Terrones (2008), and
Collyns and Senhadji (2002). Jorda, Schularick, and Taylor (2011) (p. 1) study 14 developed
countries over 140 years (1870–2008): “Our overall result is that credit growth emerges as the
best single predictor of financial instability.”
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the trading motive for short-term information-insensitive debt. Nor do we
explicitly include financial intermediaries. We assume that households have a
demand for such debt, and we assume that the short-term debt is issued directly
by firms to households to obtain funds and finance efficient projects. Informa-
tion production about the backing collateral is costly to produce, and agents do
not find it optimal to produce (costly) information at every date, which leads to
a depreciation of information over time in the economy. We isolate and investi-
gate the macro dynamics of this lack of information production and the possible
sudden threat of information production in response to a (possibly small) shock.

The key dynamic in the model concerns how the perceived quality of col-
lateral evolves if (costly) information is not produced. Collateral is subject to
idiosyncratic shocks so that over time, without information production, the per-
ceived value of all collateral tends to be the same because of mean reversion
toward a “perceived average quality,” such that some collateral is known to be
bad, but it is not known which specific collateral is bad. Agents endogenously
select what to use as collateral. Desirable characteristics of collateral include a
high perceived quality and a high cost of information production. In other words,
optimal collateral would resemble a complicated, structured claim on housing or
land, e.g., a mortgage-backed security.

When information is not produced and the perceived quality of collateral is
high enough, firms with good collateral can borrow, but in addition some firms
with bad collateral can borrow. In fact, consumption is highest if there is never
information production, because then all firms can borrow, regardless of their
true collateral quality. The resulting credit boom increases consumption because
more and more firms receive financing and produce output. In our setting opac-
ity can dominate transparency, and the economy can enjoy a blissful ignorance.
If there has been information-insensitive lending for a long time, that is, infor-
mation has not been produced for a long time, there is a significant decay of
information in the economy—all is gray, there is no black and white—and only
a small fraction of true collateral is of known quality.

In this setting we introduce aggregate shocks that may decrease the perceived
value of collateral in the economy. Think of the collateral as mortgage-backed
securities, for example, being used as collateral for repo, where the households
are lending to the firms and receive the collateral. After a credit boom, in which
more and more firms borrow with debt backed by collateral of unknown type
(but with high perceived quality), a negative aggregate shock affects a larger frac-
tion of collateral than the same aggregate shock would affect when the credit
boom was shorter or if the value of collateral was known. Hence, the origin
of a crisis is exogenous, but not its size, which depends on how long debt has
been information-insensitive in the past and, hence, how large the corresponding
boom has been.
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A negative aggregate shock may or may not trigger information production.
There may be no effect. It depends on the length of the credit boom. If the
shock comes after a long enough credit boom, households have an incentive to
learn the true quality of the collateral. Then firms may prefer to cut back on the
amount borrowed (a credit crunch) to avoid costly information production, a
credit constraint. Or, information may be produced, in which case only firms
with good collateral can borrow. In either case, output declines when the econ-
omy moves from a regime without fear of asymmetric information to a regime
where asymmetric information is a real possibility.

In our theory, there is nothing irrational about the credit boom. It is not opti-
mal to produce information every period, and the credit boom increases output
and consumption. There is a problem, however, because private agents, using
short-term debt, do not care about the future, which is increasingly fragile. A
social planner arrives at a different solution because his cost of producing infor-
mation is effectively lower. For the planner, acquiring information today has
benefits tomorrow, which are not taken into account by private agents. When
choosing an optimal policy to manage the fragile economy, the planner weighs
the costs and benefits of fragility. Fragility is an inherent outcome of using the
short-term collateralized debt, and so the planner chooses an optimal level of
fragility. This is often popularly discussed in terms of whether the planner should
“take the punch bowl away” at the (credit boom) party. Here, the optimal policy
may be interpreted as reducing the amount of punch in the bowl, but not taking
it away.

Our model is intended to capture the central features of the recent financial
crisis. In particular, the crisis was preceded by a credit boom that was ended
by a bank run on sale and repurchase agreements (repo) (see Gorton 2010 and
Gorton andMetrick 2012a). In a repo transaction a lender lends money at inter-
est, usually overnight, and receives collateral in the form of a bond from the
borrower. The collateral is accepted by both parties as recognizably information-
insensitive, i.e., no information is produced. Indeed, as in ourmodel much of the
collateral was very opaque (i.e., had high information production costs relative
to the frequency of the transactions) and was linked to land and housing (sub-
prime bonds). Opacitywas the intention of these structures to avoid information
production.

In a repo transaction the loan may be overcollateralized; for example, the
lender lends $90 but requests collateral with a market value of $100. This is
known as a “haircut,” 10 percent in this example. If there was no haircut yes-
terday (a loan for $100 was backed by $100 of collateral), then today there was
a withdrawal of $10 from the bank, which must now finance the extra $10 some
other way. The financial crisis essentially was this type of bank run; $1.2 trillion
was withdrawn in a short period of time (see Gorton andMetrick 2012b). Much
of the collateral (we don’t know how much) was privately produced securitized
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bonds. The subprime shock caused haircuts to rise as lenders questioned the
value of the collateral.

Prior to the recent crisis there was a credit boom, particularly in housing.
The mortgages were typically securitized into bonds that were used as collat-
eral in repo. During the credit boom, over 1996–2007, nonagency (i.e., private)
residentialmortgage-backed security issuance grewby1,248percent, while com-
mercial mortgage-backed securities grew by 1,691 percent. When house prices
started to decline these mortgage-backed securities became questionable, lead-
ing to the financial crisis, when the short-term debt was not renewed, leading
to almost a complete collapse in the volume of collateral. Over 2007–2012,
nonagency residential mortgage-backed securities fell by 100 percent, while
commercialmortgage-backed securities fell by 91 percent.3 The decline in house
prices led lenders to question the value of the collateral in mortgage-backed
bonds, as well as other securitizations.

We model repo as short-term collateralized debt that firms issue directly to
households, abstracting from intermediaries. Indeed, the repo market was not
solely an interbankmarket; see Gorton andMetrick (2012b). As in the financial
crisis, nonfinancial firms were dramatically affected as financial intermediaries
hoarded cash and refused to lend.4 In our model we examine this direct impact
from the shock to collateral values.

In the model, to rationalize short-term debt and to avoid keeping track of
the distribution of land among economic agents, we assume an overlapping
generation structure, where agents have a short horizon. Their myopia, how-
ever, is the source of a market failure that would not be present in a dynastic
structure. The collateral for the short-term debt is called “land” in the model,
shorthand for preexisting asset-backed and mortgage-backed securities (MBS).
We do not model the primary market or the securitization process. Rather, as
time goes by this happens implicitly as new firms offer their land/MBS as collat-
eral. The model displays the dynamics of the crisis, for simplicity, not through
higher haircuts but directly through lower credit. There is a lending boom,
and then a (small) shock can cause the value of the backing collateral to be
questioned.

The crisis corresponds to the case where information is produced and only
good collateral can be used once it has been identified. During the financial crisis,
some repo collateral was not as affected; it appeared to be “good” collateral. For
example, the haircuts on corporate bond collateral were zero (for high-quality
dealer banks) before and during the crisis until after the Lehman bankruptcy

3. The source of this information is SIFMA, “US Mortgage-Related Issuance and Outstanding,”
http://www. sifma.org/research/statistics.aspx.

4. This is documented by, for example, Ivashina and Scharfstein (2010) and Campello, Graham,
and Harvey (2010).

http://www
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when they rose slightly (see Gorton and Metrick 2010). The collateralized loan
obligation market was also able to differentiate itself.5 And, of course, US Trea-
sury bonds continued as collateral during the crisis. In the model a crisis causes
output and consumption to drop because there is not enough good collateral to
sustain the efficient level of borrowing.
Literature Review—We are certainly not the first to explain crises based on

a fragility mechanism. Allen and Gale (2004) define fragility as the degree to
which “. . . small shocks have disproportionately large effects.” Some literature
shows how small shocks may have large effects, and some literature shows how
the same shock may sometimes have large effects and sometimes small effects.
Our work tackles both aspects of fragility.

Kiyotaki andMoore (1997) show that leverage can have a large amplification
effect. This amplificationmechanism relies on feedback effects to collateral value
over time, while our mechanism is about a sudden informational regime switch.
A related literature relies on credit constraints to generate “overborrowing” due
to feedback effects from prices on collateral. Leverage increases as the collat-
eral grows in value during an expansion. Then, in some of these settings, private
agents do not internalize the effects of their own leverage in depressing collateral
prices in the case of shocks that trigger fire sales. Since a shock is an exogenous
unlucky event, the policy implications are clear: there should be less borrow-
ing. Examples of this literature include Lorenzoni (2008), Bianchi (2011), and
Mendoza (2010).

In contrast to these settings, we explicitly exclude the channel that collateral
becomes more valuable due to prices rising, and fire sales are not an issue. In
our setting, the effect of the shock occurs only if the credit boom has gone on
long enough; the same-sized shock is not always amplified. Furthermore, there
is nothing necessarily bad about leverage in our model, and fragility may be the
efficient outcome. Other differences are relevant too. First, leverage manifests
itself not as more borrowing based on each unit of collateral, but as more units
of collateral being able to sustain borrowing. Second, leverage always relaxes
endogenous credit constraints. Finally, rather than assuming that a fraction of
assets cease to be accepted as collateral, we obtain such a fraction endogenously,
microfounding the reduction of credit.

Papers that focus on potential different effects of the same shock are based on
equilibrium multiplicity. Diamond and Dybvig (1983), for example, show that
banks are vulnerable to random external events (sunspots) when beliefs about
the solvency of banks are self-fulfilling.6 Our work departs from this literature

5. This is a form of securitization where the bonds are backed by bank loans to nonfinancial firms.

6. Other examples include Lagunoff and Schreft (1999), Allen and Gale (2004), and Ordoñez
(forthcoming).
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because fragility evolves endogenously over time, and it is not based on equilibria
multiplicity but on switches between uniquely determined information
regimes.

Our article is also related to the literature on leverage cycles developed by
Geanakoplos (1996 and 2010) and Geanakoplos and Zame (2010) but high-
lights the role of information production in fueling those cycles. Furthermore,
in our model leverage is not captured by more borrowing from a single unit of
collateral, but frommore units of collateral in the economy.

There are a number of papers in which agents choose not to produce informa-
tion ex ante and then may regret this ex post. Examples are the work of Hanson
and Sunderam (2013), Pagano and Volpin (2012), Andolfatto (2010), and
Andolfatto, Berentsen, and Waller (forthcoming). Like us these models have
endogenous information production, but our work describes the endogenous
dynamics and real effects of such information.

Two other recent related papers are those of Chari, Shourideh, and Zetlin-
Jones (2012) and Guerrieri and Shimer (2012), who discuss adverse selection
and asymmetric information as key elements to understanding the recent crisis.
In contrast our paper goes one step further and studies the incentives that may
induce asymmetric information in the first place.

There is also a recent literature that stresses the role of a rise in firm-level
idiosyncratic risk as a contributor of the crisis (e.g., Bigio 2012 and Chris-
tiano, Motto, and Rostagno forthcoming). In our model there are two ways to
accommodate a mean preserving increase in cross-sectional dispersion. First, an
exogenous increase in the dispersion of perceived values of collateral, which is an
endogenous object in our model, has the same effect of a sudden information
acquisition, reducing output. Second, an exogenous increase in the dispersion
of real values of collateral also reduces output, but its effect is smaller when
less information about collateral is available. Even when our model generates
a relation between dispersion and output in line with previous work, the effect
of perceived values dispersion is endogenous, while the effect of real values
dispersion depends on the phase of the credit boom.

In sum, our model produces a “Minskymoment” in which there is an endoge-
nous regime switch causing a crisis, although the mechanism that produces it
here is very different fromwhatMinsky had in mind, which was more behavioral
(see, e.g., Minsky 1986). From our point of view, a Minsky moment is the idea
that emphasizes that a financial crisis is a special event, not just an amplification
of a shock. Our mechanism does not rely on a “large” shock.

In the next section we present a single period setting and study the informa-
tion properties of debt. In Section 19.2 we study the aggregate and dynamic
implications of information.We consider policy implications in Section 19.3. In
Section 19.4, we conclude.
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19.1. A SINGLE PERIOD MODEL

In this section we lay out the basic model in a single period setting. In the next
section the model is extended to many periods.

19.1.1. Setting

There are two types of agents in the economy, each with mass 1—firms and
households—and two types of goods—numeraire and land. Agents are risk neu-
tral and derive utility from consuming numeraire at the end of the period.While
numeraire is productive and reproducible—it can be used to produce more
numeraire—land is not. Since numeraire is also used as capitalwe denote it byK.

Only firms have access to an inelastic fixed supply of nontransferrablemanage-
rial skills, which we denote by L*. These skills can be combined with numeraire
in a stochastic Leontief technology to produce more numeraire,K′.

K′ =
{

A min{K, L∗} withprob. q
0 withprob. (1 − q).

We assume production is efficient, qA> 1.Then, the optimal scale of numeraire
in production is simplyK∗ = L∗.

Households and firms not only differ in theirmanagerial skills, but also in their
initial endowments. On the one hand, households are born with an endowment
of numeraire K̄ > K∗, enough to sustain optimal production in the economy.
On the other hand, firms are born with land (one unit of land per firm), but no
numeraire.7

Even though land is nonproductive, it potentially has an intrinsic value. If land
is “good,” it deliversC units of numeraire at the end of the period. If land is “bad,”
it does not deliver any numeraire at the end of the period.We assume a fraction p̂
of land is good. At the beginning of the period, the units of land can potentially be
heterogeneous in their prior probability of being good. We denote these priors
pi per unit of land i and assume they are common to all agents in the economy.
Determining the quality of land with certainty costs γ units of numeraire.

To fix ideas it is useful to think of an example. Assume oil is the intrinsic value
of land. Land is good if it has oil underground, which can be exchanged for C
units of numeraire at the end of the period. Land is bad if it does not have any oil
underground. Oil is nonobservable at first sight, but there is a common percep-
tion about the probability each unit of land has oil underground. It is possible to
confirm this perception by drilling the land at a cost γ units of numeraire.

7. This is just a normalization.We can alternatively assumefirms have an endowment of numeraire
K̄firms, but not enough to finance optimal production K̄firms < K∗ < K̄ + K̄firms.
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In this simple setting, resources are in the wrong hands. Households have
only numeraire while firms have only managerial skills, but production requires
that both inputs be in the same hands. Since production is efficient, if output
were verifiable it would be possible for firms to borrow the optimal amount
of numeraire K∗ by issuing state contingent claims. In contrast, if output were
nonverifiable, firms would never repay, and households would never be willing
to lend.

We focus on this latter case in which firms can hide numeraire but cannot
hide land, which renders land useful as collateral. Firms can commit to transfer
a fraction of land to households if they do not repay the promised numeraire,
which relaxes the financial constraint imposed by the nonverifiability of output.

The perception about the quality of collateral then becomes critical in facili-
tating credit. We assume that C > K∗, which implies that land that is known to
be good can sustain the optimal loan size, K∗. In contrast, land that is known to
be bad cannot sustain any loan.8 But how much can a firm with a piece of land
that is good with probability p borrow? Is information about the true value of
land produced or not?

19.1.2. Optimal Loan for a Single Firm

In this section we study the optimal short-term collateralized debt for a single
firm, considering the possibility that households may want to produce infor-
mation about the land posted as collateral. In this article we study a single-
sided information problem, since the firm does not have resources in terms
of numeraire to learn about the collateral. In a companion paper, Gorton and
Ordoñez (2013) extend the model to allow both borrowers and lenders to be
able to acquire information about collateral.

We impose two assumptions. First, lenders’ acquisition of information and
the information itself become public only at the end of the period, unless lenders
decide to disclose it earlier. This implies that asymmetric information can poten-
tially exist during the period. Second, each firm is randomly matched with a
household and the firm has the negotiation power in determining the loan con-
ditions. In the Appendix we show that explicitly modeling competition across
lenders complicates the exposition and only strengthens our results.

8. Since we assume C > K∗, the issue arises of whether a firm with an excess of good collateral
can sell land to another firm with bad collateral to finance optimal borrowing in the economy. We
rule this out, implicitly assuming that the firm with good land has to hold the whole unit of land
to maintain its value, which renders collateral ownership effectively indivisible. Empirically, for
example, if the originator, sponsor, and servicer of a mortgage-backed security is the same firm,
the collateral has a higher value compared to the situation in which these roles are separated in
different firms. See Demiroglu and James (2012).
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Firms optimally choose between debt that triggers information acquisition
about the collateral (information-sensitive debt) or not (information-insensitive
debt). Triggering information acquisition is costly because it raises the cost of
borrowing to compensate for the monitoring cost γ . However, not triggering
information acquisition may also be costly because it may imply less borrowing
to discourage households from producing information. This trade-off deter-
mines the information-sensitiveness of the debt and, ultimately, the volume and
dynamics of information in the economy.

19.1.2.1 INFORMATION-SENSITIVE DEBT

Under this contract, lenders learn the true value of the borrower’s land by paying
an amount γ of numeraire, and loan conditions are conditional on the resulting
information. Since by assumption lenders are risk neutral and break even,

p
(
qRIS + (1− q

)
xISC−K

)= γ , (19.1)

where K is the size of the loan, RIS is the face value of the debt, and xIS is the
fraction of land posted by the firm as collateral.

The firm should pay the same in case of success or failure. If RIS > xISC, the
firm would always default, handing over the collateral rather than repaying the
debt. In contrast, if RIS < xISC the firm would always sell the collateral directly
at a price C and repay lenders RIS. In this setting, then, debt is risk free, which
renders the results under risk neutrality to hold without loss of generality. This
condition pins down the fraction of collateral that a firm posts as a function of p,

RIS = xISC ⇒ xIS = pK + γ

pC
≤ 1.

It is feasible for firms to borrow the optimal scaleK∗ only if pK
∗+γ
pC ≤ 1, or if p≥

γ
C−K∗ . If this is not the case, firms can borrowonlyK= pC−γ

p <K∗ when posting
the whole unit of good land as collateral. Finally, it is not feasible to borrow at all
if pC < γ .

Expected profits net of the land value pC from information-sensitive debt are

E
(
π
∣∣p, IS) = p

(
qAK − xISC

)
,

and using xIS from above,

E
(
π
∣∣p, IS)= pK∗ (qA− 1

)− γ . (19.2)

Intuitively, with probability p collateral is good and sustains expected produc-
tion of K∗ (qA− 1

)
of numeraire, and with probability

(
1− p

)
collateral is bad

and does not sustain any loan or production. However, the firm always has to
compensate in expectation for the monitoring costs, γ .
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It is profitable for firms to borrow the optimal scale inducing information as
long as pK∗ (qA− 1

) ≥ γ , or p ≥ γ
K∗(qA−1)

. Combining the profitability and

feasibility conditions, if γ
K∗(qA−1)

> γ
C−K∗

(
or qA < C

/
K∗), whenever the firm

wants to borrow, it is feasible to borrow the optimal scale K∗ if the land is found
to be good. Simply tominimize the kinks in the firm’s profit function, we assume
this condition holds

E
(
π
∣∣p, IS) =

{
pK∗ (qA − 1

) − γ if p ≥ γ
K∗(qA −1)

0 if p < γ
K∗(qA−1)

.

19.1.2.2 INFORMATION-INSENSITIVE DEBT

Another possibility is for firms to borrow without triggering information acqui-
sition. Again, since by assumption lenders are risk neutral and break even,

qRII + (1 − q
)
pxIIC = K, (19.3)

subject to debt being risk free, RII = xIIpC for the same reasons as above. Then

xII = K
pC

≤ 1.

For this contract to be information-insensitive, borrowers should be confi-
dent that lenders do not have incentives to deviate, secretly checking the value
of collateral and lending only if the collateral is good, pretending that they do not
know the collateral value. Lenders do not want to deviate if the expected gains
from acquiring information, evaluated at xII and RII , are less than its costs, γ .
Formally,

p
(
qRII + (1 − q

)
xIIC − K

)
< γ ⇒ (

1− p
) (

1 − q
)
K < γ .

Intuitively, by acquiring information the lender lends only if the collateral is
good, which happens with probability p. If there is default, which occurs with
probability

(
1− q

)
, the lender can sell at xIIC of collateral that was effectively

purchased atK = pxIIC, making a net gain of
(
1− p

)
xIIC = (1− p

) K
p .

It is clear from the previous condition that the firm can discourage informa-
tion acquisition by reducing borrowing. If the condition does not bind when
evaluated at K = K∗, there are no incentives for lenders to produce informa-
tion. In contrast, if the condition binds, the firm will borrow as much as possible
given the restriction of not triggering information acquisition:

K = γ(
1− p

) (
1 − q

) . (19.4)

Even though the technology is linear, the constraint on borrowing has p in the
denominator, which induces convexity in expected profits.
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Information-insensitive borrowing is characterized by the following debt size:

K
(
p |II ) = min

{
K∗,

γ(
1− p

) (
1 − q

) ,pC} . (19.5)

That is, borrowing is either constrained technologically (there are no credit con-
straints, but firms do not need to borrowmore than K∗), informationally (there
are credit constraints and firms cannot borrow more than γ

(1−p)(1−q)
without

triggering information production) or by low collateral value (the unit of land is
not worth more than pC).

Expected profits net of the land value pC for information-insensitive debt are

E
(
π
∣∣p, II) = qAK − xIIpC,

and using xII

E
(
π
∣∣p, II ) = K

(
p |II ) (qA − 1

)
. (19.6)

Considering the kinks explicitly, these profits are

E
(
π
∣∣p, II )=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
K∗ (qA− 1

)
if K∗ ≤ γ

(1−p)(1−q) (no credit constraint)

γ

(1−p)(1−q)

(
qA− 1

)
if K∗ > γ

(1−p)(1−q)
(credit constraint)

pC(qA− 1) if pC< γ

(1−p)(1−q) (low collateral value) .

The first kink is generated by the point at which the constraint to avoid infor-
mation production is binding when evaluated at the optimal loan size K∗; this
occurs when financial constraints start binding more than technological con-
straints. The second kink is generated by the constraint xII ≤ 1, under which the
firm is not constrained by the threat of information acquisition, but it is directly
constrained by the low expected value of the collateral, pC.

19.1.2.3 INDUCE INFORMATION ACQUISITION OR NOT?

Depending on the belief p about its collateral, a firm compares equations
(19.2) and (19.6) to choose between issuing information-insensitive debt (II)
or information-sensitive debt (IS). The proof of the next proposition is trivial.
The proofs of all other propositions are in the Appendix.

PROPOSITION 1: Firms borrow inducing information acquisition if

γ

qA − 1
< pK∗ − K

(
p |II ) , (19.7)

and without inducing information acquisition otherwise.
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II IIIS

γ
(1 − p) (1 − q)

(qA − 1)

K*(qA − 1)

pK*(qA − 1) − γ

pL
II

pL
IS

pCL pCh pH

Figure 19.1 Single Period Expected Profits

Figure 19.1 shows the ex ante expected profits, net of the expected value of
land, under the two information regimes, for each possible p.

The cut offs highlighted in Figure 19.1 are determined in the following way:
The cut off pH is the belief that generates the first kink of information-insensitive
profits, below which firms have to reduce borrowing to prevent information
acquisition:

pH = 1 − γ

K∗ (1− q
) . (19.8)

The cut off pLII comes from the second kink of information-sensitive
profits:9

pLII = 1
2

−
√

1
4

− γ

C
(
1− q

) . (19.9)

The cut off pLIS comes from the kink of information-sensitive profits:

pLIS = γ

K∗ (qA − 1
) . (19.10)

Cutoffs pCh and pCl are obtained from equalizing the profit functions under
information-sensitive and -insensitive debt, and solving the quadratic equation:

9. The positive root for the solution of pC = γ /
(
1− p

)(
1− q

)
is irrelevant since it is greater

than pH , and then firms are not credit but technologically constrained, just borrowingK∗.
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γ =
[
pK∗ − γ(

1 − p
) (

1 − q
)](qA − 1

)
. (19.11)

Information-insensitive loans are chosen for collateral with high and low
beliefs p. Information-sensitive loans are chosen for collateral with intermediate
values of p. The first regime generates symmetric ignorance about the value of
collateral. The second regime generates symmetric information about the value
of collateral.

How do these regions depend on information costs? The five arrows in
Figure 19.1 show how the cut offs and functions move as we reduce γ . If infor-
mation is free (γ = 0), all collateral is information-sensitive (i.e., the IS region
is p ∈ [0,1]). As γ increases, the two cut offs pCh and pCl converge, and the IS
region shrinks until it disappears when γ is large enough (i.e., the II region is
p ∈ [0,1] when γ > K∗

C (C−K∗)).
Then, conditional on γ , the feasible borrowing for each belief p follows the

schedule

K
(
p
)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

K∗ if pH < p
γ

(1−p)(1−q)
if pCh < p < pH

pK∗ − γ

(qA−1)
if pCl < p < pCh

γ

(1−p)(1−q)
if pLII < p< pCl

pC if p < pLII .

(19.12)

19.1.3. The Choice of Collateral

In this section, in addition to heterogeneous beliefs, p, about land value, we
assume land is also heterogenous in terms of the cost γ of acquiring informa-
tion. What is the combination of p and γ that allows for the largest loans? The
next proposition summarizes the answer.

PROPOSITION 2: Effects of p and γ on borrowing.
Consider collateral characterized by the pair

(
p,γ
)
. The reaction of bor-

rowers to these variables depends on financial constraints and information
sensitiveness.

(i) Fix γ .

(a) No financial constraint: Borrowing is independent of p;
(b) Information-sensitive regime: Borrowing is increasing in p;
(c) Information-insensitive regime: Borrowing is increasing in p.
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γ

γ

(1 − p) (1 − q)

p
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γ
(qA − ) 1
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pK* −
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C

Figure 19.2 Borrowing for Different Types of Collateral

(ii) Fix p.

(a) No financial constraint: Borrowing is independent of γ ;
(b) Information-sensitive regime: Borrowing is decreasing in γ ;
(c) Information-insensitive regime: Borrowing is increasing in γ if

higher than pC and independent of γ if pC.

Figure 19.2 shows the borrowing possibilities for all combinations
(
p,γ
)
and the

regions described in Proposition 2 (K∗ is the loan without financial constraints,
pK∗ − γ

(qA−1)
is the loan in the IS regime, while γ

(1−p)(1−q)
and pC are the loans

in the II regime).
If it were possible for borrowers to choose the lenders’ difficulty inmonitoring

collateral with belief p, then they would set γ>γH
1
(
p
)
for that p, such that p >

pH (γ ) and the borrowing is K∗, without information acquisition.
This analysis suggests that, endogenously, an economy would be biased

towards using collateral with relatively high p and relatively high γ . Agents in
an economy will first use collateral that is perceived to be of high quality. As
the needs for collateral increase, agents start relying on collateral of worse and
worse quality. To accommodate this collateral of poorer expected quality, agents
may need to increase γ , making information acquisition difficult and expensive.
While outside the scope of our article, this framework can shed light on security
design and the complexity of modern financial instruments.

19.1.4. Aggregation

Consider a match between a household and a firm with land that is good
with probability p. The expected consumption of a household is K̄ − K

(
p
)+

E
(
repay

∣∣p), and the expected consumption of a firm isE
(
K′ ∣∣p)−E

(
repay

∣∣p).



614 THE CR I S I S OF 2 0 0 7 – 2 0 0 8

Aggregate consumption is the sum of the consumption of all households and
firms. Since E

(
K′ ∣∣p)= qAK

(
p
)
,

Wt = K̄ +
∫ 1

0
K
(
p
) (

qA − 1
)
f
(
p
)
dp,

where f
(
p
)
is the distribution of beliefs about collateral types in the economy

andK
(
p
)
is monotonically increasing in p (equation 19.12).

In the unconstrained first-best (the case of verifiable output, for example) all
firms borrow K∗ and operate at the optimal scale, regardless of beliefs p about
the collateral. This implies that the unconstrained first-best aggregate consump-
tion is

W∗ = K̄+K∗ (qA− 1
)
.

Since collateral with relatively low p is not able to sustain loans of K∗, the devi-
ation of consumption from the unconstrained first-best critically depends on
the distribution of beliefs p in the economy. When this distribution is biased
toward low perceptions about collateral values, financial constraints hinder total
production. The distribution of beliefs introduces heterogeneity in production,
purely given by heterogeneity in collateral and financial constraints, not by
heterogeneity in technological possibilities.

In the next section we study how this distribution of p endogenously evolves
over time, and how that affects the dynamics of aggregate production and
consumption.

19.2. DYNAMICS

In this section we nest the previous analysis for a single period in an overlapping
generations economy. The purpose is to study the evolution of the distribution
of collateral beliefs that determines the level of production in the economy in
each period.

We assume that each unit of land changes quality over time, mean reverting
toward the average quality of land in the economy, and we study how endoge-
nous information acquisition shapes the distribution of beliefs over time. First,
we study the case without aggregate shocks to land, in which the average quality
of collateral in the economy does not change, and discuss the effects of endoge-
nous information production on the dynamics of credit. Then, we introduce
aggregate shocks that reduce the average quality of land in the economy and
study the effects of endogenous information acquisition on the size of crises and
the speed of recoveries.
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19.2.1. Extended Setting

We assume an overlapping generations structure. Every period is populated by
two cohorts of individuals who are risk neutral and live for two periods. These
individuals are born as households (when “young”), with a numeraire endow-
ment of K̄ but no managerial skills, and then become firms when “old,” with
managerial skills L∗,. but no numeraire to use in production. We assume the
numeraire is nonstorable and land is storable until themoment its intrinsic value
(either C or 0) is extracted, after which the land disappears. This implies that as
long as land is transferred, its potential value as collateral remains. As in the sin-
gle period model, we still assume there is random matching between a firm and
a household in every period. The timing is as follows:

• At the beginning of the period land that is good with probability p−1
may suffer idiosyncratic or aggregate shocks that move this probability
to p.

• After the shocks, each member of the “young” generation (households)
matches with a member of the “old” generation (firms) with land that is
good with probability p. The household determines the conditions of a
loan (pairs (RII;xII) and (RIS;xIS)) that make him indifferent between
lending or not (conditions 1 and 3). The firm then chooses a lending
contract that maximizes profits selecting the maximum between
E
(
π
∣∣p, IS) and E(π ∣∣p, II ) (equations 2 and 6) and begins

production. Depending on whether there is information acquisition or
not beliefs are updated to zero (bad land) or one (good land) or remain
at p, respectively.

• At the end of the period, the firm can choose to sell its unit of land (or
the remaining land after default) to the household at a priceQ(p) or to
extract and consume its intrinsic value.

The optimal loan contract follows the characterization described in the sin-
gle period model above. The market for land is new. Land can be transferred
across generations, and agents want to buy land when young to use it as collat-
eral to borrow productive numeraire when old. This is reminiscent of the role
of fiat money in overlapping generations, with the critical differences that land
is intrinsically valuable and is subject to imperfect information about its quality.
Still, as in those models, we have multiple equilibria based on multiple paths
of rational expectations about land prices that incorporate the use of land as
collateral.

However, in this article we are not interested in credit booms, bubbles or
crises arising from transitions across multiple equilibria, which are typical fea-
tures of those models. So, we impose restrictions to select the equilibrium in
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which the land price just reflects the expected intrinsic value of land when it
can be used as collateral (that is, the price of a unit of land with belief p is just
Q
(
p
)= pC). Choosing this particular equilibriumhas the advantage of isolating

the dynamics generated by information acquisition.10

The first restriction is that information can be produced only at the begin-
ning of the period, not at the end. This assumption means that firms prefer to
post land as collateral rather than sell land with the risk of information produc-
tion. The second restriction is that buyers (households) make take-it-or-leave-it
offers for the land of theirmatched firm at the end of the period; households have
all the bargaining power. This implies that sellers will be indifferent between
selling the unit of land at pC or consuming pC in expectation. As we discuss in
the Appendix, we can characterize the competitive environment to sustain this
assumption.

Under these assumptions, the single-period analysis from the previous
section just repeats over time. The only changing state variable linking peri-
ods is the distribution of beliefs about collateral. We can now define the
equilibrium.

DEFINITION 1 (Definition of Equilibrium):
In each period, for each match of a household and a firm of type p an

equilibrium is:

• A pair of debt face values (RII and RIS) and a pair of fractions of land to be
collected in case of default (xII and xIS) such that lenders are indifferent;
and a profit maximizing choice of information-sensitive debt or
information-insensitive debt.

• A land price Q(p) is determined by take-it-or-leave-it offer by the
household.

• Beliefs are updated after information or shocks, using Bayes’ rule.

Next we study the interaction between shocks to collateral and information
acquisition to study the dynamics of production in the economy. First we
imposed a simple mean reverting process of idiosyncratic shocks and show
that information may vanish over time, generating a credit boom sustained by
increased symmetric ignorance in the economy. Then, we allow for an unex-
pected aggregate shock that may introduce the threat of information acquisition
and generate crises.

10. Still, our results are robust since the information dynamics that we focus on remain an impor-
tant force in the other equilibria we ruled out, as long as the price of land increases with p. In the
Appendix, we discuss the multiplicity of land prices.
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This is the main advantage of focusing on the equilibrium in which the price
of collateral just reflects its intrinsic value, and not the future value of collat-
eral. First, credit booms do not arise from bubbles in the price of each unit
of collateral, but from an increase in the volume of land that can be used
as collateral. Second, credit crises are not generated by shifting from a good
to a bad equilibrium, but by shifting from the information-insensitive to the
information-sensitive regime that coexist in a unique equilibrium.

19.2.2. No Aggregate Shocks

Here we just introduce idiosyncratic shocks to collateral. We impose a specific
process of idiosyncratic mean reverting shocks that are useful in characterizing
analytically the dynamic effects of information production on aggregate con-
sumption. First, we assume that the idiosyncratic shocks are observable, but their
realization is not observable, unless information is produced. Second, we assume
that the probability that a unit of land faces an idiosyncratic shock is indepen-
dent of land type. Finally, we assume that the probability a unit of land becomes
good, conditional on having an idiosyncratic shock, is also independent of its
type. These assumptions just simplify the exposition, and the main results are
robust to different processes, as long as there is mean reversion of collateral in
the economy.

Formally, in each period either the true quality of each unit of land remains
unchanged with probability λ, or there is an idiosyncratic shock that changes
its type with probability (1 −λ). In this last case, land becomes good with a
probability p̂, independent of its current type. Evenwhen the shock is observable,
its realization is not, unless a certain amount of the numeraire good γ is used to
learn about it.11.
In this simple stochastic process for idiosyncratic shocks, and in the absence

of aggregate shocks to p̂, this distribution has a three-point support: 0, p̂,
and 1. The next proposition shows that the evolution of aggregate consump-
tion depends on p̂, which can be either in the information-sensitive or in the
information-insensitive region.

PROPOSITION 3 (Evolution of Aggregate Consumption in the Absence of
Aggregate Shocks): Assume there is perfect information about land types in the
initial period. If p̂ is in the information-sensitive region (p̂ ∈ [pCl,pCh]), con-
sumption is constant over time and is lower than the unconstrained first-best. If

11. To guarantee that all land is traded, households should have enough resources to buy good
land, K̄ > C, and they should be willing to pay C for good land even when facing the probability
that it may become bad next period, with probability (1− λ). Since this fear is the strongest for
good land, the sufficient condition is enough persistence of collateral, λ

(
K∗ (qA− 1

)+C
)

> C.
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p̂ is in the information-insensitive region, consumption grows over time if p̂ >

p̂∗
h or p̂ < p̂∗

l, where p̂
∗
l and p̂

∗
h are the solutions to the quadratic equation p̂

∗K∗ =
γ

(1−p̂∗)(1−q)
.

This result is particularly important if the economyhas collateral such that p̂>

pH > p̂∗
h . In this case consumption grows over time toward the unconstrained

first-best. When p̂ is high enough, the economy has enough good collateral to
sustain production at the optimal scale. As information vanishes over time good
collateral implicitly subsidizes bad collateral, and after enough periods virtually
all firms are able to produce at the optimal scale, not just those firms with good
collateral.

19.2.3. Aggregate Shocks

Now we introduce negative aggregate shocks that transform a fraction (1−η)

of good collateral into bad collateral. As with idiosyncratic shocks, the aggregate
shock is observable, but which good collateral changes type is not. When the
shock hits, there is a downward revision of beliefs about all collateral. That is,
after the shock, collateral with belief p = 1 gets revised downwards to p′ = η,
and collateral with belief p = p̂ gets revised downwards to p′ = η p̂.

Based on the discussion about the endogenous choice of collateral, which jus-
tifies that collateral would be constructed to maximize borrowing and prevent
information acquisition, we focus on the case where, prior to the negative aggre-
gate shock, the average quality of collateral is good enough such that there are no
financial constraints (that is, p̂ > pH).

In the next proposition we show that the longer the economy does not face
a negative aggregate shock, the larger the consumption loss when such a shock
does occur.

PROPOSITION 4 (The Larger the Credit Boom and the Shock, the Larger the
Crisis): Assume p̂ > pH, and a negative aggregate shock η hits after t periods of
no aggregate shocks. The reduction in consumption �(t |η ) ≡ Wt −Wt|η is non-
decreasing in the size of the shock η and nondecreasing in the time t elapsed previously
without a shock.

The intuition for this proposition is the following. Pooling implies that
bad collateral is confused with good collateral. This allows for a credit boom
because firms with bad collateral get credit that they would not otherwise obtain.
Firms with good collateral effectively subsidize firms with bad collateral since
good collateral still gets the optimal leverage, while bad collateral is able to
leverage more.

However, pooling also implies that good collateral is confused with bad col-
lateral. This puts good collateral in a weaker position in the event of negative
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aggregate shocks. Without pooling, a negative shock reduces the belief that col-
lateral is good from p = 1 to p′ = η. With pooling, a negative shock reduces the
belief that collateral is good from p= p̂ to p′ = ηp̂. Good collateral gets the same
credit regardless of having beliefs p = 1 or p = p̂. However, credit may be very
different when p = η and p = ηp̂. In particular, after a negative shock to collat-
eral, credit may decline since either a high amount of the numeraire needs to be
used to produce information, or borrowing needs to be excessively constrained
to avoid such information production.

If we define “fragility” as the probability that aggregate consumption declines
more than a certain value, then the next corollary immediately follows from
Proposition 4.

COROLLARY 1: Given a negative aggregate shock, the fragility of an economy
increases with the number of periods the debt in the economy has been information-
ally insensitive, and, hence, increases with the fraction of collateral that is of unknown
quality.

Proposition 3 describes how information deterioration may induce credit
booms, and Proposition 4 describes how the threat of information acquisition
may induce crises.What happens next? How does information production affect
the speed of recovery?

PROPOSITION 5 (Information and Recoveries): Assume p̂ > pH and that a
negative aggregate shock η generates a crisis in period t. The recovery from the cri-
sis is faster if information is generated after the shock when ηp̂ < ηp̂ ≡ 1

2 +√
1
4 − γ

K∗ (1 −q)
, where pCh < ηp̂ < pH. That is, WIS

t+1 > WII
t+1 for all ηp̂ <

ηp̂ andWIS
t+1 ≤ WII

t+1 otherwise.

The intuition for this proposition is the following. When information is
acquired after a negative shock, not only are a lot of resources being spent in
acquiring information but also only a fraction ηp̂ of collateral can sustain the
maximum borrowing K∗. When information is not acquired after a negative
shock, collateral that remains with belief ηp̂ will restrict credit in the follow-
ing periods, until mean reversion moves beliefs back to p̂. This is equivalent to
restricting credit proportional to monitoring costs in subsequent periods. Not
producing information causes a kind of “lack of information overhang” going
forward. The proposition generates the following Corollary.

COROLLARY 2: There exists a range of negative aggregate shocks (η such that ηp̂ ∈
[pCh,ηp̂]) in which agents do not acquire information, but recovery would be faster
if they did.

Finally, the next proposition describes the evolution of the standard deviation
of beliefs in the economy during credit booms and credit crises.
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PROPOSITION 6 (Dispersion of Beliefs During Booms and Crises): During a
credit boom, the standard deviation of beliefs declines. During a credit crisis, if the
aggregate shock η triggers information production about collateral with belief ηp̂,
the standard deviation of beliefs increases. This increase is larger the longer was the
preceding boom.

Intuitively, credit booms are generated by vanishing information. Since over
that process beliefs accumulate to the average quality p̂, the dispersion of the
belief distribution declines. If this process developed long enough, an aggregate
shock that triggers information reveals the true type of most land, and beliefs
return to p = 0 and p = 1 increasing the dispersion of the belief distribution.
This effect is stronger the longer the preceding boom that accumulated collateral
with beliefs p̂.

19.2.4. Numerical Illustration

Now we illustrate our dynamic results with a numerical example. We assume
idiosyncratic shocks happen with probability (1 − λ) = 0.1, in which case
the collateral becomes good with probability p̂ = 0.92. Other parameters are
q = 0.6, A = 3 (investment is efficient and generates a return of 80 percent in
expectation), K̄ = 20, L∗ = K∗ = 7, C= 15 (the endowment is large enough
to provide a loan for the optimal scale of production and to buy the most expen-
sive unit of land), and γ = 0.35 (information costs are 5 percent of the optimal
loan).

Given these parameters we can obtain the relevant cut offs for our analysis.
Specifically, pH = 0.88, pLII = 0.06, and the information-sensitive region of
beliefs is p ∈ [0.22, 0.84]. Figure 19.3 plots the ex ante expected profits with
information-sensitive (dotted) and -insensitive (solid) debt, and the respective
cut offs.

Using these cut offs in each period, we simulate the model for 100 periods.
At period zero we assume perfect information about the true quality of each unit
of land in the economy. Unless replenished, information vanishes over time due
to idiosyncratic shocks. The dynamics of production mirror those of the belief
distribution.

In periods 5 and 50 we perturb the economy by introducing negative aggre-
gate shocks that transform a fraction (1−η) of good collateral into bad col-
lateral. We consider shocks of different size, (η = 0.97, η = 0.91, andη =
0.90) and compute the dynamic reaction of aggregate production to them.
We choose the size of these shocks to guarantee that ηp̂ is above pH when
η = 0.97, is between pCh and pH when η = 0.91, and is less than pCh when
η = 0.90.



Collateral Crises 621

6

5

4

3

E
x
p

e
c
te

d
 p

ro
fi
ts

2

1

0
0 0.2 0.4 0.6

Beliefs

E(π)IS

E(π)II

0.8 1

Figure 19.3 Expected Profits and Cut offs

0.93
η = 0.97 η = 0.91

η = 0.90

PH

PCh

0.92

0.91

A
v
e
ra

g
e
 q

u
a
lit

y
 o

f 
c
o

lla
te

ra
l

0.9

0.89

0.88

0.87

0.86

0.85

0.84

0.83
0 10 20 30 40 50 60

Periods

70 80 90 100
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Figure 19.4 shows the evolution of the average quality of collateral for the
three negative aggregate shocks. Since mean reversion guarantees that aver-
age quality converges back to p̂ = 0.92 after the shocks, their effects are only
temporary.

Figure 19.5 shows the evolution of aggregate production for the three negative
aggregate shocks. A couple of features are worth noting. First, if η = 0.97, the
aggregate shock is so small that it never constrains borrowing or modifies the
evolution of production. Second, as proved in Proposition 4, if η = 0.91 or η =
0.90, aggregate production drops more in period 50, when the credit boom is
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mature and information is scarce, than in period 5, when there is still a large
volume of information about collateral in the economy. Critically, the crisis is
larger in period 50, not only because it finishes a large boom, but also because
credit drops to a lower level. Indeed, aggregate production in period 50 is lower
than in period 5 because credit dries up for a larger fraction of collateral when
information is scarcer.

As proved in Proposition 5, a shock η = 0.91 does not trigger information
production, but a shock η = 0.90 does. Even when these two shocks gener-
ate production drops of similar magnitude, recovery is faster when the shock is
slightly larger and information is replenished.

Figure 19.6 shows the evolution of the beliefs’ dispersion, a measure of infor-
mation availability. As proved in Proposition 6, a credit boom is correlated with
a decline in the dispersion of beliefs and, given that after many periods without a
shock most collateral looks the same, the information acquisition triggered by a
shock η = 0.90 generates a larger increase in dispersion in period 50.

Finally, to illustrate the negative side of information, Figure 19.7 shows the
evolution of production under two very extreme cases: information acquisition
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is free (γ = 0), and it is impossible (γ = ∞). Aggregate production is lower
and more volatile when information is free. It is lower because only firms with
good collateral get loans. It ismore volatile because the volume of good collateral
is subject to aggregate shocks.When information acquisition is free, the reaction
of credit is independent of the length of the preceding boom and depends only
on the size of the shock. In contrast, when information acquisition is impossible,
over time all land is used as collateral, and shocks do not introduce any fear that
someone will acquire information and lead to a credit decline.

19.3. POLICY IMPLICATIONS

In this section we discuss optimal information production when a planner cares
about the discounted consumption of all generations and faces the same infor-
mation restrictions and costs as households and firms. More specifically, welfare
is measured by

Ut = Et
∞∑
τ=t

βτ−tWt . (19.13)

The planner chooses an endowment transfer (loan size) from households to
firms and decides whether or not to generate information about firms’ collateral,
facing two types of constraints. First, collateral constraints prevent the planner
from lending a firm more endowment than the expected value of the firm’s
collateral. This is

K
(
p
) ≤ min

{
K∗ , pC

}
. (19.14)

Second, information constraints prevent the planner from lending to a firm with-
out acquiring information, if the loan would have triggered information acquisi-
tion by private agents in a decentralized economy. This implies that the planner
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cannot lend a firm more than the amount in equation (19.4) without acquiring
costly information. Then, if

K
(
p
)

>
γ(

1− p
) (

1 − q
) , (19.15)

the planner has to acquire costly information. Assuming the planner faces the
same exogenous shocks as private agents, if the planner acquires information it
is subject to collateral constraints based on the new information.We now define
the constrained planner’s problem.

DEFINITION 2 (Constrained Planner’s Problem): For each firm with collateral
p, a planner chooses the loan size K(p) for production and decides whether or not to
acquire information about the firm’s collateral to maximize welfare (19.13), subject
to collateral constraints (19.14) and information constraints (19.15).

It is intuitively clear that, without collateral and information constraints the
planner would optimally lend K

(
p
) = K∗ to each firm, since it is efficient

to finance all projects at optimal scale. This is what we referred to above as
unconstrained first best. It is also intuitively clear, from Figure 19.7, that without
information constraints it is optimal for the planner to always avoid information
acquisition.

In what follows we first study the economy without aggregate shocks, and
show that a planner would like to produce information for a wider range of col-
lateral p than short-lived agents. Then, we study the economy with negative
aggregate shocks and show that it may still be optimal for the planner to avoid
information production, riding the credit boom even when facing the possibility
of collapse.

19.3.1. No Aggregate Shocks

The next proposition shows that, when β > 0, the planner wants to acquire
information for a wider range of beliefs p. Given the planner is constrained by
both collateral and information considerations, the only source of inefficiency
arises from the myopic behavior of all agents, who consider only the benefits of
information for one period and not its potential future costs.

PROPOSITION 7: The planner’s optimal range of information-sensitive beliefs is
wider than the decentralized range of information-sensitive beliefs from equation
(19.7). Specifically, the planner produces information if

(1−βλ)
γ

qA− 1
< pK∗ −K

(
p|II) (19.16)

and does not produce information otherwise.
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Comparing this condition with equation (19.7), it is clear that the cost of
information is effectively lower for the planner. The planner expects to relax col-
lateral constraints if finding out the collateral is good and give a loan to such
collateral of K∗ in all future periods until a new idiosyncratic shock hits. Decen-
tralized agents, however, do not internalize these future gains when deciding
whether to trigger information acquisition or not, since they are myopic and do
not weigh the information impact on future generations. This difference widens
with the planner discounting (β)and with the probability that the collateral
remains unchanged (λ)

The planner can align incentives easily by subsidizing information production
by a fraction βλ of information acquisition, possibly using lump sum taxes on
individuals. In this way, after the subsidy, the cost of information production
that agents face is effectively γ (1− βλ). Figure 19.8 illustrates this efficiently
wider range of information-sensitive beliefs p.

We denote by K̃
(
p
)
the net effective loan a planner can give a firmwith collat-

eral p, considering the effects on future loans and obtained by the upper contour
of the solid curve and the upper dashed line of Figure 19.8.

K̃
(
p
)=max

{
K
(
p | II ) , pK∗} − γ (1− βλ)

qA − 1
,

where K(p |II) is given in equation (19.5) and the function follows the same
schedule asK(p) in equation (19.12) but using instead the effective information
cost γ (1 − βλ) and the cut offs p̃Ch and p̃Cl depicted in Figure 19.8.
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19.3.2. Aggregate Shocks

In this section we assume that the planner assigns a probability μ per period
that a negative shock η will occur at some point in the future. The next propo-
sition shows that there are levels of p for which, even in the presence of the
potential future shock, the planner prefers not to produce information, main-
taining a high level of current output rather than avoiding a potential reduction
in future output. This insight is consistent with the findings of Ranciere, Tonell,
andWestermann (2008) who show that “high growth paths are associated with the
undertaking of systemic risk and with the occurrence of occasional crises.”

PROPOSITION 8: The possibility of a future negative aggregate shock does not
necessarily justify acquiring information, reducing current output to avoid potential
future crises. In the presence of possible future negative aggregate shocks, the planner
produces information if

(1 − βλ)
γ

qA − 1
>

(1 − βλ)

(1 − βλ) + βλμ

[
pK∗ − K

(
p|II)]

+ βλμ

(1 − βλ) + βλμ

[
pK̃ (η) − K̃

(
ηp
)]
, (19.17)

and does not produce information otherwise.
The IS range of beliefs widens if

[
pK∗ − K

(
p | II )] <

[
pK̃ (η) − K̃

(
ηp
)]
.

Furthermore, the effect of future shocksη on the IS range of beliefs increases with their
probability μ.

To build intuition, assume the aggregate shock is not large enough to make
K̃ (η) < K∗ but is large enough to make K̃

(
ηp
)

< K
(
p |II ) (for example,

η > pH and p = pH). In this case, the aggregate shock, regardless of its
probability, does not affect the expected discounted consumption of acquir-
ing information (since even with the shock, a firm with a unit of good land
is able to borrow K∗), but the shock reduces the expected discounted con-
sumption of not acquiring information (since with the shock, the loan size
declines from K

(
p | II ) to K̃ (ηp)). In this example, producing information

relaxes the potential borrowing constraint in the case of a future negative shock.
Hence, when that shock is more likely, there are more incentives to acquire
information.

Now assume larger shocks. Take, as an example, the extreme case η = 0,
such that all collateral becomes bad. In this case, condition (19.17) simply
becomes

(1 − βλ + βλμ)
γ

qA − 1
< pK∗ − K

(
p | II ) ,
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Figure 19.9 Dynamics with an Aggregate Shock η = 0.91

increasing effective information costs and, hence, reducing the incentives to
acquire information. In this extreme case the planner wants to acquire less infor-
mation than in the absence of shocks (condition 19.16) but still wants to acquire
more information than decentralized agents (condition 19.7).

19.3.2.1 DISCUSSION OF DYNAMICS

There are aggregate shocks that induce the same dynamics in the planning and
decentralized economies. For example, if p̂> pH and aggregate shocks are small,
then both dynamics are identical to the solid curve in Figure 19.7. In essence the
shock does not induce information production in either of the two economies.

There are, however, aggregate shocks that may induce different dynamics
between planning and decentralized economies. As an illustration, consider the
numerical example in Section IID. If β = 0.9, then the planner’s range for infor-
mation acquisition is [0.16, 0.85], wider than the decentralized case depicted in
Figure 19.3.

Figure 19.9 shows dynamics when aggregate shocks of size η = 0.91 hit in
periods 5 and 50. In this case decentralized agents do not acquire information
when the shock hits but the planner does, inducing different dynamics.

The solid curve is identical to the lower dashed curve in Figure 19.5 for the
decentralized economy. The dashed curve shows that the planner induces less
production in the period of the shock, when acquiring information, but induces
a faster recovery afterwards. Since private agents do not value the future, they
prefer to produce more in the year of the crisis, not internalizing the costs in
terms of a slower recovery. Agents are myopic and do not take into account the
effect of their decisions during crises for future generations. This inefficiency is
the direct result of our overlapping generations environment and naturally dis-
appears in a dynastic model in which agents value the consumption of future
generations.
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19.4. CONCLUSIONS

It has been difficult to explain financial crises and how they are linked to credit
booms. “Large shocks” or multiple equilibria do not incorporate credit booms
and are not convincing explanations of financial crises. Further, they do not lead
to policy recommendations. Explaining a financial crisis requires the modeling
discipline of fixing the shock size and showing how that shock can sometimes
have no effect and sometimes lead to a crisis. Our explanation is based on the
endogenous dynamics of information in the economy which creates fragility as
a rational credit boom develops. Confidence is lost when a long-lasting credit
boom is tipped by a potentially small shock.

The amount of information in an economy is time varying. It is not optimal
for lenders to produce information every period about the borrowers because it
is costly. In that case, the information about the collateral degrades over time; a
kind of amnesia sets in. Instead of knowingwhich borrowers have good collateral
and which have bad collateral, all collateral starts to look alike. These dynamics
of information result in a credit boom in which firms with bad collateral start to
borrow. During the credit boom, output and consumption rise, but the econ-
omy becomes increasingly fragile. The economy becomes more susceptible to
small shocks. If information production becomes a credible threat, all collateral
with depreciated information can borrow less: a credit crunch. Alternatively, if
information is effectively produced after such a shock, firms with bad collateral
cannot access credit: a financial crisis.

Why did complex securities, such as subprime mortgage-backed securities,
play a leading role in the recent financial crisis? Agents choose (and construct)
collateral that has a high perceived quality when information is not produced
and collateral that has a high cost of producing information. For example, to
maximize borrowing firms will tend to use complex securities linked to land,
such as mortgage-backed securities. The opacity and complexity of collateral
securities is endogenous, as part of the credit boom. This increases fragility
over time.

A credit boom results in output and consumption rising, but it also increases
systemic fragility. Consequently, a credit boom presents a delicate problem for
regulators and the central bank. We show that a social planner would produce
more information than private agents but would not always want to eliminate
fragility. Our model matches the main outline of the recent financial crisis. The
crisis followed a credit boom in which increasing amounts of complex mort-
gages were securitized. Short-term debt in the form of repo and asset-backed
commercial paper used a variety of securitized debt as collateral, including sub-
prime mortgage-backed securities. This outline of the crisis is more generally a
description of historical banking panics, as well, though this is a subject for future
research. We focus on exogenous shocks to the expected value of collateral to
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trigger crises. However, in Gorton and Ordoñez (2013) we show not only that
crises can be triggered by exogenous shocks to productivity but also that they
may even arise endogenously as the credit boomgrows, without the need for any
exogenous shock.

APPENDIX

A. Proof of Proposition 2

Point 1 is a direct consequence of K
(
p |γ ) being monotonically increasing in p

for p< pH and independent of p for p> pH .
To prove point 2 we derive the function K̂

(
γ
∣∣p), which is the inverse of the

K
(
p |γ ), and analyze its properties. Consider first the extreme case in which

information acquisition is not possible (or γ = ∞). In this case the limit to
financial constraints is the point at which K∗ = pC; lenders will not acquire
information but will not lend more than the expected value of collateral, pC.
Then, the function K̂

(
γ
∣∣p) has two parts. One for p ≥ K

C
∗ and the other for

p < K
C

∗.

(i) p ≥ K∗
C :

K̂
(
γ
∣∣p)=

⎧⎪⎨⎪⎩
K∗ if γ H

1 ≤ γ
γ

(1−p)(1−q)
if γ L ≤ γ < γ H

1

pK∗ − γ

(qA−1)
if γ < γ L,

where γ H
1 comes from equation (19.8). Then

γ H
1 = K∗ (1− p

)(
1− q

)
(19A.1)

and γ L comes from equation (19.11). Then

γ L = pK∗
(
1− p

) (
1− q

) (
qA− 1

)(
1− p

) (
1− q

) + (qA− 1
) (19A.2)

(ii) p < K∗
C :

K̂
(
γ
∣∣p) =

⎧⎪⎨⎪⎩
pC if γH

2 ≤ γ
γ

(1 −p)(1 − q)
if γ L ≤ γ < γ H

2

pK∗ − γ

(qA − 1)
if γ < γ L,

where γH
2 in this region comes from equation (19.9). Then
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γ H
2 = p

(
1 − p

) (
1 − q

)
C (19A.3)

and γ L
is the same as above.

It is clear from the function K̂
(
γ
∣∣p) that, for a given p, borrowing is indepen-

dent of γ in the first region, it is increasing in the second region (information-
insensitive regime), and it is decreasing in the last region (information-sensitive
regime).

B. Proof of Proposition 3

1. p̂ is information-sensitive
(
p̂ ∈ [pCl, pCh]) : In this case, information about

the fraction (1 − λ) of collateral that gets an idiosyncratic shock is reacquired
every period t. Then f (1) = λp̂, f

(
p̂
) = (1 − λ) and f (0) = λ

(
1 − p̂

)
.

ConsideringK(0) = 0,

WIS
t = K̄ + [λp̂K (1) + (1 − λ) K

(
p̂
)] (

qA − 1
)
. (19B.1)

Aggregate consumptionWIS
t does not depend on t; it is constant at the level at

which information is reacquired every period.
2. p̂ is information-insensitive

(
p̂ > pCh or p̂ < pCl

)
: Information on collateral

that suffers an idiosyncratic shock is not reacquired, and at period t, f (1) =
λt p̂, f

(
p̂
)= (1−λt

)
and f (0) = λt

(
1− p̂

)
. SinceK (0) = 0,

WII
t = K̄ + [λt p̂K (1) + (1 − λt

)
K
(
p̂
)] (

qA − 1
)
. (19B.2)

Since WII
0 = K̄ + p̂K (1)

(
qA − 1

)
and limt→∞ WII

t = K̄
+ K

(
p̂
) (

qA − 1
)
, the evolution of aggregate consumption depends on p̂. A

credit boom ensues, and aggregate consumption grows over time, whenever
K
(
p̂
)

> p̂K (1) , or
γ(

1− p̂∗) (1− q
) > p̂∗K∗.

C. Proof of Proposition 4

Assume a negative aggregate shock of size η after t periods without an
aggregate shock. Aggregate consumption before the shock is given by
equation (19B.2) because we assume p̂ > pH and the average collateral
does not induce information. In contrast, aggregate consumption after the
shock is

Wt|η = K̄ + [λt p̂K (η) + (1 − λt
)
K
(
ηp̂
)] (

qA − 1
)
.
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Defining the reduction in aggregate consumption as�(t |η ) = Wt − Wt|η

�(t |η) = [λt p̂ [K (1) − K (η)] + (1 − λt
)[
K
(
p̂
) − K

(
ηp̂
)]] (

qA − 1
)
.

That �(t |η) is nondecreasing in η is straightforward. That �(t |η) is non-
decreasing in t follows from

p̂ [K (1) − K (η) ] ≤ [K (p̂) − K
(
ηp̂
)]

,

which holds because K
(
p̂
) = K (1) (by assumption p̂ > pH), and K(p) is

monotonically decreasing in p.

D. Proof of Proposition 5

If the negative shock happens in period t, the belief distribution is f (η) =
λt p̂, f

(
ηp̂
) = (1 − λt

)
, and f (0) = λt

(
1 − p̂

)
.

In period t + 1, if information is acquired (IS case), after idiosyncratic
shocks are realized, the belief distribution is fIS (1) = ληp̂

(
1 − λt

)
, fIS (η) =

λt+1p̂, fIS
(
p̂
) = (1 − λ) , fIS (0) = λ

[(
1 − λt p̂

) − ηp̂
(
1 − λt

)]
. Hence,

aggregate consumption at t + 1 in the IS scenario is

WIS
t+1 = K̄ + [ληp̂

(
1 − λt

)
K∗ + λt+1p̂K (η)

+ (1−λ)K
(
p̂
)] (

qA − 1
)
. (19D.1)

In period t + 1, if information is not acquired (II case), after idiosyn-
cratic shocks are realized, the belief distribution is fII (η) = λt+1p̂, fII

(
p̂
)=

(1 − λ) , fII
(
ηp̂
)=λ

(
1 − λt

)
, fII (0) = λt+1 (1− p̂

)
. Hence, aggregate con-

sumption at t + 1 in the II scenario is

WII
t+1 = K̄ + [λt+1p̂K (η) + λ

(
1 − λt

)
K
(
ηp̂
)

+ (1 − λ)K
(
p̂
)](

qA − 1
)
. (19D.2)

Taking the difference between aggregate consumption at t + 1 between the
two regimes,

WIS
t+1 − WII

t+1 = λ
(
1 − λt

) (
qA − 1

)[
ηp̂K∗ − K

(
ηp̂
)]
. (19D.3)

This expression is nonnegative for all ηp̂K∗ ≥ K
(
ηp̂
)
, or alternatively, for all

ηp̂ < ηp̂ ≡ 1
2 +

√
1
4 − γ

K∗(1−q)
. From equation (19.11), pCh < ηp̂ < pH .
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E. Proof of Proposition 6

Assume at period zero that the belief distribution is f (0) = 1− p̂ and f (1) = p̂.
The original variance of beliefs is

Var0
(
p
) = p̂2

(
1− p̂

) + (1− p̂
)2 p̂ = p̂

(
1− p̂

)
.

At period t, during a credit boom, the belief distribution is f (0) =
λt
(
1 − p̂

)
, f
(
p̂
) = 1 − λt , and f (1) = λt p̂. Then, at period t the variance of

beliefs is

Vart
(
p |II ) = λt

[
p̂2
(
1− p̂

) + (1− p̂
)2 p̂] = λt p̂

(
1− p̂

)
,

decreasing in the length of the boom t.
Assume a shock η at period t that triggers information acquisition about col-

lateral with belief ηp̂. If the shock is “small”
(
η > pCh

)
, there is no information

acquisition about collateral known to be good before the shock. If the shock is
“large”

(
η < pCh

)
, there is information acquisition about collateral known to be

good before the shock. Now we study these two cases when the shock arises after a
credit boom of length t.

1. η > pCh. The distribution of beliefs in case information is generated is
given by f (0) = λt

(
1 − p̂

) + (1 − λt
)(

1−ηp̂
)
, f (η) = λtp̂, and f (1) =(

1−λt
)
ηp̂. Then, at period t the variance of beliefs with information produc-

tion is

Vart
(
p |IS) = λt p̂

(
1 − p̂

)
η2 + (1 − λt

)
ηp̂
(
1−ηp̂

)
.

Then
Vart
(
p |IS) −Vart

(
p |II ) = (1 − λt

)
ηp̂
(
1−ηp̂

)
−λt p̂

(
1 − p̂

)(
1−η2

)
,

increasing in the length of the boom t.
2. η < pCh. The distribution of beliefs in case information is produced is
given by f (0) = λt

(
1 − p̂

) + (
1 − λt

(
1 − p̂

)) (
1−ηp̂

)
, and f (1) =(

1 − λt
(
1 − p̂

))
ηp̂. Then, at period t the variance of beliefs with information

production is

Vart
(
p |IS) = λt p̂

(
1 − p̂

)
η2 p̂ + (

1 − λt
(
1 − p̂

))
ηp̂
(
1−ηp̂

)
.

Then

Vart
(
p |IS)−Vart

(
p |II )= (1 − λt

(
1 − p̂

))
ηp̂
(
1−ηp̂

)
− λt p̂

(
1 − p̂

)(
1−η2p̂

)
,

also increasing in the length of the boom t.
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The change in the variance of beliefs also depends on the size of the shock.
For very large shocks (η → 0) the variance can decline. This decline is lower
the larger is t.

F. Proof of Proposition 7

Denote the expected discounted consumption sustained by a unit of collateral
with belief p if producing information as VIS(p) and if not producing informa-
tion as VII (p) . The value function from such a unit of land is then V

(
p
) =

max
{
VIS (p) , VII (p)} .

If acquiring information, expected discounted consumption is

VIS (p) = pK∗ (qA− 1
) − γ

+ β
[
λ
(
pV (1) + (1− p

)
V (0)

) + (1−λ) V
(
p̂
)] + pC.

Since we know that for p = 0 and p = 1 there is no information acquisition,(
V (1) = VII (1) and V (0) = VII (0)

)
, and we can compute

V (1) = K∗ (qA− 1
) + β

[
λV (1) + (1−λ) V

(
p̂
)] + pC,

and
V (0) = 0+β

[
λV (0)+ (1−λ) V

(
p̂
)]+ pC.

Taking expectations

pV (1) + (1− p
)
V (0) = pK∗ (qA− 1

)
1−βλ

+ β (1−λ)

1−βλ
V
(
p̂
) + pC

1−βλ
,

and solving for VIS(p), we get

VIS (p) = pK∗ (qA− 1
)

1−βλ
− γ + Z

(
p, p̂
)
, (19F.1)

where

Z
(
p, p̂
) = β (1−λ)

1−βλ
V
(
p̂
) + pC

1−βλ
.

If not acquiring information, expected discounted consumption is

VII (p) = K
(
p |II )(qA− 1

) + β
[
λV
(
p
) + (1−λ) V

(
p̂
)] + pC.

Assume V
(
p
) = VII (p) , then
VII (p) = K

(
p |II )(qA− 1

)
1−βλ

+ Z
(
p, p̂
)
, (19F.2)



634 THE CR I S I S OF 2 0 0 7 – 2 0 0 8

and V(p) is indeed information-insensitive ifVII (p) > VIS (p)
(1−βλ)

γ

qA− 1
> pK∗ − K

(
p |II ) .

Similarly, assume V
(
p
) = VIS (p) . We denote as VII (p |Dev) the expected

discounted consumption from deviating and not producing information only for
one period. Then

VII (p |Dev)= K
(
p |II )(qA− 1

)+β
[
λVIS (p)+ (1−λ) V

(
p̂
)]+ pC

replaces equation (19F.1),

VII (p |Dev)= K
(
p |II )(qA− 1

) +β

[
λ

(
pK∗ (qA− 1

)
1−βλ

− γ +Z
(
p, p̂
))

+(1−λ)V
(
p̂
)]+ pC,

and plugging in Z
(
p, p̂
)
and rearranging, obtain

VII (p |Dev)=
[
K
(
p |II )+ βλpK∗

1−βλ

] (
qA− 1

)−βλγ +Z
(
p, p̂
)
.

V(p) is indeed information-sensitive if VII (p |Dev)< VIS (p) , which is again
(1−βλ)

γ

qA− 1
< pK∗ − K

(
p |II ) .

This result effectively means that the decision rule for the planner is the same
as the decision rule for decentralized agents, but with β > 0 for the planner and
β = 0 for the agents.

This result allows us to characterize value functions in equilibrium generally as

V
(
p
) = π̃

(
p
)

1−βλ
+ Z

(
p, p̂
)
, (19F.3)

where π̃
(
p
)= K̃

(
p
)(

qA− 1
)
and K̃

(
p
)= max{K (p |II ) , pK∗ − γ (1−βλ)

(qA−1)
},

which is the same as array (19.12) but with new cutoffs given by lower effective
costs of information γ (1−βλ) .

G. Proof of Proposition 8

Without loss of generalitywe assume the negative shockη can happen only once.
Until the shock occurs, its ex ante probability is μ per period, turning to zero
after the shock is realized. This assumption just simplifies the analysis because,



Collateral Crises 635

conditional on a shock, we can impose the results obtained previously without
aggregate shocks. Furthermore, we do not need to keep track of all the possible
paths of shocks and beliefs. Generalizing this result just requires more algebra
but hides the main forces at work behind the results.

Denote by V̂
(
p
)
the expected discounted consumption sustained by a unit

of collateral with belief p prior to the realization of the shock. As in Proposition
7, denote by V(p) the expected discounted consumption sustained by a unit of
collateral with belief p after the shock is realized—hence, in the absence of pos-
sible future shocks. This is convenient because we can replace value functions
after the shock with the results from Proposition 7 and because we do not need
to keep track of different paths of beliefs.

The value of producing information (IS) in periods preceding potential
shocks is

V̂ IS (p)= pK∗ (qA− 1
) − γ + β (1−μ)λ

[
pV̂ (1) + (

1− p
)
V̂ (0)

]
+ β (1−μ) (1−λ) V̂

(
p̂
) +βμλ

[
pV (η) + (1− p

)
V (0)

]
+ βμ(1−λ)V

(
ηp̂
) + pC.

Again we know that for p = 0 and p = 1 there is no information acquisition,(
Ṽ (1) = Ṽ II (1) and Ṽ (0) = Ṽ II (0)

)
and we can compute

pṼ (1) + (1− p
)
Ṽ (0) =

1
1−βλ(1−μ)

[
pK∗ (qA− 1

) + β (1−μ) (1−λ) V̂
(
p̂
) + pC

]
+ 1

1−βλ(1−μ)

[
βμλ

(
pV (η) + (1− p

)
V (0)

) +βμ(1−λ)V
(
ηp̂
)]
.

Also, using value functions in the absence of shocks, V(p), from equation
(19F.3):

pV (η)+ (1− p
)
V (0) = pK̃ (η)

(
qA− 1

)
1−βλ

+Z
(
p, p̂
)
.

Plugging these results in V̂ IS (p) and rearranging we obtain
V̂ IS (p)= pK∗ (qA− 1

)
1−βλ(1−μ)

− γ + βλμ

1−βλ(1−μ)

[
pK̃ (η)

(
qA− 1

)
1−βλ

+ Z
(
p, p̂
)]

+ Ẑ
(
p, p̂,η,μ

)
, (19G.1)

where

Ẑ(p, p̂, η, μ) = β(1−λ)
[
(1−μ) V̂(p̂)+μV̂ (ηp̂)

]+ pC
1−βλ(1−μ)

.



636 THE CR I S I S OF 2 0 0 7 – 2 0 0 8

The value of NOT producing information (II) in periods preceding potential
shocks:

V̂ II (p)= K
(
p |II )(qA− 1

)+β (1−μ)λV̂
(
p̂
)+β (1−μ)(1−λ) V̂

(
p̂
)

+ βμλV
(
ηp
) + βμ (1−λ)V

(
ηp̂
) + pC.

Assuming V̂
(
p
) = V̂ II (p) ,

V̂ II (p)= K
(
p |II )(qA− 1

)
1−βλ(1−μ)

+ βλμ

1−βλ(1−μ)

[
K̃
(
ηp
)(

qA− 1
)

1−βλ

+ Z
(
p, p̂
)] + Ẑ

(
p, p̂, η, μ

)
, (19G.2)

and V̂
(
p
)
is indeed information insensitive if V̂ II (p)> V̂ IS (p) , which hap-

pens if

γ(
qA− 1

) (1−βλ) <
(1−βλ)

(1−βλ + βλμ)

[
pK∗ − K

(
p |II )]

+ βλμ

(1−βλ + βλμ)

[
pK̂ (η) − K̂

(
ηp
)]
.

Assuming V̂
(
p
) = V̂ IS (p) , the question is if the planner gains anything

by deviating and not producing information for one period. We denote this
possibility as V̂

(
p |Dev)

V̂ II (p |Dev) = K
(
p |II )(qA− 1

) + βλ(1−μ)

[
pK∗ (qA− 1

)
1−βλ(1−μ)

− γ

]

+ Ẑ
(
p, p̂, η, μ

) + βλμ

1−βλ(1−μ)

[
K̃
(
ηp
)(

qA− 1
)

1−βλ

+ Z
(
p, p̂
) + βλ(1−μ)

K̃
(
ηp
)(

qA− 1
)

1−βλ

]
.

V̂
(
p
)
is indeed information-insensitive if V̂ II (p |Dev) > V̂ IS (p) , which hap-

pens if

γ(
qA− 1

) (1−βλ) <
(1−βλ)

(1−βλ + βλμ)

[
pK∗ − K

(
p |II )]

+ βλμ

(1−βλ + βλμ)

[
pK̂ (η) − K̂

(
ηp
)]

which is the same condition obtained before. Based on this condition, the
following lemmas are self-evident.

LEMMA 1: Incentives to acquire information are larger in the presence of future shocks
if pK∗ − K

(
p |II ) < pK̃ (η) − K̃

(
ηp
)
, and smaller otherwise. Hence, whether
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there are more or fewer incentives to acquire information in the presence of shocks just
depends on their size η, and not on their probability μ.

LEMMA 2: If in the presence of aggregate shocks there are more incentives to
acquire information, these are larger the larger the difference between pK∗ −
K
(
p |II ) andpK̃ (η) − K̃

(
ηp
)
and the larger μ.

The first part of the lemma is trivial. The second arises from noting the weight
assigned to pK̃ (η) − K̃

(
ηp
)
increases withμ. These two lemmas, together with

the condition for information acquisition we derived, provide a complete char-
acterization of the IS and II ranges of beliefs under the possibility of a future
aggregate shock η that occurs with probabilityμ, and that is summarized in the
proposition.
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Some Reflections on the
Recent Financial Crisis

GARY B. GORTON* �

20.1. INTRODUCTION

Economic development does not result in the elimination of financial crises.The
recent financial crisis of 2007–2009 in the United States and Europe shows that
market economies, however much they grow and change, are still susceptible
to collapse or near-collapse from financial crisis. This is a staggering thought.
And it came as a surprise, as financial crises were thought to be things of the
past for developed economies, now only occurring in emerging markets. The
fact of the 2007–2008 crisis occurrence should give pause to economists. While
it may take many years to fully understand the recent crisis, in this essay I offer
some preliminary thoughts on crises. I do not review the academic literature, but
rather selectively raise some issues and in passingmention some research.

The recent crisis emphasizes that a “crisis” is a distinct, singular, event. It also
raises questions about what constitutes bank money, and what is a “bank,” and
what is the “banking system”? Understanding the crisis has run into problems
from a lack of data, leaving researchers in the dark onmany important questions.
Of course, knowing what data to collect requires an understanding of the crisis.
Ironically, if governments and economists knew what data to collect prior to a
crisis, they would then likely understand the fragility of the system and could

* Written as a contribution for Trade, Globalization and Development: Essays in Honor of Kalyan
Sanyal, edited by Sugata Marjit and Rajat Acharya (Springer Verlag; forthcoming). Some of
this essay draws from material in my book Misunderstanding Financial Crises (Oxford University
Press; 2012). I worked at AIG Financial Products as a consultant from 1996–2008. I thank Doug
Diamond, Bengt Holmström, Arvind Krishnamurthy, and Guillermo Ordoñez for comments.
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possibly avoid a crisis. It seems that a lack of data and the occurrence of a cri-
sis go hand-in-hand. A crisis is a surprise, coming from an unexpected source.
As a result, there is little data. There are other inherent difficulties in studying
crises. Although crises are perhaps more common than many supposed before
the current crisis, still the usable sample size of events is small.

Central to understanding a crisis must be a concept of a crisis. A crisis is a sys-
temic event involving an exit from bank debt. It is sudden and unexpected. In
the crisis, the banking system is insolvent if not for suspension of convertibility
or government and central bank actions.While this is clear, as an empirical mat-
ter it has been both easy and hard to define a “crisis.” Events are observable, but
the whole story is often not observable. Historically, in the face of bank runs,
banks suspended convertibility so this could be taken as indicating the outbreak
of a crisis, although even this has a number of difficulties. In the modern era, it
is much harder to define an event as a crisis and to date the start and the end of
a crisis. This is usually because of government and central bank involvement or
expectations of such involvement. But, governments usually act late and there
are not runs on banks in every case. The upshot is that there is no unanimity on
which events are crises, and less unanimitywith respect to the start and end dates
of crises. This is a manifestation of the lack of data.

What do we know about financial crises? In fact, despite the above difficulties,
we know quite a bit about crises.There are a number of stylized facts about crises
that have been identified, some rather recently. The stylized facts can help guide
the development of models. It should be the case that models incorporate these
facts, some of which have to do with the build-up of fragility prior to the crisis
and others with the aftereffects, as well as the crisis itself.

First, we know that financial crises occur in all market economies, though
sometimes there are long periods of quiet. Crises occur in developed coun-
tries, not just emerging markets. The recent financial crisis shows that the
financial system can morph in such a way that a crisis can occur after a fairly
long period of quiet. The frequency of financial crises historically and inter-
nationally strongly suggests that there is a structural or inherent problem with
bank debt.

Secondly, we know that crises are exits from bank debt. But, the recent crisis
centered on forms of bank debt that are quite different from most (but not all!)
previous crises. Can our theories accommodate these other forms of debt? Gen-
erating such an event in a model seems harder when the money involved is, for
example, sale and repurchase agreements (repo). In this form of money, each
“depositor” receives a bond as collateral. There is no common pool of assets on
which bank debt holders have a claim. So, strategic considerations about coor-
dinating with other agents do not arise. This is a challenge for theory and raises
issues concerning notions of liquidity and collateral, and generally of the design
of trading securities—private money.
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There are other facts we know about crises. A crisis is a sudden event, a struc-
tural break or a regime switch. A crisis is not just a bad outcome in a settingwhere
there is a range of bad outcomes. A crisis is a uniquely bad outcome. Crises are
preceded typically by credit booms. They tend to occur at business cycle peaks.
They are very costly.

But, there are many things we do not know about crises. We do not know
about the dynamics of crises, why agents form suspicions about the value of
the assets or collateral backing bank debt. We do not know how agents’ expec-
tations of government actions affect the dynamics of crises. We do not know
if the preceding credit booms finance productive activity. We do not know
what policies can prevent crises, without repressing the banking system. We
do not know much about which regulatory systems have been successful at
mitigating the occurrence of crises (except by casual observation). We do not
knowmuch about how to update measurement systems to detect the buildup of
systemic risk.

Overall, the scales tip towards the “do not know” side. In this essay I explore
these issues, many of which are areas of ongoing research. The essay proceeds
as follows. In Section 20.2 I examine definitions of crisis and outline the difficul-
ties in empirically defining crises. In Section 20.3 I summarize the stylized facts
about crises. Section 20.4 is devoted to crisis theory, in particular, the model of
Diamond andDybvig (1983). In Section 20.5 I inquiremore generally about the
private production of debt securities for transactions and the relation to crises
andmacroeconomics. Final thoughts are collected in Section 20.6.

20.2. WHAT IS A FINANCIAL CRISIS?

Answering this question is not straightforward either as an empirical matter or
as a theoretical matter. In this section I look at practical definitions used for
empirical work and in a later section I look at theoretical concepts. One must
be informed by the other. We start with a practical definition, which can be used
for empirical work.

A “financial crisis” occurs when bank debt holders run on all or many banks
demanding that banks convert their (short-term) debt claims into cash to such
an extent that this demand for cash cannot be met. The banking system must
then be saved by the central bank or the government. Or, if there is no run
on banks—or no observed run—then a financial crisis is a situation where
there is significant impairment to the banking system, resulting in closures,
bailouts, nationalization, blanket insurance guarantees, or other government
assistance.

This is a practical definition because itsmain elements can be observed. Either
runs are observed or the interventions are observed.Historically, most bank runs
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could be observed (by those outside the banking system). And if a run cannot be
observed (as was the case for most observers in the recent crisis), the effects of
the run can be observed—bailouts, closures, etc. The magnitude of the event is
eventually apparent, and it is deemed a “crisis.”

The first part of the definition states the basic points, which we will return
to below. It says that the problem is “systemic,” that is the banking system
cannot meet the demands of the debt holders. In this sense, the system is
insolvent. This was clear in the recent financial crisis, although the banking sys-
tem was the shadow banking system not the regulated banking sector. Federal
Reserve Chairman Ben Bernanke, in his Financial Crisis Inquiry Commission
testimony, noted that of the “13 . . . most important financial institutions in the
United States, 12 were at the risk of failure within a period of a week or two”
(Bernanke (2010)). The systemic aspect should be stressed, as this will play an
important role in developing a concept of a financial crisis. A “crisis” is not just
a bad event.

The first part of the definition refers to “banks” and “bank money” without
stating what these terms mean. Until the recent financial crisis, these terms may
have seemed clear. “Banks” are regulated firms that issue demand deposits. But,
the recent financial crisis illustrates that “banks” and “bank money” changed
over the last thirty years. Banks and bank money change their forms through
time. Although bank money is typically thought of demand deposits, that was
not always the case. Demand deposits developed over time and the extent of
their use as money was not understood for many decades (in the 19th cen-
tury in the U.S.). See Gorton (2012). Bank money takes many other forms,
especially historically. Examples of other forms of private money include pri-
vate bank notes, commercial paper, bankers’ acceptances, bills of exchange, and
sale and repurchase agreements (repo). Bank debt—private money—is invari-
ably short-term debt issued by certain kinds of firms. The fact that there are
other forms of bankmoneywill present some problems for theories, as discussed
below.

The second part of the definition relies on observing government actions,
taken to address an impending or realized insolvency of the banking system. The
government is reacting to a crisis that has already occurred and is causing banks
to fail. Often there was a bank run, perhaps a piecemeal run in which the bank
debt is attacked over time, an incipient run. Behind this part of the definition a
counterfactual is posed. The point is that there would have been a run had it not
been for expectations of the government actions. When there is an expectation
that the government or central bank will intervene there may be no run on the
banks (although in most cases there are runs anyway, though they may come
late in the crisis). Events are driven by expectations that the government or cen-
tral bank will act, but then it may not act in the end, or it acts late. Events then
appear chaotic. One need only look at Indonesia during the Asian Crisis to see
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an example of this.1 The financial crisismay also involve a currency crisis as well.
The result is that each crisis seems different, special, although at root it is always
about bank runs.

Because expectations are unobservable, a practical definition of a crisis—
necessary for empirical work—turns on observed bank bailouts or failures. As
the recent crisis dramatically illustrated, these events—bailouts and failures—
are the result of the crisis, but the crisis—the run—was not observed by those
outside the banking system (academics, regulators, the media, the public).
Those outside did not observe the run, but only saw the resulting bailouts and
failures. These events then are deemed to be the “crisis.” This is a mistake.
Bailouts and failures are the effects not the causes. Something caused the failures,
and this causal factor occurs rather suddenly.

For modern crises, the practical problem is that understanding crises by out-
siders relies on observed events such as firm failures or government actions, and
government statistics. This problem is manifest in defining and dating crises.
In the modern era the determination of whether an event is a crisis, and when
it starts and ends, is based on governments’ actions because these are readily
observable. Boyd, De Nicolò, and Loukoianova (2011) study the four leading
classifications and dating of modern crisis events.2 They show that for many
crises the dating of the start and end dates differ quite significantly. There is also
some disagreement on which events are crises. Further, they show that the start
dates are late.3 This is because the government actions follow the crisis which has
already begun, often in the form of a quiet run (see Gorton (2012)). The dating
of the start and the end of a crisis is largely based on contemporary accounts of
the crisis, and there is ambiguity.

The economic data available to study crises are usually scanty. Without much
data it is hard to do research. Why is collecting data so hard? First, there is the
issue of what data to collect, so there must be some prior detailed knowledge
of the world in order to know what should be collected. But, outsiders do not
know what to collect. They lack the institutional knowledge to know what to
collect. So, academics typically focus on the data that are available. Second, even
knowing what to collect, there is usually no real way to collect the data. Firms are
no help. Similar to the TennesseeWilliams play, we must rely on the kindness of

1. See, e.g., Djiwandono (2000) for an eyewitness view of the events in Indonesia. Also, see, for
example, Enoch, Baldwin, Frécaut, and Kovanen (2001).

2. These are the classifications of Demirgüç-Kunt and Detragiache (2002, 2005), Caprio and
Klingebiel (1996, 1999), Reinhart and Rogoff (2008), and Laeven and Valencia (2008). Laeven
and Valencia’s database is available at http://www.luclaeven.com/Data.htm.

3. Boyd, De Nicolò, and Loukoianova (2011) use empirical measures of adverse shocks to the
banking industry to forecast subsequent government responses. The government responds after
the shocks.

http://www.luclaeven.com/Data.htm
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(in this case) traders to provide data purely out of a civic duty. This is not a good
position for the academe to be in, but there may be no alternative.

The problem of the lack of data cannot be overemphasized. In the recent cri-
sis, many of the most central questions cannot be addressed adequately because
of a lack of data. Then the details of the causes of the crisis—the run—and the
dynamics of the crisis cannot be formally documented. Instead, research tends
to focus on the topics where there are existing data sets, and then the emphasis
and attention shifts to those topics. This then distorts our picture of the crisis.
Some topics assume enormous importance only because there is data on these
topics.Worse still the absence of evidence on other topics is sometimes taken to
be evidence of the absence of the importance of these topics, a logical fallacy. As
a result, there can be a large gap between anecdotal and eyewitness accounts and
what can be more formally documented.

It is easy to see why the empirical study of financial crises is difficult. While
crises are frequent in the sense that they occur in all market economies, still
the sample size available for econometric study is small and often the relevant
data are not available. Historical research can avoid the problem of expectations
of government or central bank intervention. I have studied the U.S. National
Banking Era, for example, for this reason. But, this presumes that the historical
evidence is really about the same type of event as the crises of the modern era. If
crises are always about bank runs, then it makes sense to study historical events.

The problem feeds on itself. Without empirical research on crises, theory is
unconstrained and will be lacking content. Without theory the notion of a cri-
sis is vague and there is no guide for empirical work. There ends up being no
anchor for research. Without addressing these issues, it is hard to make useful
policy recommendations. Despite the practical difficulties in empirically iden-
tifying crises and their associated timing, we can safely conclude that there are
events—“crises”—that are worse economic outcomes than recessions.

20.3. WHAT DO WE KNOW ABOUT FINANCIAL CRISES?

Not enough is known about financial crises. But, I would say that we do know
the following facts about financial crises.

1. Financial crises occur in all market economies.
2. Economies can experience long crisis-free periods.
3. Financial crises are sudden and always involve private money
(short-term bank debt)—the money markets in the recent crisis.

4. Crises are typically preceded by credit booms.
5. Crises occur at or near business cycle peaks, when the macroeconomy
weakens.
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6. Recoveries are prolonged following a financial crisis.
7. Financial crises are costly.

The first point is familiar to historians; market economies in different countries
have experienced bank runs throughout their histories. But, these experiences
vary internationally and over time. One important factor in determining the fre-
quency of crises is the industrial organization of the banking system, in particular
whether branching is allowed or prohibited, whether the banking system is a few
large banks ormany small banks. Also affecting the frequency of crises is the pres-
ence or absence of private bank clearinghouses or an effective central bank, and
the presence or absence of effective deposit insurance, bank examination and
regulation. Based on these factors countries are more or less likely to experience
crises. See, e.g., Calomiris and Gorton (1991).

The industrial organization of banking determines the size and structure of
the interbank market, which seems to be a critical factor in determining the
likelihood of a crisis. For example, in the U.S. in the National Banking Era the
regulations and the geographical distribution of economic activity led to “reserve
pyramiding,” where country banks would deposit their reserves (at interest) with
reserve city banks (in large cities), and then they in turn would deposit reserves
(at interest) in central reserve city banks (in still larger cities). This interme-
diation chain, and associated “fictitious reserves,” as they were called, induced
fragility.4 This was not the case in England, for example, where the Bank of Eng-
land’s powerful presence was felt. In general, the structure of interbank markets
seems very important in affecting the fragility of the system. The structure of the
interbankmarketmay also have played a critical role in the recent financial crisis.

But, and this should be stressed, the heterogeneity of countries’ crisis expe-
riences should not obscure the central point of the recurring experience of
crises. I take this to be one of the main points of Kindleberger (1978, 1993),
Reinhart and Rogoff (2009) and Cassis (2011)—crises occur over and over.
Laeven and Valencia (2012) count 147 banking crises over the period 1970–
2011. And, in particular, developed economies have crises. Reinhart and Rogoff
(2008a) note that “for the advanced economies during the full sample, the pic-
ture that emerges is one of serial banking crises.” Crises in emerging markets
have also been frequent, and have some important unique features.5 Bordo,

4. See, e.g., Mills (1908). The term also refers to the float of checks; see Lockhart (1921a, b),
Sprague (1910), and Richardson (2006). There is a theory literature on interbank markets; see,
e.g., Rochet and Tirole (1996), Allen and Gale (2000), Freixas, Parigi, and Rochet (2000), and
Dasgupta (2004). And, with respect to modern interbank markets, there is also an empirical
literature and simulations of interbank exposures; see Upper (2006).

5. For example, see Diaz-Alejandro (1985), Calvo (1995), Kaminsky and Reinhart (1999), and
Dornbusch (2001).
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Eichengreen, Klingebiel, and Martinez-Peria (2001) look at 120 years, 1880–
2000, and argue that the frequency of crises has doubled since 1973. And,
Schularick and Taylor (2009, p. 12) note that “the frequency of banking crises
in the 1945–71 period was virtually zero; but since 1971 . . . crises becamemuch
more frequent.” We do not know why this is so.

There is much work to be done to understand the cross-section and time
series heterogeneity of crisis experiences internationally and historically. In par-
ticular, it is important to understand the cases where no crisis has occurred for a
significant period of time, suggesting that some regulatory or central bank frame-
work was effective. One outstanding example of this is the period in England
following the Overend, Gurney Crisis of 1866 until 2007. The prolonged sta-
bility of the Canadian banking system is another example.6 And finally, another
example is the period in the U.S. from the advent of deposit insurance in 1934
until 2007, a period I have elsewhere called the Quiet Period. Why were there
no crises during these periods? This is an important question to answer to be
able to design regulations prevent future crises. Studying the absence of crises is as
important as studying crises.

That crises always involve runs on private bank debt is clear historically, but
perhaps less clear in the modern era. Laeven and Valencia (2008) report that 62
percent of the crises in their modern era sample had bank runs. In discussing the
counterfactual, related to the definition I gave above, I said that the other crises
would have had bank runs had not expectations and subsequent actions of the
government and the central bank not stopped the runs. This point is clearly not
obvious. But, the accounts of each crisis suggest that this is in fact the case. Here
is where eyewitness accounts and contemporary observations of crises are very
important. The dynamics of the runs are changed by the existence of a central
bank and the government, and in many cases specific policies were adopted that
prevented runs, for example, a blanket guarantee on demand deposits. See the
discussion in Gorton (2012).

Financial crises are not predictable events although because of credit booms
the buildup of fragility is observable. That credit booms often precede financial
crises is well-documented, but not well understood. Documentation is pro-
vided by Gourinchas, Valdes, and Landerretche (2001), Collyns and Senhadji
(2002), Barajas, Dell’Ariccia, and Levchenko (2007), Schularick and Taylor
(2009), Reinhart and Rogoff (2009), Borio and Drehmann (2009), Mendoza
andTerrones (2008, 2011), Claessens, Kose, andTerrones (2011), and Elekdag
andWu (2011), among others. These studies use different definitions of “credit
boom,” although the result that crises are best predicted by a “credit boom”
seems robust to the definition. Still, this is a bit troubling.

6. See Bordo, Rockoff, and Redish (1994) and Ratnovski and Huang (2009) for discussions of
Canada.
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Two issues are not really understood. First, although there is some evidence
that the credit booms are associated with house price increases, it is not clear
more generally what all the credit is being used for.What is the borrowedmoney
being spent on? Secondly, it is not clear that these credit booms are necessar-
ily evils to be avoided. Are the booms supporting productive activity? Fragility
builds-up perhaps, but it may also be the case that the credit is supporting pro-
ductive activity, at least at the start of the boom. We don’t know. See Rancière,
Tornell, and Westermann (2008) and Gorton and Ordoñez (2012). These are
questions for future research.

Financial crises do not happen at random times, but occur near the peak
of the business cycle after the credit boom. Gorton (1988) studied the U.S.
National Banking Era, 1864–1914, a period during which banking panics reg-
ularly occurred, and shows that this is the case. In that study I showed that the
arrival of news forecasting a recession resulted in a panic when the news variable
exceeded a threshold. The news arrived near business cycle peaks. In themodern
era, the results that there are links between financial crises and recessions are sim-
ilar. For example, Demirgüç-Kunt and Detragiache (1998) examine the period
1980–1994 and “find that low GDP growth, excessively high real interest rates,
and high inflation significantly increase the likelihood of systemic problems in
our sample” (p. 83). Also see, e.g., Kaminsky and Reinhart (1999).

Historically, economic downturns that involve a financial crisis are worse
than the usual downturns. Cerra and Saxena (2008) find that downturns asso-
ciated with a financial crisis result in output losses of about 7.5 percent of
GDP over the subsequent ten years. Reinhart and Rogoff (2009a, b) find
that peak-to-trough declines following a crisis average about nine percent.
Toujas-Bernaté and Joly (2011) look at 154 countries over 1970–2008 and
find long-last output losses; output is reduced by ten percent after eight years.
Reinhart and Reinhart (2010) find that GDP growth and housing prices are
significantly lower and unemployment higher in the decade following a cri-
sis compared to the decade before. Caballero, Hoshi, and Kashyap (2008)
provide empirical evidence on a channel that prolongs crises, in the case of
Japan. Also, see Kannan (2010), who looks at industry level data and finds
that industries relying more on external finance growmore slowly following the
crisis. Related to the aftermath of crises being worse, Jorda, Schularick, and
Taylor (2011) show that “more credit-intensive booms tend to be followed by
deeper recessions and slower recoveries.” But, overall the interaction between
financial crises and the business cycle is not clear. The causality is also not
clear.7

7. There is some interesting work on crises exacerbating downturns. See, for example, Bordo and
Haubrich (2009) and Ziebarth (2011).
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Crises seem very costly, but these costs are hard to measure. In particular,
it is hard to isolate costs that are due to the crisis and not due to the recession
that might have occurred even had there not been a crisis. Aside from mea-
sures of output loss (relative to trend), there are other measures, such as the net
amounts used to resolve bank failures and also fiscal costs. But, the amounts used
to bailout banking systems are usually transfers from taxpayers. These transfers
may be distortionary and hence costly, but these costs are very hard to mea-
sure. Researchers often use the size of the transfer as a proxy. Researchers have
tried to address these cost measurement issues in different ways. See, as exam-
ples, Laeven and Valencia (2010), Dell’Ariccia, Detragiache, and Rajan (2008),
Boyd, Kwak, and Smith (2005), and Hoggarth, Reis, and Saporta (2002). Other
costs, such as social, health and psychological costs have not been systematically
measured.8 See Gorton (2012) for a discussion of the costs literature.

These stylized facts provide some broad guidance for a theory of crises. To
be clear, financial crises are bank runs, though the form of the “banks” and the
“bankmoney” changes. Bank debt is vulnerable to runs, and crises are usually an
integral part of the business cycle in market economies. The facts are not con-
sistent with crises being caused by distortions from government policies, which
may be important but which cannot be the basis for a theory of crises. Govern-
ment actions to prevent crises or to save the banking system in a crisis may be
problematic, but they are responses to possible crises, effects, not causes. The
stylized facts require explaining the credit boom prior to the crisis as well as the
subsequent prolonged below average recoveries. And, it is important to explain
why economies can have long periods of quiet, perhaps due to the success of laws
and regulations.

But, as I mentioned in the Introduction, there is much we do not know about
crises. We do not know the details of how crises are triggered, or what happens
during a crisis to exacerbate or allay agents’ fears. We do not really know what
policies prevent crises. We do not knowmuch about credit booms, how they get
started, why they persist, how they end.We do not know how, or if, credit booms
are related to asset price increases.We do not know the links between crises and
business cycles.

20.3.1. Crisis Theory

Theoretically, a financial crisis is defined by two essential points. First, a crisis
is a singular event. It is a rending, a sundering, or a rupturing, of the normal
state of affairs in money markets. A financial crisis is not the worst outcome on a
continuum of bad events. There is no continuum in an important sense. There

8. Though see Furceri and Zdzienicka (2009) on the effects of crises on human capital.
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are booms and recessions, and then there are crises. A crisis is a distinct event.
Something happens to make a crisis fundamentally different from the usual eco-
nomic downturn. Second, while each crisis has important unique features, crises
have a common root cause. There is a structural feature of bank debt that makes
the debt vulnerable to runs. And the bank debt in question is not just demand
deposits. Financial crises are always about bank runs. The bank runs either occur
or would have occurred had the government or central bank not intervened or
been expected to intervene.

The first point says that a “crisis” is not simply a particularly “bad state” of
the world. A crisis is fundamentally different, a different regime. There are nor-
mal non-crisis states and there is an extraordinary crisis state. This is why Anna
Schwartz (2007) said that “a decline in asset prices of equity stocks, real estate,
commodities; depreciation of the exchange value of a national currency; finan-
cial distress of a large non-financial firm, a largemunicipality, a financial industry,
or sovereign debtors—are pseudo-financial crises” (p. 245). They may be bad
events, wealth may be destroyed or cleanup costs high, but they are not crises.
A financial crisis is a systemic event. The entire financial system is engulfed. The
failure of a large firm or problems in one sector,e.g., savings and loans or the auto
industry, are not crises in this sense.

Financial crises repeatedly occur in market economies. The second point is
that there is a reason for this. There is a root cause. Agents in the economy need
private money to transact. But, this money is vulnerable to runs. Bank runs are
crises. Financial crises are caused by bank runs.

The root of the financial crisis problem was elegantly identified by Diamond
and Dybvig (1983).9 Diamond and Dybvig studied a setting where banks must
use long-term collateral to back demand deposits. Agents need the demand
deposits because of potential shorter-term liquidity needs. The investments are
“long” in the sense that if they are liquidated early there is a very low return.
“Long” also means relative to the required frequency of agents’ transactions for
consumption or other short-term needs. The agents need demand deposits to
smooth consumption, which is uncertain as some agents may want to consume
early. An essential feature of the model is that the interest rate offered on the
demand deposits to achieve this smoothing is such that if all agents want to con-
sume early (by withdrawing from the bank), then the bank cannot satisfy these
demands. This is the critical fragility in the economy.

A very important point is that there is no way around this basic horizon prob-
lem in any market economy. People eat lunch every day, but it takes a long time
to build a factory and produce output. People need to pay for their lunch before

9. There is a large literature on theDiamond andDybvigmodel, many extensions and discussions,
but I will, for the most part, not go into this literature.



Reflections on the Financial Crisis 651

the output is realized. This timing is fundamental. Bank debt used for transac-
tions can only be backed by these long investments (which have a low return
if liquidated early). The private sector cannot produce riskless assets. These
basic factsmean that financial intermediaries will always be involved in “maturity
transformation,” a term which just restates this fact.

“Maturity transformation” is not a choice. It can’t be regulated away. It is
inherent in any economy which produces private bank money, that is, any
market economy. It is a fundamental fact. Bank money can only be backed
by longer-term investments. As we will see later, agents in the economy will
strive mightily to design bank debt to overcome this problem. But, without the
government, bank debt will always be vulnerable.

Uncertainty about consumption timing is a risk the agents want to shed using
bank debt. The problem of long-term collateral backing bank debt is a necessary
but not a sufficient condition for crises to occur. To get a crisis—a bank run,
Diamond and Dybvig introduce a source of uncertainty that is quite special. It
is the uncertainty that each individual bank depositor faces about the actions of
other deposit holders. Depositors care about the actions of other depositors if
there is a common pool of assets on which they all have pari passu claims—the
bank’s assets—but the claims are honored sequentially (so they are not in fact
pari passu). Note that the assumption of sequential service means that the pay-
out of the bank to an individual depositor depends on the actions of the other
depositors. How much a depositor gets back depends on his place in the line. In
this setting, depositors may run if they think other depositors are going to run.
Each depositor has an incentive to be first in line to withdraw at the bank if he
believes that other depositors are going to line up. Beliefs about other deposi-
tors’ beliefs must depend on something and in Diamond and Dybvig beliefs are
coordinated by an extraneous random signal, a sunspot.

The bank run, due to the beliefs coordination problem, displays the second
essential condition of the definition of a crisis, discussed above. A run in the
Diamond and Dybvig model is fundamentally different from the normal state of
affairs. There are no “small” crises in the Diamond and Dybvig model. There
are two outcomes: no crisis and crisis. The crisis is a distinct, very different,
event. This is consistent with the empirical evidence that there are distinct events
that can be called “crises” and which are clearly much worse outcomes than
recessions or Anna Schwartz’s pseudo-financial crises. Themodel lays out a con-
vincing setting and shows that the outcome can be very different than the normal
state of affairs, a run can occur—a crisis. This was the first model that displayed
the two essential points articulated above. In this sense, it provides a coherent
picture of a financial crisis.

But, as a theory of crises, the Diamond and Dybvig model is not completely
satisfactory. The very phenomenon we want to explain, why there is a loss of
confidence, is not explained—it is “sunspots.” That is, each agent believes that



652 THE CR I S I S OF 2 0 0 7 – 2 0 0 8

the other agents will run when they observe “sunspots.” While the coordination
device is called “sunspots,” this is just a name for the multiple equilibria that can
occur in the model. There is no explanation for why the economy switches from
one equilibrium to another.

The issue of belief coordination is especially troublesome. There is no expla-
nation for why a run would suddenly occur. And so, no empirical predictions
or policy implications follow. The empirical evidence shows that financial crises
are preceded by credit booms and are related to the business cycle, and that
agents are prone to run when public information arrives forecasting a recession.
The link between the preceding credit boom and the business cycle provides the
structure for belief formation.

Economists have attempted to address the issue of belief formation in the
Diamond andDybvigmodel (and other similar models). Using the global games
approach of Carlsson and van Damme (1993), if some noise and asymmet-
ric information are added to the model the multiplicity can be eliminated or
reduced. If eachdepositor privately observes a signal about the future value of the
banks’ assets, then the equilibrium can be unique if their private signals about the
banks’ assets are sufficiently accurate. In this way, the belief coordination prob-
lem can be linked to economic fundamentals. There is still a threshold effect,
so a crisis is a distinct event.10 Coordination games can generate large changes
in agents’ behavior without large changes in economic fundamentals. Agents
change their beliefs about the actions of other agents and this can have a large
effect. This is a general statement which applies to many phenomena, as long as
they can be modeled as a coordination game, where the payoff to any one agent
depends on the actions of other agents.

It is important to note that this is a purely formal fix-up to a vexing problem
arising in the Diamond and Dybvig model. It can’t be tested; no one has every
articulated the nature of the private information that bank debtholders might
realistically have learned. Kelley and Ó Gráda (2000) and Ó Gráda and White
(2003) study the details of who ran on the Emigrant Industrial Savings Bank in
1854 and 1857. It is hard to see what the nature or role of the alleged private
information.

There are still more fundamental problems. First, the issue of belief coordi-
nation only arises for some forms of bank money. Demand deposits are claims
on a common pool of assets—the bank’s portfolio of loans, the case where belief
coordination arises as a problem. Other forms of bank money can differ from
the Diamond and Dybvig model in important ways. There may be a maturity
date on the claim, even if it is a short maturity, and there may be no common

10. The important papers are Morris and Shin (2001) and Goldstein and Pauzner (2005). The
multiplicity of equilibria can be eliminated in other ways; see, e.g., Postlewaite and Vives (1987).
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pool problem. If a “depositor” does not have a claim on a common pool of bank
assets, then the actions of other depositors are irrelevant; beliefs about other
agents’ beliefs then do not matter. Or, if there is no sequential service, no lin-
ing up, then claims really are pari passu. But, financial crises are not just about
demand deposits. All forms of bankmoney are vulnerable.

Bank money is short-term debt. The critical feature of bank money is that it
retains value so that it can act as a short-term store of value or such that other
agents unquestioningly accept it in a transaction, without suspicion of private
information held by the counterparty. Bills of exchange and negotiable instru-
ments generally are bank money. This includes private bank notes, commercial
paper, bankers’ acceptances, money market funds, sale and repurchase agree-
ments, and sight drafts. In fact, the history and evolution of various forms of
bank money is rich and complicated. There are many kinds of bank money. See,
e.g., Usher (1914), DeRosa (2001), and Ferderer (2003). Longer term bank
debt that by design resembles government debt may also be included, that is,
securitizations.

Checking accounts have not always been the primary form of bank money,
and even today checks are being replaced by ATMmachines and on-line bank-
ing. See Quinn and Roberds (2008). The issue of whether all forms of bank
money are vulnerable to runs was brought to the fore by the recent crisis. The
recent financial crisis was not a case of household depositors running on banks.
It involved firms, financial and nonfinancial, foreign and domestic, running on
shadow banks in the repo and asset-backed commercial paper markets. And,
even this type of wholesale run is not new. See Quinn and Roberds (2012) and
Schnabel and Shin (2004) who study a run in the wholesale market in Amster-
dam in 1763. And, see Flandreau and Ugolini (2011) on the Overend-Gurney
Panic of 1866 in England. It seems clear that runs have occurred under a variety
of bank money forms.

One of the most important forms of bank money historically was private
bank notes. Private bank notes were issued by banks in many countries. Schuler
(1992) finds sixty cases of such free banking in history. In some cases these notes
were claims on a common pool of assets and in some cases they were not. In the
U.S. under state free banking laws banks were required to back their notes with
state bonds. In the case of a bank failure—an inability to honor requests for cash
fromnoteholders—the state bondswould be sold (by the state government) and
the note holders paid off pro rata. Note holders were paid off pro rata, so there
was no common pool problem. Yet, there was a run on banks (banknotes and
deposits) during the Panic of 1857.

The recent financial crisis centered on sale and repurchase agreements
(repo).11 In a sale and repurchase agreement (a repo) one party lends/deposits

11. See Gorton (2010) and Gorton andMetrick (2012).



654 THE CR I S I S OF 2 0 0 7 – 2 0 0 8

money typically overnight at interest and this depositor receives a specific bond
as collateral from the bank borrower. The lender/depositor must return the col-
lateral at the maturity of the repo contract. There is no common pool of assets
upon which the “depositor” has a claim.12 If the borrower/bank fails, then the
lender/depositor can unilaterally terminate the contract and sell the collateral.
Of course, a depositor need not renew the loan, and will not if there are concerns
about the joint event of (1) the solvency of the bank and (2) the value of the
collateral.

Repo and free banknotes are two examples of bank money where there is no
common pool problem. Demand deposits and asset-backed commercial paper
are examples where there is a common pool problem; these forms of bank debt
are backed by a common portfolio of assets. We observe runs on both forms
of bank money, suggesting that the common pool problem is not the inherent
vulnerability.

Another special feature of the Diamond and Dybvig model is the fact that
agents do not actually meet and trade, so there are no prices in the model.13

In the model, terms are set on the bank contracts initially and there are no sub-
sequent prices because there is no subsequent trading among agents. In reality
there are two complications. First, with many forms of bank money, includ-
ing demand deposits and private banknotes, agents directly transact. One agent
meets and, for example, writes a check to another agent in exchange for goods.
Second, other forms of bank money have maturities; agents do not have the
contractual right to withdraw any time.

In the Diamond andDybvig model, once the agents have deposited money in
the bank, there are no later transactions between depositing agents in the model.
Some agents, perhaps all agents, go to the bank to withdraw prior to the real-
ization of the investment payoffs. But, they do not transact directly with each
other at some price, the price of goods in terms of the bank money. So, there are
no prices in the model at the date when agents form beliefs about the actions of
other agents.

But, in reality, agents do meet and trade goods or services for bank money.
Before the U.S. Civil War when agents transacted they used private bank notes,
the liabilities of banks denominated as money (i.e., one dollar bills, five dollar
bills, etc.). An agent would go to the store and offer to buy goods with these
notes. But, these notes did not trade at par. There was an exchange rate between
the notes and gold. That is, there was a price. And prices contain information. It
could be that one agent writes a check to another agent, for example. In this case,
the relative price of the bank money in terms of goods plays a role, as in other

12. Although see Martin, Skie, and von Thadden (2010).

13. Jacklin (1987) discusses some of the trading restrictions in the Diamond and Dybvig model.
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markets. With demand deposits the price is usually par, except in a crisis when
checks were discounted.

There are two cases. First, suppose there is a common pool problem. What is
the effect of prices? Atkeson (2001) raises this point. In this case of the coordi-
nation problem, it is not clear that the multiplicity of equilibria disappears when
prices are introduced. Economists have tried to address this issue and in related
settings have found that the multiple equilibria remain in the presence of prices.
See, e.g., Angeletos and Werning (2006) and Hellwig, Mukherji, and Tsyvinski
(2006). We would like to have a detailed theory of how beliefs are formed. This
is an ongoing area of research.

The second case occurs when there is no common pool problem. There is
no common pool problem in repo, for example. In a repo transaction there is a
depositor who lends money and a bank borrower. The depositor receives inter-
est on the loan, which is usually overnight. And the borrower delivers collateral
to the depositor, whichmust be returnedwhen the transactionmatures.The col-
lateral is sometimes “haircut,” which means that the depositor lends less money
than the market value of the collateral provided. For example, $90 million is lent
and the collateral is worth $100 million at market prices. In repo, haircuts and
interest rates depend on the identity of the counterparty if the collateral is pri-
vate bonds. Even in an over-the-counter market, at any moment, agents in the
market (eventually) know these prices. These prices are formed somehow and
are related to agents’ beliefs.

Another issue concerns how a crisis ends. If agents run on banks because they
believe other agents will run, or because fundamentals have deteriorated, how
does the crisis end? It is clearest to think of this before there is a central bank, say
during the National Banking Era in the U.S. The run starts—for some reason,
time passes, and then agents no longer want to run. Somehow agents’ anxiety is
assuaged, their beliefs are revised. But, we don’t know how this happens.14 If the
government or the central bank takes actions, then agentsmay revise their beliefs
about whatever it was that caused them to run to start with. The details of what
this means and how it happens are unclear. Before the Federal Reserve System
was in existence, this puzzle is clearer. A run would start, usually in New York
City, and banks would suspend convertibility.What happened during the period
of suspension that allowed bank to resume convertibility? A model which can
explain how a “loss of confidence” occurs needs also to explain how confidence
is recovered. Clearly, a model with multiple equilibria as the “explanation” for a
crisis has difficulties here.15

14. We know that the clearinghouses acted during crises, but we do not know how agents’ beliefs
were revised in response. We just know that eventually suspension of convertibility was lifted.

15. That is, a “reverse” sunspot just compounds the problem of a lack of an explanation.
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The Diamond and Dybvig setting is compelling. Private agents cannot pro-
duce debt that is invulnerable to runs.Only long-term private assets are available
to back bank debt, which is needed to facilitate shorter-term transactions that
some agents need to make to smooth consumption. But, the bank debt is vul-
nerable. And a crisis in Diamond and Dybvig is a distinct event. Building on
Diamond andDybvig requires a model in which a state of the world occurs caus-
ing everyone to run.16 Clearly, there is much work to be done. Incorporating
credit booms into a crisis theory, explaining why there is an association between
crises and prolonged recoveries, and explaining how a crisis ends, are all open
questions.

20.3.2. Bank Debt

Let’s take a step back and ask a general question: why is bank debt used for
transactions? Agents could issue their own money. Or firms could issue money.
In principle, the “money” could be equity or debt, or indeed, any security.
Many such securities are traded in markets that are often described as “liq-
uid.” So, a basic question is why bank debt is used as money. Why banks?
And why debt?

These questions are related to the notion of “liquidity,” a term that is used in
different ways in the economics literature. A central contribution of Diamond
and Dybvig is their notion of “liquidity” as consumption smoothing. But, there
is another notion of liquidity, a quite natural one first articulated by Keynes and
similar to traders’ intuitive notions. Keynes wrote that an asset is liquid if its value
is “more certainly realizable at short notice without loss” (Keynes (1930, p. 67)).

Looking back to the Free Banking Era in the U.S. before the Civil War, one
can get a sense of this notion of liquidity. Bank notes traded at discounts from
par when the transaction was taking place at any distance from the issuing bank.
The discount was uncertain and was determined in informal banknote markets
where note brokers made markets and traded. The prices in these markets were
reported in newspapers called “banknote reporters” that listed the discounts
from par at particular locations. In Philadelphia for example, the banknote
reporter would list the discounts on hundreds of notes. For example, a mer-
chant arriving in Philadelphia from Savannah might be carrying the banknotes
of a New Orleans bank. New Orleans is a quite a distance from Philadelphia
and, depending on the year in which the transaction is taking place, it might

16. There are other models of runs, as well. Diamond and Rajan (2001) show a model of bank
fragility that is different than Diamond and Dybvig. It connects the asset side of banks to the lia-
bility side more specifically, showing that a kind of fragility is required, and displays a collective
action problem. Another interesting example is Rochet and Vives (2004).
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have taken a week to ten days to get from Philadelphia to NewOrleans. The dis-
count on the note reflected this distance. Discounts were higher for more distant
banks. In studying this market I showed that the discounts were not chaotic but
rational.17 But still transacting with banknotes was a problem because the dis-
count had to be determined in a market and recorded by the banknote reporter.
Then the banknote reporter had to be consulted, arguments ensued, and the less
informed party with weak bargaining power was possibly cheated. The pre-Civil
War era is replete with constant complaints about bank notes.

Checks became more prevalent starting in the 1850s and by the 1890s were
the dominant form of bankmoney in the U.S. The transition from bank notes to
checks is a very important example of the change in the form of bank money.
Demand deposits led to the system of “clearing,” the process by which bank
checks were returned to the bank where the depositor had an account. In
the clearing process this bank would then honor the claim. With many banks,
clearing in one location—the clearinghouse—netting of the claims could be
accomplished.

It is important to understand that checks didn’t exist then (or now) as a
widespread form ofmoneywithout private bank clearinghouses. Clearinghouses
are inherent in demand deposits; they were part of the process which allowed
checks to be efficient. Since checksmust be “cleared” banks face enormous coun-
terparty risk. In the clearing process, a bankmay have a large positive net position
with another bank. If that bank fails, then it could be disaster. Checks imply clear-
ing, and clearing implies large counterparty exposures on a daily basis.This is the
basis for clearinghouse to assume amonitoring and information production role.
It makes no sense to think of checks without also thinking of clearinghouses.

Clearing internalized the note market. It allowed banks to monitor each other
and created incentives to do so. The process of clearing in private bank clearing-
houses meant that bank could enforce a price of par on in-state checks.18 This
was accomplished by clearinghouse rules and regulations.

The information environment was fundamentally altered by the role of the
clearinghouse.19 As a result, checks were more liquid than bank notes. With
checks the problems of transacting were eased. Of course, the person’s identity
had to be checked, so transactions still took some time. But, the clearing-
house created liquidity and checks came to dominate private bank notes. The
“liquidity” of checks was greater than that of bank notes.

17. See Gorton (1996, 1999).

18. Young (1910, p. 608)writes that the organization could expel weak banks, enabling “the clear-
ing house as a body to exercise such supervision of any weak bank as to amount to a virtual taking
over of its management till it is again in sound condition.”

19. See Cannon (1910), Gorton (1984, 1985), Timberlake (1984), Gorton and Mullineaux
(1987), Richardson (2006), and Moen and Tallman (2010).



658 THE CR I S I S OF 2 0 0 7 – 2 0 0 8

To stress the point, there can be nomodel of demanddeposits without includ-
ing clearinghouses. The clearinghouses ensured that checks traded at par. There
were no discounts, as with banknotes. Note that this is important when agents
meet and trade, suggesting that such trades should be included in a model.

Gorton and Pennacchi (1993) argue that banks exist to create trading secu-
rities that allow for transactions to be “more certainly realizable at short notice
without loss,” that is to trade a par without suspicions of counterparties or the
backing assets of the checks. In particular, a holder of the security need not fear
a loss of value to better informed parties when there is a transaction because
the security is riskless. There can be no losses to better informed parties. But,
Gorton and Pennacchi, like Diamond and Dybvig, did not explain why debt is
the security banks issue for transactions. See Holmström (2008).

In Diamond and Dybvig the bank exists to smooth consumption, and in
Gorton and Pennacchi the bank exists to produce a trading security that can be
used without fear of loss to better informed traders. But, there remains the ques-
tion of why these securities are debt. Existing theories of debt are not concerned
with trading. They explain the existence of debt in settings focused on control-
ling the corporation, getting repaid when investing in a firm. The setting there is
one in which the corporation has private information and the firm’s output is not
observable or not verifiable. There is no trade beyond the initial investment.

Holmström (2011) andDang, Gorton, andHolmström (2012) provide a the-
ory of debt as trading securities. They argue that debt is the optimal security for
trading because it minimizes the incentive for a counterparty to produce private
information about the payoff on the trading security. Adverse selection when
transacting can then be avoided (most of the time). Riskless securities cannot
be produced by the private sector. But, if agents can only produce information
at a cost, then liquid securities are those which reduce the benefits of producing
such information. Roughly speaking, debt minimizes the incentive to produce
information because it has a bounded upside and that bound can be set as tight
as possible by providing the debt holder with the maximum amount in the case
of bankruptcy (the 45 degree line in case default occurs).

The debt is “information-insensitive” in two senses. It is immune to the coun-
terparty producing private information inmost states of the world, thus avoiding
adverse selection. And, secondly, it retains the most value in the face of pub-
lic information. But, such debt can sometimes become “information-sensitive.”
Dang, Gorton, and Holmström show that in the case of public bad news, it
can be the case that a counterparty in a transaction finds it optimal to pro-
duce private information in which case the debt holder must accept adverse
selection or trade at a price that is below the conditional expected value of the
debt. These are instances of a crisis. A crisis displays the regime switch feature
that I discussed above. There is a switch from information-insensitive debt to
information-sensitive debt which then causes a collapse of trade.
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Gorton and Ordoñez (2011) embed this idea of information-insensitive debt
in a dynamic macroeconomic setting and show that a credit boom can occur
when agents find that information-insensitive debt is optimal. Over time more
andmore borrowing occurs because agents “forget” which collateral is high qual-
ity. Agents act as if most collateral is the average value, relatively high quality,
and make loans on this basis. As the boom proceeds, a “small” shock can cause
a switch to information-sensitive debt. A shock which would have no effect early
on has a large effect when the boom has been ongoing for some time. The crisis
is a sudden regime switch.

This is in contrast to models which display amplification or persistence—
important effects to be sure, but which cannot display a crisis in the sense of
a sudden regime switch. For example, in the model of Kiyotaki and Moore
(1997) a shock is magnified via a feedback effect on the value of collateral. But,
every shock, big or small, causes some feedback. There is a continuum of out-
comes for a range of shocks, and so, in this setting, a crisis must be a large
shock. Similarly, in Bernanke and Gertler (1989) a shock, any shock, creates
persistence through reducing the net worth of firms resulting in lower borrow-
ing and lower output. But, every shock results in this effect.20 My point is that
these models cannot produce crises except via a “large” shock. Since the large
shock is exogenous, this is not a theory of crises.21 On the contrary, Dang,
Gorton, and Holmström show that fragility is endogenous, via the creation of
debt that is information-insensitive. Gorton and Ordoñez (2011) show how
a credit boom can endogenously create fragility; a large shock is not required
for a crisis.

A woman cannot be a little bit pregnant or a person a little bit dead. There
is a crisis or there is not a crisis. This is an important point from Diamond
and Dybvig. In Dang, Gorton, and Holmström the crisis occurs when privately-
produced money endogenously becomes subject to adverse selection and loses
its liquidity. Collateral that is information-insensitive is very hard information.
And is the basis of private bankmoney. The crisis occurs when the collateral is no
longer above suspicion, so to speak. The switch from information-insensitive to
information-sensitive is the loss of “confidence” and corresponds to the regime
switch. Holmström (2011) draws a number of other important implications
from these ideas.

This model of debt and associated crisis is very different from the “frictions”
incorporated into macro models.22 Simply put, these models do not generate

20. Also see Bernanke, Gertler, and Gilchrist (1999).

21. And, to be clear, the authors of these papers never claimed that their models were such crisis
theories. Others have made this claim since the financial crisis.

22. See Bunnermeier, Eisenbach, and Sannikov (2012) for a survey of macro frictions.
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crises. Kiyotaki andMoore (1997) and Bernanke andGertler (1989) are now—
since the crisis—cited, ex post, as examples of the attention paid to financial
frictions inmacroeconomics. But, thesemodels were not part of the formalmod-
eling approach used in policy circles.Models addressing issues of the persistence
of temporary shocks and the amplification of shocks are important. But, they
cannot display crises. A macro model that can display a financial crisis is a dis-
tinct undertaking from a model which displays persistence of temporary shocks,
real effects shocks to net worth, or from other financial frictions. As emphasized
above, a crisis is a singular event, not the result of a large shock.

The notion of “frictions” arises when the benchmark model, the neoclassi-
cal growth model and complete markets cannot replicate important features of
reality. In order to induce this model to replicate various features of reality one
then adds “frictions.” There is a great deal of discretion here in modeling. The
researcher chooses from a smorgasbord of “frictions” to add in order to obtain
the desired “result.” The problem really is that the benchmark model misses the
fact that private money is inherent in market economies. This was first noted
a long time ago, for example, by Martin Shubik (1975), but the current crisis
strongly suggests that this approach has reached a dead end.

That bank debt is vulnerable to runs in market economies is a fact, like
demand curves sloping downward. It is not a “friction” in that sense, but a
fundamental feature of market economies. Once again, it is clear that there is
much research to do. There are a number of (to me, anyway) exciting directions
that are developing in macroeconomics. Examples include Brunnermeier and
Sannikov (2010), He and Krishnamurthy (2012), and Maggiori (2012). These
models incorporate financial sectors and do not focus on steady states. That is,
they donot focus on linearized systemdynamics around the steady state. So, they
can display crisis-like behavior. On the other hand, while they incorporate finan-
cial sectors, the crisis is a big shock. The dynamics are triggered by a large shock
which reduces the capital of banks, causing them to have to sell assets.While this
may be viewed as a reduced form for a bank run, it is not, in fact, a run. Also see
Boissay, Collard, and Smets (2012).

20.3.3. Final Thoughts

President Obama’s chief of staff Rahm Emanuel observed during the crisis that:
“You never want a serious crisis to go to waste,” meaning that it is an oppor-
tunity to address long overdue problems in a major way. This is good advice
for economists as well. The crisis revives old issues and raises new issues. The
human toll from the crisis means that this is quite an urgent task. In order to
address these issues documenting what happened during the recent financial
crisis is critical to our understanding and remains the first task.
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The recent crisis emphasizes a number of points. These are worth repeat-
ing. First, the recent crisis was a bank run, in the money markets. Secondly, the
recent crisis emphasizes that a financial crisis is a distinct, regime switch-type,
event. It was clearly different, worse, larger, than usual recessions. Thirdly, it
showed (again) that crises recur in market economies. Fourthly, the crisis also
showed that bank money without the common pool problem is vulnerable to
runs. Fifth, it poses the question of why crises do not occur during certain peri-
ods. What regulation was successful? Sixth, the fact that basic institutions in the
economy—banks, bankmoney—could transform largely without notice, means
that our measurement systems are suspect. These are important lessons.

The first two points are the core of the concept of a crisis, while the third point
emphasizes the fundamental nature of crises inmarket economies.The theory of
crises needs to address the fourth point because, as an empiricalmatter, all forms
of bank money are vulnerable. We know little about why there are long periods
of quiet, about what bank regulations are effective or whether it was just good
luck that produced these periods. Finally, producing measurement systems that
keep up with change are paramount.

I have emphasized that empirical documentation of the crisis is critical, and
that it is difficult for outsiders who did not see the crisis to know what to doc-
ument. Finding data is hard, but crucial. Theory cannot be built on newspaper
stories.
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