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The four parts of this book examine a variety of issues. Among them are 
establishing the strength of links between credit supply dynamics and the 
real economy and determining if they are responsible for fragile economic 
growth recovery. We also assess the impacts of financial regulation uncer-
tainty, regulator excesses and bank risk-taking channels in South Africa. 
We use simple scatterplot analysis cross-correlation to examine the lead-
lag relationship and then apply advanced econometric analysis to show 
linkages that could not be shown using simple basic statistical techniques.

Unconventional Monetary Policies Since the onset of the US subprime 
crisis, which translated into global financial crisis and recession followed 
by serious economic uncertainties, the South African economy has expe-
rienced a fragile recovery. To deal with domestically weak economic 
growth recoveries in the USA, UK and the Eurozone, monetary policy-
makers embarked on quantitative easing, which injected liquidity using 
various instruments. It is undeniable that prevailing low interest rates in 
these economies led to capital flows into emerging markets, including in 
South Africa. Thus increased demand for assets in these economies may 
lead to high asset prices and a reversal of capital flows through disposing 
of these assets may lower their prices.

Preface
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Recent Policy Changes Currently, as policymakers are implementing pru-
dential polices, we give new insights into what policymakers infer from 
the role of existing macro-prudential tools which were implemented by 
financial institutions themselves for the residential sector on economic 
activity. These macro-prudential policies coincide with different mon-
etary policy phases; hence we give new insights into the extent of the 
interaction between macro-prudential policies and monetary policy and 
show that prudential policies also spill over into price stability and infla-
tion expectation. In addition, inflationary pressures and expected infla-
tion rates may lead to undesirablly tight prudential tools. We fill these 
gaps by showing the strength of spill over linkage.

 Part I: Global Liquidity, Capital Flows, Asset 
Prices and Credit Dynamics in South Africa

Subsequent to the 2007 global financial crisis, key central banks in 
advanced economies embarked on conventional and unconventional 
accommodative monetary policies. The policy rates were lowered to very 
low levels and bank balance sheet expanded considerably. While large 
amounts of global liquidity may be desirable, there are mixed views on 
the extent to which South Africa (SA) has benefited from abundant 
global liquidity during this period of low interest, made possible through 
increased capital inflows which impact the real economy. Amidst this 
expectation, the debate is captured via the views of the “initiator countries 
vs the recipient countries”. First, the tapering of asset purchases can be 
interpreted as an indication that the US economy is recovering, and this 
can be seen as good news for the South African economy to the extent 
that, with positive growth impulses from the USA, global growth and 
demand benefit South African exporters. The thesis is that an improve-
ment in world output (global demand) will lead to increased demand 
for South African exports. Thus, spill-over to foreign economies could 
occur via exports growth amongst other key channels of transmission. 
While income effects encompassed within the trade channel and tend to 
dominate the development, this is not the only channel that fully reflects 
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the spill-over effects of foreign demand. The exchange rate appreciation 
linked to G3 central bank liquidity injection could lead to undesirable 
outcomes.

Global liquidity can operate via different channels, hence we investi-
gate its effects through assessing different aspects. Is there any evidence 
of the inverse transmission of global liquidity shocks into the domestic 
economy? We apply counterfactual analysis to see what would happen 
to selected variables in the absence of G3 liquidity. Are there any dif-
ferential effects on gross domestic product (GDP) growth between US 
and European Central Bank (ECB) liquidity? We extend the analysis and 
quantify the undesirable effects of capital flow uncertainty by providing 
a systematic analysis of how large capital inflows, capital inflow reversals 
and net portfolio flow volatility affect economic performance, and show 
there exists an understated sectoral reallocations transmission channel. To 
give further insights, we perform a counterfactual analysis to assess how 
economic growth, changes in the Real Effective Exchange Rate (REER) 
and growth in credit extension would have evolved in the absence of 
the contributions of capital flows. While credit market indicators may 
exhibit divergences, to overcome this and enable proper indication of 
prevailing conditions, we construct a credit conditions index (CCI) for 
South Africa. This matters as we examine the extent to which tighter 
credit conditions impact real economic activity. We use the constructed 
CCI to examine the extent to which the massive policy rate reduction 
since 2009 impacted credit conditions. Are the repo rate contributions 
during the recession similar to those in other periods when the repo rate 
was lower before the tightening phase in 2007? Given that equity markets 
are impacted by capital flows dynamics, we identify episodes of real stock 
price busts and the associated economic costs, the behavior of selected 
macroeconomic variables and the possible existence of financial imbal-
ances prior, during and after episodes of costly booms, especially before 
the unwinding of unconventional policy measures and the imminent 
normalization of monetary policy settings. We demonstrate how eco-
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nomic growth would have likely evolved in the absence of stock returns 
and volatility as well as their propagation.

 Part II: Credit Supply Dynamics and Economy

The second part of the book focuses on credit supply dynamics and 
real economic activity. Theory suggests that credit and GDP growth are 
linked. As shown in Fig. 1, neither credit nor GDP levels have returned 
to pre-recession trends and have remained fairly subdued. Some quarters 
use this to explain the fact that the economy has been plagued by two 
negative gaps in the credit markets and the real economy.

The close movement between GDP and credit could indicate that 
credit supply dynamics matter for the real economy such that the adverse 
credit supply shock may be responsible for weak economic growth recov-
ery and elevated credit interest rate spreads. Certain chapters in Part II of 
the book disentangle the adverse credit supply shock effects from those 
of tighter monetary policy and adverse credit demand shocks. It is only 
the demand and supply side effect of credit that matters, so it is possible 
that regulatory changes which require banks to hold liquid government 
securities play a big role. In this context, we determine the relation-
ship between government credit supply contributions to growth in (i) 

Fig. 1 Credit and GDP trends pre- and post-global financial crisis and reces-
sion (Source: South African Reserve Bank and authors’ calculations)
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GDP and (ii) gross fixed capital formation and bond yields and credit 
risk. Apart from influencing GDP growth, we show policymakers that 
credit market frictions introduce nonlinear effects with implications for 
the direction and magnitudes of the repo rate adjustment and inflation 
dynamics, paths and magnitudes of the policy rate adjustments in any 
way towards the primary mandate of curbing inflationary pressures. We 
establish thresholds and show that nonlinearities in credit market dynam-
ics are relevant for monetary policy and financial stability, and that this 
an under-researched area. The nonlinearities may reveal if negative credit 
shocks lead to larger declines in output under a low credit regime rela-
tive to the high credit regime. In addition, the nonlinearities may reveal 
whether positive economic growth shocks lead to higher credit growth in 
a lower credit relative to the higher credit regime.

 Part III: Financial Regulatory Uncertainty  
and Bank Risk-Taking

The third part of the book focuses on financial regulation uncertainty, 
regulators excesses and interest rate spreads and the bank risk-taking 
channel. In Fig. 2 the capital adequacy ratio (CAR) has exceeded the 
minimum required ratio over the long horizons. The liquidity asset hold-
ings of banks have exceeded the minimum required levels since 2009.

In addition to regulatory amounts or quantities, the National Credit Act 
(NCA) was passed into legislation in 2005 and implemented in June 2007. 
Empirically, little is known about this macro-prudential tool’s effectiveness 
and how it interacts with monetary policy. So to what extent did the NCA, 
holding excess Capital Adequacy Ratio (CAR) and Liquid Asset Holdings 
(LAH), impact credit dynamics? In view of the costs involved, did these 
excesses induce any frictions in credit markets by raising lending spreads? 
How do the effects of these excesses differ from those associated with the 
NCA and Basel III shocks? We also show that the NCA does propagate the 
effects of monetary policy on credit and output, which may be indicative 
of an economic case for these tools to be coordinated. Regulatory uncer-
tainty may also be a significant player which impacts the interdependence 
between growth in credit and lending spreads before and after the financial 
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crisis in August 2007, inflation and the repo rate shocks. We apply the 
financial regulatory policy uncertainty as constructed by Nodari (2015) to 
show the extent that regulatory uncertainty could be responsible for ane-
mic macroeconomic performance

Part IV: Macro-prudential Tools  
and Monetary Policy

Little is known about the effects of macro-prudential tools in South 
Africa, and Part IV of the book focuses on the effects of selected tools. The 
macro-prudential policies for residential mortgage lending tools include 
the repayment-to-income (RTI) ratio shock and unexpected tightening 
in loan-to-value (LTV) ratio. Credit provisions tend to move together 
with the repo rate; however, this has changed since 2010. This change in 
the relationship may have unintended policy consequences (Fig. 3).

We rely on the literature on the interaction of monetary and financial 
policy, which argues that some features of the housing market explain dif-
ferences in the transmission of monetary policy and can amplify swings 
in the real economy and can be sources of financial instability. The inter-
action of macro-prudential policies for residential mortgage lending and 
monetary policy can induce macroeconomic fluctuations, particularly if 

Fig. 2 Capital adequacy ratio and the holding of liquid assets (Source: South 
African Reserve Bank and authors’ calculations)
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they move in the same direction as other shocks that amplify or dampen 
collateral constraints. Based on this we reveal what the data tell us about 
the nature of the interaction between LTVs and the repo rate since 2001 
as well show the extent to which tight (loose) LTVs reinforce (neutralize) 
the contractionary (accommodative) monetary policy stance. Does LTV 
and inflation move in the same direction in most periods? If so, does high 
inflation expectation pose risks to financial stability via the LTV channel? 
In addition, we identify when LTV tightening shocks uplift and drag 
down inflation outcomes and expectations. The role of inflation in influ-
encing LTV and RTI standards has been not clearly articulated in policy 
circles and its spill-over effects into financial stability issues. Hence, we 
show policymakers whether evidence indicates that price stability ben-
efits or not from an LTV and RTI tightening shock.

Fig. 3 Credit loss provisions as a percentage of total loans and advances and 
the repo rate (Note: The variables are expressed in percentages; Source: 
South African Reserve Bank and authors’ calculations)
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The United States mortgages subprime crisis is acknowledged as the start 
of what became the global financial crisis in 2007. This period was fol-
lowed by global recession and the Euro Area sovereign debt crisis. South 
Africa went into a brief but sharp recession in 2009. The subsequent 
period was characterized by elevated economic uncertainties and fragile 
recovery. In response to the financial crisis, central banks in advanced 
economies lowered key policy rates to almost zero percent and embarked 
on various unconventional monetary policy interventions, injecting 
liquidity in global financial markets. The central assumption underly-
ing this approach by central banks was not solely to normalize the func-
tioning of interbank markets but to improve global output and demand 
conditions. The transmission of quantitive easing (QE) was supposed to 
stimulate economic growth, investment and expenditure, primarily by 
encouraging risk-taking by firms and households via the so called “real 
risk-taking (Casterns, 2015).”

The policy interventions addressing the fundamental sources of 
the financial crisis attended to what most commentators attributed as 
the weak link—the financial regulatory and supervisory environment. The  
global financial crisis demonstrated clearly to policymakers and finan-
cial regulators that the mandates of price and financial stability are not 
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 mutually exclusive. Subsequently, policymakers have rigorously reviewed 
and tightened financial regulation and supervision. In addition, micro- 
and macro-prudential policy tools have returned to the core of the inter-
action between price and financial stability. To put it another way, the 
interaction between monetary and financial stability policies across the 
financial (credit) and business cycles has become a pertinent policy issue.

This book uses a combination of statistical tools and advanced econo-
metric analysis to show linkages between various measures of global 
liquidity conditions, capital flows, financial regulation and selected 
macro-prudential tools with real economic activity. These analytical tools 
assist in the empirical and related policy implications.

The first part of the book explores the role of excess global liquidity and 
various aspects of capital flows and asset prices in real economic activity. 
It is an undeniable fact that low interest rates and the liquidity injections 
by advanced economies led to capital inflow surges into emerging markets 
(EMs), including South Africa. We establish that, in the main, the effects of 
large-scale global liquidity injections on the South African economy were 
mostly transmitted via the exchange, bond market and equity prices chan-
nels. Using various approaches, the results converge and confirm that global 
liquidity and capital flow shocks following the financial crisis were inversely 
transmitted into the South African economy, mainly via the financial chan-
nel. The exchange rate made much of the adjustments and worsened the 
domestic competitiveness. This inverse adjustment to the international 
financial shock resulted in the slowdown in gross domestic product (GDP) 
growth via the effects of global liquidity and capital flows on the apprecia-
tion of the real effective exchange rate (REER) and the trade balance rela-
tive to the current account. Furthermore, the results confirm the potency of 
US Fed balance sheet and US dollar liquidity changes on the South African 
economy. The impact of the US Fed balance sheet policy intervention on 
SA variables surpasses that of the ECB balance sheet. This happens despite 
the fact that the Euro Area is the country’s major trading partner.

Of significance to policy is the adjustment of the REER via the trade 
balance that calls for a serious consideration of the drivers of growth. The 
adjustments of the REER imply that a policy strategy to pursue invest-
ment-led growth versus exports-led growth should be seriously considered. 
There is a need to fully appreciate and understand the role of the balance 

2 Bank Credit Extension and Real Economic Activity in South Africa



sheet channel. The results suggest that the balance sheet channel is a drag 
on investment following depreciation. Implied in this finding is a serious 
reassessment of exchange rate policy. Real exchange rate depreciations lead 
to a significant slowdown in investment via the balance sheet channel and 
in most cases it dominates the exports competitiveness channel.

Within the financial channel, the inverse transmission of global liquid-
ity was also evident in the extraordinary increase in domestic equity 
prices. This book dedicates a chapter to this matter, assessing whether 
the domestic equity markets are in a boom phase and what the potential 
costs of a bust would mean. We establish that that not all equity price 
booms are similar and that their ensuing busts need not necessarily result 
in costly economic downturns.

Furthermore, we show that net portfolio volatility, sudden stop and 
surge episodes shocks are sources of macroeconomic fluctuation and 
amplify negative shocks. Net portfolio flow volatility shock has large 
adverse effects on GDP growth. We then put forward the hypothesis 
that the adverse effects are not confined to output deterioration; there 
are other transmission channels linked to shifts in the sectoral alloca-
tion of investment. We do in fact find that net portfolio flow volatility 
shock significantly reduces the gross value added by the manufacturing, 
agriculture and construction sectors. Private sector employment and, 
in particular, the financial and construction sectors are more responsive 
to surge shocks. On the other hand, mining and manufacturing sector 
employment shares decline in response to a capital flow surge.

These reactions seem to be partly related to the responses of the REER. It 
is possible that appreciation in the REER due to the capital flow surge 
results in the loss of competitiveness. Furthermore, an increase in access 
to foreign capital tends to lead to reallocations out of sectors that produce 
tradable goods into sectors that produce non-tradable goods. The policy 
implication is that the major recipient and sector that gains the most dur-
ing episodes of capital flow surges is the financial sector, followed by the 
construction sector. The financial and construction sector growth dispro-
portionately benefits from high collateral projects which are in turn very 
low productivity projects. This pattern of sectorial shifts can be detri-
mental to aggregate productivity growth and may have adverse effects on 
real growth (Benigno, 2015). In light of the empirical evidence gathered 
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in these chapters, we conclude that policymakers in South Africa have to 
seriously engage on the exchange rate policy that will serve the growth 
objectives set out in the country’s National Development Plan.

Furthermore, the evidence fails to establish a significantly strong link 
between global liquidity, the associated surge in capital flows, exchange 
rate appreciation and credit growth in South Africa. The evidence sug-
gests that the REER lags credit by about twelve quarters. This therefore 
means that even though capital flow shocks resulted in appreciation in 
the REER this does not necessarily impact credit growth. This implies 
that global liquidity and capital flow surges have little impact on domes-
tic credit growth. It is corroborated by the findings that capital inflows 
shock post-2009 did not stimulate economic credit growth. Similarly, 
the credit conditions index has been neutral during this period and 
annual credit growth has averaged 7 percent, which is well below the 
estimated credit threshold of 9.5 percent. This credit threshold can play 
an important role as a complementary indicator to the credit gaps to 
calibrate a countercyclical capital buffer for regulatory purposes.

Collectively, the evidence in part two of the book shows that credit con-
ditions are largely determined by domestic factors. We fail to find a strong 
direct link between capital flows to domestic credit growth and house 
prices. South Africa is therefore different in this relative to most emerging 
markets that have experienced a feedback loop between capital flows into 
the banking sector and overheating credit markets. But we know that this 
evidence is completely silent vis-à-vis the role of credit demand and supply 
factors and what they mean for policy. Since demand and supply shocks 
often occur at the same time, they need to be correctly identified to better 
inform policymakers. Economic fundamentals suggest that aggregate sup-
ply moves output and prices in different directions. Meanwhile, aggregate 
demand shock moves output and prices in the same direction.

We therefore disaggregate demand and supply of credit factors and 
assess their impact on lending rate spreads and the macroeconomy. We 
establish that credit supply shock raises lending spreads. Shocks to loan 
spreads exert negative effects on credit and economic growth. This means 
that monetary policy affects the price of credit as lending spreads decline. 
Loosened policy settings for a prolonged period can help to alleviate the 
adverse effects of the loan supply shock and spreads.
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Nonetheless, our evidence establishes that monetary policy is not the 
only policy intervention that can deal with adverse credit supply shock 
and compress spreads. Improved economic growth can compresses loan 
spreads, support GDP and credit growth. Furthermore, for financial sta-
bility purposes we also establish that if lending spreads capture risk taking 
by banks, the fact that spreads tend to fall when the policy rate tight-
ens augers well for the impact of policy aimed at reducing risk behavior. 
Similarly, we find that all bank funding risk measures respond negatively 
to tightening in monetary policy. This suggests that monetary policy is not 
neutral from a financial stability perspective. Therefore, monetary policy 
is a potential tool that can alleviate the burden on macro- prudential tools 
should such a need arise.

Lending rate spreads increased at the same time that the policy rate 
declined to historic lows. This implies a disconnect between monetary 
policy and lending rate spreads. The effects of accommodative mone-
tary policy were not passed through to the real economy. We therefore 
estimated threshold levels of loan spreads above which they exert nega-
tive effects on economic growth. The estimates show that the thresh-
olds occur at levels lower than 7.5 percent. The policy implication is that 
while monetary policy can lower the policy rate to mitigate the adverse 
effects of loan spreads there is a need for supplementary tools which may 
also lower spreads. This is particularly important, as excessive levels of 
lending spreads can weaken the desired effects of monetary policy easing 
and are detrimental to financial stability.

The evidence brings us to a conclusion that the estimated threshold 
levels for spreads can be used as a guide to assessing the harmful effects 
of certain levels of spreads to credit supply and economic growth. At 
the same time, the evidence established a strong feedback loop between 
macroeconomic performance and bank lending risk. Growth mat-
ters for the lending or asset side of the bank risk-taking channel. The 
thresholds for lending spreads can help the design of mechanisms to 
address the stickiness of spreads. In addition, such thresholds for lend-
ing spreads can serve as guides of spread levels that support monetary 
policy and serve financial stability well. However, policy interventions 
should not lose sight of maintaining the profitability of the banking 
system.
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Currently, policymakers are operationalizing the financial stability 
mandate and implementing a range of prudential policies. Lessons learned 
from the global financial crisis showed that, in part, prolonged periods 
of low interest rates and expansionary monetary policy affect bank risk- 
taking behavior. However, most of the tools in the prudential toolkit are 
largely untested. Section three of the book introduces a comprehensive 
coverage of active macro-prudential tools in South Africa. Because these 
tools operate in the same space as monetary policy, it is possible that they 
interact, propagate or neutralize the effects of monetary policy on credit 
and output. This can lead to sub-optimal policy outcomes. Hence, based 
on the findings, we infer policy implications on whether there is a case for 
coordination of policies or not.

The book dedicates a number of chapters to providing empirical evi-
dence on the bank risk-taking channel and the interaction of selected 
bank regulatory tools, macro-prudential tools and monetary policy in 
South Africa. We quantify and demonstrate the extent to which a con-
tractionary policy stance affects the bank risk-taking channel and the 
implications for macroeconomic performance. In addition, we show that 
prudential policies spill-over into the price stability mandate and affect 
inflation expectations. Elevated inflationary pressures and expected infla-
tion may lead to undesirable tightening in prudential tools.

First, we establish a credit growth threshold which can be used as a 
complementary indicator to the credit gaps that are proposed to be used 
to calibrate a countercyclical capital buffer for regulatory purposes. The 
Basel Committee on Banking Supervision (2010b) uses the Hodrick–
Prescott (HP) filter to set a threshold level. However, there are a number 
of drawbacks associated with this approach. It is for this reason that we 
estimate the threshold for credit growth and contribute to efforts that use 
different approaches and quantitative techniques in this area.

The modified Balke (2000) threshold technique establishes a thresh-
old value of around 9.5 percent for credit growth. The credit gap based 
on the threshold converges with the information we receive from the 
credit conditions index (CCI). The credit gap based on the threshold 
and the CCI suggests that credit conditions are neutral and are not as 
tight as suggested by, for example, the credit gap based on the HP filter. 
The empirical analysis based on this credit growth threshold shows that 
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inflation is bad for economic growth, irrespective of credit regimes. It 
indicates the negative effects of inflation are not constrained by credit 
regimes. Meaning that even in low credit regimes, high inflation exerts 
disproportionately negative effects on growth. This supports the asser-
tions that credit shocks are important drivers of inflation in high credit 
regimes. Inflation shocks explain higher fluctuations in economic growth 
in the higher credit regime. Between periods of high credit and GDP 
growth regimes, additional accommodative monetary policy simply adds 
to inflationary pressures.

When inflation is very low in a high GDP growth regime, credit mar-
ket frictions are non-binding. This is because in a low inflationary envi-
ronment, credit rationing might not emerge at all and the negative link 
between inflation and capital accumulation disappears. However, this does 
not mean that there are no risks that can emerge in low inflation environ-
ments. The recent global financial crisis demonstrated that periods of robust 
growth and well-contained inflation can mask significantly large financial 
excesses and imbalances, undermining financial instability. Hence, there is 
a role for regulatory, supervisory and macro-prudential policies.

For the interaction of monetary policy with regulatory tools and 
macro-prudential tools we find that contractionary monetary policy rein-
forces the bank risks. If lending spreads capture risk taking by banks, 
raising the policy rate reduces risk taking and this may lessen the burden 
on the use of macro-prudential tools. Therefore, monetary policy is not 
neutral from a financial stability perspective.

The Basel III regulatory framework introduced the liquidity coverage 
ratio (LCR) and the net stable funding ratio (NSFR). Under these regula-
tions banks are required to hold sufficient liquid assets to accommodate 
the withdrawal of deposits at different horizons. Evidence in the book 
shows that the regulatory reforms imposed costs on banks and exerted 
adverse effects on bank credit supply and the pricing of loans. Banks’ 
excess liquid asset holdings and capital adequacy ratio reinforce each 
other and exert negative effects on credit and GDP growth. Furthermore, 
credit loss provisions have a procyclical relationship with credit growth 
and real economic activity.

We consider three macro-prudential tools aimed at the household sec-
tor and aspects of housing. We find that the National Credit Act, loan- 
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to- value (LTV) ratios and the repayment-to-income (RTI) ratio reinforce 
the effects of the repo rate. But a positive repo rate shock leads to bigger 
contractions in output and credit aggregates than the LTV tightening 
shock. In addition, although these prudential tools are designed mainly 
for financial stability purposes we find that they have beneficial spill-overs 
to price stability. Banks tighten LTVs and RTIs in response to an unex-
pected positive current inflation expectations shock.

For policy, the evidence we have gathered from regulatory and macro- 
prudential tools implies that efforts to gradually integrate financial sta-
bility into monetary policy decisions should be accompanied by the 
recognition of the potential “trade-offs” in instruments. There is a greater 
need for coordination as this will assist in achieving the desired effects on 
their own targets.

1.1  The Role of Global Liquidity, Capital 
Flows, Assets Prices and Credit Dynamics 
in South Africa

The first part of the book deals with global liquidity, capital flows and 
the domestic economy. Subsequent to the 2007 global financial crisis, 
key central banks in advanced economies embarked on conventional and 
unconventional accommodative monetary policies. These show policy 
rates and bank balance sheets moving in same direction in Fig. 1.1a, b.

There are mixed views on the extent to which South Africa has ben-
efited from abundant global liquidity during this period of low inter-
est, possible through capital inflows which impact the real economy. The 
debate about the unintended consequences of unconventional accommo-
dative monetary policies is captured via the views of the “initiator coun-
tries vs the recipient countries.” The unconventional monetary policy as 
depicted by expanding balance sheets in Fig. 1.1 was supposed to support 
the global economic recovery and spill-over to the South African econ-
omy. This is premised on the foreign repercussion process which suggests 
that economies are interdependent. Therefore, economies’ outputs are 
positively related and incomes are altered when autonomous spending 
in one country changes (that is, from YF0 to YF1), as shown in Fig. 1.2.

8 Bank Credit Extension and Real Economic Activity in South Africa



The rise in foreign income should lead to increased imports from 
South African, leading to income increases from YSA0 to YSA1. That is, 
a boom in the foreign economy is transmitted into South Africa and will 
then feedback into the originating country via trade channels, raising 
both economies’ incomes.

Fig. 1.1 Advanced economies’ central bank balance sheet and policy rates 
(Source: IMF IFS database)

Foreign income

D
YF2
YD

YF1

YF0

YSA0 YSA1 South Africa income

Fig. 1.2 The depiction of foreign repercussions effects (Source: Adapted 
from Appleyard et al. (2008) and authors’ drawing)
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We find evidence of the inverse transmission of global liquidity shocks 
into the domestic economy. The exchange rate appreciation-linked 
G3 central bank liquidity injections lead to undesirable outcomes. For 
instance, the responses of the current account (exports less imports) and 
GDP growth to a capital flows shock in Fig. 1.3 show that capital flows 
contributions to the trade balance and economic growth tend to be nega-
tive. This evidence indicates that capital flows make the domestic econ-
omy be more outward orientated, as imports rise more than both exports 
and growth in output.

The fact is that imports tend to rise more than both GDP and exports 
because the REER makes the bulk of the adjustment and appreciates. 
These findings present evidence that contributes to providing facts that 
can help in shaping the thinking about possible policy interventions to 
address these imbalances.

1.2  Asset Price Booms and Costly Asset Busts

The transmission of excess global liquidity and capital flows resulted in a 
massive increase in domestic equity prices shown in Fig. 1.4. We address 
a topical policy issue of identifying equity price booms and costly equity 
busts.

Firstly, we define stock price busts as periods when the four-quarter 
moving average of the annual growth rate of stock prices falls below a 
threshold of −15 percent set by Borgy et al. (2009), below −20 percent 
set by Bordo and Jeanne (2002) and when the Christiano–Fitzgerald 
band-pass filter falls below zero by more than one standard deviation. 
Fig. 1.5 shows that methodologies point to the same bust episodes that 
occurred in 1974–1975, 1983, 1992 and 2008.

For policy what matters most are the costs associated with asset price 
busts. Because of this we explored what happens during the identified 
bust episodes. How severe are the economic costs? For this analysis we 
define a costly asset price boom as a boom that is followed by a widen-
ing of the output gap of at least 3 percentage points .within three years 
following the end of the boom. The identified economic costs associated 
with identified bust episodes are shown in Fig. 1.6.
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Indeed, the evidence points to economic costs during stock bust epi-
sodes. However, does it mean that all booms result in severe economic 
costs, hence the concerns of policymakers?

In Table 1.1 we show that the average stock price busts are estimated to 
last nearly seven quarters. The mean real stock price growth declined by 
between 14 and 38 percent and the mean decline in output below its trend 
output was the most severe at 1.6 percent for the 2008Q2–2010Q2 period.

Fig. 1.4 The Johannesburg Stock Exchange (JSE) All Share price index 
(Source: South African Reserve Bank)

Fig. 1.5 Comparison of stock busts identified by two methods (Note: The 
light shaded portions refer to those busts identified by the band-pass filter 
approach. Source: Authors’ calculations)
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1.3  Changing Relationships Between GDP 
and Capital Flows

We contribute to the South African discussions on capital flows by intro-
ducing the classification of capital flow episodes shock according to (1) the 
sudden stops that occur when foreign capital inflows suddenly slow or stop, 
(2) surges which happen when foreign capital inflows increase rapidly, (3) 

Fig. 1.6 Identified periods of stock price booms and associated output losses 
(Source: Authors’ calculations)

Table 1.1 Estimated stock prices busts and the output gap

Period
Duration in 
quarters

Mean GDP
gap (%)

Mean real stock price 
changes (%)

1974Q3–1977Q3 13 −0.33 −22.01
1981Q1–1983Q1 9 −0.79 −22.84
1987Q3–1989Q1 7 2.11 −19.53
1990Q3–1991Q3 5 −1.07 −14.08
1998Q2–1999Q2 5 −1.90 −16.45
2002Q3–2003Q3 6 −0.55 −14.12
2008Q3–2010Q2 10 −1.60 −37.03

Note: The cumulative widening in the output gap is measured as the 
accumulated deviation from a one-sided Hodrick–Prescott filter, while a 
smoothness parameter of 1600 for the duration of the bust is used to identify 
costly stock price booms over the period

Source: Authors’ calculations
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retrenchment which occurs when domestic investors liquidate their foreign 
investments and (iv) capital flight, which occurs when domestic investors 
send large amounts of capital abroad (Forbes and Warnock 2011).

First, we establish that net capital flows and GDP growth in SA have 
varied over different policy regimes in Fig. 1.7. The relationship between 
net capital flows and economic growth was steeper prior to 2000 relative 
to post-2000. This relationship is very flat in Fig. 1.7b, suggesting capital 
flows did not really raise GDP growth after 20007Q3. However, based 
on Forbes and Warnock (2011) we investigate the relevance and costs of 
capital flow episodes on credit dynamics.

We explored the significance of economic costs exerted by surges, sud-
den stops and capital flight and retrenchments. Furthermore, global risk 
appetite affects and drives capital flow dynamics. We assessed the effects 
of global risk on capital flows, episodes of capital flow surges, sudden 
stops, capital flight and retrenchments, the exchange rate, GDP and 
credit growth. In Fig. 1.8 we find that sudden stops contributed to a pro-
nounced economic growth contraction, more so than other categories, 
around 1999, 2001, 2009 and slightly in 2011.

Capital flight coincides with periods of calm and uplifted economic 
growth during the 2003–2007 and 2009Q4–2011Q2 but was a drag on 
economic growth for most of the period thereafter. Capital flow surges 
display a similar pattern of contributions.

Fig. 1.7 Relationship between GDP and net capital flows relationship over 
time (Source: Authors’ calculations)
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We extend the analysis and quantify the undesirable effects of capital 
flow uncertainty. We provide a systematic analysis of how large capital 
inflows, capital inflow reversals and net portfolio flow volatility affect 
economic performance and sectorial reallocations. In Fig. 1.9 we find 
that when GDP growth rises, the REER appreciates significantly and 
partly results in a decline in inflation. But the capital flow surges shock is 
also transmitted via sector employment shifts. Private sector employment 
and, in particular, the financial and construction sectors are more respon-
sive to surge shocks. The employment shares in finance and construction 
increase in response to capital inflow surge shocks.

The mining and manufacturing sectors’ employment shares decline 
in response to the capital flows surge. This response seems to be partly 
related to the responses of the REER. It is possible that the appreciation 
in the REER due to the capital flow surge results in the loss of competi-
tiveness. Benigno et al. (2015) also establish that capital inflow increases 
tend to lead to reallocations out of sectors that produce tradable goods 
into sectors that produce non-tradable goods. Cecchetti and Kharroubi 
(2015) show that during periods of high capital flow episodes the finan-
cial sector growth disproportionately benefits from high collateral proj-
ects which are in turn very low productivity projects. In addition, under 

Fig. 1.8 Contributions of capital flow episodes to economic growth (Note: 
The light shaded areas denote QE1, QE2 and QE3, respectively. Source: 
Authors’ calculations)
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certain conditions a fast-growing financial sector is detrimental to aggre-
gate productivity growth and industries that compete for resources with 
the financial sector are adversely affected by financial booms.

1.4  The Relationship Between Capital Flows 
and Domestic Credit Growth

Bruno and Shin (2013) refer to a popular narrative suggesting that low 
interest rates in advanced economies act as a driver of cross-border capital 
flows and result in excessive credit growth and inflation in the recipient 
economies. In light of evidence showing a strong feedback loop between 
capital flows into the banking sector and overheating credit markets that 
affects most emerging markets, we examine whether this is the case for 
South Africa. First, we explore the domestic interaction between credit 
extension and REER in Fig. 1.10.

The literature shows that capital inflows initially lead to currency appre-
ciation and a boost to domestic demand as the relative prices of durable 
and capital goods falls. The improved external financing conditions are 
then followed by easy access to credit. In the presence of excessive risk 
taking and lending appetites this can feed into rapid credit growth and 
systemic risk. Kara (2013) shows that for Turkey the REER is a leading 

Fig. 1.10 The credit and real effective exchange rate cycles (Note: These are 
standardized HP filter gaps in percent deviation)
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indicator for credit growth. This is in contrast to the relationship in Fig. 
1.10, where the REER significantly lags credit growth by almost three 
years (12 quarters). Therefore, even though the REER and credit gaps are 
highly correlated, this happens with a significantly long lag. This evidence 
indirectly suggests that global liquidity and capital flow surges have little 
impact on domestic credit growth.

In addition, in Fig. 1.11 we find that capital flows lead to credit growth 
but the magnitudes of these results suggest that credit is not highly 
responsive to capital flows. The counterfactual analysis between actual 
and counterfactual in credit shows that capital flow shocks play a very 
small and limited role in credit extension.

This means that other domestic factors played a much more significant 
role in stimulating growth in credit. If that is the case, how have credit 
conditions evolved during the period of massive liquidity  injections? 
For this analysis we construct a CCI for South Africa. The CCI allows 
us to examine the extent to which tighter credit conditions impact real 
economic activity. In addition, we use the CCI to examine the extent 
to which the massive policy rate reduction since 2009 impacted credit 
conditions.

Based on the constructed CCI in Fig. 1.12 credit conditions were 
tighter prior to 2004 and 2008–2010. Thereafter, credit conditions have 
more or less fluctuated around the zero level, suggesting neutral condi-
tions with a loose bias.

We establish that the CCI and coincident business cycle indicator 
move in opposite directions. This relationship is consistent with theoreti-
cal assertions that looser credit conditions tend to be associated with the 
period of the expansionary business cycle phase, whereas tighter credit 
conditions tend to correspond to contractionary or subdued business 
cycle phases. There is co-movement between the CCI and the Ernst & 
Young Bureau for Economic Research (EY/BER) lending standards for 
retail and investment banks. We establish a positive relationship between 
the credit conditions index and the EY/BER lending standards.

Furthermore, in Fig. 1.13 the repo rate contributed to looser credit con-
ditions, suggesting that the prolonged period of easier monetary policy 
helped in loosening credit conditions. Although the CCI and the credit 
gaps are important indicators of credit conditions and are  informative 
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Fig. 1.12 The credit conditions index (Source: Authors’ calculations)

Fig. 1.13 Actual and counterfactual credit conditions index and repo rate 
contributions (Source: Authors’ calculations)

to policymakers, they are unable to show whether it is credit demand or 
supply factors that require policy interventions. As a result, the separa-
tion of supply and demand factors is important and reveals whether an 
adverse credit demand or supply shock is the problem. The separation 
is relevant to the policy discussions as it enables policymakers to design 
appropriate intervention tools in dealing with credit market dynamics.

At the same time that the policy rate declined and made positive con-
tributions to credit, lending rate margins increased. In Fig. 1.14 is evi-
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dent that the lending margins did not respond to the decline in the policy 
rate, as they stayed constant at elevated levels. The increase in spreads 
coincided with a steep deceleration in credit growth. Therefore, the slow-
ing credit extension was accompanied by a rise in loan spreads at the 
same time that the policy rate was reduced to historic low levels, which is 
consistent with the predictions of a credit supply shock.

So it is evident in Fig. 1.14 that a decline in the quantity of credit 
was accompanied by an increase in lending margins. This suggests that 
there is evidence pointing to the dominance of a supply shock impacting 
developments in the quantity of loans. We assessed the impact of credit 
supply shocks on credit growth, GDP growth and capital formation. Fig. 
1.15 shows that sluggish growth in credit and weak growth in gross capi-
tal formation is largely due to the depressing contributions of the credit 
supply shocks.

The evidence therefore indicates that policymakers had an impact on 
the price of credit by lowering the repo rate. However, growth in credit 
volumes remained depressed due to an adverse credit supply shock. This 
suggests the quantity component was not stimulated enough and that 
additional policy measures were needed to stimulate the credit quantities 
and to complement the policy effects on the price of credit. Elevated levels 
of loan spreads are among the factors. We determine the threshold levels of 
loan spreads that are less harmful to economic growth and credit growth.

Fig. 1.14 The repo rate, margins and credit growth (Note: The shaded por-
tion shows the period when the repo rate started to decline until the recent 
policy tightening phase. Source: SARB and authors’ calculations)
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1.5  How Strong Is the Link Between Credit 
Supply Dynamics and the Real Economy?

We have presented evidence that credit supply shocks matter and their 
adverse effects were reinforced by elevated interest rate spreads. What 
is also evident is that GDP and credit growth have not recovered and 
remain below trend. Fig. 1.16 shows that the domestic economy has been 
weighed down by two negative gaps in the credit markets and the real 
economy.

The concurrence and widening of the two gaps is of concern to poli-
cymakers, especially in light of the evidence shown in Fig. 1.17. Credit 
and GDP growth are positively related and the cross-correlation relation-
ship suggests that the association is much stronger when GDP growth 
leads credit growth. This means that robust and sustainable credit growth 
requires strong GDP growth. A high credit regime on its own does not 
lead to a prolonged credit growth.

But the trends in Fig. 1.16 assume linearity and yet the period follow-
ing the global financial crisis is characterized by unconventional policy 
interventions and zero (even negative) policy rates, which represent non-
linearity. As a result, we establish credit growth thresholds and assess the 
nonlinearities they introduce and their relevance for monetary policy 

Fig. 1.16 Credit and GDP trends pre- and post-global financial crisis and 
recession
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and financial stability. We establish a threshold of 9.5 percent for credit 
growth as shown in Fig. 1.18.

First, for financial stability considerations the estimated credit gap 
based on the credit threshold is not as negative and wide as other mea-
sures estimate. The credit gap suggests that credit conditions are neutral. 
The information conveyed by the credit gap corroborates this for the CCI 
in Fig. 1.12. Within the context of the interaction of price and finan-
cial stability it seems that the credit growth threshold complemented by 
the CCI can serve as one of the benchmarks to assess the build-up of 
potential threats to both policy objectives. It can assist within the finan-
cial regulatory framework as one of the reference points to activate tools 
aimed at restricting credit-driven demand pressures and overheating in 
credit markets.

For monetary policy considerations, we find that the credit growth 
threshold introduces nonlinearities within the credit growth regimes. 
In the higher credit growth regime, a rise in inflation lowers economic 
growth and a positive credit growth shock raises inflation for a longer 
period. The repo rate increases steeply and persists at elevated levels in 
response to persistent inflationary pressures. In addition, we find that 
inflation is bad for economic growth, irrespective of credit regimes. High 

Fig. 1.18 Credit growth, credit gap and the estimated threshold (Source: 
Authors’ calculations)
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inflation exerts disproportionately negative effects on growth. The find-
ings provide evidence that policymakers should distinguish between 
credit regimes. High credit growth regimes imply a more aggressive pol-
icy stance relative to low credit regimes.

1.6  Financial Regulation, Bank Risk Channels, 
Credit Supply Shocks 
and the Macroeconomy

Regulators embarked on extensive regulatory reforms after the financial 
crisis. The regulatory reforms are also motivated by restoring the appro-
priate and prudent levels of credit growth to limit future episodes of 
costly credit and asset price booms and busts. Part three of the book deals 
with a variety of aspects associated with the changing financial regulatory 
landscape. First, we explore whether elevated financial regulation policy 
uncertainty (FRPU) explained part of the widening in lending rate mar-
gins, credit risk and the sluggish recovery in credit growth in South Africa.

We examine the impact of the FRPU because the uncertainty sur-
rounding these reforms can result in adverse economic effects.1 In addi-
tion, FRPU shocks are similar to demand shocks and exert depressing 
effects on output and other macroeconomic variables. However, similar 
to other measures of uncertainty, FRPU cannot be directly observed but 
must be deduced from others (Bloom et al. 2013).

For empirical analysis we focus on (1) financial regulatory policy 
uncertainty and (2) own changes in lending spreads, which may be due 
to changes in risk aversion or risk bearing, risk repricing, changes that 
arise from within banking products themselves and other bank or credit 
market specific factors. The own factors are captured by how much own 
movements in lending rate margins contribute to the evolution of spreads, 
based on the historical decompositions approach. In Fig. 1.19 we find 
that the actual margins exceed the counterfactual margins, suggesting 

1 We approximate financial regulatory policy uncertainty in South Africa by using the index con-
structed in Nodari (2014). It is an appropriate benchmark because financial regulation measures 
tend to be coordinated across the globe and there are spill-overs of such regulatory changes.

26 Bank Credit Extension and Real Economic Activity in South Africa



Fi
g

. 1
.1

9 
Th

e 
ro

le
s 

o
f 

th
e 

FR
PU

 a
n

d
 o

w
n

 m
ar

g
in

s 
in

 t
h

e 
ev

o
lu

ti
o

n
 o

f 
sp

re
ad

s 
(N

o
te

: T
h

e 
lig

h
t 

sh
ad

ed
 p

o
rt

s 
d

en
o

te
 

th
e 

re
ce

ss
io

n
 in

 2
00

9.
 S

o
u

rc
e:

 A
u

th
o

rs
’ c

al
cu

la
ti

o
n

s)

1 Introduction 27



that the FRPU contributed to a higher level of interest rate margins. In 
the absence of the FRPU, lending rate margins would have been lower.

The own movements in the lending rate margins indicate the possible 
role of the effects of the repricing of risk and products consistent with 
the realignment of banks’ internal strategies, as postulated by Walentin 
(2014). A comparison of the contributions of the FRPU and own factors 
to the widening of the lending rate margins shows that the FRPU contri-
butions exceeded the own contributions for the installment sale lending 
rate margins in Fig. 1.19e, in contrast to the contributions of own factors 
in Fig. 1.19h for other loans lending rate margins. This suggests that own 
movements played a bigger role in the structural level shift in the other 
loans lending rate margin.

The financial regulatory reforms and the explicit mandates of finan-
cial stability for central banks have implications for the interaction of 
financial regulation, macro-prudential tools and monetary policy. Studies 
show that monetary policy is a poor tool to deal with excess leverage, 
bank risk taking, or the apparent deviations of asset prices from funda-
mentals. Furthermore, the policy rate is a blunt tool. A higher policy rate 
does reduce some excessively high asset prices, but it comes at a cost of a 
larger output gap (IMF 2013). In addition, the literature shows that there 
is no single tool that influences all financial behavior and stability consis-
tently, so a variety of tools is used. In the banking sector, tools range from 
countercyclical capital buffers, dynamic provisioning, reserve require-
ments and levies on short-term borrowing. Whereas, for the household 
sector, loan-to-value (LTV) caps for mortgage loans and debt-to-income 
(DTI) limits or lending standards are employed.

We dedicate a number of chapters in part three of the book to analyz-
ing the interaction of active bank regulatory and macro-prudential tools 
with monetary policy. We start with identifying the bank risk-taking 
channel in South Africa. The risk-taking channel occurs when expan-
sionary monetary policy lasts for extended periods, therefore impacting 
risk perceptions, attitudes and incentives of banks to take on more risk 
in their portfolios. The channels of transmission involved are no longer 
just the increase in the volume of loans but also an increase in the risk 
aspect of lending aligned with the deterioration in the quality of portfo-
lios (Angeloni et al. 2013).
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We tested for the existence of the bank risk-taking channel in South 
Africa by considering both sides of the banks’ balance sheets. We exam-
ined the responses of funding risk, bank risk and lending risk to a con-
tractionary monetary policy shock. In addition, we assessed whether 
contractionary monetary policy reinforces these bank risks. We find 
 evidence of the bank risk-taking channel of monetary policy through the 
funding risk channel. Furthermore, the evidence confirms that a rise in 
funding and bank risk lowers output significantly. In Fig. 1.20 we show 
that the contributions of the repo rate and the combined bank risks on 
GDP growth have reinforced each other during and post-recession in 
2009.

Furthermore, the relationship between lending rate spreads and the 
repo rate in Fig. 1.21 suggests that monetary policy has a bearing on bank 
risk attitudes and risk taking. A negative relationship between the repo 
rate and lending rate margins suggests that when the policy rate tightens 
the spreads should fall.

Fig. 1.20 Combined bank risk versus repo rate contributions to GDP growth 
(Note: The recession in 2009Q1–Q3 is lightly shaded. The header of each 
graph show the measure of funding risk used in calculation of combined risk 
measure. The four graphs show that four different risk measures were used. 
Source: Authors’ calculations)
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If lending spreads capture risk taking by banks, this means raising rates 
reduces risk taking and this may lessen the burden on the use of macro- 
prudential tools. Therefore, monetary policy is not neutral from a finan-
cial stability perspective. Although monetary policy is not exactly the 
right tool for the task of financial stability, it can be used to dampen risk 
taking when necessary.

The Basel III regulatory framework introduced the liquidity cover-
age ratio (LCR) and the net stable funding ratio (NSFR). Under these 
 regulations, banks are required to hold sufficient liquid assets to accom-
modate the withdrawal of deposits at different horizons. These regula-
tions also interact with previously existing regulations such as Capital 
Adequacy Ratios (CAR).

It is an undisputable fact in Fig. 1.22 that CAR has exceeded the 
minimum required ratio over the long horizons. The liquid asset hold-
ings (LAH) of banks exceeded the minimum required levels since 
2009. Furthermore, these regulations interact with previously existing 
 regulations such as the National Credit Act (NCA) which was passed into 
legislation in 2005 and implemented in June 2007. Hence, we assess the 
macroeconomic impact of the excess holdings of CAR and LAH. How 
do the effects of these excesses differ from those associated with the NCA 
and the Basel III shocks?

We find in Fig. 1.23a that the biggest contraction in growth in credit is 
due to the NCA shock followed by the Basel III shock. Excess CAR shock 
has a bigger effect and the excess LAH shock has the least effect. These 
effects probably attest to the fact that these regulatory tools are directed at 
different aspects of the banks’ balance sheets. In contrast, the effects due 
to the NCA and LAH shocks are felt fairly quickly, within one month.

Fig. 1.23c shows that credit takes the longest time to recover following 
an NCA shock at 27 months. This is followed by the Basel III shock at 
22 months. Growth in credit takes nearly the same amount of time (one 
and half years) to recover following excess LAH and excess CAR shocks. 
It is surprising that the Basel III shock had pronounced effects before its 
full implementation. Furthermore, the NCA does propagate the effects 
of monetary policy on credit and output, suggesting an economic case for 
these tools to be coordinated.
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Even though such liquidity requirements are meant to reduce the 
likelihood of bank runs and financial crises, they come at a cost and 
may exert adverse effects on bank credit supply and the pricing of 
loans. In view of the costs involved, did excesses induce any frictions 
in credit markets by raising lending spreads? The financial reforms 
require banks to hold liquid government securities. To assess for the 
impact of these regulatory changes we determine whether there is a 
strong link in the evolution of credit supply shocks and government 
bond yields. We assess two relationships, between (1) credit supply 
shock contributions to GDP growth and sovereign bond yields and 
(2) credit supply shock contributions to gross capital formation and 
sovereign bond yields.

We find in Fig. 1.24b that government bond yields had a positive 
relationship with credit supply shock contributions to GDP before 
the financial crisis in 2007Q2. The relationship became negative in 
2007Q3–2008Q4, as in Fig. 1.24c. The large negative effects during the 
recession in 2009Q1 to the 2014Q2 period in Fig. 1.24d suggest a wors-
ened relationship then.

High sovereign bond yields are likely to have an impact on credit sup-
ply conditions as they reflect increased risk of funding for governments. 
This happens when banks include large amounts of government bonds 
on their balance sheets. The results suggest that this may be the case in 
South Africa and that sovereign risk partly influenced bank credit supply 
via the bank lending channel.

Furthermore, in Fig. 1.25 we show that government bond yields 
impacted the credit supply contributions to gross fixed capital forma-
tion. We find an increased negative relationship after the recession in 
2009Q1 until 2014Q2. This suggests that high bond yields reduced 
the contribution of credit supply shocks to growth in fixed capital 
formation.

We conclude that credit supply shocks are an important factor in the 
evolution of credit supply dynamics. High government bond yields pos-
sibly had an impact on credit supply conditions. It is possible that they 
increased risk and funding costs.
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1.7  Does a Tit for Tat Exchange Exist 
Between NCA and Monetary Policy 
Shocks?

Earlier we stated that the NCA does propagate the effects of monetary 
policy on credit and output, suggesting an economic case for these tools 
to be coordinated. We dedicated a chapter to assess for the robustness of 
these results. Despite the NCA having been implemented for some time 
now, empirically, little is known about this macro-prudential tool’s effec-
tiveness and how it interacts with monetary policy. We therefore assess 
the macroeconomic performance of the interaction of the NCA and the 
repo rate. We find in Fig. 1.26 that the policy rate and the NCA propa-
gate each other. Following the crisis and recession, both policies had a 
constraining effect and dragged down the growth in credit.

1.8  Credit Loss Provisions as a Macro- 
prudential Tool

Credit loss provisions are part of the macro-prudential toolkit. We 
assessed whether the weak growth in credit can be linked to credit loss 
provisions as macro-prudential tool. How have provisions been a driver 
of business cycle fluctuations in South Africa? Furthermore, how do tight 
provisions for credit losses impact monetary policy? Are there nonlinear 
effects? To contextualize these questions, we show credit loss provisions 
and the repo rate in Fig. 1.27. The trends show that these policy tools are 
moving in different directions.

We found that credit loss provisions play an important role in influ-
encing business cycle fluctuations. There is a procyclical relationship 
between provisions, credit growth and real economic activity. An unex-
pected increase in provisions significantly lowers credit growth, retail 
sales and manufacturing production growth in Fig. 1.28.

Banks decrease provisions when the economic outlook is positive, leading 
to growth in credit. A similar pattern of inverse relationships and responses 
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is found when using the provisions threshold to distinguish between high 
and low provisions regimes. The results imply that banks take up more 
risk during upswings and make less provisions. In contrast, banks increase 
provisions during growth downswings. Historical  decompositions confirm 
that this backward-looking approach to provisions amplifies fluctuations in 
credit growth, retail sales and manufacturing production.

Fig. 1.28 Credit provision contributions to real economic activity (Source: 
Authors’ calculations)

Fig. 1.27 Credit loss provisions as a percentage of total loans and advances 
and the repo rate (Note: The variables are expressed in percent. Source: 
South African Reserve Bank and authors’ calculations)
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1.9  Loan-to-Value Ratios, the Contractionary 
Monetary Policy Stance and Inflation 
Expectations

The last two chapters of the book take their cue from the ongoing inter-
national debates encouraging researchers to gather empirical data on 
macro-prudential tools. We assess what the data tells us about the nature 
of the interaction between macro-prudential tools for housing and mon-
etary policy since 2001. First we assess the extent to which tight (loose) 
LTVs reinforce (neutralize) the contractionary (accommodative) mone-
tary policy stance. Does the transmission of the LTV shock occur through 
the same channels that are impacted by a tight (accommodative) mon-
etary policy shock? Price stability is the primary mandate of the monetary 
policy authorities. Therefore, we ask whether there is a  spill- over impact 
of a macro-prudential tool such as the LTV tightening shock on inflation 
and inflation expectations.

Fig. 1.29 shows the repo rate, LTVs and headline inflation. Between 
2011 and 2013 the tightening in LTVs was accompanied by a historically 
low policy rate. This is in stark contrast to the massive loosening in LTVs 
prior to 2007, which coincided with the repo rate tightening.

Furthermore, inflation moved in the same direction as LTVs before 
2011 but after 2011 the decline in LTVs was not accompanied by a simi-
lar declining trend in the inflation rate. Inflation expectations impact 
economic activity and inflation outcomes. In Fig. 1.30a, b, the plot 
between LTVs and the BER, all current inflation expectations show that 
when LTVs lead current inflation expectations, the latter tends to rise 
for a prolonged period. Meaning that periods of loose LTVs tend to be 
associated with inflationary episodes. On the other hand, when current 
inflation expectations lead the LTVs, the latter is tightened. The implica-
tion is that banks associate periods of heightened inflationary pressures 
with tight policy, hence they tighten LTVs.

The evidence indicates that the repo rate and LTV tightening shock 
effects reinforce each other. In addition, the transmission of the LTV 
shock occurs through the same channels as those that are impacted by 
tight monetary policy shock. But a positive repo rate shock leads to big-
ger contractions in output and credit aggregates than the LTV tightening 
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shock. For policy, this implies that efforts to gradually integrate financial 
stability into monetary policy decisions should be accompanied by the 
recognition of the potential “trade-offs” in instruments. This will assist in 
achieving the desired effects on their own targets.

Furthermore, in Fig. 1.31 we find that inflation expectation shocks lead 
to LTV tightening. To bring the discussion of the macro-prudential tools 
closer to price stability, we went further, asking: Does a positive infla-
tion expectations shock impact LTVs? We establish that indeed LTVs do 
decline significantly in response to an unexpected positive current infla-
tion expectations shock. The deterioration in the inflation outlook leads 
to the LTV tightening. In this response, LTVs assist in weakening credit- 
driven inflationary pressures and can help monetary policy to maintain 
price stability via its impact on inflation.

1.10  Repayment-to-Income and Loan-to-Value 
Ratios Shocks on the Housing Market

The last chapter looks at repayment-to-income (RTI) as a macro- 
prudential tool for housing. Income is a major determinant of housing 
consumption and the RTI as a prudential tool is targeted at risks associ-

Fig. 1.29 Repo rate, LTV ratio and headline inflation (Note: The grey high-
lighted area in all the graphs shows the period of the National Credit Act and 
the National Credit Act Amendments. Source: South African Reserve Bank 
and authors’ calculations)
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ated with the debt repayment channel. But the RTI does not operate in 
isolation. It is an outcome of the interactions with the NCA, repo rate 
and LTVs. We therefore assess the extent to which the RTI and LTV 
shocks impact the economy, inflation and repo rate dynamics. Are LTV 
tightening shocks and the unexpected reduction in the RTI shocks com-
plementary or supplementary tools? In Fig. 1.32 the RTI and LTVs tend 
to move with the repo rate.

The evidence in Fig. 1.33 shows that the RTI and LTV move together, 
but not perfectly—there has been divergence after 2011. The signs of 
relationship between RTI and LTV indicate that there is complementar-
ity between these tools.

We establish that the RTIs and LTVs, via demand and supply factors, 
equilibrate house prices. The loosening of LTV leads to an increase in 
housing demand and raises house prices. However, this is in contrast to 
the negative effects loose LTVs have on the housing supply. Nonetheless, 
the decline in housing supply depresses house price growth. So, the LTV 
shock moves residential property demand and supply in different direc-
tions. In turn, this has implications for house price dynamics and pos-
sibly wealth and collateral effects for consumers.

Fig. 1.32 The evolution of the LTV ratio, RTI and repo rate (Note: The grey 
highlighted area in all the graphs shows the period of the National Credit Act 
and the National Credit Act Amendments. Source: South African Reserve 
Bank and authors’ calculations)
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The loosening of LTVs via demand and supply also possibly equili-
brates house prices, but this is accompanied by an increase in the house 
price-income ratio and worsens the affordability matrices. However, the 
beneficial effects last for a year and start to dissipate, suggesting that 
although LTVs do indeed help in equilibrating demand and supply fac-
tors in the housing market, other factors play a role for longer durations. 
An unexpected increase in house prices leads to a significant loosening 
of the LTV. This implies that an increase in wealth and collateral effects 
associated with house price appreciation enables the creditors to loosen 
lending standards based on the LTV. At the same time, banks increase 
the RTI, suggesting that the increase in house prices impacts affordability 
metrics. In order to supply mortgage credit, banks accommodate positive 
house price shocks by increasing the income gearing or repayment bur-
den and the limit on the mandatory down payment.

It is of policy relevance in this relationship that, during the sample 
period, house price increases in most instances preceded the loosening of 
the LTVs and increases in the RTIs. This implies that as tools at the discre-
tion of banks, LTVs and RTIs help to reinforce the momentum in house 
prices. As a result, if the intention is to use these tools to avoid overheat-
ing or dampen mortgage credit and house price growth, the RTIs and 
LTVs should be adjusted in a proactive or pre-emptive approach. This 
approach probably requires a macro-prudential regulatory framework. It 
can potentially exploit the house price link to the LTVs and RTIs via 
the expectations channel, as agents gradually lower expected house price 
increases. In addition, through the expectations channel, tighter LTVs 
and lower RTIs can also dampen speculative activity.
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Part I
Global Liquidity, Capital Flows, 

Asset Prices and Credit Dynamics in 
South Africa
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2
The Inverse Transmission of Positive 

Global Liquidity Shocks into the South 
African Economy

Learning Objectives

• Understand how the foreign repercussion process occurs as envisaged 
by the use of global liquidity injections

• Ascertain what evidence is available regarding the inverse transmission 
of global liquidity shocks into the South African economy

• Determine the differences in the impact of various rounds of G3 cen-
tral bank liquidity injections via quantity and price measures on 
domestic credit, inflation and the policy rate

• Examine the role of domestic labor markets in the adjustments to 
external shocks

• Compare how the impact of the US Fed and ECB bank balance 
sheet shocks exert inverse transmission effects on the domestic 
economy

• Apply counterfactual scenarios to assess the impact of the inverse 
transmission and the role of commodity price dynamics



2.1  Introduction

Subsequent to the 2007 global financial crisis central banks in advanced 
economies embarked on conventional and unconventional accommo-
dative monetary policies. These policies injected sizeable liquidity into 
financial markets and some of the liquidity was channelled to emerging 
market economies (EMEs) via capital flow surges. The size of capital flows 
to EMEs was much larger than the capacity they could absorb without 
having distortionary effects. For instance, Carstens (2015) argues that 
excess global liquidity associated with the conduct of unconventional 
monetary policies in advanced economies resulted in substantial distor-
tions, particularly in EMEs.

At a global level, the dialogue about the unintended consequences of 
unconventional accommodative monetary policies was captured via the 
views of the “initiator countries vs the recipient countries.” This chap-
ter explores the extent to which G3 central bank liquidity injections 
impacted domestic credit, financial and real economic variables.1 In par-
ticular, is there any evidence of the inverse transmission of positive global 
liquidity shocks into the South African economy? Do commodity prices 
impact the response of credit growth and the repo rate to US and ECB 
liquidity injection shocks?

The foreign repercussion process depicted in Fig. 2.1 suggests that 
economies are interdependent with respect to macroeconomic  activity. 
Therefore, output in different economies is positively related and incomes 
are altered when autonomous spending in one country changes from YF0 
to YF1 in Fig. 2.1. If South African income did not rise following an 
autonomous increase in foreign income, the latter would be at YD which 
corresponds to point D. Furthermore, if foreign income rises from YD to 
YF2 by exporting to South Africa as the latter’s income rises, the feedback 
mechanism means that South African income rises from YSA0 to YSA1. 
That is, a boom in the foreign economy is transmitted to South Africa 
and will then feed back into the originating country via the trade chan-
nel, raising incomes in both countries. So, it is a “win-win” outcome.

1 Throughout the chapter, and elsewhere in the book, we refer to the US Federal Reserve, Bank of 
England and the European Central Bank as the G3 central banks.
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The central assumption of this idea is that an improvement in world 
output and global demand will lead to increased demand for South 
African exports. This was part of the core motivation of embarking on 
quantitive easing (QE). The transmission of QE was supposed to stimulate 
economic growth, investment and expenditure primarily by encouraging 
risk taking by firms and households via the so called “real risk-taking.” 
This would spill-over to foreign economies via exports growth amongst 
other key channels of transmission. This view emphasized the trade chan-
nel as responsive to foreign income improvements. In its simple form, the 
exports function shown in Eq. (2.1) suggests that exports depend posi-
tively on foreign income (demand) and negatively on the exchange rate.

 
Exports f foreign income, exchange rate= ( )  

(2.1)

Did this foreign repercussion process occur as envisaged by the use of QE? 
If not, what then happened? To answer these questions, this chapter explores 
the inverse transmission effects of QE on aggregate demand, supply and 
labor markets in South Africa.2 The next section discusses this mechanism.

2 It is possible that other domestic factors might have contributed to the observed trends in various 
macroeconomic variables. However, the assessment in this chapter is only geared towards exploring 
the role of various rounds of QE.

Foreign income

D
YF2

YD

YF1

YF0

YSA0 YSA1 South African income

Fig. 2.1 The depiction of foreign repercussions effects (Source: Adapted 
from Appleyard et al. (2008) and authors’ drawing)
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2.2  How Does the Inverse Transmission 
of Global Financial Shocks such as QE 
Arise?

Fig. 2.2 shows that theoretically a positive global liquidity shock can be 
inversely transmitted into South Africa by impacting aggregate demand, 
supply and labor markets. Fig 2.2 shows the interaction between aggre-
gate demand (AD) and aggregate supply (AS) and distinguishes between 
the short-run (ASsr) and the long-run (ASlr) aggregate supply curves. In 

a) Adjustment to foreign financial shock b) Price dynamics c) REER dynamics

Price ASlr ASsr Price REER

P0
P0 REER0

P1

AD0 P1 REER1

AD1

Y1 Y0 Output t0 �me t0 �me

d) Output dynamics e) Policy rate dynamics f) Credit dynamics

Output Policy rate Credit

Y0 R 0 C0

Y1 R 1 C1

to �me to �me t0 �me

Fig. 2.2 Theoretical predictions of inverse transmission of global financial 
shocks such as QE to South Africa (Note: AD refers to aggregate demand 
curve. AD0 and AD1 refer to initial and final aggregate demand curve, respec-
tively. AS refers to the aggregate supply curve. Assr0 to Assr1 refer to initial 
and final short-run aggregate supply curve. ASlr refers to long-run aggregate 
supply. AD0 and AD1 refer to initial and final aggregate demand curve, 
respectively. Y0 and Y1 are initial and final outputs, respectively. R0 and R1 are 
the initial and final repo rate levels, respectively. C0 and C1 are the initial and 
final credit levels, respectively. Source: Adapted from Appleyard et al. (2008) 
and authors’ drawing)
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addition, it also differentiates between instantaneous (fast) by the solid 
line and sluggish (slow) by the dotted line macroeconomic adjustments.

In Fig. 2.2 the global financial shock through the portfolio rebalancing 
channel leads to a surge in capital inflows or the “search for yield.” This 
appreciates the recipient country’s exchange rate as foreigners exchange 
their currency for the domestic currency to buy domestic assets. In Fig. 
2.2a evidence shows the inversely transmitted effects of a financial shock 
on domestic aggregate demand. The real effective exchange rate (REER) 
dynamics in Fig. 2.2c indicate the appreciation which in turn makes 
domestic goods less competitive and therefore expensive to the rest of 
the world. The appreciation leads to a price reduction from P0 to P1 in 
Fig. 2.2b. Similarly, in Fig. 2.2a the aggregate demand curve shifts down-
wards, leading to price and output declines. The policy rate also adjusts 
downwards in response to the decline in prices and output.

All the macroeconomic variables depicted in Fig. 2.2 can adjust instan-
taneously or sluggishly in returning to pre-shock levels. The instanta-
neous adjustment is shown by the solid line. Alternatively, they can adjust 
sluggishly as shown by the dotted lines. The inverse transmission mainly 
occurs via the decline in output and a stronger exchange rate. These 
effects are in contrast to those assumed under the foreign repercussion 
framework shown in Fig. 2.1.

What is the role of labor markets in the adjustment process? The adjust-
ment of the labor markets is needed to return to equilibrium. This happens 
via a reduction in nominal wages as labor markets realize that actual prices 
are now lower than expected. This shifts the short-run aggregate supply 
from Assr0 to Assr1 such that the initial output equilibrium is restored.

2.3  Developments in Policy Rates and Central 
Bank Balance Sheets

This chapter uses quarterly data starting in 1999Q1 to 2014Q4. Fig. 
2.3 shows the evolution of the data used to derive the global factors for 
price and quantity measures of global liquidity used in the empirical 
 estimations. The trends in the G3 policy rates in Fig. 2.3a and the bal-
ance sheets in Fig. 2.3b provide good measures of global liquidity con-
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ditions.3 Policy rates determined by central banks influence interbank 
interest rates and other short-term interest and are an important deter-
minant of financing costs and financial conditions. Through expectations 
for growth and inflation, they also exert pressure on the yield curve. As 
the policy rates hit the zero lower bound, central banks engaged in asset 
purchases (QE), hence the growth in their balance sheets as shown in 
Fig. 2.3b.

Fig. 2.4a, b show the correlation coefficients between the central bank 
policy rates and the asset purchases. All the correlation coefficients are 
high and above the minimum 30 percent co-movement required between 
variables in order to construct a factor. The observed high correlation coef-
ficients also point to high levels of synchronicity in policy actions. The 
global liquidity indicators are constructed by using the principal compo-
nents analysis (PCA). In this step, the principal component methodology 
extracts a common factor that captures the greatest common variation in 
a group of variables. The PCA method has the advantages in that it allows 
for summarizing a large information set into a single indicator.4

3 For further reading on other quantity and price measures of global liquidity see Eickmeier et al. 
(2014), Djigbenou (2014) and Choi et al. (2014).
4 For extensive discussion on the PCA see Johnson and Wichern (1992).

Fig. 2.4 Correlations between price and quantity measures of global liquid-
ity (Source: Authors’ calculations)
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The quantity measure of global liquidity is derived from the central 
bank balance sheets data and the price measure is derived from the policy 
rates. Prior to constructing the global liquidity factors using the PCA 
approach, the data is de-trended and then purged of any macroeconomic 
effects.5

2.4  Are There Any Differences in the Impact 
of Quantity and Price Measures of Global 
Liquidity Shocks on the South African 
Economy?

This section distinguishes between the effects related to quantity and price 
measures of global liquidity shock using a Bayesian sign-restricted factor- 
augmented vector autoregression (FAVAR). The Uhlig (2005) pure sign 
restriction approach in a FAVAR is used to identify multiple shocks, as 
done in Eickmeier et al. (2014).6 The identification scheme adopted in 
the empirical estimations is shown in Table 2.1. No sign restrictions are 
imposed on the variables of interest, namely GDP and credit. These are 
left unconstrained and the data is allowed to determine their responses. 
The restrictions are only placed on the global liquidity measures.

The quantity measure of the global liquidity shock is identified by 
imposing a positive sign on the quantity measure, a negative sign on the 
price measure of global liquidity, a negative sign on The Chicago Board 

5 In this case, because global liquidity conditions are aligned to economic activity, they are purged 
of the macroeconomic effects by regressing the financial data on GDP growth.
6 For further reading on the technical aspects see Helbing et al. (2011), Mumtaz and Surico (2009), 
and Choi and Lee (2010) among others.

Table 2.1 Identifying sign restrictions 

Global variables South African variables

Shocks Global 
liquidity

VIX GDP Credit Repo 
rate

CPI REER Equity 
prices

Quantity + − ? ? ? ? ? +
Price − − ? ? ? ? ? +
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Volatility Index (VIX). A decline in the price measures of global liquid-
ity results in lower levels of global risk perception as proxied by VIX. A 
similar response is imposed on the increase in the quantity measure of 
global liquidity. This is consistent with theoretical motivations that sug-
gest that the easing of the policy stance by the central bank should result 
in a decline in the policy rates and this should lower risk aversion or 
increase risk appetite. In addition, literature shows that periods of ample 
global liquidity and capital flows to EMEs are associated with changes in 
global risk appetite and aversion. Both quantity and price shocks increase 
equity prices.

The specification of the FAVAR model estimated in the empirical sec-
tion is shown in Eq. (2.2).

Y
Gliq, , , credit, repo, 
REER, equity pricest =









VIX GDP CPI,

 
(2.2)

The model includes external variables captured in the price and quan-
tity factors of global liquidity and VIX for global investor risk percep-
tion. The rest of the variables are domestic, namely GDP, inflation, repo 
rate, JSE annual changes and the REER. All the variables enter the VAR 
in growth rates except for the global factors and the repo rate. In other 
models estimated in later sections, the REER is substituted with credit 
growth, exports growth, the trade balance and the current account as a 
percentage of GDP, in separate estimations.

In addition, in the estimations that compare the effects of quantity and 
price measures of global liquidity, a negative sign is imposed on the price 
measure of global liquidity shock and VIX and a positive sign on equity 
prices. In these estimations, the quantity measure of global liquidity is left 
unrestricted. The VAR models are estimated using one lag, as chosen by 
the Akaike Information Criterion (AIC). Only 1,000 impulses that satisfy 
the imposed conditions are kept and those that disobey restrictions are dis-
carded. The imposed restrictions of the shocks last for at least two quarters.

Evidence in Fig. 2.5 shows similarities in the direction of the responses 
to price and quantity shocks of global liquidity but the magnitudes dif-
fer noticeably. It is evident that the quantity measure of global liquidity 
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shock raises GDP growth, stock prices and credit growth more than the 
price measure of global liquidity shock. The current account, trade bal-
ance, repo rate and exports growth decline significantly in response to the 
quantity measure of global liquidity when compared to the responses to 
the price measure.

The REER appreciates very much in response to the quantity mea-
sure of global liquidity. The decline in inflation is more pronounced in 
response to the price measure of global liquidity. Thereafter, the impulse 
responses of the REER and inflation due to the two shocks move together. 
The responses of the repo rate differ on impact and peak in the fourth 
quarter. The repo rate declines by a big magnitude in response to the 
quantity measure of global liquidity. Overall, the results imply that the 
quantity-based measure of global liquidity has a significantly pronounced 
and, in some cases, persistent impact compared to those due to the price 
measure.

2.4.1  Is There an Inverse Transmission Relationship 
Between Global Liquidity Shocks and Selected 
Macroeconomic Variables Before and After 
2008Q4?

This section of the chapter examines whether the sensitivity of South 
African macroeconomic variables changed in response to the implemen-
tation of the first round of QE (QE1) in 2008Q4. The start of QE is 
used as a reference point to break up the sample into pre- and post-QE 
periods, namely 2000Q1–2008Q3 and 2008Q4–2014Q4.7 The global 
liquidity shocks are extracted from the FAVAR model and, thereafter, the 
scatter plots assess changes in the sensitivity of the macroeconomic vari-
ables. The results of the sensitivities are presented in Fig. 2.6 and show 
that the slopes in the bilateral relationships during the two subsamples 
have changed. For instance, in Fig. 2.6a the relationship between exports 

7 The sample is split in line with results that show that time-varying parameter models with slowly 
evolving coefficients might be partially affected by the pre-crisis period data (Weale and Wieladek 
2014).
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growth and the global liquidity shocks became steeper and negative dur-
ing 2008Q4 to 2014Q3 period. Why did the exports decline?

One possible channel is via the appreciation of the REER and the loss 
of competitiveness, as shown in Fig. 2.6b. The REER appreciated very 
much during the period of QE1 relative to the pre-QE period. The rela-
tionship between GDP and credit growth and the global liquidity shock 
in Fig. 2.6b, d became negative in 2008Q4–2014Q3. This suggests that 
the period of further rounds of QE did not lead to improved GDP and 
credit growth. In fact, the relationship is negative, suggesting possible 
adverse effects. We conclude that although global liquidity is not entirely 
bad, an inverse transmission occurred after 2008Q4.

Is the evidence of the inverse transmission based only on one approach? 
No, the cross correlations when global liquidity shocks lead the REER 
changes, GDP and credit growth shown in Fig. 2.7 indicate further 
evidence of the inverse transmission of global liquidity shocks into the 
South African economy.
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Fig. 2.6 The relationship between the global liquidity shock series and 
selected macroeconomic variables (Source: Authors’ calculations)
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Evidence indicates significantly large differences in the dynamics of 
the variables in both subsamples. Fig. 2.7a shows a very strong positive 
relationship, suggesting that increased global liquidity from 2008Q4 
was linked to the strong REER appreciation. In Fig. 2.7b an increase 
in the global liquidity shock is positively related to economic growth 
in 2000Q–2008Q3. This is in contrast to the negative relationship in 
first quarters in the 2008Q4–2013Q4 period. Fig. 2.7c shows that credit 
growth is positively correlated to the global liquidity shock series before 
2008Q3, but thereafter it is negatively correlated to global liquidity 
shocks. The evidence concludes that the period of quantitative easing 
lead to inverse transmission effects.

The third approach to determine plausibility of the inverse transmis-
sion of global liquidity shocks is to explore the three QE episodes as 
exogenous variables in the FAVAR model. This implies using the dummy 
variable approach in which the dummy variable is set to equal one in each 
QE episode and zero otherwise. A dummy variable for the financial crisis 
is constructed and included in the model to facilitate the comparison of 
the responses of the domestic variables. The financial crisis dummy is 
set to one for the period when the crisis started and zero otherwise. The 
results of the three rounds of QE on credit growth are shown in Fig. 2.8. 
Similar to earlier results, credit growth declines very much following each 
episode of QE.

Furthermore, it is evident that the responses of credit growth are dif-
ferent during the various rounds of QE. The responses of credit growth to 
the financial crisis dummy and QE2 shock are the most severe compared 
to the other rounds of QE. However, with the exception of the initial 
responses to QE3 in the first two quarters, the response of credit is nega-
tive to all shocks. This is further evidence that QE had inverse transmis-
sion effects on credit growth.

2.4.2  What Do the Counterfactual Scenarios Say 
About Inverse Transmission?

Based on the preceding model, the analysis now goes further and shows 
inferences from the counterfactual scenarios. The counterfactual scenar-
ios look at how the variables being investigated would have evolved in 
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the absence of global liquidity shocks. The counterfactual scenarios are 
based on the historical decomposition approach where the contributions 
of the global liquidity shocks on the REER, GDP, credit, inflation and 
repo rate are removed.

Fig. 2.9 shows that actual GDP growth declined more than the coun-
terfactual, suggesting that global liquidity worsened during QE1 and 
QE3. This implies that global liquidity shocks during these phases of 
QE worsened the decline in GDP growth. However, during QE2 actual 
GDP growth was above the counterfactual meaning that there were posi-
tive effects associated with global liquidity shocks during this phase of 
QE. In addition, Fig. 2.9c suggests that despite the massive reduction in 
the repo rate during QE1, the actual policy rate exceeded the counter-
factual in Fig. 2.9d. It was only during QE2 that the actual repo rate was 
lower than the counterfactual.

The higher actual repo rate than the counterfactual may be due to 
anticipated inflationary pressures from the depreciated exchange rate in 
Fig. 2.10a, b. In contrast to the appreciation of almost 20 percentage 
points during 2009 and 2010, which coincided with QE1, the REER 
depreciated on average by nearly 10 percentage points between 2011 
and 2013, coinciding with QE3. The changes in the inflationary pres-
sures associated with the REER are clearly visible in Fig. 2.10d. During 
the period of QE3 the depreciation in the REER limited the benefits 
of global liquidity shocks on inflation. Actual inflation was higher than 
the counterfactual scenario and this possibly explains why the repo rate 
did not decline further.

Fig. 2.11 shows inverse transmission of QE1, QE2 and QE3 on GDP 
and REER changes. The REER appreciated very much during QE1 
whilst GDP growth contracted. Even depreciations of REER in 2011 
onwards did not have stimulatory effects on GDP growth, as it remained 
subdued.

Thus, evidence from the historical decompositions and various epi-
sodes of QE points to the inverse transmission effects.
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2.4.3  Policy Rate and Inflation Responses to Various 
Phases of QE

The QE shocks may have been partly anticipated, as they were announced. 
But it is possible that the magnitudes may not have been correctly fore-
seen. This suggests that there may have been heterogeneous policy rate 
adjustments to these shocks. Fig. 2.12 shows that domestic  policymakers 
did not respond to the global financial crisis by immediately reducing 
the policy rate. It was only by the time of QE1 that the policy rate was 
lowered, and then further during the beginning phase of QE3. There is, 
therefore, a lack of evidence of inverse transmission on the repo rate.

The initial reactions of inflation are contrary to theoretical predictions. 
It was only during QE1 that inflation declined. The capital inflows and 
the REER appreciation channels did not lower inflation quickly.

2.4.4  Did the US Fed and ECB Bank Balance Sheet 
Shocks Exert Inverse Transmission Effects 
on the South African Economy?

This section analyzes the differential effects of the US Fed and ECB bal-
ance sheets changes on domestic macroeconomic variables. For the esti-
mations in this section, the dummy variables are set to equal one for the 
period 2008Q4–2014Q4 for the US Fed balance sheet changes and the 
period 2009Q2–2014Q4 for the ECB balance sheet changes, and zero 
otherwise. The dummy variables are exogenous in the model. The speci-
fication of the model is kept the unchanged.

Evidence in Figs. 2.13 and 2.14 indicates that there are differences in 
the responses of the domestic macroeconomic variables to the US and 
ECB balance sheet changes. The responses to shocks related to the ECB 
balance sheet do not exert significant effects on South African variables 
when compared to the US Fed balance sheet changes. This is consistent 
with expectations that the ECB balance sheet will not have significant 
effects on the South African economy, despite the Euro Area being a 
major trading partner.
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The US Fed balance sheet shock leads to a significant reduction in 
GDP and credit growth in Figs. 2.13 and 2.14. This is accompanied by a 
significant, albeit transitory, reduction in the repo rate in Fig. 2.14. This 
confirms the potency of the US Fed balance sheet and US dollar liquidity 
changes on the South African economy.

It is, however, surprising that inflation does not respond to these 
shocks. This perhaps indicates that inflation is mostly determined by 
domestic factors and the effects associated with the US Fed and ECB bal-
ance sheet changes only play a very small role.

These findings are similar to Vergara (2015), in that the inflation expe-
rience by most EMEs during the QE period was not aligned to the large 
negative output gaps and low demand. External shocks resulted in large 
declines in commodity prices and exchange rate depreciations. Jordan 
(2015) notes that the global effects have affected Swiss imported goods’ 
inflation but the volatility and persistence was not significantly affected.

2.4.5  The Role of Commodity Prices: Inferences 
from the Counterfactual Analysis

Would the presence or absence of commodity prices affect the direction 
of responses of credit growth to global liquidity shocks? Fig. 2.15 shows 
that a positive global liquidity shock has a positive effect on credit growth 
whether commodity prices are included or not.

Both the ECB balance sheet and QE shocks have a negative impact on 
credit growth, irrespective of whether commodity prices are included or 
excluded in the model. However, the US Fed balance sheet shocks and 
various rounds of QE shocks lead to a muted decline in credit growth 
when commodity prices are included. This means that commodity prices 
tend to cushion the response of credit growth to shocks due to the US 
Fed balance sheet and QE compared to those due to the ECB balance 
sheet.

So how should domestic monetary policy have responded to external 
shocks? Do commodity price developments constrain monetary policy 
responses? The repo rate responses and the counterfactual in Fig. 2.16 
show that shocks emanating from the US balance sheet lead to big-
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ger reductions in the repo rate compared to those emanating from the 
ECB balance sheet, irrespective of whether or not commodity prices are 
included in the estimations. In most cases, the repo rate is loosened more 
in the presence of commodity prices than in their absence.

2.5  Conclusion and Policy Implications

The chapter set out to investigate whether the South African data sup-
ports the inverse transmission of excess global liquidity associated with 
asset purchases by central banks in advanced economies. The most signifi-
cant policy implications emanating from the study relate to the responses 
of domestic variables to price and quantity measures of global liquidity. 
Evidence shows that there are similarities in the direction of the responses 
but the magnitudes differ noticeably. Quantity measure of global liquid-
ity shock raises GDP growth, stock prices, credit growth more than 
shocks due to price measure. The REER appreciates due to positive global 
liquidity shocks but does not necessarily result in a persistently low infla-
tion rate. This suggests that domestic factors play a much bigger role in 
determining the trajectory and persistence of inflation. Furthermore, the 
appreciation in the REER results in a decline in exports growth.

On financial stability, there is no evidence that excess global liquidity 
plays a significant role in domestic credit growth. It is possible that the 
results indicate limited intermediation of capital flows via the banking 
sector. This means that regulators and policymakers have to contend with 
these findings when designing domestic policies aimed at dealing with 
capital flows. In addition, Carstens (2015) shows that macro-prudential 
policies tend to be far less effective when capital flows are not channelled 
through the banking system and rather are intermediated via market-
based financing mechanisms.

Summary of Main Findings

• Evidence supports the theoretical predictions of the inverse transmis-
sion effects of global liquidity shocks. The effects are more prevalent 
on the REER, exports, credit and GDP growth.

2 The Inverse Transmission of Positive Global Liquidity Shocks... 75



• There are distinct differences in responses of domestic variables to 
price and quantity measures of global liquidity. These findings indicate 
the dominant effects of the quantity measures of global liquidity rela-
tive to those of price policy measures.

• Evidence indicates that the US Fed balance sheet and by association 
US dollar liquidity plays a dominant role in South African variables. 
The impact of shocks to the US balance surpasses those due to the 
ECB balance sheet. This happens despite the fact that the Euro Area is 
South Africa’s major trading partner.

• Commodity prices cushion the responses of credit growth to US Fed 
balance sheet shocks compared to those emanating from the ECB bal-
ance sheet.
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3

Learning Objectives

• See the effects of capital flow shocks on credit growth, economic 
growth and the real effective exchange rate.

• Use the counterfactual analysis to show the extent to which credit 
growth, economic growth and changes in the REER would have 
evolved in the absence of capital flows.

• Show the importance of amplification effects of commodity prices on 
the responses of credit growth to capital flow shocks.

3.1  Introduction

What are the effects of positive capital flow shocks on credit growth? 
To what extent do the commodity prices amplify the responses of credit 
growth to net capital and banking flow shocks? What does the coun-
terfactual analysis suggest credit growth is when capital flows are shut 
off? Various rounds of quantitative easing (QE) in advanced economies 
injected liquidity in financial markets and triggered a surge of capital 

The Impact of Capital Flows on Credit 
Extension: The Counterfactual Approach



inflows into emerging market economies (EMEs). This chapter specifi-
cally explores the impact of net capital flows on credit growth, the extent 
to which economic growth (GDP) and competitiveness is measured by 
the performance of the real effective exchange rate (REER).

3.2  The Relationship Between GDP and Net 
Capital Flows Over Time

The relationship between net capital flows to and GDP growth has var-
ied over different policy regimes. Fig. 3.1a shows that the relationship 
between net capital flows and economic growth was most steep prior to 
2000 relative to post-2000. Fig. 3.1b shows GDP growth was strongly 
and positively correlated to net capital flows before the financial crisis and 
from 20007Q3 this relationship is very flat, suggesting capital flows did 
not raise GDP growth much. Theoretically, the balance of payment can 
be decomposed into the capital account and the current account balance 
as in Eq. (3.1).

 

Balance of payments = Current account + capital account +
changes in fooreign reserves  (3.1)

Fig. 3.1 GDP and net capital flow relationship (Source: SARB and authors’ 
calculations)
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The capital account (or net flow of funds) is determined by the interest 
rate differential between domestic and foreign rates. A rise in domestic 
interest rates, which raises the interest rate differential, is expected to trig-
ger capital inflows domestically. The opposite policy action is expected to 
trigger capital outflows.

Theoretically, these capital flow dynamics are expected to impact the 
exchange rate. An increase (decrease) in capital inflow is expected to 
appreciate (depreciate) the exchange rate. Therefore, through the impact 
on the exchange rate, net capital flows are expected to affect the trade 
balance and the current account. Equation (3.2) shows that the trade bal-
ance is made up of exports and imports. The exchange rate is important 
to both key variables of the equation.

 

Trade balance = Exports foreign income, exchange rate
Imports do

( ) −
mmestic income, exchange rate( )  (3.2)

The exchange rate appreciation is expected to depress exports and 
boost imports. In addition, a rise in domestic income is expected to lead 
to higher imports and worsen the trade balance. A rise in foreign income 
is expected to support demand for domestic exports. This means that 
there are a number of channels through which net capital flow shocks are 
transmitted into the components of the balance of payments.

3.3  How Are Capital Flow Shocks 
Transmitted Through the Balance 
of Payments Components?

What are the effects of capital flow shocks on GDP, the components 
of trade balance and the current account? To answer this question, 
the Tillman (2013) approach is adopted and adjusted to include the 
components of the trade balance and the current account.1 The data 
spans 1988Q1 to 2012Q3. The intention is to show the trajectories of  

1 See Tillman (2013) for details.
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the variables over 14 quarters in response to a one standard deviation 
shock in net capital flows.

Fig. 3.2 shows that the responses are more negative for the difference 
between the exports and imports compared to those for GDP growth. The 
trajectories of the current account and the difference between exports and 
imports stay below the zero line, indicating that these variables remain 
negative but at a decreasing rate over time. On the contrary, GDP tends 
to increase, and this is the case over all horizons depicted in Fig. 3.2. This 
indicates that at longer lags net exports tend to be a drag on economic 
growth.

The difference in exports and imports (exports less imports) trajec-
tories is negative throughout the horizons and reaches a peak decline 
of 1 percentage point. This confirms that when imports rise more than 
exports in response to a capital flows shocks, the contributions of the 
trade balance to economic growth tend to adversely impact real economic 
growth. Thus, the evidence indicates that capital flows make the domes-
tic economy more outward orientated, as imports rise more than both 
exports and growth in output.

The fact that imports tend to rise more than both GDP and exports 
remains of concern for policymakers. So, evidence presented in this sec-
tion contributes to providing facts on the long-term relationships. It may 
help in shaping the thinking about possible policy interventions aimed at 
addressing these imbalances, although the analysis of such policy inter-
ventions is beyond the scope of this chapter.

3.4  The Counterfactual Analysis of Capital 
Flows and GDP

What would GDP growth be in the absence of capital flows? The coun-
terfactual analysis based on the historical decompositions of GDP growth 
into the base forecast and contributions made by the net capital flow 
shock are used to answer this question. The counterfactual GDP is 
obtained by subtracting the contribution of the capital flow shocks to 
actual GDP. Thereafter, the annual counterfactual economic growth is 
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calculated and compared to actual GDP growth. The difference between 
the counterfactual and actual GDP growth rates indicates the role which 
the model attributes to a capital flow shock. The trends of actual and 
counterfactual GDP in levels and growth rates are shown in Fig. 3.3.

Fig. 3.3a shows that actual GDP contracted more than the counter-
factual GDP growth in 2009, and there was little difference in 2010. 
These results suggest that the slowdown in economic activity during the 
recession was in part a reflection of the adverse effects of net capital flows, 
possibly transmitted through the trade balance shown in Fig. 3.2a relative 
to the current account in Fig. 3.2c. At the same time, this may reflect the 
sensitivity of imports to the capital inflow shocks as shown in Fig. 3.2d, 
which rise more than exports across horizons.

A comparison of the counterfactual and actual REER dynamics can 
shed light on other channels of transmission and adjustment. The impact 
of capital flows on the REER is given by the gap between the estimated 
counterfactual and actual REER in Fig. 3.4.

The positive difference such as seen in 2009 implies that capital flows 
contributed to the worsening of the country’s competitiveness relative 
to its trading partners as the currency appreciated more than it would 
have in the absence of capital flows. This implies that the surge in capital 
inflows resulted in an overvalued REER and increased the pace of erosion 
of domestic competitiveness relative to trading partners.

Fig. 3.3 Actual and counterfactual GDP levels and growth rates (Note: 
Numbers in the vertical axis for GDP levels represent GDP log multiplied by 
100. Source: Authors’ calculations)
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3.5  To What Extent Did Capital Flows Drive 
Credit Growth, if at All?

The literature and empirical studies investigating the effects of capi-
tal flows in other EMEs suggest that capital flows can lead to credit 
booms. Bruno and Shin (2013) refer to a popular narrative suggesting 
that low interest rates in advanced economies act as a driver of cross-
border capital flows and result in overheating, excessive credit growth 
and consequent inflation in the recipient economies. It is argued that 
for small open economies, capital flows affect macroeconomic and 
financial stability through the risk-taking channel, fluctuations in 
domestic credit and exchange rates and ultimately output and infla-
tion. The interaction between credit extension and the exchange rate 
suggests a mechanism in which capital inflows initially lead to cur-
rency appreciation. The appreciated exchange rate in turn leads to a 
temporary boost in domestic demand through a fall in the relative 
prices of durable and capital goods and improved external financing 
conditions, followed by easy access to credit. This may lead to an exces-
sive risk-taking and lending appetite and thus feed into rapid credit 
growth and systemic risk. The feedback loop between the exchange 
rate and credit growth may turn into a spiral, which may eventually 
end up with a sudden reversal of the cycle, disrupting macroeconomic 
and financial stability (Kara 2013).

Fig. 3.4 Actual and counterfactual REER (Source: Authors’ calculations)
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As a precursor to the analysis, Fig. 3.5 plots cycles in domestic credit 
and exchange rates to assess how these variables interact overtime. The 
trends in Fig. 3.5 suggest that there is a correlation between the current 
credit gap and the REER gap of about 12 quarters lag. This is in stark 
contrast to the Turkish estimates that show that the REER gap leads the 
loans gap by three quarters.2

The implication of the twelve quarters lag is that even though the ear-
lier section established that capital flow shocks result in the REER appre-
ciation and are inversely transmitted to GDP growth via the adjustment 
of the trade balance relative to the current account, this does not neces-
sarily impact credit growth. In contrast with it being one of the leading 
indicators of credit growth as established by Kara 2013 in Turkey, evi-
dence indicates that the REER significantly lags credit growth by almost 
three years (12 quarters). Therefore, even though the REER and credit 
gaps are highly correlated, this happens with a significantly long lag. This 
evidence indirectly suggests that global liquidity and capital flow surges 
may have little impact on domestic credit growth.

But what does the empirical evidence suggest the impact of capital flows on 
credit growth is in South Africa? To answer this question, the specification in 

2 See Kara (2013) and Aysan et al. (2014) for further details.

Fig. 3.5 The credit and real effective exchange rate cycles (The gaps were 
estimated using data spanning 1985Q1 to 2012Q3 but the graph presented 
here only focuses on the inflation targeting framework period. Note: These 
are standardized HP filter gaps in percent deviation. Source: Authors’ 
calculations)

84 Bank Credit Extension and Real Economic Activity in South Africa 



the earlier sections is adjusted to include credit. The data sample spans 1988Q1 
to 2012Q3. The impulse responses in Fig. 3.6 show that capital flows lead to 
increases in credit growth and the components of credit. At peak magnitudes, 
total credit rises by 1 percentage points mortgage advances growth peak at 1.5 
percentage points and installment sales credit rises by just below 1 percentage 
points after ten quarters. The magnitudes of these results suggest that credit 
growth and the key components are not highly responsive to capital flows.

3.5.1  What Do the Counterfactual Scenarios Suggest 
the Role of Capital Flows on Credit Growth Is?

The counterfactual analysis is applied to investigate the impact of capital 
flows on credit growth. The gap between actual and counterfactual credit 
growth indicates the influence of capital inflows. Evidence presented in 
Fig. 3.7 indicates that actual credit growth was higher than the counter-
factual scenario for the large part of the time between 2005 and 2009, 
and in 2011. This means that other domestic factors played a much more 
significant role in stimulating credit growth than capital flows. Capital 
flow shocks played a very small and limited role in credit growth, the 
most significant drivers of credit may be primarily domestically gener-
ated, rather than highly dependent on foreign capital flows.

Similarly, Fig. 3.8 shows that growth in total credit extended to the 
private sector remains below its counterfactual growth rate, suggesting 
that capital flows did not improve the extension of credit.

−0.50

Instalment sale response
Mortage advances response

Total loans and advances response

−0.25

−0.00

−0.25

−0.50

−0.75

1.00

1.20

1.50

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Fig. 3.6 The responses of credit growth and components to capital flows 
shocks (Source: Authors’ calculations)
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This suggests that domestic credit extension is mostly determined by 
domestic factors. The overall conclusion is that credit extension in its var-
ious broad definitions is not primarily driven by capital flows but rather 
by domestic factors.

3.5.2  What About Commodity Prices, Do They Play 
Any Meaningful Role?

The vector autoregression (VAR) specifications used in the previous sec-
tions are adjusted to include South African commodity prices includ-
ing gold (in rand terms). The actual and counterfactual credit growth 
responses and the amplification role of commodity prices are shown in 
Fig. 3.9.

The credit responses to positive capital flow shocks suggest that 
actual credit growth remains above the counterfactual throughout the 
entire forecast, two quarters after the shock. In addition, the results 
suggest that the commodities price channel plays a meaningful role in 
amplifying the impact of capital flows on credit growth. Nonetheless, 
the magnitudes of the amplifications remain fairly small and below 1 
percentage point.

3.5.3  Does the Composition of Capital Flows Change 
the Role of Commodity Prices on Credit?

Is the direction of the response of credit growth different in the pres-
ence (absence) of commodity prices in a model that includes banking 
flows? The specification of the VAR model estimated in this section 
is adjusted to include banking flow shocks, which refer to the sum of 
portfolio and foreign direct investment (FDI) banking flows. Fig. 3.10 
shows that a positive banking flow shock leads to an increase in credit 
and the commodity prices channel propagates the impact. This implies 
that commodity prices amplify credit responses to positive banking 
flow shocks.
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3.6  Conclusion and Policy Implications

The analysis in this chapter looked at the effects of net capital flows 
against the backdrop of various rounds of quantitative easing episodes in 
advanced economies that triggered a surge of capital inflows into EMEs 
such as South Africa. The results show that capital flows affect and explain 
part of economic growth but this is predominantly the case during peri-
ods of relative stable economic growth. The same analysis shows that the 
exchange rate was overvalued for the major part of 2009, suggesting that 
the movements in the REER could have also contributed to the domes-
tic loss of competitiveness relative to South Africa’s trading partners. In 
addition, imports rise more than exports and GDP growth in response 
to a capital flow shocks, making the domestic economy be more outward 
orientated.

Capital flow shocks (including banking flows) lead to an increase in 
credit growth and the commodity price channel propagates the impact. 
However, capital flow shocks and commodity prices play a very small and 
limited role in credit extension. This indicates that the most significant 
drivers of credit may be primarily domestically generated and domesti-
cally oriented, rather than highly dependent on a foreign capital flow 
shocks.

Summary of Findings

• Evidence shows imports rise more than exports and GDP growth, 
making the domestic economy more outward orientated.

• The counterfactual scenarios show that the REER was overvalued for 
the major part of 2009 and eroded domestic competitiveness relative 
to trading partners.

• The REER changes lag credit growth almost three years. This implies 
that the REER changes do not necessarily impact credit growth, even 
though they are transmitted into the domestic economy via the trade 
channel. This is in stark contrast to other EMEs, where REER changes 
are leading indicators of domestic credit growth.
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• Positive net capital flows and banking shocks increase credit and the 
commodities price channel plays a propagating role. However, the 
magnitudes are limited, meaning that other domestic factors played a 
much more significant role in stimulating credit growth than capital 
flow shocks and commodity prices.
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Learning Objectives

• Show the importance of classifying capital flow episodes, separating 
between foreign and domestic investor activities

• Understand the channels of transmission of capital flow waves and 
how they impact real economic activity and credit growth

• Show how changes in global risk shocks impact capital flow surges, 
sudden stop episodes, credit growth and real activity

• Demonstrate the significance of economic costs exerted by capital flow 
surges, sudden stops and capital flight and retrenchments

• Show costs associated with capital flows driven by domestic and for-
eign investor behavior.

• Examine the role of commodity prices and the exchange rate in ampli-
fying credit growth based on the counterfactual scenarios

• Establish whether capital flow surges and sudden stop shocks lead to 
the reallocation of sectorial credit shares

Capital Flow Episodes Shocks, Global 
Investor Risk and Credit Growth



4.1  Introduction

This chapter extends the analysis of the impact of capital flows and credit 
growth by investigating the relevance and costs of capital flow episodes on 
credit dynamics. The capital flow episodes are based on the Forbes and 
Warnock (2011) classification of capital flow episodes shocks. Do capital 
flow surges and sudden stops have different effects on credit growth and 
real economic activity? Forbes and Warnock (2011) classify capital flows as 
either (1) sudden stops or surges, or (2) decompose capital flows into for-
eigners’ and domestic investor activity. This classification is used to estimate 
the economic costs of capital flow episodes. Furthermore, the chapter anal-
yses the role of commodity prices and the exchange rate in amplifying or 
exacerbating the responses of credit growth to changes in global investor risk 
perceptions as proxied by The Chicago Board Options Exchange (CBOE) 
Volatility Index (VIX), capital flow surges and sudden stop shocks.

Forbes and Warnock (2011) state that capital flows volatility can 
amplify economic cycles and increase the vulnerability of the financial 
system.1 How significant are the economic costs exerted by surges, sud-
den stops, capital flight and retrenchments? What can the findings in this 
chapter tell researchers and policymakers about such episodes?

4.2  The Classification of Capital Flow 
Episodes and the Importance 
of Separating Between Foreign 
and Domestic Investor Activity

Forbes and Warnock (2011) show that the reference definition of the 
data used in classifying capital flow episodes really matters. There is a 
difference between using gross capital flows versus net capital flows in 
defining capital flow episodes. It is noted in the literature that the short-
coming of using net capital flows to define capital flow episodes is (1) the 

1 Despite increasing financial vulnerability, they established that during episodes of global liquidity 
contraction, economies benefitted from capital inflows driven by domestic investors as they liqui-
dated their foreign investments.
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failure to differentiate between changes in foreign and domestic inves-
tor behavior, (2) the size and volatility of gross flows can increase while 
net capital flows have become more stable, (3) domestic investor flows 
can become increasingly important. Therefore, the change in net capital 
flows can no longer be driven by foreign investors alone. This is particu-
larly  important when considering the relaxation of exchange controls on 
residents in recent years while, finally, another shortcoming is (4) the 
increased incidence of sudden stops and retrenchment resulting from 
investors liquidating their foreign investment positions.

In addition, it is important that South African discussions on capi-
tal flows should discern capital flow waves according to (1) the sudden 
stops that occur when foreign capital inflows suddenly slow or stop, (2) 
surges which happen when foreign capital inflows increase rapidly, (3) 
retrenchment which occurs when domestic investors liquidate their for-
eign investments and (4) capital flight which occurs when domestic inves-
tors send large amounts of capital abroad. This also means that domestic 
investors are not cut off from global capital markets. Domestic investors 
have ample access to these markets and utilize them by moving their 
domestic funds abroad (Forbes and Warnock 2011).

What can trigger a capital flight episode of capital flows? This might 
happen if domestic investors with superior information foresee a nega-
tive shock to the local market or see an investment opportunity abroad. 
These motives imply that in anticipation of a shock, economic agents 
shift their money to global markets. This leads to a net capital inflows 
decline. However, the difference is that this decline is not prompted by 
foreign investors (Rothenberg and Warnock 2011).

4.3  How Do Capital Flows Wave Categories 
Impact Real Economic Activity and Credit 
Growth?

The empirical approach adopted in this chapter uses episodes identified 
by Forbes and Warnock (2011) for four capital flow wave categories to 
investigate the effects of capital flow dynamics on economic growth. To 
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this end, dummy variables that capture these episodes separately are gen-
erated. The dummy variables for each capital flow wave episode are equal 
to one for the period identified by Forbes and Warnock and zero other-
wise. This is done for each capital flow category.

Various bivariate vector autoregression (VAR) models are estimated in 
light of South African macroeconomic variables; these include dummy vari-
ables for capital wave episodes, namely (1) a sudden stop episode, (2) capital 
inflow surge episodes, (3) capital flight episodes and (4) capital retrenchment 
episodes. The sample spans 1995Q1 to 2014Q3. To capture the impact of 
structural and policy changes during this period, the two dummy variables 
are constructed: for (1) inflation targeting which is equal to one for the period 
beginning 2000Q1 to the end of the sample and zero otherwise; and (2) the 
recession, which is equal to one for the 2009Q1–Q3 and zero otherwise.

The VAR models have two lags as selected by AIC and include a con-
stant. The identification scheme follows the Choleski decomposition 
approach. Each capital flows episode dummy variable is placed before 
the South African macroeconomic variables. This suggests that the capital 
flow episode is independent of the South African variables. For robust-
ness analysis, the VAR models are estimated using different orderings.

In the estimations, credit, GDP and VIX growth, inflation and the 
rand exchange rate are expressed as log annual changes. The sections that 
estimate the sectorial shifts in credit extension use the shares of house-
holds and companies in total loans and advances. The capital flow shocks 
are a one-standard deviation shock in each capital flows episode. The 
standard deviations are based on 1,000 Monte Carlo draws. The error 
bonds denote the 16th and 84th percentiles.

4.3.1  How Do Capital Flows Episodes Shocks Affect 
GDP Growth?

What are the effects of sudden stops on the South Africa real economy? 
How do these differ from those of capital flow surges? What is the role of 
the stock and money markets, and exchange rate channels? It is true that 
sudden stops and capital flow surges have real effects, as shown by the 
accumulated responses in Fig. 4.1. Capital inflow surge episode shocks 
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raise economic growth significantly after a year in Fig. 4.1a and the sudden 
stop shock lowers GDP growth. Fig. 4.1b shows that inflation declines  
by a cumulative 4 percentage points a year following a capital inflow 
surge episode shock. This is in contrast to the sudden stop shock that 
raises inflation transitorily in the first year. Fig. 4.1d shows that a capital 
retrenchment shock has no significant effect on GDP growth. In con-
trast, a capital flight shock which is consistent with investment made 
abroad by South African companies raises GDP growth significantly.

Why should policymakers be concerned about episodes of capi-
tal waves? Fig. 4.1 show that lumping capital flight episodes with sud-
den stop episodes increases the probability of recommending policies 
that impede global investors. These two episodes may reflect changing 
domestic investors’ behavior, which requires a review of domestic poli-
cies. Distinguishing between these episodes presents a clearer analysis and 
view to policymakers.

What are the implications of capital flow episodes for economic growth? 
How have the four classifications of capital flow episodes contributed to 
economic growth during the period 1998 and 2014? Moreover, how do 
the results in this chapter relate to the Forbes and Warnock (2011) argu-
ment that capital flow volatility can amplify economic cycles?

Evidence indicates that sudden stops in Fig. 4.2 contributed to a more 
pronounced economic growth contraction than did other categories 
around 1999, 2001, 2009 and slightly in 2011. These periods coincide 
with the East Asian crisis, the massive rand depreciation and the reces-
sion. Capital flight coincides with periods of calm as shown in Fig. 4.2 by 
the black dotted line.2 This episode uplifted economic growth during the 
2003–2007 period and 2009Q4–2011Q2 but dragged down economic 
growth around 2008 and the period after 2011Q4, and this period coin-
cided with elevated global and domestic uncertainty. A similar pattern of 
contributions is displayed by capital flow surges, denoted by the dotted 
line.

2 Refers to periods when domestic investors increased their flows abroad.
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4.3.2  Through Which Channels Are Capital Flows 
Wave Episodes Transmitted?

This section examines the role of the exchange rate channel, stock market 
channel and money market channel. These are channels that respond 
quickly to information including that of capital flows—hence we deter-
mine how these respond to capital flow episodes classification. The 
cumulative exchange rate appreciation shown in Fig. 4.3a is 10 percent-
age points in the fifth quarter.

Fig. 4.3c shows effects of capital inflows surge episode shock and a sud-
den stop shock to money market rates. Capital flow surge episode shocks 
depress money market rates for seven quarters by a cumulative 2 percent-
age points. In contrast, a sudden stop shock as shown in Fig. 4.3c raises 
money markets for two quarters by less than cumulative 1 percent. In 
Fig. 4.3b the sudden stop shock decreases stock market growth by nearly 
a cumulative 15 percent at the end of the year. In contrast, the capital 
inflow surge episode shock raises stock market growth by more than a 
cumulative 20 percentage points after six quarters.

The evidence concludes that the direction of all the impulse responses 
is as expected and consistent with economic predictions. However, in 
most cases the evidence shows that capital flow surge episodes effects 
tend to last longer than those induced by sudden stop episodes. Indeed, 
sudden stops are associated with a significant slowdown in economic 
growth and currency depreciation. In contrast, capital flight by domestic 
investors stimulates economic activity. Hence, the bunching of these epi-
sodes using net capital flows can lead to the misidentification of sudden 
stop episodes, thereby leading to a possibly misinformed policy response 
(Rothenberg and Warnock 2011).

Overall, this analysis reveals the significant effects of capital flow epi-
sodes on the domestic economy. This validates the South African policy-
makers’ concerns that distortions caused by sudden stops and that capital 
flow volatility can have substantial economic costs. The results presented 
here suggest that there is a need for a clear identification of these epi-
sodes and their causes. This is important for the design of policies aimed 
at reducing external vulnerabilities and mitigating negative economic 
outcomes.
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4.4  How Do Capital Flows Wave Categories 
Impact Credit Growth?

This section examines three aspects of capital flow waves on credit growth 
which include (1) how these shocks impact credit growth, (2) histori-
cal contributions and (3) proportions of fluctuations in credit dynamics 
induced by these shocks.

4.4.1  Evidence from Impulse Responses

Fig. 4.4a shows that credit growth responses vary between capital flow 
surges and sudden stop episodes shocks. Surges raise credit growth with 
a peak effect of 1.5 percentage points for around 10 quarters. In con-
trast, sudden stop shock leads to contraction in credit growth which lasts 
nearly 6 quarters.

Fig. 4.4b shows that credit growth responds differently to capital flow 
retrenchment shocks and capital flight shock. A capital flow retrench-
ment shock leads to a significant decline in credit growth. However, capi-
tal flight shock leads to significant increase in credit growth comparable 
to that exerted by capital flow surges, although the trajectories and per-
sistence effects of shocks differ.

4.4.2  Evidence from Historical Decompositions

This section applies a historical decomposition approach to determine 
which capital flows shock uplifted or dragged credit. In Fig. 4.5, prior to 
2004Q1 and after 2009Q3 the capital flow surges shock for most periods 
dragged credit growth more than other shocks. Between 2004Q2 and 
2009Q1 the capital surges shock uplifted credit growth more than oth-
ers. Capital flow surges contributed very little to credit growth evolution.

4.4.3  Evidence from Variance Decompositions

Do capital flow shocks episodes induce similar movements in credit 
growth? Fig. 4.6 shows a comparison in the fluctuations in credit growth 
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Fig. 4.4 The effects of capital flow episodes on credit growth (Source: 
Authors’ calculations)

induced by capital flow episode shocks. Capital flight shock induces 
more movements in credit growth than other shocks. On the other hand, 
capital flow surges explain relatively large fluctuations in credit growth 
than do sudden stops shocks.

4.5  Does Global Risk Aversion Shock Impact 
Capital Flow Surges, Sudden Stop 
Episodes and Credit Growth?

One global element that features prominently in policy discussions is 
the presence or absence of risk appetite by foreign investors and its 
effects on domestic factors. How does global risk aversion interact with 
domestic real activities? Fig. 4.7 shows the trends and scatter plots rela-
tionships between VIX with GDP growth, non-resident activity in the 
domestic bond and equities markets and the rand/US dollar exchange 
rate.

Elevated levels of risk tend to be associated with a decline in non- 
resident activity in the South African financial market, as shown in Fig. 
4.7f, g. This was the case in 2008 and 2009. The exchange rate is also 
sensitive to changes in global risk, although this has not been the case 
since 2012. Fig. 4.7a reveals a weak relationship between VIX and eco-
nomic growth.
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As shown in Fig. 4.8, VIX shock significantly raises the sudden 
stops episodes in Fig. 4.8a, lowers capital inflow surge episodes in Fig. 
4.8b and lead to exchange rate depreciation for nearly a year in Fig. 
4.8d.

What happens to GDP and credit growth in response to an unex-
pected positive one standard deviation VIX shock? Fig. 4.8c, d con-
firm that GDP and credit growth decline for nearly six and more 
than six quarters, respectively. However, Fig. 4.8f shows that credit 
growth declines very much due to the global risk shock and this holds 
irrespective of whether surges or sudden stop episodes are included in 
the model.

4.6  Counterfactual Scenarios 
and the Propagation Effects 
of Commodity Prices 
and the Exchange Rate

What is the role of commodity prices and the exchange rate in propagat-
ing the responses of credit growth to VIX, capital flow surges and sudden 
stop shocks? Would the direction of responses of credit growth be dif-
ferent in the presence and absence of commodity prices? Fig. 4.9 shows 
that capital flow surges and bank flow shocks raise credit growth more 
than the counterfactual suggests. This indicates that commodity prices 
magnify the impact of changes in risk perceptions and capital flows on 
credit growth. In contrast, sudden stop shocks depress credit growth 
very much in the presence of commodity prices. This implies that com-
modity prices tend to worsen the responses of credit growth to sudden 
stop episodes.

What about the role of the exchange rate in amplifying the credit 
responses to capital flow surges and VIX shocks? Are there any discern-
ible effects on the share of credit to households and companies? Fig. 4.10 
shows that credit to companies increases more than the counterfactual, 
indicating that the exchange rate amplifies the responses. In contrast, 
the VIX shocks reduce share of credit to companies but raise credit to 
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households. Capital flow surges and VIX shocks lead to sectorial credit 
reallocations.

In contrast, Fig. 4.11 shows that a sudden stop shock leads to a decline 
in credit to households, suggesting that the exchange rate tightens finan-
cial conditions and lowers credit to households. Overall, the evidence 
indicates the occurrence of reallocation of credit following a sudden stop 
shocks.

4.7  Conclusion and Policy Implications

Evidence in this chapter corroborates Forbes and Warnock (2011) and 
establishes that global risk is a driver of capital flow volatility. Elevated 
levels of risk tend to be associated with a decline in non-resident activity 
in the South African financial market. Global risk shocks significantly 
increase sudden stops episodes, lower capital inflow surge episodes and 
lead to exchange rate depreciation. Furthermore, episodes of capital 
waves may reflect changing domestic investors’ behavior.

Commodity prices and the exchange rate propagate and magnify 
the responses of credit growth to global risk shocks, capital flow surges 
and sudden stop shocks. Sudden stop shocks result in depressed credit 
growth in the presence of commodity prices. The exchange rate amplifies 
the responses of credit to companies due to capital flow surges and VIX 
shocks. Capital flow surges and global risk shocks lead to sectorial credit 
reallocations. However, changes in global risk are outside the control 
of domestic policymakers and may pose policy dilemmas. In line with 
Forbes and Warnock (2011), this implies that policymakers concerned 
about effects of capital flow volatility should prioritize strengthening the 
country’s ability to withstand volatility.

Evidence indicates that sudden stops contributed more to a pronounced 
economic growth contraction than did other categories around 1999, 
2001, 2009 and slightly in 2011. Capital flow surge episodes effects tend 
to last longer than those induced by sudden stop episodes. However, sud-
den stops are associated with a significant slowdown in economic growth 
and currency depreciation. Capital flight by domestic investors stimu-
lates economic activity and coincides with periods of calm. This means 
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that it is necessary to distinguish between different capital flows episodes 
as this presents a clearer analysis and allows for policy recommendations 
and responses. Policymakers should be aware that foreign and domestic 
investors can be motivated by different factors and react differently to 
various policies and other shocks.

Summary of Main Findings

• Elevated global risk as proxied by VIX is associated with a decline in 
non- resident activity in the South African financial market and signifi-
cantly raises the likelihood of sudden stops episodes.

• Sudden stop episodes are associated with a significant slowdown in 
economic growth, as well as stock market and currency depreciation.

• Capital inflow surge episodes raise economic growth, appreciate the 
exchange rate, lower inflation and raise the stock market.

• Commodity prices and the exchange rate propagate and magnify the 
responses of credit growth to global risk shocks, capital flow surges and 
sudden stop shocks. Evidence shows that capital flow surges and global 
risk shocks lead to sectorial credit reallocations.

4 Capital Flow Episodes Shocks, Global Investor Risk and Credit... 113
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5

Learning Objectives

• Establish the impact of the composition of capital flows on the secto-
rial credit shares to assess the potential financial stability risks involved

• Use the findings to assist in shaping policy responses and design of 
macro-prudential tools

5.1  Introduction

The relationship between capital flows, domestic credit and the real econ-
omy remains at the center of policy discussions. Excess global liquid-
ity and funding conditions spill-over to emerging market economies via 
cross-border bank lending activity and are expected to lead to overheating 
credit markets. Samarina and Bezemer (2016) argue that since the 1990s, 
foreign capital inflows resulted in the sectorial reallocation of credit from 
non-financial businesses to households. Their study established evidence 
that foreign capital inflows into the non-bank sectors are associated with 
lower shares of business lending in domestic bank portfolios.

Bank, Non-bank Capital Flows 
and Household Sector Credit 

Reallocation



Against this background, this chapter extends the analysis on the role of 
global liquidity and capital flows play on domestic credit markets by con-
sidering the role of the composition of capital flows in bank and non-bank 
capital flows. Formally, the chapter tests the hypothesis stated below.

Hypothesis 1 Capital inflows into non-banks and banks are associated with 
a decrease in the share of domestic bank loans to households.

Testing this hypothesis has implications for the interaction of monetary 
policy and financial stability objectives. The monetary policy stance through 
triggering a favorable interest rate differential can attract capital flows. This 
may inadvertently facilitate for the sectorial credit shifts and possibly lead to 
overheating in credit markets. These effects have a bearing on financial stabil-
ity considerations and the design of macro- prudential tools.

5.1.1  Does the Sectorial Reallocation of Credit 
Extension Matter?

Indeed it does. Empirical literature indicates the presence of the substitu-
tion effect between domestic bank loans and foreign capital. The substi-
tution is attributed to limited profitable investment opportunities at a 
time when capital is abundant and highly mobile. This causes competi-
tion between domestic and foreign finances for investment opportunities 
and may result in a substitution effect. However, this substitution effect 
does not imply that total bank lending falls. Rather that it induces a sec-
torial reallocation of credit.

In addition, the abundant and—in many cases—cheap capital allows 
domestic banks to fund domestic lending from international capital rather 
than from domestic bank deposits only. Hence, access to foreign sources of 
funding loosens banks’ financing constraints. On the other hand, domestic 
non-financial businesses may demand less credit from banks as they can access 
funding from non-banks. So, banks can respond to the decline in demand by 
non-financial businesses by expanding lending to households. As a result, the 
share of non-financial business loans in the banks’ portfolio declines.

Fig. 5.1 shows the evolution of bank credit to households and com-
panies in South Africa. It is evident that there have been large sectorial 
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shifts in credit over time. However, in contrast to the theories mentioned 
above, this chapter assesses whether capital inflows lead to a reduction in 
lending to households as a share of domestic banks’ loan portfolios.

5.2  Relationship Between Credit 
to Households, Bank and Non-bank 
Capital Flows

Fig. 5.2a, b show a negative relationship between credit to households 
and foreign direct investment (FDI) flows. The relationship between total 
portfolio flows and credit to households is flat in Fig. 5.2c, d. However, 
does the relationship depend on the definition of capital flows?

The bilateral relationship using scatterplots in Fig. 5.3 establishes a 
negative relationship which suggests that an increase in capital inflow 
leads to a reduction in the share of credit to households. This is the case 
for portfolio and FDI bank and non-bank flows.

The robust evidence of the negative relationship between the share of 
credit to the household sector, FDI and portfolio bank and non-bank 
flows is visible in Fig. 5.4. This holds true for flows. Does the  relationship 
vary between bank and non-bank flows? Yes, it does. Fig. 5.4a, b show 
that the steepness of the slope varies between the bank and non- bank 
flows in the FDI and portfolio flows categories. The relationship is steeper 
between credit to households and banks’ portfolio flows.

Furthermore, the cross-correlations approach in Fig. 5.5 establishes a 
negative relationship for most periods in the early horizons. This suggests 
that credit to households tends to decline for some time when preceded 
by elevated banking and non-banking flows. However, the correlations 
tend to be negative in the first 12 quarters in Fig. 5.5a, c and become 
positive afterwards.

This means that elevated capital flows of all categories do not result in 
a strong increase in credit to households on impact. The positive impact 
comes at a considerable lag. Even then it is very weak. The negative rela-
tionship between capital flows and credit to households is indicative of 
credit reallocation dynamics but it is very possible that they are very 
weak.
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5.3  VAR Results

The empirical analysis uses a vector autoregression (VAR) approach to 
determine periods at which the effects of capital flows have significant 
effects on credit to households and the magnitudes of the peak effects. A 
VAR model includes four variables: annual GDP growth, annual infla-
tion rate, credit to household as percentage of total credit and different 
capital flow categories. The capital flow categories include: (1) total FDI 
flows, (2) FDI bank flows, (3) FDI non-bank flows, (4) total portfolio 
flows, (5) portfolio bank flows and (6) portfolio non-bank flows. All the 
capital flow categories are expressed as percentage of GDP. The sample 
spans 1994Q1–2015Q3. The capital flow categories are included indi-
vidually in the model. The models are estimated with three lags chosen by 
the the Akaike Information Criterion (AIC) and 10,000 bootstrap draws. 
The error bands are shown by the shaded area and denote the 16th and 
84th percentiles

Similar to the findings in stylized sections, Fig. 5.6 establishes negative 
responses to various capital inflow shocks. This indicates that  banking 
and non-banking flows lead to sectorial credit reallocations from the 
household sector.

However, the statistical significance of the responses differs. Based on 
the 16th and 84th percentiles, there is significant reallocation of credit to 
households due to FDI bank and non-bank flow shock in Fig. 5.6a, b, as 
well as to portfolio bank flow shock in (f ). Amongst all the shocks, the 
decline in credit to household does not exceed 0.25 total credit percent 
at peak response, which indicates that when the reallocations occur, they 
are very small.

5.3.1  Fluctuations in Credit to Households Explained 
by Bank and Non-bank Capital Flows

What proportion of fluctuations in credit to households is induced by 
capital flows? Fig. 5.7a shows that non-bank flows explain more move-
ments in credit to households than bank flows. Amongst the FDI flows 
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categories in Fig. 5.7c, the non-bank flows induce more fluctuations in 
credit to households than bank flows. In contrast, portfolio bank flows 
explain more credit fluctuations than portfolio non-bank flows in Fig. 
5.7d.

5.3.2  The Counterfactual Contributions

To derive the counterfactual scenarios and periods in which bank and non- 
bank flows uplifted and were a drag on credit to households, a historical 
decomposition approach is used. The historical contributions approach 
decomposes the share of credit to households into own contributions 
and those from other variables. To calculate the counterfactual share of 
credit to households, the responses of household credit are purged of the 
contributions of bank and non-bank flows, respectively. Thereafter, the 
counterfactual share of credit to households is calculated as the difference 
between responses purged of and those that are not purged of the effects 
of bank and non-bank flows.

Figs. 5.8a and 5.9a show the actual and counterfactual credit to house-
holds. The contributions from bank and non-bank flows are shown in 
Figs. 5.8b and 5.9b. In Fig. 5.8a, the difference between actual and coun-
terfactual credit to household is very slight, suggesting that bank flow 
contributions only play a small role in credit to household dynamics. 
This is confirmed by a magnitude of less than 1 percent at the peak con-
tributions in Fig. 5.8b during the recent credit and house price boom of 
2004–2007. During the period of the financial crisis and recession, bank 
flows only contributed a maximum of 1 percent in the decline in credit 
to households.

The non-bank flows made positive contributions to credit to house-
holds in Fig. 5.9a in 2002–2005 and after 2014. The contributions were 
negative between 2006 and 2013. In terms of magnitudes, the peak 
increase contribution is nearly 1.5 percent and peak decline remains 
below 1.5 percent. These magnitudes indicate that non-bank flow con-
tributions play but a small role in driving credit to household dynamics.
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5.4  Conclusion and Policy Recommendations

The chapter searched for evidence of sectorial reallocation of the 
share of household credit due to bank and non-bank capital flow 
shocks. The findings establish a negative relationship between credit 
to households’ share of credit and all categories of capital flows. The 
magnitudes of the negative effects, though statistically significant, 
are small—suggesting that this is not a big problem in South Africa. 
Although the magnitudes are small, the results suggest that capital 
mobility has detrimental effects on the domestic allocation of bank 
credit. The negative effects are particularly evident when capital is 
flowing into the non-bank sector. Despite small magnitudes, if the 
negative effects occur over a prolonged period this means that they 
can crowd out domestic credit to households. This can create a signifi-
cant change in the banks’ loan portfolios.

However, from a financial stability and macro-prudential regulation 
perspective, the small magnitude probably offers no sense of comfort. 
Regulators are well aware that small and localized financial practices can 
mask severe threats to financial stability. Although small, the impact of 
bank and non-bank capital flows on the reallocation of credit suggests 
that close monitoring and regulation of these sectorial patterns is neces-
sary so that policymakers are not caught off guard. In addition, these 
findings imply that prudential targeted regulations, as opposed to broad 
regulations, may be more effective.

Summary of Main Findings

• Household credit is negatively related to all categories of capital flows.
• Bank and non-bank capital flow shocks result in the sectorial realloca-

tion of credit and a decline in the share of credit to households.
• The impact of the negative effects is small, meaning that the sectorial 

credit reallocation induced by capital flows is not a big problem in 
South Africa.
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6
Capital Flows and the Reallocation 

of Credit from Companies

Learning Objectives

• Establish whether the substitution effects induced by the composition 
of capital flows benefits credit to companies

• Examine the potential financial stability risks involved and how regu-
latory and macro-prudential tools can respond to mitigate these risks

• Look at whether the composition of capital flows amplifies the 
responses of the repo rate to positive inflation shocks

6.1  Introduction

The previous chapter showed that bank and non-bank capital flows are 
negatively related to the households’ share of total credit. The negative 
effects are small, suggesting that capital flows do not induce large secto-
rial reallocations in bank credit. However, companies and households 
respond differently to changes in credit and financial conditions. To what 



extent do foreign capital flows result in domestic bank lending being 
dominated by credit to companies? We test the relevance of the hypoth-
esis stated below.

Hypothesis Are capital inflows into banks and non-banks associated with a 
decrease in the share of domestic bank loans to companies?

Empirical literature establishes a link from larger capital inflows to 
more fragile bank loan portfolios which runs via foreign capital into the 
non-bank sector. This link is stronger when investment opportunities are 
fewer. In addition, the substitution effect matters because financial open-
ness tends to cause domestic lending credit booms. It allows domestic 
banks to fund domestic lending from international capital rather than 
from domestic bank deposits only. Hence, access to foreign sources of 
funding loosens banks’ financing constraints. In addition, banks can expe-
rience a decline in the demand for their loans by domestic non-financial 
business as other sources of funding become competitive. It can then 
happen that banks respond to this by reducing lending to households 
and increase the companies’ loan share in the domestic bank portfolios. 
This has implications for macro-prudential policy and the regulation of 
capital flows.

6.2  Does the Relationship Between Credit 
to Companies Depend on the Definition 
of the Capital Flow Category?

The bilateral relationships in Figs. 6.1 and 6.2 establish a positive relation-
ship which suggests that increased capital inflows in the form of bank and 
non-bank flows lead to an increase in the share of credit to companies.

The positive relationship between credit to companies, bank and 
non-banking flows is robust evidence as it holds for both foreign direct 
investment (FDI) and portfolio flows in Fig. 6.3a, b. This is different to 
findings in relation to credit to the household sector. Robust evidence of 
a negative relationship between credit to the household sector and FDI 
and portfolio bank and non-banking flows was established.
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Does the relationship vary between bank and non-bank flows? Yes, 
it does. Fig. 6.3a, b show that the steepness of the slope varies between 
the bank and non-bank flows in the FDI and portfolio flows categories. 
Credit to companies is more sensitive to the bank portfolio inflows com-
pared to the non-bank category.

These results indicate that there is a positive relationship between capi-
tal flows and credit to companies. This evidence supports the theory of 
the prevalence of credit reallocation dynamics towards companies.

6.3  The VAR Results

This section estimates a vector autoregression (VAR) model with four 
variables from 1994Q1 to 2015Q3. The four variables are annual GDP 
growth, annual inflation rate, credit to companies as percentage of total 
loans and advances and capital flow categories. The capital flow categories 
refer to (1) total FDI or FDI bank flow or non-bank flows and (2) total 
portfolio or portfolio bank or non-bank flows. The flow categories are 
expressed as percentage of GDP. The capital flow categories are included 
separately in the model. The VAR model has three lags selected by AIC 
and 10,000 Monte Carlo draws. The impulse responses are the 16th and 
84th percentiles and are shaded in grey. Similar to the findings in the 
stylized sections, Fig. 6.4 shows positive impulse responses of credit to 

Fig. 6.3 Sensitivity of credit to companies to disaggregated capital flows 
(Source: SARB and authors’ calculations)

6 Capital Flows and the Reallocation of Credit from Companies 135



Fi
g

. 6
.4

 
Th

e 
re

sp
o

n
se

s 
o

f 
cr

ed
it

 t
o

 c
o

m
p

an
ie

s 
to

 c
ap

it
al

 fl
o

w
 s

h
o

ck
s 

(S
o
u
rc
e:

 A
u

th
o

rs
’ c

al
cu

la
ti

o
n

s)

136 Bank Credit Extension and Real Economic Activity in South Africa



companies to different categories of capital flows shocks. This indicates 
that banking and non-banking flows lead to sectorial credit reallocations 
towards companies.

There is a significant increase in the reallocation of credit to companies 
due to portfolio flows, portfolio bank flows and non-bank flow shock in 
Fig. 6.4d, e and (d), respectively. However, amongst all the capital flow 
shocks, the increase in credit to companies does not exceed 0.3 percent-
age points. This indicates that although the reallocation of credit toward 
companies occurs, it is in very small magnitudes. However, this positive 
impact is much higher compared to the negative (decline) impact of 0.25 
percentage points at peak response of these capital flow categories on the 
household sector credit share shown in the previous chapter.

Does the aggregation of FDI and portfolio flows into banking and 
non-banking flows impact the relationship between credit to companies 
and capital flows? Fig. 6.5a, b show that credit to companies increases 
due to a positive bank and non-bank flow shock. However, the increase 
is significant towards non-bank flows shocks in Fig. 6.5c. Credit to com-
panies rises for nearly 10 quarters.

6.4  Fluctuations in Credit to Companies 
Explained by Bank and Non-bank 
Shocks

To determine the proportion of fluctuations in credit to companies 
that is induced by capital flow shocks, variance decompositions are 
used. Fig. 6.6a shows that non-bank flows explain more movements 
in credit to companies than bank flows. Fig. 6.6b shows that portfolio 
flow shocks induce more fluctuations in credit to companies than FDI 
flow shocks.

This is in contrast to evidence that non-bank flows explain more 
movements in credit to households than bank flows, in particular FDI 
non- bank than bank flows. On the other hand, portfolio bank flows 
explain more household credit fluctuations than portfolio non-bank 
flows.
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6.5  Do Capital Flows Amplify the Responses 
of the Repo Rate to Positive Inflation 
Shocks? Evidence 
from the Counterfactual Contributions

So far we have established some important aspects. First, portfolio flows 
matter very much for credit reallocation towards companies. Second, 
portfolio flows induce slightly higher variability in credit to companies 
than FDI flows. Third, non-bank flows explain more fluctuations in 
credit to companies than bank flows. But, do capital flows amplify the 
responses of the repo rate to positive inflation shocks? That is, is the repo 
rate response different in the presence of the capital flows channel than 
when it is shut off in the model?

Fig. 6.7 shows that credit to companies is positively related to inflation. 
Fig. A6.2 in the appendix shows that the positive relationship between 
credit to companies and inflation is robust to measurement, that is, as a 
share of total credit and the growth rate in the level of credit to compa-
nies. In contrast, Fig. A6.1 in the appendix shows that household credit 
share is negatively related to inflation. This relationship holds even for the 
level of credit growth to households in Fig. A6.2.

At the same time, Fig. 6.7 shows that portfolio flows reduce inflation 
and the repo rate. The magnitude in the decline in inflation due to port-
folio flows is larger than the size of the inflation increase due to credit to 
companies. This means that increased capital flows tend to neutralize the 
inflationary pressures associated with increased credit to companies. The 
repo rate declines due to increased portfolio flows.

However, to determine the actual and counterfactual repo rate response 
to positive inflation shocks each capital flow category is shut off. The gap 
between the actual repo rate in the presence of various capital flow catego-
ries and the counterfactual responses when these capital flow channels are 
shut off establish their amplification or dampening role and magnitudes.

Fig. 6.8 shows the response of the repo rate to positive inflation 
shocks  in the presence of portfolio flow channels and when they are 
shut off. These are cumulative repo rate responses following a 1 percent-
age points positive inflation shock. When the counterfactual repo rate  
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Fig. 6.8 Cumulative repo rate response to positive inflation shocks and 
amplification by portfolio flows (Source: Authors’ calculations)

responses exceed the actual repo rate response, the implication is that 
increased portfolio flows induce lower magnitudes of repo rate increase than 
when capital flows are shut off. In cumulative terms, the repo rate responses 
indicate that it may lower by 0.4 percentage points over long horizons.

The responses to portfolio bank and non-bank flows, FDI bank and 
non-bank flows in Fig. 6.9 arrive at similar conclusions. The counterfac-
tual repo rate exceeds the actual repo rate, meaning that increased capital 
flow activity induces lower increases in repo rate due to positive inflation 
shocks. This is possibly linked to the appreciation in the exchange rate 
that is usually associated with an increase in capital flows. Nonetheless, 
the results reveal that the repo rate responds to positive inflation shocks, 
irrespective of capital flow activity.

6.6  The Historical Decompositions 
and Counterfactual Scenarios

Fig. 6.10 shows that banks flow uplifted credit to companies between 
2005 and 2012 as well as the beginning again in mid-2014 and thereafter.

On the other hand, the contributions of both non-bank and bank 
flows in Fig. 6.11 were largely negative in between 2000 and 2007 due to 
the contribution of non-bank flows. It also seems to be the case currently 
that non-bank flows are neutralizing the positive impact of bank flows 
shown in Fig. 6.10.

142 Bank Credit Extension and Real Economic Activity in South Africa



Fi
g

. 6
.9

 
C

u
m

u
la

ti
ve

 r
ep

o
 r

at
e 

re
sp

o
n

se
s 

to
 p

o
si

ti
ve

 in
fl

at
io

n
 s

h
o

ck
s 

an
d

 a
m

p
lifi

ca
ti

o
n

 b
y 

va
ri

o
u

s 
ca

p
it

al
 fl

o
w

 c
at

eg
o

-
ri

es
 (
So

u
rc
e:

 A
u

th
o

rs
’ c

al
cu

la
ti

o
n

s)

6 Capital Flows and the Reallocation of Credit from Companies 143



6.7  Conclusion and Policy Implications

The results in this chapter suggest that capital mobility may lead to an 
increase in the domestic allocation of bank credit towards companies. 
In addition, portfolio flow shocks induce more fluctuations in credit to 
companies than FDI flow shock. This is in contrast to the findings that 
non-bank flows explain more movements in credit to households than 
bank flows. This evidence supports the theory of the prevalence of credit 
reallocation dynamics towards companies.

Fig. 6.10 Actual and counterfactual credit to companies and contributions 
of bank flows (Source: Authors’ calculations)

Fig. 6.11 Actual and counterfactual credit to companies and contributions 
of bank and non-bank flows (Source: Authors’ calculations)
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The counterfactual exercises show that the repo rate does increase to 
curb inflationary pressures. However, the policy tightening is larger in 
the absence of increased capital flow activity. This means that increased 
capital flow activity induces muted repo rate increases in response to 
inflationary pressures. This is linked to the exchange rate appreciation 
response to capital flows that tends to dampen inflation pressures. The 
results imply that the inflation target mandate is binding and policymak-
ers respond to inflationary pressures irrespective of the sources.

For regulatory and prudential policy, the evidence of the prevalence of 
credit reallocation towards companies means that capital flows can result 
in excesses in some market segments. To mitigate the build-up of such 
imbalances and the potential negative spill-over effects requires targeted 
regulatory tools instead of broad regulation.

Summary of Main Findings

• There is a positive relationship between credit to companies, bank and 
non-banking flows.

• Credit to companies is more sensitive to bank portfolio inflows com-
pared to non-bank inflows.

• Capital flows induce credit reallocation towards companies.
• The share of credit to companies and growth rates are positively related 

to inflation.
• Increased capital flow activity via the exchange rate channel induces 

lower increases in repo rate due to positive inflation shocks.

 Appendix
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7
Stock Price Returns, Volatility and Costly 

Asset Price Boom–Bust Episodes

Learning Objectives

• Understand how stock market price returns and volatility exert differ-
ent impacts on macroeconomic variables.

• Distinguish between the adverse effects of stock price volatility shocks 
and those exerted by a positive monetary policy shock.

• Assess the impact of unexpected stock returns shocks on inflation and 
economic growth.

• Establish how the contributions of stock price returns and volatility 
reinforce each other.

• Understand in which periods different techniques identify asset price 
booms and busts.

• Learn what the Taylor rule suggests about monetary policy settings 
during asset price booms.

• Assess whether all booms in South Africa are followed by costly busts. 
In cases where they are, determine the cumulative output costs and the 
severity of equity price and house price busts.



7.1  Introduction

The Johannesburg Stock Exchange (JSE) index price more than doubled 
from a low of 19,657.9 to 53,741.7 points between March 2009 and 
April 2015, as illustrated in Fig. 7.1. Policymakers have raised concerns 
about the sustainability of the price boom and what the impact of a sharp 
correction would be. However, it is not necessarily undesirable to have 
asset price rises, but the problem arises when the asset prices decline and 
the impact spills over into economic activity.

The literature provides evidence that busts following asset price cycle 
booms tend to be associated with significant real economic contractions 
and slow recoveries. This is because of the feedback loop linked to costly 
busts of asset price booms, lending and leveraging against these asset 
prices.

Have there been episodes of non-costly asset price booms and 
busts in South Africa? The literature is clear that not all asset price 
booms are alike. For example, the boom in technology stocks in the 
late 1990s was not fueled by a feedback loop between bank lend-
ing and rising equity values. In addition, stock market bubbles are 
much harder to identify given that they are not primarily driven by  
credit booms. Hence, literature argues that it is this distinguishing 

Fig. 7.1 The JSE All share price index (Source: SARB)
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characteristic that also makes them less harmful. Their collapse is less 
likely to lead to financial instability. However, in extreme cases, as evi-
denced by the recent financial crisis, the collapse of asset price booms 
can compromise the functioning of the financial system as a whole 
(Mishkin 2008).

Why care about these stock price booms and busts if they are hard to 
identify? First, when stock price booms collapse and the positive feedback 
loop between credit and stock prices is reversed, it means policymakers 
have to manage the costs involved. Second, departures of asset prices 
from levels implied by economic fundamentals as evidenced by asset 
price bubbles have additional implications for economic efficiency. They 
can lead to inappropriate investments that decrease the efficiency of the 
economy by diverting resources towards economic activities that are only 
supported by the bubble.

The literature is fraught with evidence showing that discussions of 
booms and busts have to distinguish between equity and property 
prices, for several reasons related to: (1) the efficient markets hypothesis 
most likely to apply to equity markets relative to property markets; (2) 
concentration of the ownership of stock among households and their 
consumption decisions; (3) the relative leverage of housing purchases 
and its impact on the balance sheets of both households and financial 
intermediaries.1

This chapter pays particular attention to equity price busts and their 
associated economic costs. The effects of various dynamics of equity 
booms and busts are quantified and the role of stock price returns and 
volatility on economic growth is illustrated. The movements induced by 
portfolio outflows on economic growth, stock price returns and volatil-
ity are examined. Furthermore, episodes of real stock price busts and 
the associated economic costs are identified. The analysis focuses on 
the behavior of selected macroeconomic variables and the possible exis-
tence of financial imbalances prior to, during and after episodes of costly 
booms.

1 See IMF (2003), Cecchetti (2012, 2006), Yavas (2013), Xiong (2013), amongst others
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7.2  Stylized Facts in the Relationship 
Between Economic Growth and Stock 
Market Dynamics

Fig. 7.1 showed that, having fallen to record low levels in 2009 subse-
quent to the financial crisis and the ensuing recession, equity prices have 
performed extraordinarily well. So, what is (1) the relationship between 
stock returns and economic growth and (2) the relationship between eco-
nomic growth and volatility in stock price returns? The time series for 
stock price volatility is based on average monthly stock price volatility for 
the period January 1988 to September 2012 using a Garch (1,1) model. 
The volatility estimate is obtained by regressing monthly stock returns  
on constant and lagged monthly stock price returns. Fig. 7.2 shows the 
GDP growth, the stock price returns and volatility.

The data shows that stock price returns tend to move closely with eco-
nomic growth and that peaks in stock price volatility tend to coincide 
with the slowdown in GDP. On the other hand, there is a negative rela-
tionship between GDP and stock price volatility.

7.3  Differential Effects Between Stock 
Price Returns and Volatility on 
Economic Growth

This chapter assesses the differential effects of stock price returns and 
volatility from four perspectives: (1) how economic growth responds to 
unexpected stock price returns and volatility shocks of the same magni-
tude; (2) how stock price returns and volatility impact inflationary pres-
sures and economic growth; (3) quantifying the fluctuations in economic 
growth induced by stock price returns and volatility, and how movements 
induced by these shocks compare to those of other economic shocks; and 
(4) the extent to which these shocks transmit portfolio outflow shocks 
into the economy and the proportion of movements due to portfolio out-
flow shocks. The empirical analysis applies vector autoregression (VAR) 
models that include portfolio inflows and outflows as they are amongst 
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the key drivers of developments in asset prices. Different models are esti-
mated where portfolio inflows and outflows are used interchangeably to 
assess the impact of a unit shock in both stock price returns and volatility.2

Fig. 7.3d shows that unexpected positive stock price volatility shock low-
ers inflation. This might be a result of uncertainty and postponement of 
planned decisions, which in turn may reduce the demand for investment 
and lower aggregate demand. An unexpected positive unit shock in stock 
price volatility depresses economic growth significantly and slows inflation.

In Fig. 7.3a a positive unexpected rise in stock price returns raises eco-
nomic growth in the first three quarters and leads to a slowdown in eco-
nomic growth after four quarters. Why is this the case? It can be explained 
by the different sensitivities of the variables included in the model. Given 
that the mandate of the South African Reserve Bank is price stability, 
Fig. 7.4a compares the sensitivities of economic growth and inflation to 
an unexpected shock in stock returns. Inflation is relatively more sensitive 
to unexpected increase in stock price returns than to economic growth. 
The inflation rise is consistent with evidence reported in literature operat-
ing through wealth effects, which tend to raise investment and aggregate 
demand, and ultimately results in a rise in inflation.

So does it matter which stock price component is used in assessing the 
impact of inflation on economic growth? Fig. 7.4c shows that the choice 
of the stock price component does matter. Inflation leads to relatively 
larger contractions in economic growth when considering stock price 
volatility, as opposed to when considering stock price returns only.

7.3.1  Do Stock Price Dynamics and Fluctuations 
on Economic Growth Relative to Other  
Shocks

How do stock price returns and volatility shocks impact fluctuations in eco-
nomic growth compared to those attributed to movements in economic 
growth, inflation, policy rate, portfolio inflows and outflows? Fig. 7.5a, b 
show that own movements in GDP account for a higher proportion of  

2 See Kim and Yang (2009) for further details on dealing with the issue of simultaneity between 
capital inflows and asset prices.
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economic growth in the first six quarters. Inflation accounts for a rela-
tively high percentage of fluctuations in economic growth after four 
quarters in Fig. 7.5c, but the effect is large in the presence of stock vola-
tility. However, it is noticeable in Fig. 7.5d that stock price returns induce 
greater movements in GDP relative to stock price volatility shocks.

These findings show that stock price returns have a positive effect on 
economic growth but they raise inflation and this has a dampening effect 
on their simulative effects. Inflation tends to depress economic growth 
more in the presence of stock price volatility relative to the presence of 
stock price returns in Fig. 7.5c

7.3.2  Stock Price Returns and Volatility Transmit 
Portfolio Outflow Shocks

Is there a transmission channel of portfolio outflows shocks in South 
Africa operating via stock price returns and volatility and how significant 
are the channels? Fig. 7.6 shows that stock price returns decline signifi-
cantly in response to an unexpected portfolio outflow shock while stock 
price volatility rises significantly.

The evidence shows that portfolio outflow shocks are transmitted via 
stock returns and their accompanying volatility. What about the effects 
of portfolio outflows on economic growth? Evidence presented in Fig. 
7.6c, d confirms that portfolio outflows are destabilizing. An unexpected 
positive portfolio outflow shock depresses economic growth significantly, 
irrespective of the returns and the volatility variables. Why is there a dif-
ferential response in the magnitudes and the duration of portfolio outflow 
effects between stock price returns and volatility? This can be explained in 
two ways: (1) by examining fluctuations in economic growth in the pres-
ence of returns and volatility and (2) by examining how portfolio out-
flows impact fluctuations in stock price returns and volatility. Fig. 7.7a 
shows that economic growth fluctuates relatively more due to portfolio 
outflow shocks in the presence of stock volatility than stock price returns.

Whereas, in Fig. 7.7b portfolio outflows induce relatively higher fluc-
tuations in stock price volatility than in stock price returns.
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7.3.3  Volatility and Monetary Policy Tightening 
Shocks Impacts on Economic Growth

Evidence shows that unexpected stock price volatility depresses eco-
nomic growth. However, between an unexpected stock price volatil-
ity and unexpected tightening in monetary policy shocks which one 
exerts more depressing effects? Fig. 7.8 shows that the response of 
GDP growth to stock price volatility and interest rates is negative. 
However, the depressing effects of stock price volatility tend to be 
smaller when compared to those exerted by a positive monetary policy 
shock. Inflation has depressing effects on GDP growth that are far 
more severe compared to those of stock price volatility and interest 
rates.

7.3.4  Economic Growth Evolution and the Role of 
Stock Returns and Volatility

In Fig. 7.9a, c actual and counterfactual economic growth rate show 
the contributions of stock price returns and volatility. Post-2009 actual 
economic growth exceeded the counterfactual growth, indicating that 
stock price returns and low volatility contributed to uplifting economic 
activity in the beginning of 2010 and in later periods. However, during 
the domestic recession both the stock market returns and high volatility 
aggravated the recessionary effects. In contrast, low volatility in the post- 
recession period was linked to positive contributions towards economic 
growth.

Furthermore, the comparison of the contributions of stock price 
returns and volatility in Fig. 7.10 for the period 2000–2012 shows that 
the contributions of stock price returns and volatility tend to move in 
the same direction and reinforce each other. The reinforcing effects are 
magnified in the presence of stock price returns.
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7.4  Asset Price Booms and Busts: Inferences 
from Various Measures

So far, the evidence has established the macroeconomic effects of stock 
price returns and stock price volatility shock, and the responses of eco-
nomic activity to a contractionary monetary policy shock and stock price 
developments. But how costly are equity price booms and busts?

First, to identify stock price booms and busts the approach in Fatas 
et al. (2009) and Borgy et al. (2009) is used. The authors define stock 
busts as periods when the four quarter moving average of the annual 
growth rate of stock prices falls below a specific threshold. Borgy et al. 
(2009) set the threshold at −15 percent, whereas Bordo and Jeanne 
(2002) set it at −20 percent. Both thresholds are used in this analysis. 
This methodology has been applied consistently across countries and the 
thresholds are able to pick up the major well-known asset price busts.

Second, the stock price busts (booms) are identified using the band- 
pass filter. The threshold occurs when the Christiano–Fitzgerald band- 
pass filter falls (rises) below (above) zero by more than one standard 
deviation. The results of these approaches are shown in Fig. 7.11. Bust 
periods are shaded by the light grey color. In part (a) these are identified 
by cut-offs of negative −15 percent and negative −20 percent. In part 
(b) these are determined by a negative one standard deviation, that is, 
approximately a negative −20 percent based on band-pass filter.

In Fig. 7.11 the results from both methodologies are highly compa-
rable and both are able to identify busts based on the −15 percent and 
−20 percent thresholds. These findings based on light shaded portions of 
busts using the band-pass filter approach identify the same episodes and 
turning points. What differs is the duration of the identified bust periods. 
The band-pass filter identifies turning points earlier, as shown in Fig. 
7.12, when compared to the moving average series. The bust episodes 
identified in 1974–75, 1983, 1992 and 2008 concur with evidence in 
other international studies.

We further show what happens during the identified bust episodes and 
the severity of the economic costs? Table 7.1 shows the economic costs 
associated with bust episodes, the duration of stock price busts, the average 
real stock price declines and the size of the output gaps. These calculations  
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Table 7.1 Estimated stock prices busts and the output-gap

Period
Duration in 
quarters

Mean GDP
gap (%)

Mean real stock price 
changes (%)

1974Q3–1977Q3 13 −0.33 −22.01
1981Q1–1983Q1 9 −0.79 −22.84
1987Q3−1989Q1 7 2.11 −19.53
1990Q3−1991Q3 5 −1.07 −14.08
1998Q2−1999Q2 5 −1.90 −16.45
2002Q3−2003Q3 6 −0.55 −14.12
2008Q3−2010Q2 10 −1.60 −37.03

Source: Authors’ calculations

are based on the estimated periods when the bust occurred based on the 
four- quarter moving average and the deviations of output from its poten-
tial trend based on the Hodrick–Prescott filter.3 The cumulative widen-
ing in the output gap is measured as the accumulated deviation from a 
one-sided Hodrick–Prescott filter with a smoothness parameter of 1,600.

In Table 7.1 the average stock price busts are estimated to last nearly 
seven quarters. The mean real stock price growth declined by between 
14 and 38 percent; and the mean decline in output below its trend out-
put was the most severe at 1.6 percent for the 2008Q2–2010Q2 period. 
Indeed, the evidence points to serious economic costs during stock bust 
episodes. However, does it mean that all booms result in severe economic 
costs?

Following Borgy et al. (2009) and Alessi and Detken (2011) a costly 
asset price boom is defined as a costly boom that is followed by a widen-
ing of the output gap of at least 3 percentage points within three years 
following the end of the boom. The equity boom episodes using this 
criterion and those identified as less costly are shown in Fig. 7.13.

Fig. 7.13 corroborates the findings that not all stock price booms are 
followed by costly economic episodes. However, the literature provides 
evidence showing that discussions of booms and busts have to distin-
guish between equity and property prices. Fig. 7.14a shows the real house 
price busts (booms) determined using the four-quarter moving average 

3 See Fatas et al. (Fatas et al. 2009) for further details.
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and negative (positive) 5 percent threshold and real economic growth. 
In Fig. 7.14b during house price busts real economic growth tends to 
decline by more than 3 percent.

This suggests that house price busts tend to worsen growth prospects, 
hence they create outsized risk. In the South African case, estimates show 
that the average house price bust lasts for two and half years, whereas 
stock price busts last approximately two years.4 The results are consis-
tent with literature indicating that costly asset price booms with greater 
output loss are associated with housing booms and busts rather than for 
stock prices, and they are relatively more persistent.

7.4.1  Credit or Collateral Channel in South Africa 
Accompanying Costly Booms

For completeness of the analysis of asset price booms and busts and the 
associated credit booms and busts, we use simple plot analysis to exam-
ine the existence of evidence of the credit or collateral channel. This will 
demonstrate what happens to variables capturing these channels. The 
variables depicting the credit and the collateral channels are shown in Fig. 
7.15, based on the identified costly equity price booms in Fig. 7.13. The 
purpose is to show the behavior of credit and M3 money supply growth, 
as well as house prices and residential investment growth prior to, during 
and after the identified boom periods.

The hypothesis being investigated argues that credit booms or collat-
eral driven asset price boom cycles eventually lead to severe contraction 
in economic activity, which occurs as the preceding developments are 
reversed and are propagated via the financial accelerator mechanism. The 
costly boom periods are shown by the light grey shaded areas. The boom 
periods, according to the formula used, begin three periods before the 
start of the periods shown in each graph in Fig. 7.15. House price growth 
refers to real house prices deflated by the consumer price index.

4 International evidence shows that the average house price bust lasts for two and a half years, 
whereas stock price busts last for about one and a half years. The cumulative decline in output 
below trend is roughly 4.25 percent for the first year after the onset of a house price bust, compared 
with a 1.25 percent decline after stock price busts. See IMF (2003, 2008), Claessens et al. (2008), 
Dekten and Smets (2004), Mishkin (2008), Borgy et al. (2009).
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The trends in Fig. 7.15 showing the most severe and costly booms 
during 1982–1983 and 2008 reveal that credit, house price growth and 
residential investment tend to become negative in costly boom periods 
identified in the 2000s, compared to the costly booms identified in the 
early 1980s. The decline in credit and M3 growth confirm that the credit 
channel is present during costly boom periods while house price growth 
points to the collateral channel. A similar trend is visible for economic 
growth, household consumption and gross fixed capital formation in Fig. 
A7.1 in the Appendix.

These findings suggest that costly equity price booms tend to be asso-
ciated with credit booms or house price booms, implying that collateral 
driven asset price boom–bust cycles are followed by severe contractions 
in economic activity.

7.4.2  Financial Imbalance Build-Ups During the 
Identified Episodes of Costly Booms

The estimates of the financial imbalance build-ups are captured by 
the deviations of actual growth rates of these variables from their six-
year trailing moving average. This includes showing what happens 
to these variables before, during and after the identified costly boom 
episodes. A great deal of the literature suggests that based on devia-
tions from an underlying trend derived using the six-year moving 
average, this can ring an “alarm.”5 Fig. 7.16a, d and g show the actual 
growth rates and the six-year trailing moving averages. Fig. 7.16b, 
e and h show the gaps, capturing imbalances in the first boom periods 
in the 1980s and Fig. 7.16c, f and i show financial imbalances in the 
late 2000s.

There is evidence of financial imbalance build-ups during costly boom 
periods accompanied by massive slowdown—except for residential 
investment in the 2000s, which began to show weakened build-ups in 
imbalances before the end of costly boom episodes.

5 See Kaminsky et al. (1998) and Kaminsky and Reinhart (1999), Borgy et al. (2009), Kannan et al. 
(2009).
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7.4.3  Inferences From the Role of Monetary 
Policy Based on Deviations from  
the Taylor Rule 

This section looks at the role of monetary policy in episodes of costly 
equity price booms. The approach considers the interaction of nomi-
nal interest rates, real interest rates, inflation gap and the output gap 
to assess whether policy was accommodative during these costly boom 
episodes. The Taylor gap is defined as in Eq. (7.1) to capture whether 
monetary policy settings were systematically lower than those predicted 
by the Taylor rule.

 
i r y yt t t t t t t– * . * . – *+ + -( ) + ( )éë ùûp p p0 5 0 5

 
(7.1)

Where, r*, π* and y* are the ex-post HP trends derived with λ=1600. 
A negative gap implies that monetary conditions were accommodative 
relative to prescriptions of the Taylor rule. The results in Fig. 7.17a show 
that monetary policy was highly accommodative. However, in Fig. 7.17b 
this was not necessarily the case in the early part of the booms under the 
inflation-targeting period.

These results corroborate other studies showing that with inflation 
typically under control, monetary policy was not the main or systematic 

Fig. 7.17 Taylor gaps during costly stock price booms (Note: Shaded areas 
refer to periods of costly stock price booms. Source: Authors’ calculations)
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source of the excesses that led to the recent price boom. Rather, monetary 
policy effectively accommodated these growing imbalances, raising the 
risk of damaging busts. For ease of reference, the estimated Taylor gaps 
and four-quarter moving averages for real house prices and real stock 
price returns are shown in Fig. 7.18.

7.5  Conclusion and Policy Implications

This chapter contrasted the effects of stock price returns and volatility 
on economic growth. The evidence indicates that the contributions of 
stock price returns and stock price volatility tend to move in the same 
direction and reinforce each other. The effects are magnified in the pres-
ence of stock price returns. An unexpected positive portfolio outflows 
shock depresses economic growth significantly for nearly a year and it 
is transmitted into the economy through volatility and stock returns. 
Furthermore, evidence shows that the depressing effects of stock price 
volatility tend to be smaller when compared to those exerted by a posi-
tive monetary policy shock. In addition, inflation has depressing effects 
on GDP growth that are far more severe compared to those of stock price 
volatility and interest rates.

The findings show that not all booms are followed by costly busts. 
Costly booms were associated with the build-up of financial imbalances 
in the form of credit,M3 growth and house price growth. This suggests 
that policies need to address those asset price booms in which there is 
feedback between asset prices and credit booms. These credit- and collat-
eral-driven asset price booms may lead to financial instability and damag-
ing effects on the economy.

The Taylor gaps evidence shows that monetary policy did not systemat-
ically lead to a build-up in financial imbalances during the pre-2008 asset 
price bust. This suggests that there is a role for the regulatory and macro- 
prudential framework to address credit-driven booms. In particular,  
the monitoring of risks across institutions that are highly correlated and 
the use of macro-prudential instruments designed specifically to dampen 
potentially costly credit market cycles.
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Summary of Main Findings

• Stock price returns and volatility have different impacts on macroeco-
nomic variables.

• Stock price returns are positively related to economic growth while 
stock price volatility is negatively related to economic growth.

• GDP growth declines due to unexpected stock price volatility and 
monetary policy tightening shocks.

• The negative effects of stock price volatility shocks tend to be smaller 
when compared to those exerted by a positive monetary policy shock.

• Unexpected stock returns shock increases inflation more than it raises 
economic growth

• Inflation depresses economic growth significantly, to the extent that it 
neutralizes the stimulating effects of stock returns on GDP growth.

• The contributions of stock price returns and volatility tend to move in 
the same direction and reinforce each other.

• An unexpected positive portfolio outflows shock depresses economic 
growth significantly for nearly a year and it is transmitted into econ-
omy through volatility and stock returns.

• The findings show that not all booms are followed by costly busts. 
However, costly stock price busts last approximately two years and the 
cumulative decline in output below its trend output was the severest at 
1.6 percent for the period 2008Q3–2010Q2.

• In addition we find that house price busts tend to worsen growth  
prospects as they create outsized risks. Average house price busts last 
for two and half years, whereas stock price busts last nearly seven 
quarters.

 Appendix A7.1
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8
The Interaction Between Credit 

Conditions, Monetary Policy 
and Economic Activity

Learning Objectives

• Understand the construction of the credit conditions index and its 
importance for policy inferences

• Examine the extent to which accommodative monetary policy post- 
2009 impacted credit conditions

• Disentangle the effects of credit conditions and those of other adverse 
business cycles shocks, adverse business confidence and equity price 
shocks and other bank lending standards

• Asses the different impact of credit conditions on manufacturing pro-
duction, property market and business confidence

• Establish the interaction between tight credit conditions and mone-
tary policy, the contributions of the monetary policy stance to credit 
conditions and the amplifying role of credit conditions to repo rate 
responses to inflationary pressures



8.1  Introduction

This chapter extends the preceding analysis by looking at the interaction 
between credit conditions, monetary policy and real economic activity. 
Theoretically, the financial accelerator mechanism amplifies the effects of 
financial cycles on the real economy. This works by affecting borrowers’ 
values of collateral and to a large extent the willingness of the financial 
system to provide credit to the economy. The literature postulates that 
shocks that affect the creditworthiness of borrowers tend to accentuate 
swings in output. The bank capital channel suggests that when bank capi-
tal is eroded, banks become more reluctant to lend and may be forced to 
deleverage, thus leading to even sharper economic downturns.

The events subsequent to the financial crisis demonstrated such con-
ditions and policymakers have come to understand that credit condi-
tions play an important role as sources of shocks and propagators of 
other shocks. Furthermore, recent empirical evidence has shown that the 
impact of financial shocks on the real economy and the business cycles 
heightens the persistence of these shocks. This chapter contributes to pol-
icy and academic research by constructing a credit condition index (CCI) 
for South Africa. Thereafter, the constructed CCI is used in a VAR analy-
sis to examine the extent to which tighter credit conditions (1) impact 
real economic activity, (2) interact with tight monetary policy conditions 
and (3) propagate the adverse effects of other shocks.

8.2  Construction of Credit Conditions Index

The CCI differs from the financial conditions index (FCI) and the mon-
etary conditions index (MCI) mainly due to the variables included in 
the construction of the index. Table 8.1 shows the variables included in 
the CCI. The wide range of the included variables facilitates the iden-
tification of the fundamental characteristics linked to credit conditions 
emanating from large shifts in asset prices, abrupt shifts in liquidity 
and the health of the banking system. In addition, the variables pro-
vide a comprehensive view of the channels and mechanisms through 
which credit conditions affect economic cycles. The data is monthly 
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observations from January 2001 to December 2015. The data is grouped 
into two components: (1) debt market indicators and (2) banking indi-
cators as shown in Table 8.1.

The debt market indicators consist of yields from various asset classes 
such as bonds, money market and credit derivative instruments issued by 
the corporate sector entities, national and foreign governments. Credit 
spreads are then derived from these instruments. Widening credit spreads 
show deteriorating conditions in credit markets as investors require a high 
premium to safeguard against risk of default. By contrast, narrow spreads 
indicate positive investor confidence and improving credit conditions.

Movements in credit spreads contain important signals regarding the 
evolution of the real economy and risks to the economic outlook. For 
instance, Gilchrist and Zakrajsek (2012) show that deterioration in the 
capital position of financial intermediaries leads to a slowdown in credit 
extension and rising debt financing costs. This has adverse impacts on 
spending and production decisions.

Liquidity in the bond market also forms an important component 
of the CCI, while banking sector indicators are also taken into consid-
eration in the construction of the CCI. Banking sector indicators play 
an important role as banks are integral in the provision of credit. When 
operating in the loan market, banks have to manage a variety of risks 
such as credit and interest rate risks, bearing in mind the need to max-
imize shareholder returns. For instance, rising levels of defaults might 
induce banks to reduce their lending or tighten their lending conditions. 

Table 8.1 Components of the credit conditions index

Debt market indicators Banking indicators

5-year spread between SA and US 
government bond

Non-performing loans

Spread between 10-year government bond 
and 28-days SARB debentures

Return on equity

Spread between corporate and government 
bonds

Tier 1 capital adequacy ratio

Bond market liquidity ratio Spread between banks and 
government bonds

5-year SA banks credit default swap Spread between bank lending 
and deposit rate

Source: SARB and authors’ calculations
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Simultaneously, without adequate capital positions and higher funding 
costs, banks might be forced to curtail the extension of credit or tighten 
their lending conditions.

8.2.1  The Credit Conditions Index

The variables used in CCI are standardized and the equal weighting 
approach is applied to derive a common factor and construct the index. 
The constructed CCI is shown in Fig. 8.1. Positive values indicate that 
prevailing credit conditions are tighter while negative values indicate 
looser credit conditions.

Based on the CCI, credit conditions were tighter prior 2004 and dur-
ing 2008 to 2010. Thereafter, credit conditions have more or less fluctu-
ated around the zero level, suggesting neutral conditions with a loose 
bias.

8.2.2  Credit Conditions Index and Business Cycle and 
Bank Lending Standard Indicators

Is the constructed CCI a suitable measure of credit conditions in the 
economy? How does it compare with various business cycle indicators, 

Fig. 8.1 The credit conditions index (Source: Authors’ calculations)
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consumer and business confidence and the Bureau of Economics Research 
(BER) Ernst and Young (EY) lending standards? To establish the nature of 
the relationship with other business cycle indicators and bank credit lend-
ing standards, Figs. 8.2 and 8.3 show the bilateral relationships between 
the CCI and the BER EY bank credit lending  standards. The BER EY 
bank credit lending standard is a quarterly opinion survey on bank credit 
standards for approving applications for loans and credit lines. It is a 
qualitative measure by construction but is also aimed at measuring credit 
conditions in the banking sector.

From Fig. 8.2a it is evident that the CCI and the coincident busi-
ness cycle indicator (CBC) move in opposite directions. This is especially 
the case from 2004 and onwards. The observed relationship is consistent 
with theoretical assertions that looser credit conditions tend to be asso-
ciated with the period of an expansionary business cycle phase. On the 
other hand, tighter credit conditions tend to correspond to contraction-
ary or subdued business cycle phases.

The slope and R-squared in the scatter plots are bigger in Fig. 8.2b than 
in 8.2d, indicating that the relationship between the CCI and the CBC 
is much stronger than that between the CCI and the leading indicator 
(LBC). In addition, the negative relationships suggest that an improve-
ment in changes in the CBC and the LBC leads to loosening of credit 
conditions. Similarly, consumer (CCI) and business confidence (BCI) are 
needed for looser credit conditions as shown Fig. 8.2f, h.

The lead relationships show that worsening in credit conditions leads 
to a transitory deterioration in the LBC and CBC in Fig. 8.3a. However, 
the negative association is more pronounced in relation to the CBC than 
the LBC indicator.

What happens when improvement in the LBC and CBC indicators 
precede the credit conditions index? Fig. 8.3b shows that an improve-
ment in the LBC and CBC indicators leads to the loosening of credit 
conditions. However, the credit conditions are loosened more to the 
improvement in the CBC indicators than the LBC indicators. The scat-
ter plots in Fig. 8.4 reveal that the BER/EY bank credit lending standards 
for retail and investment banks explains about 14 and 18 percent of the 
changes in the CCI, respectively.

8 The Interaction Between Credit Conditions, Monetary Policy... 185



Fi
g

. 8
.2

 
Th

e 
cr

ed
it

 c
o

n
d

it
io

n
s 

in
d

ex
 a

n
d

 o
th

er
 b

u
si

n
es

s 
cy

cl
e 

in
d

ic
at

o
rs

 (
So

u
rc
e:

 A
u

th
o

rs
’ c

al
cu

la
ti

o
n

s)

186 Bank Credit Extension and Real Economic Activity in South Africa



Fi
g

. 8
.3

 
Pl

o
t 

o
f 

cr
o

ss
 c

o
rr

el
at

io
n

s 
b

et
w

ee
n

 t
h

e 
C

C
I a

n
d

 b
u

si
n

es
s 

cy
cl

e 
in

d
ic

at
o

rs
 (
So

u
rc
e:

 A
u

th
o

rs
’ c

al
cu

la
ti

o
n

s)

8 The Interaction Between Credit Conditions, Monetary Policy... 187



Fi
g

. 
8.

4 
Th

e 
cr

ed
it

 
co

n
d

it
io

n
s 

in
d

ex
 

an
d

 
b

an
k 

cr
ed

it
 

le
n

d
in

g
 

st
an

d
ar

d
s 

(S
o
u
rc
e:

 
SA

R
B

, 
B

ER
 

an
d

 
au

th
o

rs
’ 

ca
lc

u
la

ti
o

n
s)

188 Bank Credit Extension and Real Economic Activity in South Africa



For instance, as banks started to loosen their lending standards during 
2003 to 2006, credit conditions were also loose. Similarly, when banks 
applied stricter lending criteria between 2006 and 2008, credit condi-
tions were tight.

8.2.3  The Relationships Between Credit Conditions, 
Repo Rate and Economic Activity

What is the macroeconomic and policy significance of the CCI? The rela-
tionships between (1) the CCI and manufacturing production growth 
and (2) the CCI and the repo rate in Fig. 8.5 show that there is a negative 
relationship between manufacturing growth and the CCI. For instance, 
the decline in manufacturing growth in 2009 coincided with severe tight-
ening in the CCI. This evidence suggests that tighter credit conditions 
tend to be accompanied by a decline in or weakness of manufacturing 
production. Overall, the bilateral relationships establish that there is a 
negative relationship between manufacturing production growth and the 
CCI.

Fig. 8.5c shows that although the relationship between the monetary 
policy stance and the credit conditions is positive, there are lags in the 
reaction of the CCI to the repo rate. This is especially evident around 
2006 and 2008 when credit conditions were still tighter. Similarly, when 
the repo rate began declining at the end of 2008, credit conditions only 
started to loosen with a delay. Fig. 8.5d indicates a negative relationship 
between the CCI and manufacturing production and a positive relation-
ship with the repo rate. Is this conclusion robust in light of different tech-
niques? Yes, Fig. 8.6 shows the bilateral cross correlations between (1) 
manufacturing growth and the CCI and (2) the repo rate and the CCI.

Fig. 8.6a shows a negative relationship between manufacturing 
growth and the CCI. This suggests that when credit conditions tighten, 
growth in manufacturing production declines. The reverse suggests that 
an improvement in growth in manufacturing production leads to loos-
ening in credit conditions. In Fig. 8.6b there is a positive relationship 
when the repo rate leads the CCI.  This suggests that a tightening in 
the monetary policy stance is accompanied by tighter credit conditions. 
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The lagged responses of the credit conditions to the loosening monetary 
policy stance are confirmed.

8.3  The Empirical Methodology

For the empirical analysis this chapter estimates a vector autoregres-
sion (VAR) model including growth in economic activity proxied by 
manufacturing production growth, the repo rate and the CCI. The data 
is monthly (M) data from January 2001 to June 2014. The repo rate 
captures the stance of monetary policy and the CCI captures the state 
of banking financing conditions. In the estimations, the variables are 
ordered such that economic activity is exogenous to the model and the 
policy rate is placed second, suggesting that it responds contemporane-
ously to manufacturing production. The CCI is placed last, suggesting 
that this variable reacts contemporaneously to the current state of eco-
nomic activity and the policy stance.

The model is estimated using three lags as selected by the Akaike 
Information Criterion (AIC) and includes a dummy variable for the 
recession in 2009. The dummy variable equals one for period 2009M1 
to 2009M9 and zero otherwise. The battery of tests conducted include 
(1) testing for robustness to ordering, (2) sensitivity of the model to size 
by adding more variables such as the repo rate gap which is calculated 
as the difference between the repo rate and the trend of the repo rate 
extracted using the Hodrick–Prescott (HP) filter, and (3) sensitivity to 
sample size by extending the model. The shaded areas in the impulse 
responses denote the 16th and 84th percentiles for confidence bands. The 
impulses are responses to one standard deviation shock.

8.3.1  Empirical Results and Discussion

How does economic activity respond to tight credit conditions shocks? 
Fig. 8.7 shows that a tighter CCI shock leads to economically and statis-
tically significant decline in economic activity. In turn, monetary policy 
is eased in response to the adverse economic developments. Both tighter 
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monetary policy and credit conditions shocks lower economic activity 
significantly, but the decline in economic activity is not permanent.

Would the effects of economic activity on credit conditions index 
vary when using durable and non-durable components of total manu-
facturing production? To assess for the differential credit conditions, 
responses to three positive manufacturing production growth shocks 
were examined, namely: (1) aggregate manufacturing production shock, 
(2) durable goods manufacturing production shock and (3) non-durable 
goods manufacturing production shocks. Fig. 8.8a, c and e show that 
unexpected positive manufacturing production growth leads to loosen-
ing in credit conditions. Positive total manufacturing production growth 
shocks loosen credit conditions for nearly 16 months, which is double 
the duration exerted by positive shocks in the durable and non-durable 
components.

What happens to the responses of manufacturing production and its 
components to tighter credit conditions shock? Fig. 8.8b, d, f shows that 
tighter credit conditions depress total manufacturing production and its 
component for at most eight months.

8.3.2  Repo Rate Dynamics and the Evolution of the 
Credit Conditions Index

The contributions of the repo rate to changes in the CCI are assessed 
using a historical decomposition approach. The historical contributions 
break down the variable into its own base forecast, own contributions and 
the contributions of other variables included in the model. Therefore, 
the repo rate contributions can result in looser as well as tighter credit 
conditions.

Fig. 8.9b shows two distinct cycles of the repo rate contributions. 
(1) Around 2004 to 2007 the repo rate contributed to looser credit 
conditions. This means that the counterfactual credit conditions 
would have been less loose in the absence of the lower policy rate 
environment. And (2), around 2011 to mid-2014, suggesting that 
the prolonged period of easier monetary policy helped in loosening 
credit conditions.
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8.3.3  Impact of Credit Conditions on Residential and 
Non-residential Sector Activity

The residential sector is important in the transmission of credit condi-
tions and monetary policy shocks. It is possible that residential sector 
activity can remain subdued for a prolonged period, even when the policy 
rate declines if credit conditions are still tight. To assess the role of the 
residential sector, this section shows the extent to which improvements in 
this sector’s impact on credit conditions.

Fig. 8.10 shows that a positive shock in nominal house prices, resi-
dential and non-residential building plans passed results in looser credit 
conditions. This suggests that credit conditions are loosened. However, 
improvements in non-residential building plans passed has a weaker 
effect in stimulating credit conditions.

Fig. 8.11 shows that tightening in credit conditions impacts residential 
and non-residential sectors. House price growth contracts but insigni-
ficantly, non-residential building plans growth falls significantly for 14 
months, which is longer than the 7 months in residential building plans 
growth. Thus, the property sector variables respond in a heterogeneous 
way to tighter credit conditions.

8.4  Tight Credit Conditions Versus 
Contractionary Monetary Policy 
and Negative Equity Price  
Shock

This section conducts robustness analysis by increasing the number of 
variables in the model. The effects of unexpected equity price index 
decline are included in the model. Fig. 8.12 shows that tighter mon-
etary policy shocks and credit conditions significantly lower economic 
activity. These findings are similar to those established using a three 
variable model. Evidence indicates that tighter monetary policy shock 
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leads to tighter credit conditions. These effects are robust to the inclu-
sion of changes in equity price growth.

8.4.1  Tight Credit Conditions Versus Contractionary 
Monetary Policy and Negative Business 
Confidence Shock Effects

Further robustness analysis uses variables in levels and includes the busi-
ness confidence index. For this exercise the variables are ordered as fol-
lows: total manufacturing production, business confidence index, the 
repo rate and the credit condition index. Fig. 8.13a shows that the deteri-
oration of the business conditions index weakens economic activity with 
a delay of about 10 months and credit conditions tighten significantly 
between 3 and 25 months.

A tighter credit conditions shock in Fig. 8.13c leads to a quick deterio-
ration between 2 and 13 months in economic growth. It is evident that 
the business confidence index does not decline significantly in response 
to negative credit conditions. Hence, the effects associated with a nega-
tive business confidence shock differ from those of a tighter credit condi-
tions shock.

8.4.2  Tight Credit Conditions Versus Negative 
Coincident and Leading Business Cycle Shocks

For further robustness analysis the role of the coincident and leading 
business cycles indicators are assessed. It is possible that the results shown 
so far may be capturing the effects of the deterioration in the leading and 
coincident business cycle indicators. In the estimations here, the BCI and 
the LBC and CBC indicators are replaced and included separately. Fig. 
8.14a shows that the deterioration in the CBC indicator lowers economic 
activity for nearly 15 months. This is similar to the duration exerted by 
the deterioration in the LBC indicator in Fig. 8.14b.

The tighter credit conditions significantly depress economic activ-
ity for nearly 25 months, which is relatively longer than the effects 
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due to the deterioration in the CBC and LBC indicators, respectively. 
The tighter credit conditions shock in Fig. 8.14c shows that the LBC 
indicator responds in a significantly different way compared to the 
CBC indicator. Both indicators decline in response to tighter credit 
conditions. However, the CBC indicator declines more than the lead-
ing indicator.

In addition, the repo rate tends to decline significantly in response to a 
tight credit conditions shock relative to the deterioration in the LBC and 
CBC indicators. Furthermore, there are some interdependencies such 
that the deterioration in the leading and coincident business cycles indi-
cators lead to transitory tighter credit conditions. Overall, the robustness 
analysis shows that indeed the effects of tighter credit conditions differ 
from those of the deterioration in business confidence, LBC and CBC 
indicators.

8.4.3  Contributions of Credit Conditions and Business 
Confidence to Manufacturing Production 
Growth

The historical contributions of the BCI and CCI to manufacturing pro-
duction since 2003 are shown in Fig. 8.15. The evidence reveals that the 
contributions of these two variables tend to be in the same direction, 
although the magnitudes are large with respect to the BCI. However, the 
contributions of the CCI fluctuate less relative to those of the BCI.

8.5  Deriving Policy Implications

This chapter concludes by looking at the counterfactual analysis to deter-
mine the extent to which the CCI amplifies (1) the policy rate responses 
to positive inflation shocks and (2) economic activity responses to posi-
tive repo rate shock. The counterfactual analysis involves shutting off the 
effects of the CCI to determine the counterfactual responses. The VAR 
model used to generate the counterfactual responses includes inflation, 
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manufacturing production growth, changes in the BCI, repo rate and 
CCI. In the estimations, the BCI and the CCI are introduced separately 
to assess the individual responses.

Fig. 8.16 shows that the repo rate is tightened due to positive 
inflation shocks whether CCI is included or not. This implies that 
monetary policy has a primary mandate of enforcing price stability. 
However, the evidence indicates that the magnitudes of the repo rate 
tightening differ. The repo is tightened less in the presence of tight 
credit conditions than what the counterfactual suggests. The repo rate 
adjustments are less aggressive in responding to inflationary pressures 
when credit conditions are tight. The estimations suggest that in the 
long term the repo rate may be nearly 35 basis points lower, as shown 
in Fig. 8.16b.

In addition, Fig. 8.16c shows that the monetary policy tightening 
shocks lowers output growth more in the presence of tight credit condi-
tions than when these are shut off. Output growth declines by as much 
as 0.5 percentage points and policy rate is less tightened in the presence 
of tight credit conditions.

Fig. 8.15 Historical contributions of BCI and CCI to total manufacturing pro-
duction (Source: Authors’ calculations)

8 The Interaction Between Credit Conditions, Monetary Policy... 205



Fi
g

. 8
.1

6 
A

ct
u

al
 a

n
d

 c
o

u
n

te
rf

ac
tu

al
 r

ep
o

 r
at

e 
an

d
 e

co
n

o
m

ic
 a

ct
iv

it
y 

re
sp

o
n

se
s 

(S
o
u
rc
e:

 A
u

th
o

rs
’ c

al
cu

la
ti

o
n

s)

206 Bank Credit Extension and Real Economic Activity in South Africa



8.6  Conclusion and Policy Implications

The effects of negative shocks to credit conditions on real economic activ-
ity are similar to those of negative shocks to business confidence, the 
leading and coincident business cycle indicators. This suggests that poli-
cymakers should be cognizant that tight credit conditions can accentuate 
worsening economic conditions and the vice versa. Hence it is impor-
tant for policymakers to diagnose the cause of both worsening indicators 
of business conditions and credit conditions. In addition, policymakers 
should be aware that monetary policy should be loosened during periods 
of exogenous tightening in credit conditions. This is because tightening 
monetary policy will just reinforce the feedback effects.

The repo rate tightening relative to positive inflation shocks shows that 
whether the credit conditions index is included or not, monetary policy 
has a mandate to enforce price stability. But evidence indicates the mag-
nitudes of tightening differ. These findings have implications for mon-
etary policy conduct. The repo is tightened less in the presence of tight 
credit conditions than what the counterfactual suggests. This shows that 
monetary policymakers should be less aggressive in tightening the repo 
rate when curbing inflationary pressures when credit markets conditions 
are tight.

Summary of Findings

• The chapter constructed a credit conditions index based on bank and 
debt market variables

• The credit conditions index suggests that credit conditions were tighter 
prior to 2004 and 2008–2010

• Credit conditions index fluctuated around the zero level around since 
2014 suggesting neutral credit conditions

• Tighter credit conditions index shocks lead to significant declines in 
economic activity; the monetary policy stance is eased in response to 
adverse credit conditions

• Residential and non-residential building plans passed decline signifi-
cantly for a short period in response to tighter credit conditions
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• Historical decomposition shows the repo rate contributed to looser 
credit conditions in the 2004 to 2007 cycle and mid-2010–2013

• The effects of tight credit conditions shocks differ to those of negative 
shocks to business confidence, the leading and coincident business 
cycle indicators

• The tightening in the repo rate is less aggressive in the presence of tight 
credit conditions.
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9

Learning Objectives

• See the different impacts of CCI on credit to households and 
companies.

• Examine the fluctuations and nonlinearities induced by the CCI on 
GDP growth and repo rate responses to inflation before, during and 
after the global financial crisis.

• Look at the impact of tight credit conditions on credit driven demand 
shocks and propagation of rand depreciation shocks on inflation and 
the exchange rate pass-through.

9.1  Introduction

Developments in credit markets can lead to tighter conditions indepen-
dent of changes in the policy stance. This means that conditions in the 
banking sector, capital and debt markets become sources of shocks. In 
addition, it has become evident that despite the uncertainty involved in 
the measurement of the output gap, the negative output gap conveys 

Credit Conditions and the Amplification 
of Exchange Rate Depreciation 

and Other Unexpected Macroeconomic 
Shocks



limited information about the inflationary pressures post-2009, hence 
 suggestions that the Philips curve has flattened. This chapter deter-
mines the size of the amplifications induced by credit conditions on the 
responses of GDP growth to positive repo rate and inflation shocks. In 
addition, inflation would respond differently to rand–US dollar depreci-
ation shocks in the absence of the credit conditions index (CCI). Positive 
inflation shocks lead the repo rate to increase but remain lower that the 
level reached when credit conditions index is shut off in the model.

9.2  How Do Credit Conditions and Lending 
Standards Impact GDP Growth?

The analysis begins by showing the effects of the CCI and the Bureau of 
Economics Research (BER) Ernst and Young (EY) lending standards on 
GDP growth. The relationships shown in Fig. 9.1b, d show that the CCI 
is positively related to the BER/EY lending standards, meaning that tight 
credit conditions also capture the tightening of lending criteria by banks.

On the other hand, the negative relationships between GDP, CCI 
and the BER/EY lending standards suggests that improved GDP growth 
results in the loosening of the lending standards and credit conditions. 
However, credit extension has displayed diverging trends with credit 
growth to companies growing faster than that to households. Is it possible 
that the tightening in credit conditions tells us more about the household 
sector conditions? In Fig. 9.2b the bigger slope magnitude than in Fig. 
9.2d suggests that household credit growth seems to be more sensitive to 
changes in the CCI compared to credit to companies.

In addition, because the housing sector constitutes a larger share of 
household finances and credit to the household sector, Fig. 9.3 shows 
the relationship between the CCI, repo rate, nominal house prices and 
the average mortgage repayments on an 80 percent mortgage bond. The 
relationship shows that tight credit conditions are positively related to 
mortgage repayments. However, in Fig. 9.3 the R-squares suggest that 
mortgage repayments are highly responsive to changes in the repo rate 
compared to house prices.vvIn addition, Fig. 9.4 shows that house prices 
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matter more for household credit. The relationship is positive for the cor-
porate sector credit but flat.

9.3  Fluctuations and Nonlinearities Induced 
by the CCI

Some studies in the literature indicate that credit and financial conditions 
exert nonlinear effects on GDP, with implications for potential GDP and 
the output gap trajectories. This also means that credit conditions have 
implications for inflationary pressures. Therefore, how much fluctuations 
are induced by the CCI shock on inflation and GDP growth is relative to 
those induced by the repo rate.

9.3.1  Fluctuations Induced by Credit Conditions 
on GDP and Inflation

To examine if the CCI amplifies the responses of macroeconomic vari-
ables to various economic shocks, a four-variable vector autoregression 
(VAR) model is estimated. The model includes headline Consumer Price 
Index (CPI) inflation, GDP growth, repo rate and CCI.  The sample 
spans 2000Q1–2015Q4. The model is estimated using two lags selected 
by the Akaike Information Criterion (AIC). A shock refers to a standard 
deviation shock. Fig. 9.5a shows that credit conditions explain about 8 
percent of fluctuations in inflation after eight quarters. This is less than 
10 percent explained by the repo rate shocks.

In contrast, credit conditions induce more fluctuations in GDP than 
the repo rate. Thus, evidence points to the ability of credit conditions to 
induce large movements and amplification in macroeconomic responses.

9.3.2  Is There a Nonlinear Effect of Credit Conditions 
on GDP Growth?

To determine the nonlinear effects of tight credit conditions CCIt on 
GDP growth, a nonlinear equation (9.1) is estimated. The equation 
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includes the squared CCIt
2 , Xt, which is the set of variables that include 

the inflation rate, current GDP growth, lagged GDP growth; the crisis 
dummy D is equal to one after 2008Q4 and zero otherwise. The inter-
action of the dummy variable for the crisis with the credit conditions 
D CCI and D CCIt t* * 2  variables is used to distinguish the effects pre-, 
during and post the financial crisis through t.

Equation (9.1) is estimated with instrumental variables techniques 
to deal with possible endogeneity between credit conditions and GDP 
growth. The instruments include four to five lags of each variable.

 

GDP Constant CCI CCI D CCI

D CCI X
growth i t i t i t

i t i t

= + + + ∂

+ + +

α γ
ω ρ

2

2

*

* εε t  
(9.1)

The negative sign on current GDP levels indicates convergence. 
Evidence in Table 9.1 suggests that tighter credit conditions have adverse 
effects on GDP growth and the effects are accentuated post-2008Q4. 
Overall, the results suggest that credit conditions affect GDP growth in 
a nonlinear way.

9.4  Amplification Due to Credit Conditions: 
A Counterfactual VAR Approach

Do the credit conditions amplify responses of GDP growth to positive 
repo rate and inflation shocks? Fig. 9.5a shows that GDP growth declines 
very much more in the presence of the CCI than when the credit con-
ditions are shut off in the inflation equation. This suggests that tight 
credit conditions worsen the GDP growth decline due to positive infla-
tion shocks. The amplification magnitudes shown in Fig. 9.6b indicate 
that the peak effect occurs during the sixth quarter.

The amplification abilities of the CCI are not only restricted to positive 
inflation shock effects. The effects are evident in the response to positive 
repo rate shocks, as shown in Fig. 9.7. Similarly, GDP growth rate declines  
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much more in the presence of tight credit conditions than when these 
are shut off.

This evidence shows that credit conditions play a big role in GDP 
growth dynamics as a transmitter of positive inflation and repo rate 
shocks.

9.4.1  Inflation Response to Rand Depreciation Shocks 
in the Absence of the CCI

Does the CCI propagate the rand depreciation shocks effects? Fig. 9.8a 
shows evidence that inflation is much lower in the presence of tight credit 
conditions than in their absence due to rand depreciation shock.

In cumulative terms, inflation would rise by a peak of 5 percentage 
points when credit conditions are shut off compared to 2 percentage 
points when credit conditions are included in the models. Fig. 9.8b shows 
that tight credit conditions dampen the inflationary pressures associated 
with rand depreciation effects.

9.5  The Role of Tight Credit Conditions and 
GDP Growth in the Repo Rate Reactions 
to Positive Inflation Shocks

The preceding sections showed that credit conditions amplify as well 
dampen macroeconomic responses to unexpected shocks. These effects 
have implications for monetary policy. So, what are the effects of credit 
conditions on the repo rate responses to inflationary pressures? Does 
the presence or absence of the CCI make a difference? The counter-
factual analysis in Fig. 9.9b shows that the repo rate is tightened to 
inflation shock. But the tightening differs when the CCI is included 
and when it is shut off. The repo rate is aggressively tightened to posi-
tive inflation shocks when credit conditions are shut off. This evidence 
suggests that tight credit conditions lead to less aggressive policy tight-
ening towards inflationary pressures. Fig. 9.9b shows the dampening 
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effects of a tight credit conditions index on the repo rate in response 
to inflation shocks.

Due to the subdued GDP growth conditions post-2009, how does 
the repo rate respond to positive inflationary shocks in the presence and 
absence of GDP growth? Evidence indicates that the repo rate is tightened 
to positive inflationary shocks. The repo rate is tightened more due to posi-
tive inflation shocks in the presence of GDP growth in Fig. 9.10 than when 
GDP growth is shut off. As shown in Fig. 9.10b, higher GDP growth leads 
to aggressive repo rate tightening to positive inflation shocks.

9.5.1  Historical Decomposition and Counterfactual 
Approaches

The historical decomposition approach decomposes GDP growth, inflation 
and repo rate, respectively into their own trend, own contributions and con-
tributions from other variables. The counterfactual inflation and repo rate 
values are calculated by purging the contributions of the CCI from inflation 
and repo rate, respectively. For GDP growth, the  counterfactual value is 
purged of the combined contributions of the repo rate and the CCI. This is 
to isolate the effects of financial variables on GDP growth evolution.

Actual GDP growth rate tends to be lower than the counterfactual in 
Fig. 9.11, suggesting that tight credit conditions possibly mitigated the 

Fig. 9.11 GDP growth and the role of the repo rate and CCI (Source: SARB 
and authors’ calculations)
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expansionary effects of policy rate. However, the gap between actual and 
counterfactual GDP is smaller in 2015, implying that the GDP growth 
phenomenon post-2009 recession period may explain the persistently 
negative output gap.

Fig. 9.12 compares the actual and counterfactual inflation rate post- 
2009 recession period. Between 2011 and 2015Q2 actual inflation was 
lower than the counterfactual value, suggesting that tight credit condi-
tions lead to lower inflation than that would prevail in their absence. 
This could be another explanation for a low or muted exchange rate pass- 
through to inflation. The low credit driven demand pressures are exerting 
a downward pressure on inflation. However, the actual inflation exceed-
ing counterfactual in last two quarters of 2015 may be reflective of the 
persistent effects of exchange rate depreciation as opposed to demand 
pressures.

The repo rate changes in the presence and absence of credit conditions 
are shown in Fig. 9.13 and suggest that tight credit conditions lead to 
a lower repo rate level than would prevail in the absence of tight credit 
conditions.

9.6  Conclusions and Policy Implications

This chapter investigated the extent to which credit conditions amplify 
macroeconomic responses to various unexpected macroeconomic shocks. 
First, evidence shows that tight credit conditions have a disproportion-
ate effect on credit to households relative to companies. This could be 
on account of the role of the direct effects of inflation and the policy 
rate and indirectly the effects of GDP growth. Second, credit conditions 
exacerbate the negative effects of GDP growth responses to positive repo 
rate and inflation shocks.

However, inflation rises by a lesser magnitude to rand depreciation 
shocks in the absence of the credit conditions index. In addition, the 
actual inflation has been much lower than the counterfactual between 
2011 and 2014, suggesting that the low pass-through can be partly attrib-
uted to tighter credit conditions. This means that muted credit driven 
demand results in muted inflation and exchange rate pass-through. For 
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policy implications, the evidence shows that the counterfactual of repo 
rate is higher when credit conditions indexes are shut off. The implication 
is that tighter credit conditions have assisted the policy rate in neutral-
izing inflationary pressures.

Fig. 9.12 The evolution of inflation and role of the CCI (Source: SARB and 
authors’ calculations)

Fig. 9.13 The repo rate and role of the CCI (Source: SARB and authors’ 
calculations)

9 Credit Conditions and the Amplification of Exchange Rate... 227



Summary of Findings

• Credit conditions have a disproportionate effect on households rela-
tive to companies. The direct effects of inflation and the policy rate 
and indirectly the effects of GDP growth contribute to the dispropor-
tionate effects.

• Tight credit conditions exert nonlinear adverse effects on GDP growth. 
The adverse effects are accentuated post-2008Q4.

• Tight credit conditions have assisted the policy rate in neutralizing 
inflationary pressures.

• Tight credit conditions are partly responsible for the low pass-through. 
Muted credit driven demand contributes to muted inflation and the 
exchange rate pass-through of rand depreciation shocks.
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Credit Supply Dynamics and the 

Economy
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10
The Lending-Deposit Rate Spread 

and the Bank Pricing Behavior

Learning Objectives

• Determining the thresholds of the lending-deposit spread, the asymmetry 
and the momentum in change in spread towards the equilibrium level

• The direction of momentum in the lending-deposit spread adjustment 
when the policy rate is adjusted

• The prevalence of the asymmetric adjustment of the lending-deposit 
rate spread

• Insight on the transmission mechanism of adjustments in the policy rate
• Testing for collusive pricing and transaction costs theory in the setting 

of the deposit and lending rates spread
• Testing for adverse customer reaction in banks’ behavior

10.1  Introduction

The price setting behavior of banks for deposit and lending rates influ-
ences the effectiveness of monetary policy. The lending-deposit spread 
is a reflection of a number of factors, such as (1) the micro-structure  



of the banking sector, (2) intermediation (intermediary) costs and (3) 
 macroeconomic factors.1 Furthermore, despite the policymakers reduc-
ing the policy rate to historically low levels, lending rate margins wid-
ened. This chapter assesses the prevalence of the asymmetric adjustment 
of the lending-deposit rate spread. This will give insights regarding the 
transmission mechanism of adjustments in the policy rate.

The lending-deposit rate spread reflects the premium or mark-up over 
banks’ deposit rates. This premium is market driven and stable if markets 
function well. In cases when the premium is perceived to be misaligned, 
financial markets will discipline banks and force an adjustment to some 
equilibrium spread (Thompson 2006). So, which economic hypoth-
esis best describe banks’ price setting behavior for deposits and loans? 
In which direction is there a momentum in the lending-deposit spread 
adjustment when the policy rate is adjusted?

Why does the analysis of lending-deposit rates spread matter for policy-
making? First, the literature shows that the two-sided nature of the bank-
ing problem has to be recognized and therefore empirical analysis has to 
look at both sides on the banks’ balance sheets. This is because banks can 
use a cross-subsidizing approach of lending rates via the deposit margin 
to attract new customers (Gropp et al. 2007). Second, the increase in the 
lending-deposit spread happened at the time the policy rate was declin-
ing, hence concerns that the benefits of the monetary policy easing were 
not passed-through to the real economy.

Why is it important to assess the direction of momentum in the 
adjustment of spread? First, the presence of asymmetries, for instance 
the downward stickiness of lending rates, could minimize the effect of 
expansionary monetary policy leading to the asymmetric effects of mon-
etary policy on output. Furthermore, this means that monetary policy 
aimed at lowering lending rates could take longer to achieve the desired 
results than monetary policy tightening if banks are reluctant to reduce 
lending rates when deposits are decreasing (Lee et  al. 2013). Second, 
this chapter is more interested in the message that such adjustments in 

1 Intermediation costs, for example, include costs of funding, intermediation services, default and 
other operational costs. Macroeconomic factors include regulatory policies, monetary policy and 
fiscal policy, amongst others.
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the lending spread tell policymakers about the behavior of banks. As a 
result, the empirical analysis focuses on the direction of the momentum 
in the spread by testing the existence of the following hypotheses since 
2007M11.

Hypothesis 1 The lending-deposit rate spread will adjust quickly when the 
spread is narrowing (decreasing) below a threshold level than when the spread 
is widening (increasing) above this limit. In essence, Hypothesis 1 tests for 
the collusive pricing and transaction costs theory.

Hypothesis 2 The lending-deposit rate spread will adjust more quickly 
when the spread is widening (increasing) above a threshold level than when 
the spread is narrowing (decreasing) below this limit. Thus, Hypothesis 2 
tests for adverse customer reaction in banks’ behavior

The assessment of the lending-deposit rate spread captures aspects of 
the cross-subsidizing approach. Fig. 10.1 shows bank-weighted average 
lending, deposit rates and the repo rate. It is evident that deposits and 
lending rates form a corridor for the policy rate. Deposit rates in general 
are priced at a discount below the repo rate, whereas the lending rates are 
at a premium or mark-up above the deposit and repo rate.

Fig. 10.1 Banks’ deposit and lending rates and the policy rate (Source: SARB 
and authors’ calculations)
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The Enders–Siklos (2001) approach is used to determine which of the 
two hypotheses explain banks’ behavior in South Africa.2 The momentum 
threshold autoregressive model (MTAR) enables the lending-deposit rate 
spread to display differing degrees of adjustment depending on whether 
the spread is increasing or decreasing. Furthermore, the MTAR captures 
the possibility of asymmetric sharp movements in the lending-deposit 
spread and is ideal when the adjustment exhibits some form of momen-
tum more in one direction than the other.

10.2  Dynamics of Lending and Deposits Rates

The repo rate is not the only rate at which banks fund themselves when 
raising funds from deposits. Banks fund themselves at negotiable certif-
icate deposits (NCD) rates and retail deposit rates at different maturi-
ties and the repo rate. These rates are priced at varying margins relative 
to the repo rate depending on maturity reflecting the opportunity cost 
involved.

Fig. 10.2a shows that the spread between lending-deposit rates was for 
most of the period before November 2007 below the deposit rate, but 
adjusted to the same level as the deposit rate. The lending-deposit rate 
spread can be characterized by Eq. (10.1) and the components are shown 
in Fig. 10.2b.

 

Lending rate Deposit rate lending rate repo rate

repo rate de

- = -( ) +
- pposit rate( )  

(10.1)

Fig. 10.1 showed that the main driver of the convergence is the steep 
increase in the lending–repo rate spread. Furthermore, it is evident in 
Fig. 10.1 that the repo–deposit rate spread varies more, possibly reflect-
ing that it is part of the cost of funds and the main component of the 
marginal cost of lending. The repo–deposits spread capture the opportu-
nity cost of deposits for depositors and profitability of deposits to bank 

2 Enders and Siklos (2001) did not assess the spread in the banking sector but applied the approach 
to the bond market.
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(Gropp et  al. 2007). Overall, the implication of the trends shown in 
Fig. 10.1 is that the lending-deposit rate spread post-2008 widened on 
account of a larger premium on banks’ lending activity, as opposed to the 
return on deposit funding.

10.3  What Can Lead to a Momentum 
and Asymmetric Effects in Lending-
Deposit Spread Adjustment?

Theoretically, asymmetries in the spread can manifest in many forms. 
First, based on the bank concentration (competition) and the depositor 
base of banks hypothesis, the adjustment of lending and deposit rates 
occurs at different speeds and determines the surplus a bank can extract 
from consumers. Hannan and Berger (1991) as well as Neumark and 
Sharpe (1992) postulated that collusive pricing arrangements or mar-
ket power could lead banks to raise lending rates more quickly when 
deposit rates are rising than vice versa. Thus banks in concentrated 
markets are slower to adjust deposit rates upwards and are faster to 
adjust them downwards while exhibiting the opposite behavior regard-
ing lending rates.

A second hypothesis suggests that due to adverse selection and moral 
hazard problems banks may increase lending rates more slowly when 
deposit rates are rising and vice versa (Hannan and Berger 1991).3 In 
addition, banks may choose not to adjust loan rates in response to a pol-
icy rate change (increase) and ration credit instead. Furthermore, Berger 
and Udell (1992) and Elsas and Krahnen (1998) argue that banks can 
offer long-term borrowers implicit interest rate insurance. This means 
that banks smooth bank loan rates over the business cycle. Banks can 
offer rates below the market rates during policy tightening and compen-
sate for this behavior during policy easing. The third hypothesis about 
fixed search and switching costs, from Rajan (1992), suggests that once 
customers establish a working relationship with their lending  institutions, 

3 See also Neumark and Sharpe (1992) and Rajan (1992).
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costs of shopping for a loan will make customers less likely to shop else-
where if lending rates fall slowly when deposits are decreasing.

10.4  Is There an Asymmetric Adjustment 
in the Spread Between Lending Rates 
and Deposit Rate Since 2008?

The MTAR approach requires analysis to be made in two steps. First, 
the Enders and Siklos (2001) momentum threshold approach is applied 
and the relationship between the lending and deposits rates is estimated 
and the residuals (the spread) from Eq. (10.2) are extracted. We express 
the lending and deposit rate in logarithmic form. This introduces the 
concept of elasticity in the interpretation of the results in Eq. (10.2). The 
estimated coefficients show that despite the deposit rate explaining nearly 
97 percent of the lending rate developments, the elasticity coefficient is 
0.46, which suggests an inelastic relationship between deposit and lend-
ing rates.

lending rate Deposit rate Spread Rt t t= + * + =1 5072 0 4602 2 96 88. . , . %  (10.2)

The results of the inelastic relationship imply that the spreads are 
not necessarily adversely affected by substitutes to banking products. 
The inelastic demand for loans and supply of deposits allows for higher 
premiums, and this is characteristic of the banks’ ability to exercise 
market power. Empirical studies establish this kind of bank behav-
ior for cases where there is less competition from non-bank financial 
products. In particular, this applies in cases where households and 
non-financial corporations’ access the bulk of funding from banks and 
very little from other sources. The absence of competition from other 
sources of funding and investment vehicles does not pressure banks 
to narrow their spread. There are no market forces applying pressure 
on banks to price their lending and deposit rates more competitively 
(Gropp et al. 2002).
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10.4.1  Second Step: Is There Evidence of the 
Momentum Change in Lending Deposit Spread?

The results of two versions of a MTAR model, using the residuals derived 
in Eq. (10.2), are shown. Thereafter, a determination of whether there is 
evidence of momentum in the spread in one direction and whether this 
depends on the zero and non-zero threshold is made.

10.4.2  Evidence from the Model-Estimated Threshold

The threshold is determined endogenously using the consistent Chan 
(1993) approach. The approach sorts potential thresholds in an ascend-
ing order and excludes values within the lowest and highest 15th per-
centiles. According to Chan’s approach, the consistent estimate of the 
threshold is the one that yields the smallest residual sum of squares over 
the remaining 70 percent. Based on this approach we find a threshold 
value of −0.0137 percent.
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The point estimate suggests that spread tends to decay faster at an 
absolute rate of 0.5616 for changes in the spread below the threshold. 
The rate of decay is smaller at an absolute pace of 0.1910 for change in 
spread above the threshold value.

In Table 10.1 the evidence of symmetric adjustment around the thresh-
old is rejected. This means that both versions of the MTAR model indicate 
the existence of a cointegration relationship and convergence in the speed 
of adjustment.4 The negative sign on the speed of adjustment indicates 

4 The T-max exceeds the statistics given by Enders and Granger (1998). In addition, the Phi value 
allows us to reject the null hypothesis of no cointegration.
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that the spread converges towards equilibrium point. This means that 
after deviating from the equilibrium, the spread returns to the long- term 
equilibrium. This indicates that adjustment towards the −0.0137 percent 
threshold tends to persist more when the lending-deposit spread is nar-
rowing than when it is widening.

Table 10.1 Cointegration and asymmetry tests

MTAR consistent 
threshold model
Coefficient 
(p-value)

MTAR zero 
threshold model
Coefficient 
(p-value) Decision

Direction of 
adjustment in 
change in 
spreads

Impact when 
∆Spreadt- 1 
≥threshold (ρ1)

−0.19 (0.086)* −0.221 (0.115)

Impact when 
∆Spreadt-1 
≤threshold (ρ2)

−0.56 (0.127) −0.351 (0.095)**

Threshold of 
∆Spreadt-1

−0.014 0.0

Null hypothesis of 
no cointegration

aT-Max −2.22 −1.921 There is 
cointegration

bPhi … ρ1 = ρ2 =0 11.27 7.995 There is 
cointegration

Testing null 
hypothesis of no 
symmetry

cρ1 = ρ2 6.48 4.841 There is 
asymmetric 
adjustment

aT-max exceeds EG statistics at 5 %
bPhi exceeds EG statistics at 10 %
cTesting equality which implies symmetric adjustment
*Implies significance at 5 % level
**implies significance at 10 % level
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This means that the lending-deposit spread will adjust more quickly 
when the spread is narrowing (decreasing) below a threshold level than 
when it is widening (increasing) above the threshold hold level. This is 
consistent with the collusive and transactions hypothesis. Thus the evi-
dence suggests that banks adjust their lending rates differently to rising 
versus declining market rates and this behavior is consistent with col-
lusive pricing and transaction costs theory. This supports Hypothesis 1, 
regarding the existence of elements of collusiveness and transactions costs 
in the behavior of South African banks.

10.4.3  Evidence from a Zero Threshold

Would these conclusions differ if a zero threshold is used? This is assessed 
by using a zero threshold.
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The adjustment is faster (that is, −0.3505 percent) for changes in the 
spread below the threshold. The rate of decay is smaller and occurs at the 
rate of −0.2212 percent correction per month for change in spread above 
the threshold value.

10.4.4  So How Does the Lending-Deposit Spread 
Adjust Based on a Different Technique Such 
as the Asymmetric Error Correction Approach?

The asymmetric error correction approach confirms the results of the 
MTAR model on the speed of adjustment. The equation shows that the 
lending-deposit spread adjusts slowly above the threshold and more when 
it is below the threshold. This finding suggests that lending-deposit 
spread adjusts faster when the spread is narrowing than when the spread 
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is widening. This evidence is consistent with collusive pricing and trans-
action costs theory. 

The transactions cost aspect of the hypothesis may arise from the level 
of bank capital, credit risk and the state of the economy (business cycle). 
These factors play a role in the price setting behavior of banks and can 
affect the lending-deposit spread. In later chapters, banks’ holdings of 
excess capital and other regulatory instruments for compliance with vari-
ous aspects of Basel III are explored. Literature shows that holding excess 
regulatory equity capital is a more expensive source of funding liabilities 
and banks can therefore seek to cover some of the increase in the average 
cost of capital via higher interest rate spreads. Furthermore, later chapters 
on macro-prudential tools explore the use of other tools such as the appli-
cation of the National Credit Act, loan-to-value ratios and repayment-to- 
income ratios to manage credit risk. This therefore means that changes in 
credit risk will positively affect the lending-deposit spread.

10.5  Conclusion and Policy Implications

This chapter analyzed factors influencing the deposit and lending rates 
by assessing the behavioral aspects of the adjustment of the lendingde-
posit spread. Three approaches were used to determine the thresholds 
of the spread, the asymmetry and the momentum in change in spread 
towards the equilibrium level. The results establish that the deposit rate 
explains almost 97 percent of the lending rate developments but the elas-
ticity coefficient is less than one. This value means that the relationship 
between deposit and lending rates is inelastic. This implies that spreads 
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are not necessarily adversely affected by substitutes to banking products. 
The results in the study indicate that the absence of competition from 
other bank funding sources does not exert pressure on banks to narrow 
their lending spreads. There are no market forces applying pressure on 
banks to price their lending and deposit rates more competitively.

The rate of adjustment of the deviations from the equilibrium rate 
shows that the lending-deposit spread adjusts asymmetrically towards 
the equilibrium. The spread is faster to adjust to both zero and non-
zero estimated thresholds when the spread is narrowing (decreasing) 
below a threshold level than when the spread is widening (increasing) 
above the threshold level. The results collectively confirm collusive 
and transaction theories behavior in South African banks’ lending-
deposit spread.

Summary of Findings

• The deposit rate explains almost 97 percent of the lending rate devel-
opments. The elasticity coefficient is less than one, meaning that the 
relationship between deposit and lending rates is inelastic.

• There is absence of competition from other sources of funding and 
investment vehicles. This contributes to lack of pressure on banks to 
narrow spreads.

• The rate of adjustment of the deviations from the equilibrium rate sug-
gests that the lending-deposit spread adjusts asymmetrically towards 
the equilibrium.

• The spread adjusts more quickly to both zero and non-zero thresh-
olds when the spread is narrowing (decreasing) below a threshold 
level than when the spread is widening (increasing) above the thresh-
old level.

• Evidence confirms collusive and transaction theories behavior in South 
African banks’ lending-deposit spread.
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Learning Objectives

• Know the benefits of using the pure sign restriction and penalty func-
tion sign restriction approaches in VAR.

• Distinguish between adverse credit supply effects, tighter monetary 
policy and adverse credit demand shocks on lending spreads, GDP 
and credit growth.

• Show that adverse credit supply shock is partly responsible for the 
weak economic growth recovery and elevated loan spreads.

• Determine the role of global economic uncertainty shocks on elevated 
lending spreads.

11.1  Introduction

Bank lending contracted sharply during the financial crisis and has not 
recovered consistently to robust levels. The credit slowdown coincided 
with a significant decline in the policy rate and sluggish economic growth. 
It is possible that credit supply effects were reinforced by credit demand 

Adverse Credit Supply Shocks and Weak 
Economic Growth



dynamics and the widening of the lending rate spreads. Hence, it is nec-
essary to disentangle the role of credit supply and demand shocks dur-
ing this period. The separation of supply and demand factors will reveal 
whether an adverse credit demand and credit supply shock reinforce or 
mitigate the effects of monetary policy. This chapter explores the extent to 
which adverse credit supply shocks contribute to weak economic growth 
recovery and elevated credit interest rate spreads. The separation is rele-
vant to policy discussions as it enables policymakers to design appropriate 
intervention tools in dealing with credit market developments.

Funding and financial intermediation is crucial for transmitting policy 
rate changes into the economy and this may be impeded by adverse credit 
market developments. To ascertain the extent to which banks played a 
role during the economic downturn, the effects of the adverse credit sup-
ply shock on the economy are examined. First, the adverse credit sup-
ply effects are disentangled from those of tighter monetary policy and 
adverse credit demand shocks. Second, the extent to which an adverse 
credit supply shock could be responsible for the weak economic growth 
recovery and elevated loan spreads simultaneously is established. How 
do these effects differ from those of a tighter monetary policy shock? 
Third, the effects emanating from a global economic uncertainty shock 
are determined and compared to those of an adverse credit supply, tighter 
monetary policy shocks on economic growth, credit growth and loan 
spreads. In this regard: can the rise in the loan spreads be linked to global 
economic uncertainty shock?

11.2  The Importance of Proper Identification 
of Loan Demand and Supply Shocks

Why should policymakers be concerned about adverse loan supply 
shocks? It is well established in the literature that the financial accelerator 
can amplify the effects of financial cycles on the real economy. This oper-
ates through changes in the values of collateral and on the willingness 
of financial intermediaries to provide credit to the economy.1 This sug-

1 See Bernanke and Gertler (1995), Bernanke et al. (1999), Kiyotaki and Moore (1997).
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gests that shocks that affect creditworthiness tend to accentuate swings 
in output. It is not only the borrower’s side that is impacted, lenders 
are also affected. In this regard, the bank capital channel argues that the 
 deterioration in bank capital makes banks reluctant to lend. Banks may 
deleverage to some extent, leading to sharper economic downturns.

Why is a proper identification of an adverse loan supply shock impor-
tant? Hristov et al. (2012) argue that shocks caused by banks trigger eco-
nomic disturbances due to credit frictions which emanate from different 
sources. These include rising loan losses, an unexpected destruction of 
bank capital and changes in banks’ willingness to lend, which can mani-
fest itself through the rejection of more loan applications or higher inter-
est rates. This suggests that the economic effects of such shocks can be 
huge. If so, is there evidence that be attributed to this shock in South 
Africa? If loan spreads are already exerting adverse economic effects, could 
it be the case that the policy tightening has exacerbated these effects? As a 
consequence, the analysis shows the contributions of tighter loan spreads 
and monetary policy on economic growth evolution, which includes the 
recent policy tightening episode. The analysis shows the contributions of 
tighter loans spreads and monetary policy on economic growth evolu-
tion, which includes the recent policy tightening episode.

Furthermore, the analysis assesses whether there is a threshold level of 
loan spreads which can anchor the policy debate and discussions on the lev-
els of lending rates that are potentially excessive and detrimental to financial 
stability. Is it possible that above a certain threshold of margins the increase 
in the repo rate, growth in credit and inflation exert differential effects on 
economic growth? Levels at or above this estimated threshold level will 
indicate whether lending margins affect the manner in which monetary 
policy tightening, credit growth and inflation impact economic growth.

Discussions in empirical literature highlight the difficulty in disentan-
gling movements of bank loans to supply and demand shocks. When 
does the difficulty arise? For instance, an economy can be hit by a nega-
tive shock which makes it difficult to distinguish whether the deceleration 
in bank lending is due to shifts in loan demand or supply. It is possible 
that the decline in credit growth is on account of a shift in loan supply, 
which may reflect fewer investment opportunities. In addition, it may 
be an indication that banks are less inclined to lend and reject more loan 
applications or may charge a higher interest rate (Hristov et al. 2012).
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The recent techniques make it feasible to separate these adverse credit 
shocks, given that there is less clear differentiation of these shock effects 
on the economy. Disentangling the adverse credit demand and supply 
shock is  challenging but the separation is very relevant for the monetary 
policy decision- making process. In this regard, we use the latest tech-
niques, which rely on sign restrictions predicted by theoretical models to 
separate the two adverse shocks.2 To disentangle the shocks, the chapter 
uses a modified sign-restricted vector autoregression (VAR) model cor-
responding to specifications in Hristov et al. (2012) and Eickmeier et al. 
(2014). The signs imposed to identify the structural shocks are based on 
theoretical predictions. For robustness analysis the results derived from 
the sign restriction approach are compared with those from a Cholesky 
ordering approach, which is motivated by how the economy works based 
on theoretical models.

Why is it a unique approach to disentangle the credit demand and 
supply shocks? This is because the imposed sign restrictions to identify 
a loan supply shock suggest that an adverse loan supply shock leads to a 
reduction in loans extended. This leads to an increase in the lending rate, 
which also raises the loan margins.3 In contrast, theoretical models sug-
gest that an adverse credit demand shock lowers both credit extended and 
the lending rate; if policy rates are sticky the spreads decline.

11.3  Theoretical Relationship Between Loan 
Spreads and Adverse Credit Supply and 
Demand Shocks

The analysis begins by reviewing and showing simple theoretical mod-
els that highlight the role of the elasticity of the credit supply curve. 
References to the elasticity of credit supply have not featured much in 
policy discussions. Does this mean it is irrelevant? Theory suggests that 

2 Micro-data on banks’ balance sheets and lending criteria as reported by banks can be used to dis-
tinguish between demand and supply shocks.
3 See Hristov et al. (2012), Gertler and Karadi (2011), Curdia and Woodford (2010).
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credit supply depends on the nature of credit markets. If the credit sup-
ply curve is upward sloping this suggests that an increase in the supply of 
credit should be accompanied by rising lending rates.4 In contrast, if the 
supply curve depicts a flat slope, then the lending rate is dependent on 
the policy rate and the mark-up. In contrast, a downward sloping credit 
demand curve suggests that lower lending rates should lead to an increase 
in the quantity of credit extended.

Fig. 11.1 illustrates the effects of an adverse credit supply shock and 
distinguishes the slopes of the credit supply curve. However, the objec-
tive is to show that under certain assumptions about the elasticity of the 
credit supply curve, there is concurrence of a decline in credit supply and 
an increase in lending rates and margins. Elasticity can be categorized 
as inelastic, perfectly elastic and less elastic. These elasticity categories 
have implications for credit dynamics. The analysis of an inelastic credit 
supply curve is excluded because it suggests that credit volumes do not 
change at all and that the lending rate does all the necessary adjustment. 
Clearly, this was not the case, as we know that credit volumes declined 
during the recession and the recent crisis.

4 This section does not engage in an in-depth discussion of determining the South African 
 micro-credit market structure. Instead, a distinction between the effects of the (price?) elasticity the 
credit loan supply curve is demonstrated.

A. Adverse credit supply B. Adverse credit supply C. Spread

LR1

LR0

LRS

LR0 SP0

SPS

Lending 
rate

Lending 
rate

SpreadS1

S0

S1

S0

Quan�ty of credit Quan�ty of credit Time

Fig. 11.1 Credit supply, lending rates and spreads (Note: The spread (SP) 
refers to margins above the policy rate. In both situations, we assume the 
policy rate has not changed. Credit supply curve is less elastic in (a) and per-
fectly elastic in (b). Source: Author’s drawing)
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A credit supply shock leads to a sudden decline in credit extension in 
Fig. 11.1a. This leads to an upward shift (decline) in credit supply from 
S0 to S1, leading to higher lending rates through rising from LR0 to LR1. 
The decline in the volume of credit and an increase in the lending rate 
happen irrespective of the elasticity of the loan supply curve as shown in 
Fig. 11.1b and the loan margins rise as shown in Fig. 11.1c. This reveals 
that irrespective of the elasticity of the credit supply curve, an adverse 
credit supply shock raises lending rates and margins even if the policy rate 
remains constant or is reduced.

Fact 1 This establishes that lending spreads rise due to a credit supply shock, 
irrespective of the elasticity of credit supply curve. The adverse credit supply 
shock raises the lending spreads. This is consistent with the sign restriction 
identification scheme we adopt later as well as much of the literature.

Fig. 11.2a shows the effects of an adverse credit demand shock, which 
lowers the quantity of credit irrespective of whether the supply curve is 
perfectly elastic or less elastic. However, in this case the lending rate can 
either decline as shown in Fig. 11.2a or it can remain constant but the 
quantity of credit demanded declines as shown in Fig. 11.2b.

This means that, depending on the elasticity of the credit supply 
curve as shown in Fig. 11.2a, b, lending spreads can decline or they can 

a) Adverse credit demand b) Adverse credit demand c) Spread

Lending
rate

Lending
rate

LRD

LR0

LRD
SPD

SP0

D1

D0

SpreadS D1 D0

S1

Quanty of credit Quanty of credit Time

Fig. 11.2 Credit demand, lending rates and spreads (Note: The spread (SP) 
refers to margins above the policy rate. In both situations, we assume the 
policy rate has not changed. Credit supply curve is less elastic in (a) and per-
fectly elastic in (b). Source: Author’s drawing)
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remain constant as shown in Fig. 8.2f. Fig. 11.2 demonstrates that even 
in the absence of the adjustment to the policy rate, the spreads should 
decline in response to lower demand. Therefore, the diverging effects 
of the credit supply shock and the credit demand shock have conse-
quences for the direction of lending spreads in the absence of policy 
adjustments.

Fact 2 Depending on the elasticity of the credit supply curve, an adverse credit 
demand shock may lower lending spreads or they can remain unchanged.

11.3.1  Margins on Credit, the Repo Rate and Growth 
in Credit

Fig. 11.3a, b shows the developments in the policy rate, margins and 
growth in credit. It is evident in Fig. 11.3a that the increase in margins 
occurred during the tightening in 2006 and at the height (or peak) of 
the growth in credit. However, it is also evident that the margins did not 
respond to the decline in the policy rate as they stayed constant (with an 
upward bias) at elevated levels. In addition, Fig. 11.3b shows it is evident 
that the increase in spreads coincided with a steep deceleration in credit 
growth. Therefore, the slowing credit extension was accompanied by a 
rise in loan spreads at the same time as the policy rate was reduced to his-
torically low levels, and this is consistent with the predictions of a credit 
supply shock.

As demonstrated earlier, even in the absence of the adjustment to the 
policy rate, the spreads should decline in response to lower demand. So 
what is evident in Fig. 11.3 is that there was a decline in the quantity of 
credit accompanied by an increase in margins at the same time as there 
was a massive decline in the policy rate. As shown earlier, this period 
coincided with an increase in banks’ net interest income. This further 
suggests that there is preliminary evidence pointing to the dominance 
of a supply shock impacting developments in the quantity of loans.
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11.3.2  Financial Regulatory Uncertainty Contribution 
to an Increase in Margins

This chapter does not focus on the role of regulatory uncertainty 
that characterized the financial landscape following the financial cri-
sis. Nonetheless, it is useful to bring aspects of its contributions to 
the fore. As a result the chapter investigates: Did financial regulatory 
Policy uncertainty contribute to the rise in lending margins? It did 
not, based on evidence in determining if the rise in the spread was 
due to financial regulatory uncertainty or was it driven by own move-
ments. Fig. 11.4b shows that the rise in margins was mainly due to 
own movements.

The own factors are captured by how much own movements in 
margins contribute to the evolution of spreads based on the historical 
decompositions approach. Own changes in lending spreads may be 
due to changes in risk aversion or bearing, repricing, changes in bank-
ing products and other bank or credit market-specific factors such 
as profit motives and maintaining market share.5 Similar to predic-
tions in the theoretical sections, the preliminary evidence concludes 
that an adverse credit supply shock resulted in an increase in spreads.  
This would have been the case even in the absence of additional 
regulatory burden. Regulatory reform may just have exacerbated the 
situation.

11.3.3  Facts Between Margins and Selected 
Macroeconomic Variables

Yes, it is possible not only based on data trends but based on the theo-
retical model discussed earlier. The theoretical sections showed the rela-
tionship between credit dynamics and spreads and the policy rate in the 
case of both an adverse credit supply and demand shocks. To determine 

5 See Walentin (2014).
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the stylized facts, GDP growth, repo rate, credit growth and margins are 
plotted together to assess the bilateral relationships.

Both the scatter plots and cross correlations are applied to determine 
the relationship. The scatter plots suggest a negative bilateral relationship. 
That is, when GDP growth accelerates the loan spreads decline. This pos-
sibly reflects a decline in risk perceptions linked to improved economic 
activity and the outlook.

Which economic variable is more sensitive to loan spreads increases 
as measured by the slope of the bilateral relationships in Fig. 11.5? The 
sensitivity of the relationship is determined by the size of the slopes. The 
magnitudes of the slopes are depicted in Fig. 11.6.

The biggest magnitude of slope indicates that growth in credit is highly 
sensitive to spreads increases. Credit growth is nearly three times more 
sensitive than GDP growth and nearly five times the repo rate responses. 
This suggests that an abrupt rise in spreads can have adverse effects on 
credit growth.

11.3.4  Cross Correlations and Macroeconomic 
Bilateral Interdependencies

The analysis is extended to determine the lead relationships within a 
bilateral framework. We assess what happens when economic growth 
leads margins and vice versa. And also what happens when margins lead 
the credit growth and the vice versa. Finally, what happens when margins 
leads the repo rate and vice versa? We examine these questions to deter-
mine if they converge with findings based on the scatter plots in Fig. 8.5. 
We show the cross correlations in Fig. 11.7a–c.

The negative cross correlations suggest that an increase in one vari-
able is accompanied by a movement in another variable in a different 
direction. The results show that when the increase in spread precedes 
economic growth, the repo rate and growth in credit, these variables tend 
to decline. However, when economic growth, the repo rate and growth 
in credit precede the spreads, the latter tends to fall.
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11.4  Effects of an Adverse Credit Shock,  
Tight Monetary Shock and Spreads  
and Elevated Global Economic 
Uncertainty Shock

The empirical analysis is conducted via estimating a VAR model using 
quarterly (Q) data from 2000Q1 to 2014Q2. The variables include GDP 
growth, repo rate, margins or spreads and growth in credit.6 This enables 
us to determine the effects of: (1) a tight monetary policy shock, (2) tight 
loan spreads shock, (3) an adverse credit supply shock and (4) effects 
of global economic uncertainty. The ordering of the variables assumes 
that economic growth is determined by factors outside the model but 
it is affected after a lag by other variables. However, economic growth 
affects other variables contemporaneously, including the policy rate. 
Loan spreads depend on the policy stance and economic growth. Credit 

6 We use two lags selected by AIC. The variables are estimated using the ordering stated. However, 
we used different ordering to assess for robustness and the results were robust to different ordering. 
The results were also robust to various lags. We used Monte Carlo simulation with 10,000 draws. 
We also controlled for the effects of the recession in 2009Q1 to 2009Q3.

Fig. 11.6 Responses of economic variables to loan spreads (Note: These refer 
to slope of relationship shown in Fig. 8.5. Source: Authors’ calculations)
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growth is impacted contemporaneously by economic growth, repo rate 
and loan spreads.

To capture the influence of global developments, the model includes 
the dummy variable for global economic uncertainty as an exogenous 
variable. Thereafter, we assess the effects of this variable on economic 
growth, repo rate, spreads and credit growth. Is it possible to obtain 
impulse responses from an exogenous variable in the model? Yes, mod-
eling techniques allow us to determine the responses of the endogenous 
variables in the model to an exogenous dummy variable shock. The 
responses to tight monetary policy, tight loan spreads, adverse credit 
shocks and effects of positive global economic uncertainty shock are 
shown in Fig. 11.8.

An adverse credit supply shock lasts for nearly ten quarters, raise 
spreads within the first three quarters and spreads remain significantly 
positive for nearly five quarters. The shock to spreads also depresses eco-
nomic growth for nearly ten quarters and credit growth remains signifi-
cantly subdued for nearly 15 quarters. Thus, loan spreads shock depressed 
credit growth and economic growth more than effects exerted by tighter 
monetary policy. It is evident that monetary policy has to be loosened for 
a longer period to deal with the adverse effects of the loan spreads shock 
and an adverse credit supply shock.

To show the severity of the shocks, Fig. 11.9 depicts a comparison of 
the responses of economic growth to tighter monetary policy, tighter loan 
spreads and tighter credit supply shocks. It is evident that tighter loan 
spreads lead to larger declines in economic growth relative to the effects 
exerted by both tighter monetary policy and credit spreads. In addition, 
economic growth remains depressed for a longer period following an 
adverse loan supply shock.

So, what did the global economic uncertainty shock do to loan spreads, 
economic growth and credit growth? How did monetary policymakers 
respond to global economic uncertainty shock? The policy discourse has 
pointed out the role of the financial crisis and the ensuing period of pol-
icy uncertainty in the evolution of the protracted and subdued economic 
recovery. Apart from just pointing to the downward trend in economic 
growth and the subsequent sluggish economic growth recovery, the anal-
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ysis demonstrates the impact of global economic uncertainty shock on 
economic growth, loan margins, credit growth and the policy response.7

Responses in Fig. 11.8d reveal that positive global economic uncer-
tainty shock depresses economic growth for nearly a year. The recovery 
thereafter is very weak and wobbles around the no growth region. In 
addition, the policymakers respond aggressively by significantly lowering 
the policy rate for nearly five quarters. In fact, the policy rate remains 
expansionary for a prolonged period. Similar to observed trends during 
the global financial crisis, the evidence indicates that global economic 
uncertainty shock results in a severe contraction in credit growth for a 
prolonged period.

Is it possible to allude to the spike in loan spreads as being exoge-
nously determined by the global financial crisis? Regarding the extent to 
which global uncertainty shock lead to structural breaks in loan spreads 
to higher levels, the evidence could not convincingly point to global eco-
nomic uncertainty shock as a main source. In this context, the global 
economic uncertainty shock did not have a significant upward impact on 
the rise in loan spreads. The loan spreads responses are rather weak and 
transitory in response to this shock.

Do increases in loan spreads revert to their levels after experiencing 
an unexpected shock to their level? Evidence indicates this return takes 
longer, particularly if it is a loan spread shock only. Spreads remain 
significantly elevated for long periods, in this case twelve quarters. 
Therefore, evidence indicates that loans spreads tend to be slightly per-
sistent in response to their own shocks and this is a similar reaction 
to the adverse credit supply shock. This poses a question to policy-
makers regarding whether they should leave spreads unattended to and 
rather use macro- prudential tools that impact credit volumes, rather 
than monetary policy as a tool for the altering price of credit to rapidly 
lower spreads.

What has happened to loan spreads now after the policy tightening in 
2014? Based on data up to 2014Q2, the loan spreads declined minimally 

7 The approach used in the estimations follows the work that used dummy variables to determine 
the impact of wars and other shocks on economic growth.
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in January 2014 and thereafter increased and have remained at a higher 
level. So what does the presence of high loan spreads and tight monetary 
policy do to the evolution of economic growth? A historical decomposi-
tion approach is applied to extract the contributions of these shocks to 
economic growth. Positive contributions imply that each specific shock 
made positive contributions to economic growth. In contrast, negative 
contributions imply the specific shock made negative contributions and 
was a drag on economic growth.

The contributions depicted in Fig. 11.10, show that a combination 
of (1) tight monetary policy shock, (2) loan spreads shock and (3) an 
adverse credit supply can have a devastating effect on the economy, par-
ticularly when they occur concurrently.

11.4.1  Can Economic Growth Mitigate Higher 
Spreads?

Apart from monetary policy initiatives, is it possible that improved eco-
nomic growth can compress loan spreads? Yes, as shown in Fig. 11.11, 
a positive economic growth shock raises GDP growth by about 0.6 per-
centage points but leads to a transitory decline in loan spreads. However, 
it seems that spreads return to pre-shock levels in less than three quar-
ters. Credit growth also rises significantly for nearly thirteen quarters, 
implying that the credit quantity effects can also be achieved via robust 
economic growth.

11.4.2  Evidence Based on the Penalty Function Sign 
Restriction Approach

The severity of an adverse credit supply shock is identified through 
comparing its effect to those of a tighter monetary policy shock and an 
adverse credit demand shock. The monetary policy, adverse credit supply 
shock and the adverse demand shock are identified via the sign restric-
tion approach, in particular through applying the loss or penalty function 
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approach as tools to sharpen the analysis.8 This approach heavily penal-
izes those responses which violate the signs imposed based on the theo-
retical predictions. In turn, the approach rewards those responses which 
obey the imposed restrictions.

A tight monetary policy shock is a shock which raises the repo rate, 
lowers spreads and lowers growth in credit. In addition, an adverse credit 
supply shock is a shock which lowers growth in credit and raises spreads, 
whereas the repo rate declines.9 These shock effects are restricted to last 
for at least two quarters. At the same time, the identification is agnostic 
about the response of economic growth to both shocks. Subsequently, 
this variable is left unrestricted to allow the data to tell us the responses.

How then does the modeling approach disentangle the adverse loan 
supply shock from the adverse credit demand shocks? To disentangle the 
credit shocks between adverse credit supply and demand shocks, we use 
a pure sign restriction approach to the identification of structural shocks. 
The pure sign restriction approach uses theoretical signs to identify the 
structural shocks based on theoretical considerations in the modelling 
exercises. Both of these two shocks lower volume (quantities) of credit 
but have opposing (different) effects on the price of credit. Therefore, an 

8 For further details see Uhlig (2005), Mountford and Uhlig (2005), Rafiq and Mallick (2008), 
amongst others.
9 For further details see Hristov et al. (2012).

Fig. 11.11 Responses to unexpected positive standard deviation economic 
growth shocks (Note: The solid lines denote the impulse responses. The grey 
shaded area refers to confidence bands. We conclude the shock has signifi-
cant effects if bands do not include the zero line. We estimate the VAR using 
Monte Carlo estimation with 10,000 draws Source: Authors’ calculations)
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adverse credit demand shock should lower the volume of credit and the 
price of credit (lending rate).

In an environment where the policy rate is left unchanged, the adverse 
credit demand shocks lead to a decline (fall) in loan spreads, if loan sup-
ply is less than perfectly elastic. As alluded to earlier on, if loan supply 
is perfectly elastic, the loan spreads may remain unchanged. In contrast, 
the adverse credit supply shocks lead to an increase in loan spreads. This 
is how the effects of an adverse credit supply and the demand shocks are 
distinguished using a sign restriction penalty function approach.

What does a tighter monetary policy shock do? In Fig. 11.12a the 
evidence shows that a tight monetary policy shock depresses growth 
in credit and spreads for longer periods. Since economic growth was 
unrestricted, evidence indicates that this shock depresses growth signifi-
cantly between four and eight quarters. Do these responses differ from 
those of an adverse credit supply shock? As shown in Fig. 11.12b, the 
adverse credit supply shock leads to a significant contraction in economic 
growth and this lasts up to seven quarters. This suggests that economic 
growth is very responsive to a financial shock. The results also show that 
a one- standard deviation shock in credit supply lowers credit by nearly 
2 percentage points on impact and results in a significant increase in the 
spreads. The adverse credit supply shock leads to a persistent contraction 
in credit growth and a rise in loan spreads.

If lending spreads capture risk taking by banks, the fact that spreads 
tend to fall when the policy rate tightens augers well for the impact of 
policy in reducing risk behavior. Moreover, to some extent this alleviates 
the burden on macro-prudential tools. These findings are consistent with 
other empirically established results, suggesting that monetary policy is 
non-neutral from a financial stability perspective. It is not exactly the 
right tool for the task of financial stability. Nonetheless, it does possess an 
advantage relative to financial supervision and regulation, in that “it gets 
in all of the cracks.”10 This finding is robust to using the penalty function 
sign restriction approach and the Cholesky ordering approach.

Fig. 11.13, compares the responses of economic growth and credit 
growth to (1) tighter credit shock, (2) tight monetary policy shock 

10 For further reading, see Stein (2014) and Altunbas et al. (2014).
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and (3) shock to tighter loan spreads shock. The same figure shows the 
impulses derived from different models, namely, one that assumes the 
Cholseky ordering and the one that adopts a sign restriction approach. 
This approach answers the question: If the economy is assumed to oper-
ate as predicted by economic theory, would the results be sensitive to this 
assumption?

The results in Fig. 11.13a show that economic growth declines in 
response to all shocks, albeit with different lags and peak responses. 
Evidence indicates that the largest decline in economic growth is due to 
an adverse credit supply based on sign restrictions. This is followed by 
responses to tighter spreads shock. Evidence indicates very little differ-
ence in the responses of economic growth to a tighter monetary policy 
shock based on the sign restrictions approach, relative to when the shock 
is exogenous.

In Fig. 11.13b similar responses can be observed. The volume of credit 
declines significantly in response to an adverse credit supply shock. It is 
evident from the results that the responses derived from the shocks with 
signs imposed in the model tend to accentuate the responses of economic 
growth and credit growth.

The comparison of the credit demand and credit supply shocks is 
shown in Fig. 11.14a, b. Evidence indicates that both adverse credit 
shocks lower credit growth and economic growth. In Fig. 11.14a eco-
nomic growth declines significantly due to an adverse credit supply shock 
in first two quarters. After this period, GDP growth falls within the con-
fidence bands. This indicates that GDP responds in a similar manner to 
both shocks, despite the differential theoretically predicted signs imposed 
on these shocks.

Credit growth declines and remains subdued for an extended period 
due to both shocks. We find that credit growth tends to decline very 
much due to an adverse credit demand shock compared to credit sup-
ply induced shock. However, evidence indicates a lack of statistically sig-
nificant differences in Fig. 11.14b, implying that credit growth decline 
induced by demand shock is different from that induced by credit sup-
ply shock. Therefore, the evidence concludes that the evolution of credit 
growth would not be statistically different to a demand shock relative to 
a supply shock.
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11.5  Adverse Credit Supply Shock and the 
Conduct of Monetary Policy and Loan 
Rate Margins

The analysis now extends to examining the role of an adverse credit sup-
ply shock on the evolution of GDP growth and the repo rate. The analy-
sis is based on the counterfactual approach, which enables comparisons 
between the actual and counterfactual values of these variables.11 Evidence 
indicates a clear and distinct contribution of the adverse credit supply 
shock on repo rate in Fig. 11.15a, b. The adverse credit supply shock 
made positive contributions to the repo rate for the most part, prior to 
the recession in 2009. Since then, the negative credit supply shock has 
contributed to a lower repo rate. This includes the two repo rate increases 
in 2014, which were still lower than the counterfactual suggests. Overall, 
the adverse credit supply shock contributed in the prevailing lower repo 
rate than that would have been the case in the absence of the shock.

Did the adverse credit supply shock lead to worsening of economic 
growth? Undoubtedly it did; the adverse credit supply shock in Fig. 
11.15c, d exacerbated the economic growth decline in 2009. However, 
the contributions post-recession have been briefly positive in 2010 and 
negative thereafter.

Fig. 11.16b, shows that the credit supply shock contributed positively 
to the elevated levels of margins. The contributions have been persistently 
positive, albeit with varying magnitudes since the beginning of 2009. In 
Fig. 11.16d, it is evident that the adverse credit supply shock contributed 
much of the contraction in credit growth in 2007. The contributions 
have since remained negative. All the evidence based on repo rate and 
credit growth trajectories beginning in 2009 suggests that indeed policy-
makers’ decisions impacted the price of credit. The repo rate was lower 

11 The counterfactual values refer to values that we get after removing (shutting off) the contribu-
tions of the credit supply shock to the variables of interest. When the actual exceeds the counter-
factual it implies that adverse credit supply shock made positive contributions to the variable of 
interest.
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than its counterfactual rate. The latter is the repo rate that would prevail 
in the absence of an adverse credit shock.

What about the impact on credit volumes? The credit volume remained 
depressed, suggesting that credit growth was still below what would have 
prevailed in the absence of adverse credit supply shock. This implies that 
the quantity component was not stimulated enough and they should 
have risen this much had additional measures been taken to stimulate the 
credit quantities rather than price of credit.

11.5.1  Is There a Threshold Level Beyond Which Loan 
Spreads Have Adverse Effects on Economic 
Growth?

In earlier sections, evidence indicated that an unexpected increase in 
spreads directly reduces economic growth. This therefore propels us to 
ask whether there is an indirect channel operating through some thresh-
old level of margins. The threshold is determined by estimating a non-
linear logistic model. The specification of the threshold model suggests 
that economic growth depends on the repo rate, lagged GDP growth, 

Fig. 11.17 Lending margins’ threshold levels at which the repo rate, credit 
and inflation have differential effects on economic growth (Note: The mag-
nitudes are the thresholds for the loan margins based on the variables that 
are included in the both the linear and nonlinear parts of the model. Source: 
Authors’ calculations)
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inflation and credit growth. However, above the threshold for margins 
(or the nonlinear regime) economic growth depends on either the repo 
rate or credit growth or inflation.12

Is it possible that above a certain threshold of margins the increase in 
the repo rate, growth in credit and inflation exert differential effects on 
economic growth? Yes, this seems to be the case. The estimated  thresholds 
for margins are shown in Fig. 11.17.13 The threshold levels for margins 
as shown in Fig. 11.17 vary but are below 7.5 percent. Thus, at or above 
this estimated threshold level, lending margins affect the manner in 
which monetary policy tightening, credit growth and inflation impact 
economic growth.

In Table 11.1 we show the estimated long-run effects exerted by the 
increase in the repo rate, credit growth and inflation when the various 
levels of lending margins thresholds are exceeded.14 There is clear worsen-
ing of the differential effects when loan margins increase from 8 percent 
to 10 percent. For example, the long-run values in Table 8.1 show that 
when the loan margin is at 10 percent, an increase in the repo rate lowers 
economic growth by 0.22 percentage points. Similarly, credit extension 

12 We conclude similarly when replacing the repo rate with repo rate gap calculated based on the 
HP filtered gap.
13 We present the results in Table A8.1 below. It is evident that the signs and the significance of the 
impact of the repo rate, credit growth and inflation vary significantly below and above the thresh-
olds for margins. The transition functions are shown in Fig. A8.1.
14 We say the margins are in high state if margins exceed the threshold values given in Table A8.2. 
To calculate the long-run effects on economic growth we only use the values that are significant, as 
shown in Table A8.1.

Table 11.1 The effects of the repo rate, credit growth and inflation on economic 
growth when margins exceed threshold

Loan 
margin 
(%)

Effect of repo rate 
when loan margins 
exceed 7.406 percent

Effects of credit 
when loan margins 
exceed 7.167 
percent

Effect of inflation 
when loan margins 
exceed 7.361 percent

 8 −0.2076 −0.8034 −0.8097
 9 −0.2193 −0.8326 −0.8409
10 −0.2193 −0.8331 −0.8411
11 −0.2193 −0.8331 −0.8411

Source: Authors’ calculations
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lowers economic growth by 0.83 percentage points and inflation low-
ers growth by 0.84 percentage points. Moreover, the evidence establishes 
that larger output losses are associated with increases in inflation and 
credit when margins exceed the estimated margins threshold level.

This evidence shows that there is a threshold level beyond which higher 
margins become detrimental to economic growth via their impact on the 
repo rate and inflation.

11.6  Conclusion and Policy Implications

In policy terms, the findings suggest that monetary policy and initiatives 
to bolster economic growth are necessary but are insufficient policy inter-
ventions in dealing with the negative consequences of lending margins 
and attempts to compress them. This is particularly the case if policy-
makers have a view on the levels of spreads that are potentially exces-
sive, thereby weakening the desired effects of monetary policy easing, and 
which are detrimental to financial stability. To anchor the policy debate 
and discussions, we estimated threshold levels of loan spreads above 
which they exert negative effects on economic growth. Evidence indicates 
that beyond a lending margins’ threshold level of 7.17 to 7.5 percent, 
higher margins become detrimental to economic growth via their impact 
on the repo rate and inflation.

Furthermore, for financial stability purposes, if lending spreads capture 
risk taking by banks, the fact that spreads tend to fall when the policy rate 
tightens augers well for the impact of policy in reducing risk behavior. 
Despite monetary policy not being the right tool for the task of finan-
cial stability, to some extent these findings identify monetary policy as a 
potential tool that can alleviate the burden on macro-prudential tools. 
This finding is robust to the using the penalty function sign restriction 
approach and the Cholesky ordering approach.

All the evidence based on repo rate trajectories and credit growth tra-
jectories beginning in 2009 suggests that indeed policymakers had an 
impact on the price of credit, because the actual repo rate was lower than 
the counterfactual. However, growth in credit volumes remained depressed 
relative to that would have prevailed in the absence of an adverse credit 
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supply shock. This suggests that the quantity component was not stimu-
lated enough and that additional policy measures were possibly needed to 
stimulate the credit quantities and to complement the policy effects on the 
price of credit. The adverse effects of an unexpected positive loan spreads 
shock suggests that policymakers should determine that the threshold lev-
els of loan spreads are less harmful to economic growth and credit growth.

Overall, the findings point to a policy lesson that while monetary 
policy can lower the policy rate to mitigate the adverse effects of loan 
spreads there is a need for supplementary tools, possibly from the macro-
prudential tools, to deal with the quantity aspect which may also lower 
spreads. In addition, if spreads are sticky to downward adjustments to 
the policy rate but highly responsive to repo rate hikes, then a forecasted 
path of the future interest rates might lead to a faster mark-up and pric-
ing of the projected interest rate hike. This will further raise spreads and 
have damaging effects, particularly on new loans, even if the rate hikes do 
not materialize. Experience has taught us that the pricing of loans occurs 
instantaneously. Such a policy initiative being used as a communication 
tool to the extent that it guides the pricing of loans can have a detrimen-
tal effect on the quantities (new loans).

Summary of Main Findings

• An adverse credit supply shock raises loan spreads for a prolonged 
period.

• Loan spreads shocks depress growth in credit and GDP more than 
tighter monetary policy shock.

• Monetary policy is not the only policy intervention that can deal with 
the adverse credit supply shock and compress spreads.

• Improved economic growth can compress loan spreads, raise growth of 
credit.

• The estimated lending margins threshold levels are less than 7.5 
percent.

• Above the thresholds, higher margins become detrimental to eco-
nomic growth.
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 Appendix

Fig. A11.1 The transition functions (Source: Authors’ calculations)
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Table A11.1 Nonlinear threshold model

Variable Model with repo
Model with 
credit

Model with 
inflation

Coefficient Coefficient Coefficient
Linear regime

Constant 1.158 (0.00)* 0.919 (0.01)* 1.267 (0.00)*
Repo rate 0.059 (0.05)** 0.012 (0.73) −0.042 (0.40)
GDP t-1 0.853 (0.00)* 0.905 (0.00)* 0.824 (0.00)*
Inflation −0.140 (0.00)* −0.133 (0.00)* −0.003 (0.96)
Credit 0.012 (0.54) 0.065 (0.15) 0.021 (0.29)

Nonlinear regime
Repo rate −0.091 (0.00)*
Credit −0.079 (0.08)*
Inflation −0.15 (0.00)*
Value of transition 6.65 3.96 5.09
Lending margin 

threshold
7.41 7.17 7.36

Source: Authors’ calculations
*Implies significance at 5% level
**implies significance at 10 % level
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12
Credit Supply Shocks and Real Economic 

Activity

Learning Objectives

• See how credit supply shock drives real economic activity cycles
• Credit market dynamics explain slowing growth of GDP, credit and 

capital formation
• Adverse credit demand contributions slow economic activity
• Credit demand shocks contributions elevate and depress credit growth 

and capital formation
• Sovereign bond yields impact credit supply shock contributions to 

GDP
• High government bond yields impact credit supply conditions

12.1  Introduction

The South African economy has been buffeted by multiple supply side 
shocks at the same time. For a better understanding of which shocks domi-
nate developments, here we group shocks into aggregate supply, credit sup-
ply and aggregate demand. In this chapter, shocks that drive sluggish growth 



in credit and GDP are assessed. To what extent have credit supply shock 
contributions been the driver of real economic activity cycles? Within the 
credit market dynamics, which shock between credit supply and demand is 
slowing GDP growth, credit growth and gross fixed capital formation?

The relative role of credit supply and demand shocks has different 
implications for macroeconomic conditions. For instance, Bijsterbosch 
et al. (2015) argue that if sluggish bank lending reflects bottlenecks in the 
supply of credit rather than the lack of demand, weak lending is likely to 
dampen economic activity. If credit demand is not met by adequate credit 
supply, investment projects cannot be undertaken and this drags eco-
nomic recovery. Since demand and supply shocks often occur at the same 
time, they need to be correctly identified to better inform policymakers. 
Furthermore, US policy tightening raises the possibility that bond yields 
will rise over and above the adjustment that has already occurred. Hence, 
this chapter determines the relationship between government bond yields 
and credit risk1 on credit supply contributions to growth in (1) GDP and 
(2) gross fixed capital formation.

12.2  Credit Supply Shock and Economic 
Activity

A credit supply shock is not merely the release of large credit volumes but 
should also have desired effects on the real economy. A graphical illustra-
tion in Fig. 12.1 is used to show the differences of the effects of a credit sup-
ply and demand shock on economic activity. The chapter separates credit 
supply effects from those of aggregate supply shocks which may arise from 
technology or productivity shocks, oil price shocks and labor supply shocks 
(Gambetti and Muso 2012). In addition, the chapter also separates credit 
supply shocks from aggregate demand or credit demand shocks which may 
emanate from consumption and investment demand shocks, fiscal policy 
and monetary policy independent of credit conditions.

In order to properly capture the shock effects, the analysis uses the eco-
nomic fundamentals which suggest that aggregate supply shock moves 

1 As proxied by non-performing loans (NPLs).
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output and prices in different directions. The aggregate demand shock 
moves output and prices in the same direction. Why is it important to 
assess these shocks simultaneously? Because expansionary shocks, such 
as aggregate supply and aggregate demand shocks, raise GDP and credit 
and also raise lending rates. Therefore, they need to be correctly identi-
fied. However, in a later section we let data determine if lending rates 
rise to aggregate demand shocks. In contrast, credit supply shocks lower 
lending rates)

a) Credit supply shock b) Credit demand shock

CS0

CS1 CS
L1

L0

L0
L1 CD1

CD CD0

C0 C1 Quan�ty                C0 C1 Quan�ty

c) IS-LM dynamics d) AD and AS dynamics
IS1

AD1

IS0 LM AD0 AS

R 1 P1

R 0 P0

            Y0 Y1 Output             Y0 Y1 Output

Lending rate 

Price level

Lending rate 

Repo rate

Fig. 12.1 Linkages between credit markets, aggregate demand and supply, 
and IS-LM dynamics (Note: CS0 and CS1 denote credit supply at the initial 
point and after the credit supply shock. CD0 and CD1 denote credit supply at 
the initial point and after the credit supply shock. C0 and C1 denote initial and 
new credit quantity after impact. LO and LI refers to the initial and new lend-
ing rate. AD0 and AD1 denote the aggregate demand curves at the initial 
point and after the credit supply shock. P0 and P1 denote the old and new 
price levels. YO and YI refer to old and new output levels. IS0 and IS1 denote 
the investment saving curves at the initial point and after the credit supply 
shock. R0 and R1 denote the old and new repo rate levels. YO and YI refer to 
old and new output levels. Source: Author’s drawing.
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Credit supply shocks encompass various events, such as unexpected 
changes in bank capital available for loans, regulatory changes, changes in 
funding, changes in risk perception of potential borrowers and changes 
in the degree of competition in the banking sector (Gambetti and Musso 
2012). Consistent with the theoretical predictions in Fig. 12.1, a credit 
supply shock is a shock which lowers (1) the lending rate and the quan-
tity of available credit in Fig. 12.1a, (2) raises inflation in Fig. 12.1d and 
(3) increase the repo rate in Fig. 12.1c. An increase in credit supply will 
lead to increased consumption and investment which shifts the invest-
ment saving curve upward from IS0 to IS1 in Fig. 12.1c, lifting the policy 
rate. Increased consumption and investment will raise aggregate demand 
from AD0 to AD1 and raise the price level. The preceding adjustments 
still hold in the case of a credit demand shock except that the lending rate 
rises in Fig. 12.1b.2

A Bayesian sign restricted vector autoregression (VAR) model is esti-
mated. The model includes the lending rate, repo rate, CPI inflation, 
credit growth, GDP growth and growth in gross fixed capital formation. 
A credit supply shock suggests that the lending rates should decline, 
whereas the policy rate, growth in GDP, inflation and growth in credit 
growth should be positive. However, we left growth in capital formation 
unrestricted to all shocks. All shock effects are restricted to last for two 
quarters.

The model is estimated using quarterly (Q) data spanning 
1990Q1–2014Q2 and the four shocks are estimated for the same time. 
These shocks are credit supply shock, credit demand shock, aggregate 
demand shock and aggregate supply shock. The aggregate demand, aggre-
gate supply and credit supply shocks are defined as in Bijsterbosch et al. 
(2015). The credit demand differs from credit supply shock as lending rate 
increases. Aggregate demand differs from credit demand through raising 
the lending rates in the latter. The responses of lending rates to aggregate 
demand shocks are left unrestricted. The responses to credit supply shock 
are illustrated in Fig. 12.2, which shows that the model obeys the restric-

2 The credit supply shock based on Fig. 12.1 differs from a monetary policy shock. The monetary 
policy shock leads to a decrease in interest rates in the short run. Aggregate demand and supply will 
induce increased demand for loans leading to an increase in loan quantities and lending rates.
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tions imposed, while the evidence indicates that growth in gross fixed capi-
tal formation increases significantly even though it was left unrestricted.

12.2.1  Effects of These Shocks on Growth in GDP and 
Investment

The aggregate demand, aggregate supply and credit supply shocks are as 
defined as in Bijsterbosch et al. (2015). Fig. 12.3 shows the responses of 
growth in gross fixed capital formation and GDP to credit supply shock, 
aggregate demand shock and aggregate supply shock. In Fig. 12.3 these 
three shocks have a more delayed effect on growth of fixed capital for-
mation than on GDP growth. In addition, the aggregate supply shock 
raises growth in gross fixed capital formation for three quarters, which is 
relatively shorter than the six quarters of GDP growth.

In Fig. 12.4 the credit supply shock significantly raises growth in gross 
fixed capital formation, more than other shocks in Fig. 12.4a. Aggregate 
supply shock raises GDP growth significantly for longer periods than 
other shocks in Fig. 12.4b.

Fig. 12.5 compares the responses of credit growth, GDP and gross 
fixed capital formation to the three shocks, respectively. Evidence indi-
cates that credit growth in Fig. 12.5a is more responsive to credit supply 
shocks than to both aggregate demand and supply shocks. GDP growth 
in Fig. 12.5b rises to an aggregate demand shock much more than to 
both credit supply and aggregate supply shocks. Gross fixed capital for-
mation in Fig. 12.5c rises much more in response to aggregate supply 
shock than the other two shocks.

12.2.2  The Influence of Credit Supply Shocks on 
Economic Growth, Credit and Investment

Fig. 12.6 shows the actual and counterfactual growth in credit, gross 
fixed capital formation and GDP. The counterfactuals are based on the 
historical decomposition approach which removes the contributions of 
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credit supply shocks on growth in credit, gross fixed capital formation 
and GDP. The credit supply contributions to each variable are shown in 
Fig. 12.6b, d, f. A contribution above zero shows that it raised growth 
while negative values indicate a drag on growth.

Evidence indicates well-defined cyclical movements in the credit sup-
ply contributions. The cyclical contributions are visible in Fig. 12.6b, d, f 
for credit, gross fixed capital formation and GDP, respectively. The credit 
supply shock raised growth in (1) credit, (2) gross fixed capital forma-
tion and (3) GDP in the periods 2000–2002 and 2006–2008. However, 
between 2009 and 2012 the credit supply shock contributed to contrac-
tion in growth in credit, GDP and gross fixed capital formation.

So in which periods since 2009Q1 did the credit supply shock contri-
butions uplift and drag real economic activity recovery? It is evident that 
sluggish growth in credit and weak growth in gross capital formation is 
largely due to the depressing contributions of the credit supply shocks 
(Fig. 12.7).

Fig. 12.7 Comparisons of contributions of credit supply shock on selected 
economic variables (Source: Authors’ calculations)
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12.3  Relationship Between Bond Yields and 
Credit Supply Shock Contributions to 
GDP Growth Post 2007Q2

This chapter now examines whether there is a strong link in the evolu-
tion of credit supply shocks and government bond yields. In addition, 
it assesses the two relationships between (1) credit supply shocks contri-
butions to GDP growth and sovereign bond yields, and (2) credit sup-
ply shock contributions to gross capital formation and sovereign bond 
yields.

Evidence in Fig. 12.8b indicates that government bond yields had 
a positive relationship with credit supply shock contributions to GDP 
before the financial crisis in 2007Q2. The relationship became negative 
in 2007Q3–2008Q4 in Fig. 12.8c. The large negative effects during the 
recession in 2009Q1–2014Q2 period in Fig. 12.8d suggest a worsened 
relationship during that time.

Bijsterbosch et  al. (2015) argue that high sovereign bond yields are 
likely to have an impact on credit supply conditions as they reflect 
increased risk of funding for governments. This happens when banks 
include large amounts of government bonds on their balance sheets. 
Cantero-Saiz et al. (2014) find that sovereign risk in Europe influenced 
bank credit supply via the bank lending channel. It is possible that this 
may be the case in South Africa too.

We now further assess whether government bond yields impacted the 
credit supply contributions to gross fixed capital formation. The negative 
relationship before 2007Q2 is exhibited in Fig. 12.9b. Although the rela-
tionship in Fig. 12.8c is negative, it is smaller in magnitude compared to 
that observed in the beginning of recession in 2009Q1 until 2014Q2 in 
Fig. 12.8d. This suggests that high bond yields during the euro sovereign 
debt crisis reduced the contribution of credit supply shocks to growth in 
fixed capital formation.

Thus, credit supply shocks are an important factor in the evolution 
of credit supply dynamics. Evidence indicates that the financial crisis 
changed the relationship between government bond yields and credit 
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supply contributions to growth in GDP and gross fixed capital forma-
tion. However, the relationship changed drastically beginning with the 
recession in 2009.

12.3.1  Relationship Between Credit Risk, Credit 
Supply and Demand Contributions to GDP 
Growth Post 2000

The analysis examines further whether the quality of banks’ balance 
sheets via non-performing loans impacted credit supply contributions to 
real economic activity. Non-performing loans (NPLs) may restrain the 
supply of bank credit by reducing banks’ income and capital. Reduced 
capital lowers the banks’ capacity to lend and raises uncertainty about the 
banks capitalization. This is reflected in high provisioning for loan losses 
and higher risk premiums on bank funding, curtailing banks’ access to 
financing. Costs of managing NPLs may reduce banks’ efficiency, poten-
tially raising lending rates and reducing the credit supply.

Fig. 12.10 shows that NPLs were elevated during the crisis. The con-
tributions of credit supply shocks on GDP growth were negative during 
the crisis and very small around 2010. In addition, the evidence indi-
cates a positive relationship between credit supply contributions to GDP 
growth before 2007Q2 in Fig. 12.10d. In contrast, during the prolonged 
increase in NPLs between 2007Q3 and 2009Q3 in Fig. 12.10a the con-
tributions of credit supply shocks to GDP growth were negative. Fig. 
12.10c confirms a negative relationship between credit supply contribu-
tions to GDP and NPLs.

Did credit risk impact credit demand contributions to GDP growth? Yes, 
there are differences in the relationship between the credit risk and credit 
demand contributions to GDP growth in Fig. 12.11. There is a positive 
relationship between the NPLs and credit demand contributions to GDP 
growth when NPLs were very low, especially prior to 2007Q2 in Fig. 12.11d.

Moreover, evidence shows that credit risk negatively impacted the 
credit demand contribution to GDP growth after 2007Q2. The adverse 
relationship is bigger in the 2009Q4–2014Q2 period in Fig. 12.11b. This 
is possibly due to elevated macroeconomic uncertainty after 2009Q4. 
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Indeed, the relationship changed from being positive to negative during 
the financial crisis.

12.3.2  Do Aggregate Supply Shocks Explain Sluggish 
Growth in Credit and GDP?

Fig. 12.12 compares the contributions from aggregate demand shock, 
aggregate supply shock and credit supply shock on the evolution of 
growth in credit and GDP beginning in 2009Q1. It shows that all shocks 
contributed to declines in growth in credit during the recession in 2009. 
Aggregate demand shocks contributed positively to credit growth since 
2011, which happened earlier than those from credit supply contribu-
tions. Overall, the evidence indicates that aggregate supply is the most 
significant drag on the recovery of credit growth, as opposed to credit 
supply effects.

Fig. 12.12b shows that both credit supply and aggregate demand 
shocks contributed to a quick recovery in GDP growth after the reces-
sion in 2009. In contrast, the evidence further indicates that aggregate 
supply shocks contributed negatively, indicating that these are a drag on 
GDP recovery. These results are consistent with findings of a positive but 
transitory relationship when credit growth leads GDP growth. We con-
clude that the lead lag results between credit and GDP growth indicate 
that interdependency and a strong positive feedback loop are dependent 
on a high growth regime. High credit growth on its own does not lead to 
prolonged high GDP growth.

12.3.3  Credit Supply and Credit Demand Shocks and 
Subdued GDP, Credit and Investment Growth

The chapter concludes by comparing the contributions of credit supply 
shock and credit demand shock on growth in (1) credit, (2) GDP and (3) 
capital formation in Fig. 12.13. Since 2002, the contributions of these 
shocks tend to move in the same direction, suggesting they reinforce each 
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other. However, at the turning points the contributions of credit demand 
shocks exceed those of the credit supply shock contributions. From 2013, 
these contributions show diverging trends. Credit supply shocks contrib-
ute positively to credit, GDP and capital formation. In contrast, the credit 
demand shock contributions are negative—suggesting they drag growth 
in economic activity. The negative contributions are big with respect to 
credit growth and capital formation growth. Therefore, credit demand 
shock rather than credit supply shock is a drag on economic activity.

12.4  Conclusion and Policy Implications

The evidence finds that aggregate supply shocks contribute negatively to 
GDP growth and are a worse drag on GDP recovery than credit supply 
shocks. Conversely, the credit demand contributions are negative sug-
gesting that they also slow economic activity. The contributions of credit 
demand shocks are negative and major with respect to credit growth and 
capital formation. In addition, sovereign bond yields had a positive rela-
tionship with credit supply shock contributions to GDP before the finan-
cial crisis but the relationship became negative thereafter. The evidence 
leads us to conclude that high government bond yields possibly had an 
impact on credit supply conditions. It is possible that they increased risk 
and funding costs. Furthermore, credit risk had a negative impact on 
credit demand shock contributions to GDP after the financial crisis.

Summary of Main Findings

• The credit supply shock significantly raises growth in gross fixed capi-
tal formation, more so than other shocks.

• GDP growth rises due to an aggregate demand shock much more than 
due to both credit supply and aggregate supply shocks.

• The relationship between sovereign bond yields and credit supply 
shock contributions to GDP changed after the financial crisis and 
became negative.

• High government bond yields possibly had an impact on credit supply 
conditions and increased risk and funding costs.
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13
Credit Growth Threshold 

and the Nonlinear Transmission 
of Credit Shocks

Learning Objectives

• The growth rate at which the credit growth rate threshold occurs
• The credit regimes and their nonlinear and asymmetric effects in trans-

mitting shocks
• The threshold effects on the pace and magnitudes of the policy rate 

adjustments in curbing inflationary pressures
• The asymmetric effects of the threshold on inflation shocks and eco-

nomic growth
• Consideration of nonlinearity effects induced by the thresholds and by 

policy

13.1  Introduction

Credit and GDP growth following the global financial crisis and reces-
sion in 2009 has remained subdued. In Fig. 13.1 credit and GDP levels 
are shown to have not returned to the pre-crisis and recession trends. 
These trends mean that the domestic economy has been plagued by two 



negative gaps: in the credit markets and the real economy. But the trends 
shown in Fig. 13.1 assume linearity and yet the period after the global 
financial crisis is characterized by unconventional policy interventions 
and zero (even negative) policy rates which represent nonlinearity.

This chapter assesses the nonlinear and asymmetric transmission of 
credit shocks subject to credit regimes in South Africa. So, does a threshold 
value exist for credit growth? Furthermore, does it lead to nonlinear and 
asymmetric effects of economic shocks? Are there differential effects of an 
inflation shock on economic growth based on the credit threshold? If so, 
what is the threshold level of the growth in credit that introduces a nonlin-
ear impact on the policy rate and inflation responses? Does the threshold 
lead to different paths and magnitudes of policy rate adjustments that work 
in any way towards the primary mandate of curbing inflationary pressures?

The role of credit and how it propagates policy and growth shocks as 
subject to the credit growth threshold is an unexplored research policy 
issue in South Africa. Here we contribute to filling this gap. Establishing 
credit growth thresholds and nonlinearities in credit market dynamics, 
as well as their relevance for monetary policy and financial stability, is an 
under researched area.

This chapter directly assesses the role of credit markets as sources 
and propagators of shocks. The analysis shows that credit market fric-

Fig. 13.1 Credit and GDP trends pre- and post-global financial crisis and 
recession (Source: SARB and authors’ calculations)
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tions introduce nonlinear effects and these effects have implications for 
the direction and magnitude of the repo rate adjustment and inflation 
dynamics. However, this analysis by no means implies that policymakers 
should go back to the long-gone days of targeting some particular level 
of credit and money growth. Rather, the focus is merely on giving con-
text and perspective to the role of credit growth by estimating the credit 
growth threshold level. Knowledge of the credit threshold can assist in 
thinking about growth in credit within the policy space of the interaction 
of monetary policy and financial stability.

It is common knowledge that the global financial crisis once again 
showed that a rapid increase in (or excessive) credit is a reliable leading indi-
cator of financial instability. As a result, one of the main policy responses 
has been a focus on the credit-to-GDP ratio as a benchmark of the sustain-
able credit growth. Significant deviations between the actual and long-run 
trends of the credit-to-GDP ratio (i.e. the credit gaps) are used as signals of 
the state of the credit markets by policymakers and regulators.

Credit gaps are some of the indicators proposed to be used to calibrate 
a countercyclical capital buffer for regulatory purposes. The main aim in 
calibrating an early warning indicator is to identify credit growth that is 
most aligned to economic fundamentals relative to that which is viewed 
as excessive. For this task, the Basel Committee on Banking Supervision 
(2010b) uses the Hodrick–Prescott (HP) filter to set a threshold level. 
However, there are a number of drawbacks associated with the HP 
approach. It is for this reason that we think that the estimation of the 
threshold for credit growth as discussed in this chapter contributes to 
efforts that use different quantitative techniques in this area.

13.2  Why May the Nonlinear Response 
of Economic Activity to Various Shocks 
Depend on Credit Regimes?

Why are credit frictions a pertinent policy concern? Credit market fric-
tions significantly amplify real and nominal shocks to the economy 
and lie at the center of the intersection of macroeconomics and finance 
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(Bernanke et al. 1995).1 Furthermore, Choi et al. (1996) argue that in the 
presence of information asymmetry, inflation harms economic growth by 
accentuating financial market frictions and these then have an adverse 
impact on the supply of credit and funding of investment ventures.

The literature also points out that elevated levels of inflation can have 
adverse consequences for the long-run growth rate and the level of real 
activity. Hence, increases in inflation tend to interfere with the ability of 
the financial sector to allocate resources efficiently (Boyd et al. 2001). In 
addition, Huybens and Smith (1998, 1999) emphasize the importance 
of informational asymmetries in credit markets. They demonstrate how 
increases in the rate of inflation adversely affect credit market frictions 
with negative repercussions for both banks and equity market perfor-
mance and long-run real economic activity.

Why is it important and useful to determine the impact of economic 
shocks subject to the state of credit regimes? Avdjiev and Zeng (2014) 
argue that financial institutions tend to be highly leveraged during 
economic booms, such that small adverse credit risk shocks can trig-
ger vicious deleveraging spirals, which can have a considerable negative 
impact on real economic activity. In addition, theory suggests that if 
economic agents are constrained in their access to credit, credit supply 
shocks have relatively larger effects on consumer and business spending 
decisions than in the case of abundant credit availability. Furthermore, 
Bernanke and Gertler (1989) and Kiyotaki and Moore (1997) argue that 
the effects of agency costs of financial intermediation in the presence of 
information asymmetry in financial markets make agents behave as if 
they are financially constrained. The financing constraints are more bind-
ing in recessionary times rather than in expansionary ones.

These conditions are different to those observed in high credit growth 
regimes. For instance, in high credit environments firms are likely to be 
less dependent on the availability of bank credit. They can adjust more 
easily to shocks to bank lending by substituting it with other means of 
financing, such as internal finance or the issuance of debt securities (Calza 
and Sousa 2006).

1 Swathes of literature subsequent to the global financial crisis established that financial factors are 
the key determinants of economic fluctuations. They were critical triggers and propagators in the 
global financial crisis. See also, Halvorsen and Jacobsen (2009) and Christiano et al. (2010).
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13.3  Descriptive Statistics

The analysis uses quarterly (Q) data from 1990Q1 to 2014Q4 to show 
selected bilateral relationships. Fig. 13.2a shows that in many instances 
pronounced peaks in inflation tend to precede a slowdown in economic 
growth. Fig. 13.2b shows a negative relationship, suggesting that higher 
inflation leads to a slowdown in economic growth. Evidence indicates a 
positive relationship in Fig. 13.2d, suggesting that higher credit growth is 
accompanied by higher inflation. Fig. 13.2f shows that rising inflation is 
accompanied by an increase in the repo rate.

Furthermore, the bilateral relationships shown in Fig. 13.3a reveal that 
in some instances the high repo rate levels coincide with economic slow-
down. The negative relationship depicted in Fig. 13.3b shows that the 
elevated repo rate levels lead to a slowdown in economic growth. In Fig. 
13.3c the economic growth tends to co-move with credit growth. This 
is particularly the case since the beginning of 2004. Fig. 13.3d shows 
a positive relationship, suggesting that higher credit growth stimulates 
economic growth.

13.3.1  Cross Correlations Between  
Macroeconomic Variables

Fig. 13.4 further shows the bilateral relationships in order to assess the 
lead relationships using the cross-correlation approach. Similar to the 
conclusions reached based on trends established earlier, Fig. 13.4a shows 
that increases in inflation precede increases in the repo rate.

However, Fig. 13.4b shows a negative relationship between inflation 
and economic growth. These results indicate that an increase in inflation 
is accompanied by a slowdown in economic growth. In Fig. 13.4c an 
increase in credit growth is associated with rising inflation. In contrast, 
higher inflation leads to a decline in credit growth between the 2nd and 
13th quarters. Fig. 13.4d shows a positive but transitory relationship 
when credit growth leads to GDP growth. But a positive relationship 
arises for long periods when the increase in economic growth precedes 
credit growth. The lead relationship between credit and GDP growth 
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indicates that the interdependency and the strong positive feedback loop 
is possibly dependent on a high growth regime. A high credit regime on 
its own does not lead to a prolonged high growth regime.

13.4  Dynamics Between Credit Growth, 
Inflation and Economic Activity

This chapter uses a vector autoregression (VAR) approach with quarterly 
(Q) data spanning 1990Q1 to 2014Q4, to examine a number of empiri-
cal relationships in this section. The variables include economic growth, 
inflation, the repo rate and credit growth.2 The real sector variables are 
placed before those related to the credit market, as done in Calza and 
Sousa (2006). This means that shocks to economic growth affect other 
variables contemporaneously. In contrast, economic growth reacts slowly 
to shocks to inflation, the repo rate and credit growth. In addition, the 
ordering suggests that inflation reacts contemporaneously to economic 
growth shocks. The policy rate responds contemporaneously to economic 
growth and inflation. Credit growth responds contemporaneously to all 
variables and it affects other variables with a quarter lag.

The responses of economic growth to a positive one percent unex-
pected rise in inflation are shown in Fig. 13.5. An unexpected rise in 
inflation lowers economic growth, but the effects are not permanent, as 
in Fig. 13.5a, and a positive credit growth shock raises inflation for a 
longer period in Fig. 13.5b

In Fig. 13.6a economic growth declines significantly due to a positive 
inflationary shock relative to a policy rate shock. Inflation depresses eco-
nomic growth for a relatively longer period relative to a repo rate shock 
of a similar magnitude. Inflation increases more than the repo rate in Fig. 
13.6b due to an unexpected positive credit growth shock.

2 The VAR models were estimated using one and two lags based on the regime-dependent impulses. 
We use two lags as selected by AIC when estimating asymmetric effects in the later sections.
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13.4.1  Does the Credit Threshold Lead to a Nonlinear 
Response of Inflation and Real Economic 
Activity to an Unexpected GDP Growth Shock?

Indeed, empirical evidence in other countries suggests that the credit thresh-
old leads to a nonlinear transmission of unexpected GDP growth shocks. 
Balke (2000) empirically examined whether credit plays a role as a non-
linear propagator of shocks. The nonlinear effects arise from the Bernanke 

Fig. 13.5 Selected macroeconomic responses in a linear VAR (Note: The 
responses denote percentage points. These are responses to a one percent 
positive shock. Source: Authors’ calculations)

Fig. 13.6 Comparisons of GDP and inflation responses to various shocks 
(Note: The responses denote percentage points. These are responses to a one 
percent positive shock. Source: Authors’ calculations)
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and Gertler (1989) model which shows that the balance sheet conditions 
of firms can amplify fluctuations in output. In these conditions, negative 
shocks are likely to have a greater impact relative to positive shocks.

The next subsection determines whether credit regimes are an impor-
tant source of shocks as well as an important nonlinear propagator of 
GDP growth shocks. First, the subsection determines a credit growth 
threshold and shows the nonlinear effects of an unexpected shock to 
credit growth in a low and high credit regime on inflation and the adjust-
ments in the policy rate.

13.4.2  What Is the Threshold Value for Credit Growth?

To establish the credit growth threshold, the analysis begins by testing 
the null hypothesis of no threshold versus the alternative that a threshold 
exists. This involves applying three tests, namely the arranged autoregres-
sion test based on Tsay (1989), the Hansen threshold test and the smooth 
transition autoregression test (STAR), to determine whether there is a 
break in the credit series. The use of different test statistics is to ascer-
tain whether these tests converge and arrive at the same conclusion. The 
credit equation used to test for the existence of a break point is specified 
such that the credit growth rate depends on a constant and its two lags 
required for estimation by the Akaike Information Criterion (AIC). The 
results are shown in Table 13.1.

All the tests reject the null of no threshold in favor of the existence 
of a threshold and nonlinearity in the growth of credit. However, these 
techniques do not establish the threshold value for credit growth. Hence 
the threshold value is established via the modified Balke (2000) threshold 
technique. The model identifies the threshold value based on a lowest 
likelihood ratio test. This approach differs from the transition models that 
determine the threshold above or below which credit growth exerts posi-
tive or negative differential effects on GDP growth or inflation. Rather, 
the Balke (2000) approach establishes the sensitivity or the responsive-
ness of inflation and GDP growth subject to the established threshold. 
The modified Balke (2000) threshold technique establishes a threshold 
value around 9.5 percent for credit growth. Fig. 13.7 shows the estimated 
threshold credit growth.
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It is evident from Fig. 13.7 that credit growth has remained much 
closer to the thresholds subsequent to the steep decline and negative 
growth just after the global financial crisis and the recession in 2009.

13.4.3  Nonlinear Threshold Responses of Inflation 
and Repo Rate

In this section we estimate impulse responses using the regime- dependent 
approach following Atanasova (2003) and Balke (2000). According to 

Table 13.1 Tests for nonlinearity in the credit growth series

Test Null hypothesis F-value Decision

Arranged 
autoregression test 
(Tsay1998)

No break point 
in the series

35.00 (0.00)** Break point in the 
series

Hansen threshold test No threshold in 
the series

53.81 (0.00)** Threshold in the 
series

Smooth transition 
autoregressions 
(STAR)

Linearity in the 
series

18.0 (0.00)* Nonlinearity in 
the series

Note: The numbers in (.) denote the p-value
Source: Authors’ calculations
*denotes significance at 1 percent; ** denotes significance at 10 percent

Fig. 13.7 Credit growth, credit gap and the estimated threshold  
(Source: Authors’ calculations)
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Calza and Sousa (2006) the regime-dependent approach is ideal and is an 
effective tool to characterize the behavior of a system within each regime. 
In addition, the conditional nonlinearity approach is important in deter-
mining the signs, size and persistence of impulse responses across regimes.

The estimated impulse responses are conditional to the system remain-
ing in the prevailing regime at the time of the shock throughout the hori-
zons of the responses. The analysis of the responses will reveal the extent 
of nonlinearities and whether credit shocks have differential effects on 
GDP growth, inflation and the repo rate in the lower and higher credit 
regimes. Fig. 13.8 shows the regime-dependent impulse responses.

The results in Fig. 13.8 show that in both higher and lower credit 
regimes a positive credit shock does not lead to a persistent rise in GDP 
growth (Fig. 13.8a). This suggests that additional aggregate demand cre-
ated by the expansion in credit volumes leads to higher inflation as shown 
in Fig. 13.8b rather than to higher output growth.3 However, inflation 
rises significantly in the higher credit regime and remains elevated relative 
to the lower credit regime. The trajectory of the inflation response in the 
high credit regime is similar to that observed in a model that does not 
distinguish between credit regimes after five quarters.

However, in Fig. 13.8c the repo rate remains elevated in the higher 
credit regime, which is supportive of the policy stance that curbs persis-
tent inflationary pressures in the higher credit regimes. It is clear that the 
repo rate shocks are much elevated and persistent in the model  without 
regimes and the model with the high credit regime, relative to the low 
credit regime model. In addition, the credit growth responses differ 
between the higher and lower credit regimes in Fig. 13.8d. The credit 
shock is slightly persistent in the higher regime and in the model without 
credit regimes. Overall, the results presented in Fig. 13.8 provide evi-
dence that the inability to distinguish between credit regimes implies a 
much more aggressive policy stance relative to when considering regimes.

For further comparisons and analysis of the repo rate effects across 
regimes, Fig. 13.9 shows the peak responses. It is evident in Fig. 13.9a 
that the repo rate lowers GDP growth significantly in the higher credit 
regime relative to the lower credit regime. The decline in GDP growth 

3 See, for example, Avdjiev and Zeng (2014).
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in the higher credit regime is nearly twice the size of the decline in the 
lower credit regime. The peak decline in economic growth occurs in five 
quarters in the higher credit regime, which is a much quicker impact 
compared to eight quarters observed in the lower credit regime.

The different responses to the repo rate shown in this section suggest 
that the policy rate exerts a nonlinear impact on economic growth subject 
to credit regimes. Furthermore, the trajectory of inflation differs across 
credit regimes. Therefore, evidence indicates that credit shocks subject 
to credit regimes exert nonlinear effects on the macroeconomy via GDP 
growth, inflation and the repo rate responses.

13.4.4  Inflation Shocks and Economic Growth Effects

Evidence indicates the differential responses of inflation and the repo 
rate to a positive credit growth shock within credit regimes. So, what are 
the implications of credit regimes for the reaction of economic growth 
to positive inflation shocks? Vast amounts of literature have established 
that positive inflation shock has adverse effects on economic growth. 
However, do these effects depend on credit regimes? Evidence illustrated 
in Fig. 13.10 fails to refute the hypothesis that the effects of inflation on 
growth are independent of the existing credit regime across horizons.

Evidence in Fig. 13.10a suggests that inflation reduces economic 
growth significantly. There are no discernible statistically significant dif-
ferences in the responses of the decline in GDP growth in first six quar-
ters between the credit regimes. The differences only become statistically 
important between the 9th and 14th quarters. The constant decline in 
economic growth over longer horizons in the higher credit regime seems 
to be due to a persistently high inflation shock therein, as shown in Fig. 
13.10b. Therefore, the evidence indicates that inflation is bad for eco-
nomic growth, irrespective of credit regimes. It indicates that the negative 
effects of inflation are not constrained by credit regimes—meaning that 
even in low credit regimes, high inflation exerts disproportionately nega-
tive effects on growth.
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13.4.5  Are the Prevailing Credit Market Conditions 
an Important Nonlinear Propagator 
of Economic Shocks?

This chapter has determined that credit conditions are an important 
source of nonlinear shocks. This section assesses whether credit condi-
tions are important propagators of economic growth shocks. The vari-
ance decomposition approach is used to show the variability induced 
by credit shocks in different credit regimes with regard to GDP growth 
and inflation. Evidence illustrated in Fig. 13.11a indicates that credit 
shocks explain a higher proportion of fluctuations in inflation in the 
higher credit regime relative to the lower credit regime. Thus, this 
evidence supports the assertions that credit shocks are important  
drivers of inflation in high credit regimes. Policymakers should take 
note of the differential influences exerted by low and high credit 
regimes.

In addition, Fig. 13.11b, using the variance decomposition 
approach, corroborates the evidence established in the previous sec-
tion that inflation shocks explain higher fluctuations in economic 
growth in the higher credit regime between the 4th and 19th quarters 
relative to fluctuations in the lower credit regime. These findings are in 
line with large amounts of empirical evidence showing that in periods 
of high credit and GDP growth regimes, additional accommodative 
monetary policy simply adds to inflationary pressures. Furthermore, 
Fig. 13.12a, c establish that the proportion of economic growth and 
repo rate fluctuations explained by credit growth shocks are larger in 
the high credit regime than in the lower regime after the 11th and 5th 
quarters, respectively.

Results presented in Fig. 13.12b offer support to the hypothesis that 
repo rate shocks drive economic growth much more in the higher credit 
regime than in low credit regime. Fig. 13.12d reveals that economic 
growth shocks induce more fluctuations in credit growth in the higher 
credit regime after ten quarters relative to three quarters in the lower 
credit regime.
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13.5  Do Inflation Shocks Have Asymmetric 
Effects on Economic Growth Dependent 
on Credit Regimes?

This section assesses the inflation effects subject to credit regimes. The 
asymmetry is determined via applying the Balke (2000) nonlinear 
approach. This approach estimates a vector autoregression model that 
changes the economic structure when the credit conditions cross the 
credit growth threshold of 9.5 percent. In addition, this approach enables 
us to determine the asymmetric effects of inflation shocks on economic 
growth. The generalized impulse response functions are used to avoid 
econometric estimations in which results will be dependent on the order-
ing of the variables. Fig. 13.13 shows the responses of economic growth 
to inflation shocks in the low and high credit regimes.

In Fig. 13.13c, d the evidence shows that positive inflationary shocks 
have bigger effects than negative inflationary trends, suggesting asymmet-
ric responses of economic growth in the lower and higher credit regime.

First, evidence establishes that the peak magnitude of GDP growth 
decline is larger due to an unexpected positive inflation shock in both 
credit regimes. Comparative analysis reveals the magnitude of decline 
is bigger in the higher credit regime relative to a lower credit regime. 
Therefore, we can conclude that higher inflation lowers long-run 
 economic growth and the effects are more severe in the higher credit 
regime relative to lower credit regime.

This result is not surprising, as Boyd et  al. (2001) found that dur-
ing high inflation intermediaries lend less and allocate capital less effec-
tively. In addition, banking and stock market developments exhibit a 
strong negative correlation and a nonlinear relationship with inflation. 
Fig. 13.13b shows a positive uptick in economic growth due to a posi-
tive inflation shock. This might reflect that the economy has not fully 
adjusted to a new inflation rate and the associated relative price distor-
tions effects. In addition, uncertainty about future rates of inflation may 
still be weak in the first two quarters following the inflation shock.

In light of preceding evidence on the effects of high inflation we now 
explore two questions. Are unexpected declines in the inflation rate ben-

13 Credit Growth Threshold and the Nonlinear Transmission... 321
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eficial to economic growth? Do their effects differ between the higher and 
lower credit regimes? Yes, based on Fig. 13.14c, d, an unexpected decline 
in inflation raises economic growth in the long run and the effects are 
much bigger when the unexpected decline in inflation occurs in a higher 
credit regime. Thus, an unexpected decline in inflation has asymmetric 
effects on economic growth depending on the existing credit regime.

These findings are not unique to this study. Azariadas and Smith 
(1996) and Boyd et al. (1997) explain that when inflation is very low 
in a high growth regime, credit market frictions are non-binding. In 
such cases, inflation does not distort the flow of information or interfere 
with resource allocation and growth. However, once the rate of inflation 
exceeds some threshold level credit market frictions become a binding 
constraint, leading to a discrete drop in financial sector performance as 
credit rationing intensifies. This does not imply that there is credit ration-
ing in South Africa; instead, lenders may be using other tools, such as 
lending standards, to contain credit growth.

Along this line of thought, Choi et  al. (1996) suggested that dur-
ing periods of great macroeconomic stability associated with low infla-
tion, credit market frictions are potentially harmless. This is because in 
a low inflationary environment, credit rationing might not emerge at all 
and the negative link between inflation and capital accumulation dis-
appears. However, this does not mean that there are no risks that can 
emerge in low inflation environments. The recent global financial crisis 
 demonstrated that periods of robust growth and well-contained inflation 
can mask significantly large financial excesses and imbalances, undermin-
ing financial stability. Hence, there is a role for regulatory, supervisory 
and macro-prudential policies.

13.5.1  Do Credit Regimes Impact the Repo Rate 
Reaction to Positive Inflation Shocks?

In the earlier sections we established that inflation is bad for economic 
growth in both higher and lower credit regimes. Is it possible then that 
the speed of policy rate adjustment aimed at curbing inflationary pres-
sures is dependent on the existing credit regime? In Fig. 13.14 it is shown 
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that a contractionary policy stance to curb inflation pressures tends to 
be more aggressive in the higher credit growth regime than in the lower 
credit growth regime.

13.6  Conclusion and Policy Implications

For monetary policy, the findings provide evidence that the inability to 
distinguish between credit regimes implies a much more aggressive policy 
stance relative to when credit regimes are considered. Therefore, the evi-
dence indicates that inflation is bad for economic growth, irrespective of 
credit regimes. It indicates that the negative effects of inflation are not 
constrained by credit regimes. This means than even in low credit regimes, 
high inflation exerts disproportionately negative effects on growth.

The evidence therefore brings us to conclude that higher inflation low-
ers long-run economic growth and the effects are more severe in a higher 
credit regime relative to a lower credit regime. These findings imply that 
monetary policy has a duty to enforce price stability. For financial stabil-
ity considerations, the estimated credit gap based on the credit threshold 
is marginally negative or just zero. The credit gap is not as negative or as 
wide as other measures estimate. Credit conditions are neutral.

Summary of Findings

• The credit growth threshold occurs at 9.5 percent.
• Cross correlation indicates a positive but transitory relationship when 

credit growth leads GDP growth.
• A positive and longer-lasting association arises when GDP growth pre-

cedes credit growth.
• A high credit regime on its own does not lead to prolonged credit 

growth.
• The repo rate increases steeply and persists at elevated levels in the 

higher rather than in the lower credit regime apropos inflationary 
shock.
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• The repo rate shock lowers GDP growth significantly in the higher 
credit regime relative to the lower credit regime.

• The decline in GDP growth in the higher credit regime is much faster 
and nearly twice the size of the decline in the lower credit regime.

• An unexpected decline in inflation in the high credit regime has greater 
positive effects on GDP growth relative to the lower credit regime.

• An unexpected decline in inflation has asymmetric effects on eco-
nomic growth depending on the existing credit regime.
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14
Credit Regimes and Balance Sheet 

Effects

Learning Objectives

• Show the credit growth threshold and its influence in constraining 
economic responses in different credit regimes

• Distinguish the credit shocks effects on output in low and high credit 
growth regimes

14.1  Introduction

The preceding chapter established a threshold of 9.5 percent for credit 
growth. In addition, the analysis revealed that credit regimes exert non-
linear effects in the transmission of shocks to GDP growth, inflation and 
the repo. Theory and empirical evidence attest to the amplification role of 
credit frictions on the real economic activity. Bernanke et al. (1995) and 
Kiyotaki and Moore (1997) explain that temporary shocks to the econ-
omy affect the balance sheets of economic agents by lowering the value of 
existing collateral, which increases the external finance premium, tight-
ens the borrowing constraints and propagates the shock to the economy.  



So how does the established credit threshold square up to the two theo-
retical hypotheses on balance sheet effects? This chapter conducts further 
robustness analysis on the estimated credit threshold. It mainly focuses 
on testing the relevance of two hypotheses postulated in the literature 
regarding the role of the credit threshold and its ability to exert asym-
metric effects. The two hypotheses are:

Hypothesis 1 Negative credit shocks lead to larger declines in output under a 
low credit regime relative to a high credit regime.

Hypothesis 2 Positive economic growth shocks lead to higher credit growth in 
a lower credit regime relative to a higher credit regime.

The two hypotheses are tested using Balke’s (2000) threshold vec-
tor autoregression (VAR) approach. This approach estimates nonlinear 
impulse responses that do not bind the system to remain within the pre-
vailing regime at the time of initial shock. This system allows the econ-
omy to sufficiently switch away from the starting regime once the direct 
impact and effects feed through. Over time, the responses may poten-
tially switch repeatedly between the two regimes (Calza and Sousa 2006).

The estimations use quarterly (Q) data from 1990Q1 to 2014Q4 for 
GDP growth, inflation, repo rate and credit growth. The model is esti-
mated using two lags and 10,000 draws and the credit growth threshold 
of 9.5 percent.

14.2  Do Negative Credit Shocks Lead to Larger 
Declines in Output in the Low Credit 
Regime Relative to the High Credit 
Regime?

Essentially, the first hypothesis argues that a low credit regime may signal 
a situation where firms and households are generally restricted in their 
access to finance and cannot substitute sources of funding. Therefore, 
a negative bank lending shock should impact firms’ and households’ 
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financing ability of investments and expenditure. This will have a stron-
ger impact on economic growth. In contrast, the higher credit regime is 
associated with conditions in which firms and households may adjust eas-
ily to bank lending shocks by substituting bank funding with other means 
of financing, such as internal finance or the issuance of debt securities.

Evidence does not support this hypothesis. In Fig. 14.1 a negative 
credit shock leads to a pronounced decline in economic growth in the 
higher credit regime relative to a lower credit regime.

This may be due to the sensitivity of firms and households to nega-
tive credit developments in the higher credit regime relative to the lower 
credit regime. The changing outlook may also play an important role. The 
decline in GDP growth in the high credit regime leads to pessimism and 
lowers confidence levels, spending and investment patterns and plans.

14.2.1  Do Positive Economic Growth Shocks Lead 
to Higher Credit Growth in the Lower Credit 
Regime Relative to the Higher Credit Regime?

Basically, the second hypothesis suggests that a positive economic growth 
shock improves labor markets and asset prices, with positive effects 
on the balance sheets of households and firms. The improved state of 
the economy alleviates financial constraints on households and firms. 

Fig. 14.1 Responses of economic growth to a negative credit supply shock 
(Note: To avoid ordering issues, we estimate generalized impulse responses 
functions. The responses denote percentages. Source: Authors’ calculations)
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So, increases in the net worth of consumers and businesses due to the 
improved economic outlook will increase their creditworthiness and 
credit supply (volumes). A positive economic growth shock also raises 
the profitability of lending institutions, hence this allows them to expand 
their balance sheets through new lending. This boosts total credit growth 
and lowers credit spreads.

Figure 14.2 shows the responses of credit growth to economic growth 
shocks in the low and high credit regimes. Evidence supports the existence 
of the second hypothesis. A positive economic growth shock, irrespective 
of the magnitude of the shock, raises credit growth by a big magnitude in 
the lower credit regime more than in the higher credit regime, as seen in 
Fig. 14.2a, b, d. This result is robust to the size of the economic growth 
shock.

What about the responses of credit supply (quantities)? Do negative 
output shocks have larger effects on credit quantities relative to positive 
shocks? The comparison of peak responses extracted from Fig. 14.2a, 
b are shown in Fig. 14.3. Based on absolute values, negative output 
shocks do not lead to larger effects on credit quantities than the posi-
tive ones.

According to Avdjiev and Zeng (2014) this finding may arise when 
positive economic growth shocks improve firms’ and households’ net 
worth, moving them away from the point of insolvency. This raises the 
incentive for financial institutions to increase the supply of credit. For 
debt contracts and debt portfolios, this implies that lenders gain when 
borrowers’ net worth rises.

14.3  Conclusion and Policy Implications

The main policy implication, therefore, is that positive economic growth 
shocks matter more for credit constraints, balance sheets and the trans-
mission of policy adjustments in the lower credit regime.
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Summary of Main Findings

• No evidence found supporting the idea that negative credit shocks 
lead to larger declines in output under a low credit regime relative to a 
high credit regime.

• Established evidence that an unexpected positive economic growth 
shock raises credit growth significantly in a low credit regime relative 
to a high credit regime.

Fig. 14.3 Peak responses of credit to various magnitudes of GDP growth 
shocks (Note: The responses denote percentages. To avoid ordering issues, 
we estimate generalized impulse responses functions. Source: Authors’ 
calculations)
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Part III
Financial Regulatory Uncertainty 

and Bank Risk Taking
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15

Learning Objectives

• Determine if there is a banking risk-taking channel of monetary policy 
in South Africa.

• Provide empirical evidence on the link between monetary policy and 
bank risk taking; and that high interest rates reduce risk-taking 
behavior.

• Quantify and demonstrate the extent to which contractionary mone-
tary policy affects the bank risk-taking channel and the implications 
for macroeconomic performance.

• Show the implications of the monetary policy tightening cycle.

15.1 Introduction

The debate around prolonged periods of low interest rates and expan-
sionary monetary policy is premised on the effects of bank risk-taking 
behavior. If interest rates are low for protracted periods and encourage 
risk taking, then high interest rates should reduce risk-taking behavior. 

The Banking Risk-Taking Channel 
of Monetary Policy in South Africa



We quantify and demonstrate the extent to which a contractionary policy 
shock affects the bank risk-taking channel and the implications for mac-
roeconomic performance. Is there a banking risk-taking channel of mon-
etary policy in South Africa? What are the implications for the monetary 
 policy tightening cycle? The purpose of this chapter is to explore these 
issues and provide empirical evidence on the link between monetary pol-
icy and bank risk taking.

Interest rates influence bank balance sheet risks in different ways with 
varying time lags, is it possible that risk taking and interest rates move in 
the same direction? Not necessarily. Angeloni et al. (2013) show that in 
the short run, risk is likely to be positively correlated with interest rates. 
This relationship is likely to be reversed in the long run and become nega-
tive as the risk-taking channel dominates, particularly through changes 
in the funding side. In Fig. 15.1 we show that GDP growth and fund-
ing risk are negatively correlated. Meaning that bank funding risk has a 
negative impact on economic activity. We explore this channel in detail 
in this chapter.

 15.2  What Is the Bank Risk-Taking Channel 
of Monetary Policy?

In essence, the bank risk-taking channel largely extends the bank-lending 
channel. The bank-lending channel assumes that banks’ conditions are 
not neutral for the transmission of monetary policy. The bank risk-taking 
channel goes further and assumes that the direction of causality possibly 
runs from monetary policy to bank risk (Altunbas et al. 2010; Gaggl and 
Valderrama 2010). The risk-taking channel occurs when expansionary 
monetary policy lasts for extended periods, therefore impacting risk per-
ceptions, attitudes and incentives of banks to take on more risk in their 
portfolios.

In this case, the channels of transmission involved are no longer the 
increase in the volume of loans in line with the traditional transmission 
mechanisms, but also an increase in the risk aspect of lending aligned 
with the deterioration in the quality of portfolios (Angeloni et al. 2013). 
This channel implies that interest rates affect the quality and not just the 
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quantity of bank credit.1 Hence, it is argued that in such cases monetary 
policy actions can contribute to the build-up of financial imbalances. 
This occurs through a change in risk attitudes and these can ultimately 
result in boom and bust episodes.

Why is the focus on bank risk as a channel for the monetary policy 
risk-taking channel? It is because banks play an important role in the key 
channels of transmission involved: (1) the credit channel and (2) the risk-
taking channel of monetary transmission. In the credit channel, a decrease 
in interest rates leads to a rise in asset values, as well as collateral or net 
worth of the borrowers, and improves the repayment abilities. Under such 
circumstances banks are willing to increase the supply of loans given that 
there is less risk involved in lending. In this situation there is no change in 
banks’ risk tolerance and their risk position can even be enhanced.

In the empirical analysis we differentiate between funding risk and 
lending risk. For funding risk, we use all customer funding (i.e. depos-
its for the household, companies and government and other sources) as 
ratios of total bank assets. The analysis uses the realized volatility of the 
bank stock price index calculated as the absolute return of the index over 
each quarter as a proxy for total bank risk. For the asset side and lending 
risk we use non-performing loans.2

Is there a risk-taking channel working through non-performing loans 
via an unexpected rise in house price growth shocks? This channel sug-
gests that an increase in house prices leads to a higher value of collateral, 
which encourages over-borrowing. This impacts the capacity of borrowers 
to repay and ultimately leads to high non-performing loans. The assess-
ment of this channel is also meant to capture (1) the basic mechanism 
of leverage and (2) credit constraints that depend on the value of collat-
eral and the amplification of monetary policy shocks. These propagating 
effects occur due to the deterioration in the asset quality of the banking 

1 Specifically, the view is that interest rates were held low for too long in the run-up to the recent 
financial crisis and that this helped to fuel an asset price boom, spurring financial intermediaries to 
increase leverage and take on excessive risks. More recently, a related debate has ensued on whether 
continued expectations of exceptionally low interest rates are setting the stage for the next financial 
crisis. See, Rajan (2010), Farhi and Tirole (2012), Borio and Zhu (2008), Adrian and Shin (2009), 
Taylor (2009), Giovanni et al. (2013), amongst others.
2 Credit lending standards as a proxy for lending risk and perceptions of borrowers’ risk are not used 
due to the short sample available for the times series.
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sector as non-performing loans rise and result in a contraction of the sup-
ply of bank lending.

The empirical approach used in this chapter is based on the modified 
vector autoregression (VAR) framework by Angeloni et al. (2013). The 
chapter establishes the macroeconomic effects of the risk-taking behavior 
on GDP growth by performing a historical decomposition. The coun-
terfactual analysis helps to explore how economic growth would have 
evolved if risk taking was not prevalent. Hence, we examine the estimates 
of economic growth in the absence of or having removed the contribu-
tions of non-performing loans, bank and funding risk—as well as the 
combined effects of the two shocks.

To evaluate the interactions between the policy rate, real economic 
activity and bank risk taking, we evaluate how bank risk impacts eco-
nomic growth relative to a contractionary monetary policy shock. The 
contributions of the repo rate are also considered and compared to those 
of bank risk. This facilitates the assessment of whether the effects moved 
in same the direction or diverged over time.

15.3  Relationship Between Funding Risk and 
Economic Growth

The analysis begins by looking at the relationship between funding risk 
and economic growth shown in Fig. 15.2. The data used is quarterly 
spanning 1995Q1–2013Q4. The scatter plots show a negative relation-
ship between funding risk measures and economic growth, with the 
exception of Fig. 15.2f for household deposits.

15.4  Can the Model Capture the Stylized 
Effects of an Unexpected Repo Rate 
Hike?

This section assesses the effects of an unexpected repo rate on real variables 
and examines if their responses are consistent with conventional views. 
The analysis relies on the VAR approach to get the trajectories of selected 
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variables to investigate the effects of an unexpected repo rate hike, a rise 
in funding and bank credit risk shocks. The model uses GDP growth, the 
GDP deflator inflation (as a proxy for inflation), the detrended repo rate, 
macroeconomic uncertainty (proxied by bank stock uncertainty), house 
price inflation, non-performing loans, credit growth, funding risk and 
bank risk. The funding and bank risk variables are measured as defined in 
Angeloni et al. (2013).

The variables are also ordered as in Angeloni et al. (2013). Different 
model sizes with three to eight variables are used, and come to the same 
findings. The results reported here are based on two lags. The results are 
also robust to using four lags as a default lag for quarterly data. A dummy 
for the adoption of inflation targeting is used which equals one beginning 
in 2000Q1 to end of sample and zero otherwise. The dummy for the 
recession equals one in 2009Q1–2009Q3 and zero otherwise.

The analysis starts by presenting the responses of economic growth, 
GDP deflator inflation, house prices and credit extension to test how 
well they reflect conventional evidence reported in the literature. In Fig. 
15.3 an unexpected repo rate hike has a contractionary effect on all vari-
ables but non-performing loans respond with a lag. The reaction of these 
macroeconomic variables is consistent with theoretical predictions that 
monetary policy has an adverse effect on them. Table 15.1 shows a sum-
mary of the responses in Fig. 15.3 and concludes that the responses of the 
variables do capture the effects of the repo rate.

15.1.1   Is There Evidence of the Bank Risk-Taking 
Channel of Monetary Policy?

The analysis goes a step further and assesses the transmission of monetary 
policy to bank funding risk via (1) the liability side of the banks’ balance 
sheets and (2) the asset side of the balance sheet (i.e. bank risk). This anal-
ysis will determine if the risk-taking channel of monetary policy operat-
ing via the liability and asset sides of funding and bank risks declines 
significantly due to a contractionary monetary policy shock. If the results 
fail to show a significant decline in the funding and bank risks this will 
indicate that there exists no statistically significant evidence of monetary 
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Table 15.1 Summary of variables’ responses

Variable Response Peak 
Duration 
(quarters)

Theoretical Observed Decision Decline/
rise

Period

GDP  
growth

− − Significant −0.36 6 8

Inflation − − Significant −0.41 4 8
House 

prices
− − Significant −1.52 3 6

NPLs + + Insignificant 0.08 7 0
Credit 

growth
− − Significant −1.19 7 10

Funding 
risk

− − Significant −0.70 3 6

Bank risk − − Significant −2.13 1 3

Note: − means negative and + means positive
Source: Authors’ calculations

policy bank risk-taking channels. The results in Fig. 15.3 confirm the 
bank risk-taking channel of monetary policy, since contractionary mon-
etary policy significantly reduces funding and bank risk.

The rise in funding risk in the short run indicates that the short end 
of the yield curve responds much quicker to policy tightening since 
funding instruments priced off the short end of the yield curve adjust 
more quickly to changes in policy rate shocks. The evidence concludes 
that responses of bank risk are largely driven by what happens on the 
liability side, especially the share of market-based sources of funding. 
However, the non-performing loans respond with a lag to an unex-
pected repo rate hike.

Since the focus of this chapter is also on the impact of economic 
growth and monetary policy on bank risk taking, we show fluctuations 
these variables induce on bank risk taking in Fig. 15.4. Economic growth 
explains relatively higher variability in the movements of non-performing 
loans but accounts for less than 10 percent of the variation in funding 
and bank risk in Fig. 15.4a. In Fig. 15.4b the repo rate induces more fluc-
tuations in funding risk and they exceed those of both non-performing 
loans and bank risk.
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15.1.2    Are the Direction and Significance 
of the Results Sensitive to Sample Size?

The preceding results are based on data that includes the recession in 
2009Q1–Q3 and later periods associated with the quantitative easing 
effects from advanced economies. For the inference of strong policy 
implications, this chapter examines if the impact would have been dif-
ferent if we used data up to 2008Q4 only. The results examining the two 
impulse responses estimated using data that spans 1995Q1–2013Q4 and 
1995Q1–2008Q4 are shown in Fig. 15.5.

Evidence shows that the impulse responses for the subsamples are 
bounded within the error band. This suggests that we could have arrived 
at similar conclusions with respect to the effects of an unexpected repo 
rate shock on economic growth and the bank risk variables. Apart from 
the funding risk in Fig. 15.5c1, which transitorily moves outside the 
error bands at peak decline, the response is as expected.

Irrespective of the period under review, evidence in Fig. 15.5 reveals 
that an unexpected increase in the repo rate impacts funding and bank 
risk negatively, confirming the presence of the bank risk-taking channel. 
This is independent of whether the data includes or excludes the recession 
period. These findings agree with conventional views that an unexpected 
rise in the repo rate depresses economic growth and risk variables.

The preceding results reveal that an unexpected rise in the repo rate sig-
nificantly lowers the funding and bank risk. What about the reactions of 
other categories of funding risks? Is there evidence of the bank risk-taking 
channel being dependent on a measure of the funding risk shock? In Fig. 
15.6 all categories of funding risks decline significantly in response to a 
monetary policy tightening shock.

15.1.3  Is There a Risk-Taking Channel via Non- 
performing Loans and House Prices?

The analysis assesses the bank risk-taking channel in conjunction with 
house prices. Houses can be used as collateral to access credit, and fluc-
tuations in collateral are an important driver of credit booms and busts. 
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Higher house prices can lead to higher credit supply, over-borrowing and 
large scale defaults. This feedback loop suggests a positive relationship 
between higher house prices and non-performing loans as well as a posi-
tive relationship between house prices and credit supply. By increasing 
collateral values for loans, house price increases improve the creditworthi-
ness and debt capacity of borrowers. The trends between non-performing 
loans and house price growth are shown in Fig. 15.7a and the relationship 
between economic growth and non-performing loans are shown in (b).

The linear relationship shown by scatter plots suggests that a 1 per-
cent increase in non-performing loans lowers house prices by 2.9 percent. 
Moreover, a 1 percent rise in non-performing loans reduces economic 
activity by about 0.81 percentage points.

So, to what extent do house prices, GDP growth and non-performing 
loans drive credit extension? The responses of credit to the three shocks 
are presented in Fig. 15.8a–c. An unexpected rise in non-performing 
loans depresses credit extension for a year, while an unexpected rise in 
economic and house price growth leads to a significant rise in credit 
extension.

An unexpected increase in economic growth in Fig. 15.8d and 
house price growth in Fig. 15.8e depress non-performing loans. Non- 
performing loans tend to rise following a shock to credit growth in Fig. 
15.8f, although these rises are insignificant. There is lack of evidence that 
a credit extension shock leads to significantly high non-performing loans. 
Hence, the findings conclude that there is limited evidence of weak or 
lax supervisory practices. The decline in non-performing loans due to 
an unexpected house price inflation shock does not support the collat-
eral effects of the risk-taking channel, which implies that house price 
increases can facilitate borrowers to take on more debt as the high col-
lateral value enhances the supply of further loans.

Since the primary mandate of the bank is price stability, what do 
impulse responses reveal about policy responses and inflationary devel-
opments linked to credit markets? In Fig. 15.8g the repo rate rises sig-
nificantly after three quarters, and returns to pre-shock levels after six 
quarters. Consistent with economic predictions, credit extension has 
inflationary consequences in Fig. 15.8h.
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So, to what extent do the domestic factors, namely, economic growth, 
house price growth and the repo rate, explain movements in credit and 
non-performing loans over time? Do they explain sluggish credit exten-
sion developments post-2009? Credit growth and non-performing loans 
due to three domestic factors are shown in Fig. 15.9a, b, respectively.

It is evident in Fig. 15.9 that house prices, economic growth and the 
repo rate give contrasting contributions on the evolution of credit and 
non-performing loans. House prices have had significantly higher posi-
tive contributions to credit, compared to both the repo rate and eco-
nomic growth between late 2003 and mid-2008. However, they have 
since dragged credit extension downwards since 2009 and it is evident 
that the contributions have not recovered.

Fig. 15.9 Contributions and fluctuations induced by macroeconomic vari-
ables to credit and non-performing loans (Note: In (a) and (b) the lightly 
shaded portions denote the recession in 2009. Source: Authors’ calculations)
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Despite the repo rate, economic growth and house prices contribut-
ing negatively to credit extension, it is evident that the effect tends to be 
magnified in relation to house prices. This effect of house prices possi-
bly indicates the role of collateral in credit extension. Between economic 
growth and the repo rate, it is clear that before the financial crisis and 
during the recession in 2009, economic growth played a more significant 
role in developments in credit extension relative to those of the repo rate. 
Thus, economic growth played a bigger role in stimulating credit growth 
but has since contributed more in dragging credit extension downwards 
following the recession. Thus economic growth and house price growth 
remain to a larger extent the main factors that are still slowing (dragging) 
down credit extension since 2009.

With regards to non-performing loans, we find an inverse relation-
ship between non-performing loans and macroeconomic variables (i.e. 
house prices, economic growth and repo rate). House prices contributed 
negatively to non-performing loans in the period 2002–2009. This coin-
cides with the house price boom period. The economic developments 
post-2009, which include slow economic growth and the sluggish hous-
ing recovery relative to the pre-crisis level explain these factors’ positive 
contributions to increased non-performing loans. In addition, economic 
growth developments contributed positively to non-performing loans 
and far exceed the repo rate contributions. This suggests that the state 
of the macroeconomic environment, in the form of robust economic 
growth and house prices, plays a significant role in non-performing loans 
dynamics. In Fig. 15.9c, d economic growth, house price growth and the 
repo rate tend to propagate movements in the credit growth and non- 
performing loans, respectively.

A question arises: Which shock dominates the propagation effects in 
credit growth and non-performing loans? It is evident that economic 
growth dominates house price growth and the repo rate in propagating 
movements in credit extension and non-performing loans. In the order 
of contributions, house price growth comes second, whereas the repo rate 
comes third. As concluded earlier, the repo rate propagates movements 
in non-performing loans to a limited extent compared to inducing credit 
growth.
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15.1.4  Which Risk Shocks Depress Economic Growth 
as Well as Propagating Fluctuations 
in Economic Growth?

Given that policymakers also care about economic growth in their 
decision- making process, to what extent do unexpected banking risk 
shocks (i.e. non-performing loans, funding risks and bank risk) on eco-
nomic growth tell policymakers what to do? Fig. 15.10 examines the 
impact of an unexpected rise in non-performing loans, funding and bank 
risk shocks on economic growth and compares the effects to those of the 
repo rate.

Both the unexpected rise in various banking risk variables and the repo 
rate tend to depress economic growth but the peaks and the duration of 
the effects vary. The magnitudes of peak economic growth declines and 
the period at which these occur in response to the unexpected shocks are 
shown in Fig. 15.11a.

The biggest economic growth decline of 0.7 percentage points occurred 
due to non-performing loans, followed by the repo rate shock, funding 
risk and lastly, bank risk. With respect to the lag effects of the shocks, Fig. 
15.11 shows that (1) the biggest economic growth decline of 0.7 percent-
age points occurred due to non-performing loans in the second quarter, 
(2) bank risk in the fourth quarter, (3) followed by the repo shock in the 
sixth quarter and (4) funding risk in the seventh quarter.

To give more insight into the role played by the repo rate, funding 
risk, bank risk and non-performing loans given the differing peak effects 
and their timing, we show the peak effects in Fig. 15.11b. The propaga-
tion effects are very small with respect to non-performing loans. Earlier 
on, the evidence found non-performing loans to significantly depress 
economic growth in less than a year. After five quarters, the repo rate 
explains more fluctuations in economic growth than the other risk mea-
sures. Amongst the banking risk variables, the bank risk measure induces 
more fluctuations in economic growth followed by funding risk and non- 
performing loans.
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15.1.5  What Would Economic Growth Be Like in the 
Absence of Various Banking Risk Shocks?

The preceding sections focused on the reaction of economic growth to 
unexpected funding and bank risk shocks; this was an initial step in the 
analysis. However, the analysis is unable to show historically the effects of 
these risk variables over the business cycle. Did these risk variables con-
tribute in different ways to economic growth? If so, then what can poli-
cymakers infer about the role of these risk variables on economic growth 
 following the 2009 recession? The first question is answered by applying 
the counterfactual approach and assessing how economic growth would 
have evolved historically when excluding the contributions of risk vari-
ables (non-performing loans, bank risk and funding risk) to overall eco-
nomic growth.

The results in Fig. 15.12a show the actual economic growth rate com-
pared to counterfactual growth rate. The gap between actual and the 
counterfactual growth in Fig. 15.12b measures the contributions made 
by the risk variables to economic growth. If actual growth lies above 
(below) counterfactual growth, it implies that the risk variable uplifted 
(retarded) economic growth. In 2009, the combined risk variables con-
tributed to the contraction in economic growth as shown in Fig. 15.12b. 
Fig. 15.12c shows which risk variable’s contribution dominates in the 
combined risk effects displayed in Fig. 15.12b, regarding the evolution 
of economic growth. In addition, we compare the magnitudes of their 
contributions to economic growth.

Based on the peaks and troughs in Fig. 15.12c bank risk contributions 
tend to exceed those of the other two risk factors. For instance, between 
2006 and 2008 bank risk contributions dominated the funding risk con-
tribution. However, post-2012 the bank risk variable dominated both 
the non-performing loans and funding risk in dragging down economic 
growth.

Amongst the risk variables analyzed in this chapter, bank risk contrib-
utes relatively higher than funding risk measures and non-performing 
loans in Fig. 15.12c. Hence, Fig. 15.12d shows a negative relationship 
between bank risk contributions to GDP and bank risk. This is sup-
ported by a relatively steeper negative relationship between bank risk 
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and its contributions to economic growth in the scatter plot (not pre-
sented here). This suggests that the higher bank risk becomes, the more 
its contributions to economic growth pull down economic growth. This 
implies that stability in the banking sector is necessary to sustain eco-
nomic growth.

15.1.6  Do Contributions from the Repo Rate 
Reinforce Those of Combined Banking?

In order to give more insight to policymakers, the contributions of the 
repo rate to economic growth are compared to those of combined risk 
variables. Fig. 15.13 plots the contributions to economic growth from 
combined risk and the repo rate to assess both their direction and magni-
tudes in paying attention to periods before, during and post-recession in 
2009. We do this to ascertain the sensitivity of aggregated banking risk to 
the inclusion of the funding risk.

Evidence in all parts of Fig. 15.13 shows that before the recession 
the repo rate contributed positively to economic growth and during the 
recession period its contributions were negative until 2010Q1. This find-
ing is robust to definition of the different funding risk measures.

Did the inclusion of separate funding risk measures impact the turning 
point of the repo rate contributions to economic growth? The magnitudes 

Fig. 15.13 Combined bank risk versus repo rate contributions to economic 
growth (Source: Authors’ calculations)
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of the repo rate contributions in the presence of various bank  funding 
risks show that they moved in the same direction and there are no signifi-
cant divergences, other than the variation of the magnitudes of contribu-
tions at the different turning points.

15.5  Conclusion and Policy Implications

This chapter has examined the existence of the bank risk-taking channel 
in South Africa by considering both sides of the banks’ balance sheets. To 
test for the existence of the bank risk-taking channel of monetary policy, 
we assessed the responses of three bank risk-taking indicators—namely, 
bank funding risk, bank risk and bank lending risk—to a contractionary 
monetary policy shock. We find evidence of the bank risk-taking channel 
of monetary policy through the funding risk channel and weak evidence 
of the lending risk channel. Findings confirm that a rise in both funding 
and bank risk lowers output significantly.

The analysis searched for evidence of the existence of a bank risk-tak-
ing channel working through non-performing loans via an unexpected 
rise in a house price growth shock. Non-performing loans tend to rise 
(although they are insignificant) following a shock to credit extension. 
There is no evidence that a credit extension shock leads to significantly 
high non-performing loans. Moreover, these results can also be inter-
preted to suggest that there is limited evidence of weak or lax supervisory 
practices. The decline in non- performing loans due to an unexpected 
house price inflation shock does not support the collateral effects of the 
risk taking channel, which implies that house price increases can facilitate 
borrowers to take on more debt as the high collateral value enhances the 
supply of further loans.

Overall, the findings in this chapter contribute to the ongoing debate 
about the role of monetary policy on financial stability. They suggest that 
monetary policy has a bearing on bank risk attitudes and risk taking. 
All funding risk measures respond negatively to tightening in monetary 
policy. This implies that monetary policy is not neutral from a financial 
stability perspective. Monetary policy is not exactly the right tool for 
the task of financial stability. Stein (2014) asserts that monetary policy 
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possesses an important advantage relative to financial supervision and 
regulation—it gets in all the cracks.3 At the same time, we established a 
strong feedback loop between macroeconomic performance and lending 
risk. Thus, economic growth matters for the lending or asset side of the 
bank risk-taking channel.

Summary of Evidence

• There is evidence of the bank risk-taking channel of monetary policy 
through the funding-risk channel.

• Bank lending risk as proxied by non-performing loans suggests weak 
evidence of the lending risk channel.

• Evidence confirms that a rise in both funding and bank risk lowers 
output significantly.

• Non-performing loans tend to rise following a shock to credit 
extension.

• There is no evidence that a credit extension shock leads to significantly 
high non-performing loans.

• Evidence does not support the collateral effects of the risk-taking chan-
nel. This implies that house price increases can facilitate borrowers to 
take on more debt as the high collateral value enhances the supply of 
further loans.

• GDP growth, house price growth and the repo rate explain large move-
ments in credit and non-performing loans.

• House prices had significantly higher positive contributions to credit, 
compared to both the repo rate and economic growth between late 
2003 and mid-2008.

• Monetary policy has a bearing on bank risk attitudes and risk taking. 
All funding risk measures respond negatively to tightening in mone-
tary policy.

3 See Altunbas et al. (2014).
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16
Financial Regulation Policy Uncertainty 

and the Sluggish Recovery in  
Credit Growth

Learning Objectives

• Interaction between elevated financial regulation policy uncertainty, 
lending rate margins, credit risk and the sluggish recovery in credit 
growth in South Africa

• The extent to which lending spreads are driven by financial regulatory 
policy uncertainty

• Whether the impact of financial regulatory policy uncertainty comple-
ments or neutralizes monetary policy effects

• The impact of financial regulatory policy uncertainty on funding mar-
gins, lending spreads and provisions for credit losses

16.1  Introduction

Can elevated financial regulation policy uncertainty explain the lend-
ing rate margins, credit risk and the sluggish recovery in credit growth 
in South Africa? The rise in lending margins remains a topical policy 
concern, despite the reduction of policy rates to historic low levels and 



unconventional monetary policy interventions. This chapter extends 
the exploration of factors contributing to lending margins. The chapter 
explores the extent to which lending spreads are driven by financial regu-
latory policy uncertainty (FRPU).1

Does financial regulatory policy uncertainty complement or neutral-
ize monetary policy effects? How does it affect funding margins, lending 
spreads and provisions for credit losses? Walentin (2014) states that an 
unexpected rise in interest rate margins can be due to factors ranging 
from changes in the prepayment risk premium, changes in the ability of 
the financial system to bear risk, regulatory reforms and financial innova-
tion. Informed by such changes, the business cycle literature and models 
have relaxed the assumption of one interest rate as sufficient to character-
ize the economy.

The concern that low policy rates have not been fully transmit-
ted to lending rates has been raised and investigated in most advanced 
economies. The thrust of the investigation is whether there is discon-
nect between policy rates and both funding and lending rates. In par-
ticular, the assessment of the effectiveness of the transmission of policy 
has focused on interest rates charged on new lending to households. The 
model specifications considered the effects of policy uncertainty and risk 
factors in interest rate setting behavior.

It is shown in the earlier chapters that lending rate margins on all 
credit categories to the household sector have increased despite historic 
low levels in the policy rate. This chapter extends analysis and quantifies 
the role of funding rate margins and credit risk, determining the mac-
roeconomic effects of lending spreads and the extent to which lending 
spreads and credit risk contributed to credit growth. This kind of analysis 
will convey information on whether the expansionary monetary policy 
was neutralized or propagated.

To capture the asset and liability side of bank balance sheets, we 
examine the effects of regulatory uncertainty on funding rates and 
credit risk. The chapter further examines the extent to which credit 
risk is driven by the FRPU and house prices. Bloom (2014) asserts 

1 See Nodari (2014) and Baker et al. (2013).
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that uncertainty shocks are not different to demand shocks and then 
compares the responses of real variables to the FRPU, the repo rate 
and interest rate margins shocks. The analyses here examine scenarios 
of what would have happened to credit extension in the absence of (1) 
FRPU shock, (2) lending rate margins shock, (3) repo rate shocks and 
(4) the combined contributions. This will show the extent to which the 
repo rate, FRPU and interest rate margins reinforced or neutralized 
each other’s effects on credit growth.

16.2  Why Should Policymakers Be Concerned 
About Regulatory Uncertainty Shocks?

For monetary policy, a complete and symmetrical pass-through sup-
ports the authorities’ policy objective. Whereas, from a financial 
stability and regulatory perspective, the way banks set lending rates 
affects their margins, profitability and the soundness of the financial 
system. Thus, an understanding of the interaction of the two man-
dates is important. Because if lending spreads are driven by regulatory 
motives they may impede the benefits of a looser monetary policy 
stance.

Regulatory reforms are not bad and are in part aimed at re- establishing 
trust in the financial system and to make financial markets and institu-
tions more transparent. Reforms are also motivated by restoring appro-
priate and prudent levels of credit growth to limit future episodes of 
costly credit and asset price booms and busts. Nodari (2014) states that 
although financial regulatory reforms are desirable, the uncertainty sur-
rounding these reforms can result in adverse economic effects. This is 
particularly of concern when the policymaking process regarding the 
agreements and their implementation is surrounded by high uncer-
tainty. This uncertainty can increase the risk associated with lending 
activities, raise the borrowing costs and depress investment and spend-
ing plans. In addition, the higher safety margins may add to operating 
costs for lenders and these costs will be passed in full or partially to the 
real economy.
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16.3  To What Extent Have Banks’ Balance 
Sheet Items Changed in the Period Pre- 
and Post-recession in 2009?

This section presents highlights of the main developments regarding the 
liability and asset sides of the banking sector and shows the evolution in 
(1) funding spreads, (2) lending spread; and (3) banks’ interest income 
and expenses. The dynamics of these variables are linked to trends in 
monetary policy settings.

16.3.1  Is There Evidence of a Systematic Shift  
in Bank Funding Sources?

We assess whether there have been significant changes in the balance 
sheets items of banks that can at least give us an indication of the changes 
in liabilities and assets for the period 2000–2008 and 2009–September 
2014. The trends in Fig. 16.1 suggest that there are no significant changes 
in the balance sheet items of banks. Banks still rely on deposits as their 
main source of funding for total loans and advances. Interbank bank 
liabilities have declined relative to the period 2000–2008.

16.3.2  Studies in Other Countries Indicated Rising 
Funding Cost Margins Post-2009, How Did 
Funding Margins in South Africa Evolve?

Earlier chapters showed a significant structural shift in lending inter-
est spreads. Fig. 16.2 assesses whether there are any discernible changes 
that can convey more information about the pricing of funding that is 
not immediately evident from the balance sheet items shown in Fig. 
16.1. In Fig. 16.2 the funding rate margins have changed relative to the 
repo rate. For instance, the money market interest rate margins based 
on the three-month Johannesburg Interbank Agreed Rate (JIBAR) and 
the Negotiable Certificates of Deposit (NCDs) have become marginally 
positive. The weighted deposit rates have moved up to levels around zero. 
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These increases in the funding rate margins happened at a time when the 
repurchase rate was declining and was at historically low levels.

16.3.3  Did Lending Spreads Widen as Postulated 
by Theory During Episodes of Low Interest 
Rates?

In Fig. 16.3 the lending rate margins widened. There have been signifi-
cant shifts in lending rate margins relative to the repo rate. The lending 
rate margins have in the past mirrored changes in the repo rate.

It is also evident that there has been a permanent structural level 
shift in the other loans and advances interest rate margins and that this 
occurred between February and July 2007 and was closely aligned to 
increases in the repo rate. However, the increase in the installment sales 
interest rate margin occurred in November 2008, much later relative to 
the increase in the repo rate. In fact it seems to coincide with the period 
of sharp declines in the repo rate. The mortgage rate margins have also 
increased from 1.69 percent in April 2008 to 2.79 percent during the lat-
est observed point in 2014, which is almost double.

From Fig. 16.3 for the period 2001–2002, when the repurchase 
rate increased and subsequently declined, lending margins displayed 
similar movements. This suggests a well-functioning pass-through 

Fig. 16.3 Repo rate and lending rate margins (Source: SARB and authors’ 
calculations)

16 Financial Regulation Policy Uncertainty and the Sluggish... 369



and  transmission of the monetary policy rate changes to lending rates. 
However, post- 2007 this has changed and lending rate margins have not 
declined even though the repo rate declined massively. The next sections 
show how two core aspects of bank balance sheets, (1) the interest rate 
earned and (2) interest expense dynamics, have evolved relative to the 
monetary policy stance.

16.3.4  Liability and Asset Sides of Bank Balance 
Sheets

The funding and asset components of banks’ balance sheets have not 
changed much and yet funding and lending rate margins display per-
manent upward shifts of varying magnitudes. What does this mean for 
banks’ interest income and expenses? Fig. 16.4 shows the relationship 
between the policy rate, interest received and interest paid by banks. How 
have these evolved and what can they tell us about interest rate margins 
and credit risk?

Fig. 16.4a, b present the levels of interest income, expense and the 
net interest income as a percentage of interest earning assets of banks. 
These variables display trends aligned to changes in the repo rate. 
It is also clear that post-2009 the gap between interest income and 
expense has widened and interest income has increased. At the same 
time, interest expenses have moved sideways at a time when the repo 
rate declined to historic low levels. As a result, net interest income as a 
percentage of interest earning assets of banks has increased since 2011 
and is currently at levels above those recorded in 2008. This level is 
comparable to those recorded in 2003 when the economy showed 
robust growth rates. The gap between interest income and expense, 
having flattened between 2009 and 2010, has widened and increased 
steeply since 2011.

In Fig. 16.4d the widening gap at a time when the repo rate was declin-
ing suggests the significant role played by lending margins and credit risk 
post-2009. There is a clear disconnect with the movements in the repo 
rate. Such developments in profitability may reflect that risk margins on 
loans have risen to neutralize the adverse effects linked to higher expected 
losses.
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These developments convey conflicting messages on Monetary Policy 
Committee, financial stability and bank regulation. The profitability of 
banks reflects sound banking practices, and the appropriate pricing of 
risk is reflective of prudent credit provision. This means that the objec-
tives of the financial stability mandate are met and pursued appropriately. 
However, the impact of the pricing of lending and its impact on lend-
ing rate margins certainly moves in the opposite direction relative to the 
desirable effects of a loose monetary policy stance. Furthermore, if the 
pricing of risk and the mark-up proves to be excessive, it ends up defeat-
ing the intended purpose and can also put financial stability at risk.

16.4  What Can the Lessons Be About 
the Funding Rate Reactions to the FRPU 
Shocks?

It is not surprising to witness a heightened interest in exploring the 
dynamics of the interest rate pass-through to other short-term rates. The 
interest rate channel constitutes a key part of monetary policy transmis-
sion, especially in countries where banks play a major role in financing. 
Reductions in the policy rate since 2008 are expected to translate into 
broadly similar movements in interest rates at shorter maturities. But this 
period coincided with the onset of the financial crisis and intense discus-
sions about financial regulatory changes. Hence, this chapter explores 
whether the ensuing period characterized by financial regulatory uncer-
tainties had any meaningful impact on funding rates.

Why funding rates? Because money markets constitute an important 
part of banks’ funding cost, thus affecting lending and deposit rates 
offered to firms and households, with an ultimate impact on savings and 
investment decisions and real economic activity. Moreover, an assessment 
of the dynamics in funding rates can shed some light on the role of the 
FRPU and the extent of liquidity risk involved in funding long-term 
assets with short-term liabilities.

Given the limited changes in the funding side of the banks’ balance 
sheets and the evolution of funding rates and their margins to the repo 
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rate, we limit the empirical analysis of funding rates to their responses to 
an unexpected FRPU shock only. The results of the responses of three cat-
egories of funding rate margins to the FRPU shock are shown in Fig. 16.5.

Fig. 16.5a, d show the response of the different measures of funding 
rate margins to the FRPU shock. The 31–91-day notice deposit margin 
rises significantly on initial impact by nearly four basis points and reaches 
a peak of eight basis points in eight months, with the impact lasting 21 
months. Both the JIBAR and the three-month NCDs margins display a 
similar trajectory and rise significantly only between 11 and 18 months, 
with a peak of nearly two basis points in 15 months.

16.5  Stylized Effects of Interest Rate Margins, 
the FRPU and Key Macroeconomic 
Variables

The empirical section begins by examining the basic relationships between 
the FRPU and various macroeconomic variables for both SA and the 
USA using monthly (M) data from 2000M1 to 2012M10 based on 
the  regulatory uncertainty index we received from Nodari (2014).2 The 

2 See Nodari (2014).

a) 32–91 day notice deposits margins response to FRPU shock                                c) JIBAR rates margins response to FRPU shock

b) 32 day notice deposits margins response to FRPU shock d) Three month NCD’s Margins response to FRPU shock

0.12
0.10
0.08
0.06

0.06

0.05

0.03

0.010.04

0.04

-0.02

-0.04

-0.03

-0.01

-0.02

0.00

0.100

0.075

0.050

0.025
0.000
-0.025

0.00

0.02

0.02

0 5 10 15 20 25 30 35 40 45 0 5 10 15 20 25 30 35 40 45

0 5 10 15 20 25 30 35 40 450 5 10 15 20 25 30 35 40 45

Fig. 16.5 The responses of funding rate margins to the FRPU shock (Note: 
These are responses to a one standard deviation increase in the FRPU. Source: 
Authors’ calculations)
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financial regulatory policy uncertainty in South Africa is approximated 
by using the index constructed in Nodari (2014). It is an appropriate 
benchmark because financial regulation measures tend to be coordinated 
across the globe and there are spill-overs of such regulatory changes. For 
this reason data ends in 2012M10.

In this section, we apply simple scatter plots and cross correlations 
between the FRPU and selected macroeconomic variables. The use of 
cross correlations enables us to assess what happens to other variables 
of interest when the FRPU rises before them. The main purpose of 
using these techniques is to identify the effects on bilateral relationships. 
However, the reader should be cognizant that the purpose is not to test 
for the presence of asymmetric effects or nonlinear threshold effects. It 
is possible that the effects may vary and differ after some particular level.

The bilateral relationships are shown in Fig. 16.6a–d. There is a nega-
tive relationship between the FRPU and SA manufacturing production 
growth in Fig. 16.6a, house price growth in Fig. 16.6b, credit growth in 
Fig. 16.6c and US industrial growth in Fig. 16.6d. The interpretation of 
the relationships based on this simple preliminary statistical analysis is 
that elevated levels of regulatory uncertainty have adverse effects on SA 
and US economic growth, and SA house prices and credit extension.

Fig. 16.7 shows further bilateral relationships and tests for the nature 
of the relationship between the FRPU and lending rate margins.

There is a negative relationship between the FRPU and retail sales growth 
in Fig. 16.7a. However, the relationship is positive between the FRPU and 
the interest rate margins (see installment sale rate margin in Fig. 16.7b and 
other loans and advances rate margins in Fig. 16.7c. In addition, there is a 
negative relationship between the FRPU and the US federal funds rate in 
Fig. 16.7d. The established positive relationship between the FRPU and the 
lending rates margins suggests that elevated regulatory uncertainty tends to 
be associated with an increase in these margins. The results of the scatter 
plots for the FRPU and selected macroeconomic variables are shown in Fig. 
16.7. The results of the  preliminary and bilateral relationships further con-
firm the direct impact of the FRPU on various macroeconomic variables.

The analysis concludes by looking at the cross correlations when 
FRPU rises before (that is, leads) selected macroeconomic variables. This 
is assessed via investigating: What happens to various macroeconomic 
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variables when elevated FRPU rises before them? In this regard, a cross-
correlation approach is used to examine what happens to the relationship, 
initially on impact and then at peak. The results from the cross- correlation 
approach shown in Fig. 16.8 reveal a positive relationship when FRPU 
leads lending margins in Fig. 16.8f, g, and the correlation is higher on 
impact with regard to other loans and advances lending rate margins. 
Its cross-correlation peak occurs in a year for the installment sale lend-
ing rate margins. The correlations are negative throughout the horizons 
in Fig. 16.8b–d, h, when the FRPU leads house price growth, credit 
growth, the US federal funds rate and the repo rate, respectively.

The peak negative correlation (i) between the FRPU and credit in Fig. 
16.8c occurs after a year (ii) and it is within six months between the 
FRPU and US federal funds rate in Fig. 16.8d. This is comparable to the 
effects observed between the FRPU and house prices in Fig. 16.8b. The 
manufacturing growth and retail sales growth are negatively correlated 
with the FRPU and the peak effects occur at around six months as shown 
in Fig. 16.8a, e. Based on these results, evidence indicates there is conver-
gence in the findings from scatter plots and cross-correlation approaches.

Both the scatter plots and cross-correlation analysis suggests that, to a 
large extent, the FRPU is negatively associated with selected macroeco-
nomic variables. However, the FRPU is positively associated with both 
measures of the lending rate margins, namely the installment sale and 
loan and advances interest rate margins. The results highlight (1) the sign 
of the cross correlation on impact, (2) peak correlation values and (3) the 
month in which the peak response of other macroeconomic variables to 
the FRPU shock when it leads other macroeconomic variables occurs. 
The results are presented in Table 16.1.

16.6  What Can the Policymaker Learn 
About the Effects of FRPU on the South 
African Economy?

Similar to other measures of uncertainty, financial regulatory uncertainty 
is a latent variable—in other words a variable that cannot be directly 
observed but is rather deduced from others (Bloom et  al. 2014). This 
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chapter applies a modified vector autoregression (VAR) framework pro-
posed by Nodari (2014) to quantify the extent of FRPU shocks on mac-
roeconomic effects to enable us to derive policy implications that will be 
informative and of value to policymakers.

This section relies on a model that includes the FRPU, US growth 
and the federal funds rate; as well as SA economic growth, repo rate, 
growth in house prices, retail sales, total loans and advances and lending 
rate margins.3 Prior to proceeding with the discussion on the results, we 
highlight the economic assumptions we make in the model. The FRPU 
is placed first, suggesting that it is determined outside the model, possibly 
by external factors. External conditions in the model include variables 
that capture the evolution of the US economy and the policy reaction by 
the US Federal Reserve Bank matter. These variables are (1) determined 
outside the model and (2) cannot be influenced by SA variables. This is 
consistent with the limited effect possible for a small open economy to 
impact a large economy.

3 A VAR with two lags chosen by the Akaike Information Criterion AIC is used. The results were 
robust to using a model without two US variables, the result also remain unchanged even when 
using small number of variables such as five and six variables.

Table 16.1 Cross correlations between the FRPU and various macroeconomic 
variables

Sign of 
correlation value 
on impact

Peak 
correlation 
values

Months FRPU leads 
indicated variable

Manufacturing 
production growth

Negative −0.54 5

House price growth Negative −0.51 3
Credit growth Negative −0.55 15
Retail sales growth Negative −0.38 3
OLA margins Positive 0.37 0
Installment sale 

margins
Positive 0.53 11

Repo rate Negative −0.42 25
US Federal Funds rate Negative −0.50 3

NB: OLA means other loans and advances lending margins
Source: Authors’ calculations
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Second, to what extent does our model capture the direction and sig-
nificance of the FRPU on US economic growth and the US policy rate?4 
This is a necessary condition, alternatively a pre-requirement that our 
model should pass. Finding similarities in the responses of US economic 
growth and the federal funds rate, as found in Nodari (2014), enables us 
to proceed and assess the effects of the FRPU on SA variables. The eco-
nomic impact of an unexpected one-standard deviation increase in the 
FRPU is presented in Fig. 16.9.

The preliminary analysis starts by assessing the extent to which our 
model captures the direction of the responses of US economic growth 
and the federal funds rate. Fig. 16.9a, b confirm that both US indus-
trial production growth and the federal funds rate decline significantly. 
The specification does capture the adverse effects of the FRPU on US 
variables and this permits us to proceed with the analysis. However, the 
ability to go back to the initial levels suggests that FRPU has tempo-
rary effects on economic growth and policy rate response. What do these 
results tell us about the stance of US monetary policy? The 0.1 percent-
age points decline in US federal funds rate at its peak in the fifth month 
is an indication of easing of US monetary policy to impede the adverse 
FRPU effects (Nodari 2014).

What can policymakers learn about the impact of an unexpected rise 
in the FRPU on various SA macroeconomic variables? The results are pre-
sented in Fig. 16.9d, c, e, f, g. The repo rate and the real economic activ-
ity variables decline significantly. What about the reactions of the lending 
rate margins? These rise, although at different horizons. The increase in 
margins indicates the presence of financial frictions in the credit markets. 
For instance, the installment sales margins in Fig. 16.9h rise by as much 
as 11 basis points at its peak response in the 11th month. In contrast, the 
other loans and advances interest rate margin in Fig. 16.9i rises signifi-
cantly on impact for two months. Table 16.2 summarizes the informa-
tion on the impulse responses shown in Fig. 16.9 by reporting the signs 
of impact, the peak response and the duration of the responses of these 
variables to an unexpected increase in the FRPU.

4 See Nodari (2014).
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The results show that growth in manufacturing production and house 
price growth slow down for nearly 12 and 16 months, respectively. In addi-
tion, at their peak, effects growth in manufacturing production declines by 
nearly 0.7 percentage points in the fourth quarter and house price growth 
falls by nearly 0.8 percentage points in the eight month. In addition, retail 
sales growth slows down significantly for nearly 10 months, whereas credit 
extension to the private sector remains depressed for 25 months.

How sensitive are SA economic growth and monetary policy responses 
to FRPU shock compared to their US counterparts? While the direction 
of the reaction is similar for economic growth and policy reaction, there 
are, however, visible differences in the peak magnitudes and durations 
within which the peak occurs. Based on the peak response evidence, we 
conclude that both SA economic growth and monetary policy are mar-
ginally more responsive to the FRPU relative to US responses. This may 
be due to structural differences in the economies and the allowing of SA 
real economic variables to react to other US variables.

Table 16.2 Response of variables to FRPU shocks

Variable

Sign of 
responding 
variable on 
impact

Peak value in 
percentage 
points

Peak 
period 
(months)

Duration  
of effects

US variables
Federal Funds rate Negative −0.101 7 14
Industrial production 

growth
Negative −0.584 6 13

SA variables
Manufacturing 

production growth
Negative −0.709 4 12

Repo rate Negative −0.205 11 32
House price growth Negative −0.798 8 16
Retail sales growth Negative −0.186 8 10
Credit extension Negative −0.501 18 25
SA interest rate margins
Installment sale credit Positive 0.110 14 4
Other loans and 

advances
Positive 0.059 1 2

Source: Authors’ calculations
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To what extent does the FRPU impact the interest rate margins? Fig. 
16.10 shows a comparison of the responses of both lending interest rate 
margins, namely, installment sale and the other loans and advances mar-
gins to the FRPU shocks. The results show that, apart from the initial 
reactions, the installment sales interest rate margins are highly responsive 
to the FRPU shocks as opposed to loans and advances.

16.6.1  Do the Macroeconomic Effects 
of an Unexpected Increase in the FRPU Vary 
from Those of an Unexpected Rise in the Repo 
and Installment Sales Interest Rate Margins 
Shocks?

The efficacy of the transmission mechanism of the policy rate changes is 
inferred through comparing the effects of an unexpected one-standard 
deviation increase in the FRPU, the repo and the installment sales inter-
est rate margins shocks. That is, are the effects of high lending rate mar-
gins similar to those of monetary policy tightening? If so, does it mean 
that high lending rate margins worked against the expected effects of an 
expansionary policy stance? The installment sale credit margin is con-
sidered only in this section because it is highly responsive to FRPU and 

Fig. 16.10 Comparing the response of interest rate margins to one standard 
deviation FRPU shock (Source: Authors’ calculations)
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remains significant over longer periods than the other loans and advances 
rate margins. However, comparison of the responses of selected macro-
economic variables is done in later sections. We assess the impact of these 
shocks on manufacturing production, retail sales, credit extension and 
house prices.

The results presented in Fig. 16.11 show that there is no ambiguous 
or unclear initial impact of the FRPU, the repo rate and the installment 
sales credit interest rate margins shocks on house price growth in Fig. 
16.11b.

However, it is also evident that their peak effects vary in both magni-
tudes and peak period. The FRPU depresses both house price growth by 
−0.8 percentage points and credit extension by −0.5 percentage points, 
which is more than the depressing effects of the repo rate and the install-
ment sale margins shocks. It is possible that this is due to the fact that in 
anticipation of the implementation of tougher minimum regulatory capital 
requirements and additional capital buffers, the strategies of banks change 
with regards to balance sheets positioning and capital planning decisions.

The impulse responses of growth in manufacturing production (used 
here as a proxy for economic activity) and retail sales growth (used here 
as proxy for consumption expenditure) do decline. However, they decline 
more in response to the repo rate than the FRPU and the installment 
margins shocks. Amongst these three shocks, the FRPU exerted the least 
depressing impact on retail sales growth, whereas the FRPU depresses 
manufacturing production growth more than the repo rate and the 
installment sales interest rate margins shocks.

16.6.2  Does It Matter if the Shock Originates 
from the Other Loans and Advances or 
Installments Sale Side?

It has been shown in earlier sections that both the installment sales and 
the other loans and advances interest rate margins increased in different 
months. Additionally, the structural permanent level shift in the other 
loans and advances interest rate margins occurred between February and 
July 2007. In contrast, the level shift in installment margins occurred 
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between November 2008 and May 2009. The magnitude of changes is 
bigger in the installment sale credit margins as shown in Fig. 16.12.

Can the magnitude of the changes in interest rate margins indicate 
the potency of the specific lending rate margins shocks? Fig. 16.13 com-
pares the macroeconomic variables’ responses to an unexpected rise in 
both lending rate margins shocks. Although both shocks depressed these 
variables over long periods, the installment sales margins shock resulted 
in much depressed effects on the macro-variables relative to the other 
loans and advances interest rate margins shock. This suggests that shocks 
to lending interest rate margins tend to move in the same direction or 
tend to reinforce each other, such that if these shocks occur simultane-
ously or concurrently they can lead to significantly adverse effects on the 
economy.

In addition, when we focus on the magnitudes of the peak declines, we 
find that the contraction is larger in house price growth in Fig. 16.13a, 
followed by manufacturing production in Fig. 16.13c, then followed by 
credit extension in Fig. 16.13b and retail sales growth in Fig. 16.13d. 
What role can monetary policy play to dissipate the negative effects of 
these lending spreads, if any? In an attempt to answer this question, we 
present the scatter plots in Fig. 16.14 to show the relationship between 
the repo rate and the lending rate margins.

The scatter plots in Fig. 16.14c, d show a negative relationship between 
the repo rate and lending rate margins, which suggests that when the 

Fig. 16.12 Increase in margins during identified structural breaks (Source: 
South African Reserve Bank and authors’ calculations)

386 Bank Credit Extension and Real Economic Activity in South Africa



Fi
g

. 
16

.1
3 

C
o

m
p

ar
is

o
n

s 
o

f 
re

sp
o

n
se

s 
o

f 
se

le
ct

ed
 v

ar
ia

b
le

s 
to

 u
n

ex
p

ec
te

d
 i

n
cr

ea
se

 i
n

 i
n

st
al

lm
en

t 
sa

le
 a

n
d

 o
th

er
 

lo
an

s 
an

d
 a

d
va

n
ce

s 
m

ar
g

in
s 

sh
o

ck
s 

(S
o

u
rc

e:
 A

u
th

o
rs

’ c
al

cu
la

ti
o

n
s)

16 Financial Regulation Policy Uncertainty and the Sluggish... 387



Fi
g

. 1
6.

14
 

Th
e 

re
la

ti
o

n
sh

ip
 b

et
w

ee
n

 le
n

d
in

g
 s

p
re

ad
s 

an
d

 r
ep

o
 r

at
e 

(S
o

u
rc

e:
 A

u
th

o
rs

’ c
al

cu
la

ti
o

n
s)

388 Bank Credit Extension and Real Economic Activity in South Africa



policy rate tightens the spreads should fall. If lending spreads capture risk 
taking by banks, this means raising rates reduces risk taking and this may 
lessen the burden on the use of macro-prudential tools. Nonetheless, it 
has been empirically established that monetary policy is not neutral from 
a financial stability perspective; it is not exactly the right tool for the task 
of ensuring financial stability. However, it possesses an important advan-
tage relative to financial supervision and regulation, in that “it gets in all 
of the cracks.”5

16.6.3  To What Extent Is It Possible to Attribute 
the Evolution of Both Margins to Own 
and FRPU Contributions?

Can the variables used in this model explain what led to sharp increases 
in margins, albeit in different years? The ability to know which variables 
played a role in increasing or widening the margins will enable us to infer 
proper policy implications and recommendations pertaining to the regu-
latory and supervisory institutions dealing with the inherent inefficien-
cies or uncompetitive practices in financial institutions.

Is it possible that such an unexpected rise in margins perhaps compro-
mised the monetary policy transmission mechanism process? Yes; Chami 
and Cosimano (2010) articulate that binding capital constraints can frus-
trate the goals of a more accommodating monetary policy. This arises 
as capital-constrained banks decide to reduce deposit rates and increase 
loan margins in order to enhance their profitability instead of increasing 
lending quantities.

The rise in the other loans and advances interest rate margins around 
2007M2 preceded the rise in installment sales interest rate margins 
around 2009M1. What can explain the spike in these lending rates mar-
gins? This is a pertinent policy question requiring anecdotal explana-
tions to be supplemented by empirical estimations and quantification. 
Regarding the anecdotal approach, Walentin (2014) noted that interest 
rate margins are susceptible to changes in prepayment risk premiums, 

5 See Stein (2014) and Altunbas et al. (2014).
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changes in both risk aversion and the ability of the financial system to 
bear risk, regulatory reforms and changes in financial practices such as 
the degree of financial innovation.

Rather than focusing on all these factors, here we examine only two 
factors in detail, namely: (1) financial regulatory policy uncertainty and 
(2) own changes in lending spreads, which may be due to changes in risk 
aversion or risk bearing, risk repricing, changes that arise from within 
banking products themselves and other bank or credit market-specific 
factors. The own factors are captured by how much own movements in 
lending rate margins contribute to the evolution of spreads based on the 
historical decompositions approach.

Fig. 16.15a, b compare the actual to the counterfactual lending rate 
margins. The counterfactual refers to the lending rate margins that would 
occur after removing the FRPU contributions. The results show that the 
actual margins exceed the counterfactual margin in Fig. 16.15a. This sug-
gests that the FRPU contributed to a higher level of the interest rate 
margins for the installments sales credit interest rate margins; otherwise 
these margins would have been lower.

Fig. 16.15b shows that the gap between the actual and the counterfac-
tual other loans and advances rate margins is very small, suggesting that the 
FRPU played a fairly insignificant role in influencing these lending mar-
gins. Fig. 16.15c, d examines the role of own movements in these lending 
rate margins and their evolution. The results presented in (d) indicate a per-
sistent wider gap, showing that an increase in the other loans and advances 
rate margins was due to own movements. This possibly suggests the effects 
of the repricing of risk and products  consistent with the realignment of 
banks’ internal strategies as postulated by Walentin (2014).

How do these contributions compare to the overall contributions of the 
remaining variables in the model? The comparisons of the FRPU contribu-
tions to the combined contributions from other variables in the model are 
shown in Fig. 16.16a. The results show evidence that post-2009 the FRPU 
contributions exceeded the installments sales rate margins’ own contribu-
tions. This suggests that own movements in installment sale credit margins 
played a much smaller role than FRPU and other macroeconomic factors.

In contrast, Fig. 16.16b reveals that the other loans and advances inter-
est rate margins’ contributions played a bigger role in their own evolution 
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post-2007, relative to the contributions of the other factors. These own 
other loans and advances contributions are almost equal to the combined 
contributions from all the other variables. Therefore, if changes in the 
other loans and advance spreads are driven by the banks’ internal pricing 
strategies, it may be that these factors played a bigger role in the struc-
tural level shift of the lending rate margins. There is very limited evidence 
that the FRPU played a bigger role.

16.6.4  To What Extent Did the Margins Impact 
the Evolution of Credit Extension?

How does the FRPU impact interest rate margins and subsequently the 
supply of credit? To investigate this matter we rely on Bassett and Covas’ 
(2013) arguments stating that capital adequacy will impact the banks’ 
ability and willingness to extend credit. This arises due to the risk of 
introducing tougher capital and liquidity requirements over the short 
term. Hastiness in implementation can cause financial institutions to 
maintain and even enforce new restraining credit practices for longer 
periods than they otherwise would, thus impeding expansionary mon-
etary policy actions and economic activity recovery.

As suggested in empirical studies, such as Bassett et al. (2014), increases 
in interest rate margins and fluctuations to credit supply and demand are 
perhaps due to the fundamental reassessment of the inherent riskiness 
of bank lending lines, changes in the industry’s business strategies and 
more so changes in the structure or the intensity of bank supervision and 
regulation.

This section assesses the combined roles of the FRPU and the lend-
ing rate margins based on the counterfactual approach to assess what 
would have happened to credit growth in the absence of (1) the lending 
rate margins, (2) the FRPU contributions and (3) their combined influ-
ence. Fig. 16.17 displays what happened to these contributions prior to 
and after 2009. We find that the lending rate margins’ movements vary 
according to the type of margin used in the estimation. To expand on 
this, the analysis shows the contributions from each lending rate margin 
as well as the sum of both the FRPU and the lending rate margin used.
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The decline in credit growth in Fig. 16.17 is much pronounced when 
controlling for the role of the installment sale interest rate margins, as credit 
fell by as much as 5 percentage points in late 2009 and early 2010. This 
suggests that financial frictions during the period of heightened uncertainty 
and volatile economic conditions depressed credit supply and demand. A 
similar conclusion is arrived at based on the combined contributions of 
the FRPU and the installment sales interest rate margins in Fig. 16.17d. 
The net effect on credit growth in Fig. 16.17c suggests that the sluggish 
growth in credit extension between 2009 and 2012 can be attributed to 
the unexpected rise in the installment sale margins and the FRPU. Their 
combined effects tended to drag down growth in credit extension by more 
than 6 percentage points between 2009 and early 2011. So, there is a role 
played by the interest rate margins in the demand and supply for credit.

Fig. 16.17a, b shows the comparison of the FRPU and the other 
loans and advances interest rate margins’ contributions on credit growth. 
The FRPU and lending rate margins variables’ contributions reinforce 
each other. This supports the earlier findings which showed that both 
the FRPU and the margins reinforce each other’s effects on credit as 
they both depress growth in credit extension. However, credit growth is 
severely depressed when assessing the combined effects of the FRPU and 
the installment sales credit interest rate margins.

High margins may be undesirable and inefficient for the conduct of 
monetary policy when policy settings are loosened, hence the following 
question is posited: How were the repo rate contributions related to credit 
growth since the recession in 2009, when it reached its historic lowest 
levels in 30 years? The counterfactual in Fig. 16.18a lies above the actual 
credit line, suggesting that the prevailing conditions in 2009 impeded the 
stimulatory effects of the repo rate changes on credit growth. The green 
line in (a) lies above the red line suggesting that credit extension fell sig-
nificantly due to the combined contribution from the repo, the FRPU 
and installment sale credit margins shocks.

How do the repo rate contributions compare to those from the FRPU 
and the installment margin rate contributions to credit? Fig. 16.18b 
shows: (1) the repo rate level, to capture the monetary policy stance; and 
(2) the contributions of the FRPU, repo rate and installment margins 
to credit growth. It is evident in Fig. 16.18b that both the repo rate and 
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the FRPU started contributing negatively to credit extension prior 2009, 
and these adverse effects were accentuated after the recession, coinciding 
with a period of global economic uncertainty. The repo rate continued 
to drag down credit extension until mid-2011. Since 2009, the FRPU 
contributions were still dragging down credit extension. Moreover, even 
installment rate margins contributed to a slowdown of credit extension.

Collectively, as shown in Fig. 16.18c the three combined contributions 
dragged down growth in credit extension by more than 6 percentage 
points around 2010. This happened despite the repo rate being lowered 
to historically low levels.

What can explain why the repo, instead of stimulating credit extension, 
contributed to its slowdown between 2009 and the early part of 2011? Over 
and above the lagged effects, Chami and Cosimano (2010) offer a possible 
explanation which arises when capital regulations introduce asymmetries, 
thereby impacting on monetary policy influences on the supply and cost of 
loans. Capital binding constraints hamper the desired impact of monetary 
policy easing, such that the resulting reduction in the marginal cost of loans 
fails to generate the desired increase in the quantity of loans or a fall-off 
in loan rates. Thus, easing only achieves reduced loan rates (in particular 
for existing loans) without the desired impact on the quantity, as banks 
increase loan spreads in order to boost their profitability rather than expand 
lending. Can this irregularity occur during the monetary policy tightening 
cycle? According to Chami and Cosimano (2010) this is unlikely, as the 
increase in the marginal cost of lending following a tightening of monetary 
policy generates the desired quantity and price effects.

16.6.5  Growth in House Prices and Retail Sales 
and Regulatory Uncertainty Shocks

To what extent is the evolution of growth in house prices and retail sales 
influenced by the spill-overs of regulatory uncertainty and directly by 
the repo rate and installment sale credit margins shocks? The FRPU has 
real effects which resemble those of a demand shock; hence, this section 
compares its contributions to those of the repo rate and installment sale 
rate margins on growth on house prices and retail sales. This requires 
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identifying both growth in house prices and retail sales channels as driv-
ers of growth in credit. Any adverse disturbances to these factors may also 
lead to undesirable credit growth fluctuations. So, can sluggish growth 
in house prices and retail sales be attributed to the FRPU, lending rate 
margins and the monetary policy stance? How can this capture the extent 
to which growth in these variables was impacted by these shocks?

The historical contributions are used to visualize the influence of these 
shocks on growth in house prices and retail sales, respectively. This is 
shown in Fig. 16.19. To get magnitudes of the extent to which monetary 
policy played a role, we add the repo rate contributions in Fig. 16.19a, 
c. The FRPU shown in Fig. 16.19a contributed significantly to sluggish 
growth in house prices for prolonged periods. The effects of the FRPU 
are much more significant than both the repo rate and the lending rate 
margins. Between 2010 and early 2011 both the lending rate margins 
and the repo rate seem to have transitorily uplifted the growth in house 
prices.

Were the repo rate contributions dominating or neutralized by the 
FRPU and the installment sale credit lending rate margins? Fig. 16.19b, 
d Show the combined effects of the FRPU, the installment sales credit 
lending rate margins and the repo rate. Post-2009, despite the repo con-
tributions being positive, in Fig. 16.19b, the FRPU neutralized the repo 
rate contributions, thereby pulling down growth in house prices. In con-
trast, in Fig. 16.19c since 2010 the repo rate dominated both the FRPU 
and installment sale credit margins to support the recovery in retail sales 
growth relative to what it did during the recession period. It is also evi-
dent in Fig. 16.19c that all shocks contributed to retarding retail sales 
growth during the crisis in 2009 but the retail sales recovery since 2010 
is mainly due to the stimulatory monetary policy stance.

16.6.6  How Does Credit Risk React to the FRPU,  
House Prices and Installment Sale Credit  
Rate Margins Shocks?

As stated earlier, the way banks set lending rates can be unrelated to the 
monetary policy settings, and some drivers include (1) the risk premia 
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associated with different types of risk peculiar to the institution; and the 
(2) losses that banks expect to incur on their lending activities, such as 
the credit risk associated with loans. To bring the aspect of credit risk into 
the analysis we assess the responses of the credit risk to shocks from the 
FRPU, house prices and the installment sale credit and other loans and 
advances lending rate margins. The results are shown in Fig. 16.20.

It is clear in Fig. 16.20d, e that credit provisions increase significantly 
for nearly 40 months to both the installment sale credit and the other 
loans and advances lending rate margins shocks, reaching a peak of 4–7 
percentage points in nearly 25 of the months. In Fig. 16.20f we show 
that a positive house price shock results in lower credit provisions. The 
positive impact of house prices is significant and lowers the provision for 
credit losses for about 36 months, by magnitude of nearly 7 percentage 
points at its peak in 25 months.

16.6.7  What Would Have Happened to Credit Loss 
Provisions as a Measure of Risk Pre- and  
Post- recession in 2009?

This section disentangles the extent to which the FRPU, installment sale 
credit lending rate margins and growth in house prices influenced credit risk. 
The actual and counterfactual credit provisions and the measure of risk are 
shown in Fig. 16.21. The counterfactual refers to credit provisions excluding 
(1) house price contribution, which measures deterioration in collateral, and 
(2) installment sale credit margins and (3) FRPU contributions.

In Fig. 16.21c, d the impact of the FRPU contributions and the com-
bined role of house prices, the FRPU and installment sale credit lending 
rate margins are shown. It is evident that the installment sale credit margins 
pulled down the credit risk levels prior to the crisis more than growth in 
house prices and the FRPU in Fig. 16.21c. However, the increase in credit 
risk post-recession in 2009 is largely due to house prices followed by the 
installment sales credit lending rate margins and, lastly, the FRPU. These 
results confirm that the role of collateral in the form of house price growth 
is a very important driver of credit risk. Collectively, in Fig. 16.21d these 
three factors are revealed to have raised credit provisions since 2009.
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16.7  Conclusion and Policy Implications

The findings in this chapter reveal that banking sector financial frictions 
as measured by the FRPU and lending rate interest rate margins affect 
the business cycle fluctuations and the transmission of monetary policy 
settings. Evidence indicates that the other loans and advances interest rate 
margins’ self-induced fluctuations contributed significantly to own evo-
lution. This is consistent with banks’ internal reassessment of the riski-
ness of certain types of bank lending and clients, as well as changes in 
banks’ business strategies. Such practices can affect the intermediation of 
credit and also impede the desired easing effects of the monetary policy 
on quantities or volume of new loans.

Financial regulation policy uncertainty shocks are similar to demand 
shocks. They exert depressing effects on output and other macroeco-
nomic variables. Nodari (2014) suggests that the FRPU’s adverse effects 
imply that policymakers should pay considerable attention to the design 
of financial regulation from both credibility and policy management 
perspectives because lack of transparency in this policy design can have 
adverse macroeconomic effects. Hence, it is recommended that, while the 
trade-off exists between policy correctness and decisiveness, there should 
be no ambiguity in policies on which many economic agents require 
engage in purposeful production and spending decisions.

Summary of Findings

• Evidence indicates that banking sector financial frictions as measured 
by the FRPU and lending rate interest rate margins affect business 
cycle fluctuations and the transmission of monetary policy settings

• FRPU, which captures uncertainty about regulation and supervisory 
issues, contributed significantly to the reduction in credit extension.

• Other loans and advances interest rate margins’ self-induced fluctua-
tions contributed significantly to own evolution.
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17
Excess Capital Adequacy and Liquid 

Asset Holdings and Credit

Learning Objectives

• Establish the impact of the LCR on banks’ assets and risk
• Analyze the costs involved in the LCR requirements
• Understand the impact of regulations on bank credit supply and pric-

ing of loans
• Assess the impact of excess CAR and LAH on credit developments
• Examine whether excess CAR and LAH induce any frictions in credit 

markets by raising lending spreads
• Distinguish between the effects of excess CAR and LAH and those asso-

ciated with the National Credit Act (NCA) and the Basel III shocks
• Consider the responses of inflation and the repo rate to tight bank 

regulatory shocks

17.1  Introduction

This chapter extend the analysis of the interaction of monetary policy 
and various macro-prudential tools. In this case, we assess the macro-
economic effects of excess capital adequacy ratio (CAR) and liquid asset 



holdings (LAH) of banks. It is an undisputable fact, as Fig. 17.1 shows, 
that CAR has exceeded the minimum required ratio over long horizons. 
The LAH of banks have exceeded the minimum required levels since 
2009. Hence, we ask: To what extent do the excess CAR and LAH exert 
adverse macroeconomic effects? How have excess capital adequacy and 
liquid asset holdings impacted credit dynamics? Do their effects differ 
from other tight regulatory shocks?

Bank capital and liquidity are two fundamentally linked concepts. 
Both tools play an important role in moderating risks in the core business 
of banking, namely “borrow short and lend long” (Bonner and Hilbers 
2015). Capital is part of banks’ liabilities; it is a source of funding and 
can absorb losses. It is a key indicator of a bank’s solvency and resilience 
(Le Lesle and Avramova 2012). On the other hand, liquid assets are part 
of banks’ assets and are used to absorb the risk of bank runs or of other 
funding sources drying up.

The Basel III regulatory framework introduced the liquidity coverage 
ratio (LCR) and the net stable funding ratio (NSFR).1 Under these regu-
lations banks are required to hold sufficient liquid assets to accommodate 
the withdrawal of deposits at different horizons. These regulations also 
interact with previously existing regulations such as CAR. Hence, similar 
to Covas and Driscoll (2011), we assess the macroeconomic impact of 
the excess holdings of CAR and LAH.

In essence, the LCR compels banks to hold a higher fraction of their 
assets as low risk and highly liquid securities.2 Even though such liquidity 
requirements are meant to reduce the likelihood of bank runs and finan-
cial crises, they come at a cost. Furthermore, these regulations may exert 
adverse effects on bank credit supply and pricing of loans.

So to what extent did the holding of excess CAR and LAH impact 
credit dynamics? In view of the costs involved, did these excesses induce 
any frictions in credit markets by raising lending spreads? How do the 
effects of these excesses differ from those associated with the National 

1 See banks’ liabilities to the public and required reserves in Fig. A.17.1. Although the trend in the 
required reserves and liabilities to the public have been on a steep upward trend, on average banks 
still hold around the required 2.5 percent.
2 In Fig. A.17.2, we show that banks hold the bulk of the required securities under the LCR in the 
form of government securities.
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Credit Act (NCA) and the Basel III shocks? The analysis show policy-
makers what happened to the interdependence between growth in credit 
and lending spreads before and after the financial crisis in August 2007. 
In addition, it shows the responses of inflation and the repo rate to tight 
bank regulatory shocks.

Can the preceding effects be backed up theoretically? Yes, in line with 
literature, we suggest that tight bank regulations impose a tax on the 
lenders’ ability to supply credit. This rotates the credit supply curve to the 
left in Fig. 17.2a, leading to a higher lending rate and reduced quantity of 
credit. These effects are not limited to credit markets; they spill-over into 
real economic activity via the Investment Saving – Liquidity Preference 
Money Supply (IS–LM) relationship in Fig. 17.2b.

Theoretically, the reduced credit supply lowers consumption and 
investment, which are components of the IS curve in Fig. 17.2b, com-
pressing output and lowering the policy rate. While,the direction of the 
responses of macroeconomic variables seems unambiguous theoretically, 
they may be permanent or transitory displacements. Given that econo-
mies do recover after being hit by unexpected shocks, in Fig. 17.2d, g 
lending rates and spreads will rise and return to pre-shock levels. In con-
trast, credit, output and the policy rate in Fig. 17.2c, f, e decline and 
slowly revert to their initial levels.

The preceding illustration raises a number of issues related to policy-
making. For instance, does the policymaker assume that the economy 
remains in the same state after a negative credit supply shock, such that 
point estimates or static elasticity coefficients are the ideal approach? The 
real economy is dynamic and its reaction to unexpected shocks leads to 
cyclical episodes in the form of (1) economic booms and busts, (2) low 
and high growth and (3) credit regimes. The prevalence of such cyclical 
adjustments weakens the reliance on approaches that quantify point esti-
mates in measuring long-run effects.

A model vector autoregression (VAR) is estimated to derive impulse 
responses, capturing the extent to which these shock effects persist. This 
enables us to distinguish the contemporaneous and the lagged effects of 
an adverse shock. In short, this approach enables us to determine whether 
economic activity contractions are followed by significant expansions and 
what happens in the long run.
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17.2  What Does Preliminary Data Analysis 
Suggest Is the Link Between Excess CAR, 
LAH and Credit Growth?

We examine whether the relationships illustrated above can be validated 
by the data. We apply techniques that reveal the signs of the relationship. 
All the scatter plots in Fig. 17.3b, d, f depict a negative relationship.

Therefore, a rise in bank lending spreads, excess CAR and LAH lead 
to a decrease in credit growth. This is consistent with theoretical sug-
gestions that higher lending spreads can discourage potential borrowers 
from accessing bank credit.3 This possibly restrains investment and eco-
nomic growth. However, in Fig. 17.3c, it is evident that the relationship 
between excess CAR and credit growth varies. In 2004, lower excess CAR 
coincided with unprecedented growth in credit. In contrast, rising excess 
CAR in late 2007 coincided with a decline in credit growth. Fig. 17.3e 
shows that credit growth reached its peak when excess CAR was very low. 
This is in stark contrast to weak growth in credit post-2009 in the pres-
ence of even higher levels of excess CAR.

Fact 1 There is a negative relationship between credit growth and an increase 
in lending spreads, excess CAR and LAH. Widening lending spreads is an 
alternative direct strategy for banks to boost profits but it can have adverse 
effect on credit growth, investment and growth.

How is this possible? In view of the fact that the regulatory capital 
framework remains heavily dependent on risk-weighted assets (RWAs), 
this chapter looks at the components of bank capital for possible answers. 
Le Lesle and Avramova (2012) indicate that RWAs form an important 
part of the micro- and macro-prudential toolkit. They form part of the 
regulatory framework in ensuring that bank capital allocation to assets is 

3 Furthermore, literature shows that another strategy and direct channel of adjustment to higher 
capital ratios available to banks is increasing the spread between interest rates charged on loans rela-
tive to that paid on funding. This scenario becomes prevalent if all banks follow a similar strategy 
at the time when alternative funding channels do not offer competitive and attractive rates (Cohen 
2013).
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commensurate with the risk profiles. Moreover, RWAs are able to point 
to asset classes or credit categories where there are potentially destabi-
lizing financial imbalances. Evidence indicates that indeed when excess 
CAR declines, RWAs and credit growth increase at unprecedented levels, 
as in Fig. 17.4a, b.

A closer look at the composition of total loans and advances in 
Fig. 17.5 shows that during this period all credit categories were growing 
at levels above 10 percent. However, post-2009 the trend has remained 
subdued, with the exception of other loans and advances and installment 
sale and leasing credit.

The trend in RWAs is highly procyclical, although this is not immedi-
ately evident in the trend displayed by CAR and excess CAR. Assessing 
headline CAR and highlighting the fact that banks hold excess CAR 
hides a lot of cyclicality, and, which is more informative about the credit 
cycles, potential risks in bank lending conditions. The cross correlations 
in Fig. 17.6 confirm the negative relationships observed in Fig. 17.3. For 
instance, Fig. 17.6a reveals that growth in credit should decline when 
preceded by elevated lending spreads, excess LCAR and LAH.

Fact 2 Periods of an increase in excess CAR coincide with a decline in RWAs 
and growth in credit. It is also evident that in 2009 lending rate spreads, 
excess CAR and LAH increased at the same time, and credit growth declined 
significantly. Lending spreads, excess CAR and LAH have remained at ele-
vated levels since 2009 and credit growth has not recovered meaningfully.

17.3  How Has the Interdependence 
Between Credit Growth and  
Lending Changed?

To answer this question, this section  estimates a small VAR model with 
three variables for various reasons, including for easing of comparability 
of results, parsimonious modeling and to have enough degrees of free-
dom in estimation after 2007M8. The model includes the policy rate, 
growth in credit and lending spreads. The variables used in this section 

414 Bank Credit Extension and Real Economic Activity in South Africa



Fi
g

. 1
7.

4 
Ex

ce
ss

 C
A

R
, R

W
A

 a
n

d
 t

o
ta

l l
o

an
s 

an
d

 a
d

va
n

ce
s 

(S
o

u
rc

e:
 S

A
R

B
 a

n
d

 a
u

th
o

rs
’ c

al
cu

la
ti

o
n

)

17 Excess Capital Adequacy and Liquid Asset Holdings and Credit 415



are consistent with the theoretical model in Fig. 17.1a, b. Growth in 
credit reacts contemporaneously to its own shock and to the repo rate, 
but reacts with a lag to lending spreads. The lending spreads depend on 
the policy rate, the credit and lending spreads shocks. The two periods 
under review represent the periods of economic stability before the finan-
cial crisis in 2007M7 and the period characterized by elevated economic 
uncertainty. The analysis compares the responses for the three periods (1) 
2001M1–2007M7, (2) 2007M8–2014M12 and (3) 2001M1–2014M12.

Fig. 17.6 Bilateral cross correlations (Source: Authors’ calculation)

Fig. 17.5 RWA and credit categories (Source: SARB and authors’ calculation)
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17.3.1  Impact of an Unexpected 25 Basis Points 
Increase in the Lending Spread on Credit 
Growth

Theory suggests that there exists a negative relationship between the 
quantity of credit and its price. Sometimes empirical analysis can reveal 
contrasting results, leading to puzzles. So, what is the nature of this rela-
tionship in South Africa? We find in Fig. 17.7 that the relationship has 
changed between 2001M1–2007M7 and 2007M8–2014M12. An unex-
pected positive lending spread shock exerts pronounced adverse effects 
on credit.

The effects are significantly severe in 2007M8–2014M12, like those 
in both 2001M1–2007M7 and 2001M1–2014M12. This implies 
that a lending spread shock that hits economic activity during peri-
ods of heightened financial and economic uncertainty leads to severe 
credit contraction. In addition, failure to separate the periods may 
lead to underestimating the effects of lending spread shock on credit 
dynamics.

At the same time, the difference in the sensitivities can be attributed to 
the high persistence of lending spreads in 2007M8–2014M12 relative to 
other periods. This indicates that the more persistent the shock the more 
long-lasting are its adverse effects on growth in credit.

17.3.2  The Evolution of Lending Spreads and 
Unexpected Negative Growth in Credit Shock

Fig. 17.8 examines the impact of an unexpected negative 1 percent 
growth in credit on lending spreads. Overall, all lending spreads in dif-
ferent periods rise for prolonged periods with differing magnitudes. In 
contrast, the lending spreads remained elevated in 2007M8–2014M12, 
while spreads in other periods returned towards their pre-shock levels. 
In policy terms this suggests that unexpected negative credit shock in 
2007M8–2014M12 accelerated the negative effects of lending spreads 
on real economic activity.
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How quickly does an unexpected credit shock dissipate? Despite credit 
shocks moving in the same direction the negative credit shocks lose their 
half-life between 13 and 15 months. This suggests that credit shocks tend 
to be slightly persistent.

Fig. 17.7 Responses of credit growth to a 25 basis points increase in lending 
spreads (Note: The grey shaded area denotes the 16th and 84th percentile 
which measures the confidence bands. Source: Authors’ calculation)

Fig. 17.8 Responses of lending spreads to negative credit growth shock 
(Note: The grey shaded areas refer to the 16th and 84th percentile 
bands.  The responses represent percentage point changes. Source: 
Authors’ calculation)
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Fig. 17.9 examines whether there are differences in proportion of fluc-
tuations in growth in credit induced by lending spread shocks in the three 
periods. This further explains the existence of the differential growth in 
credit responses to the positive lending spread shock. A lending spread 
shock induces more fluctuations after two months in growth in credit in 
the 2007M8–2014M12 relative to other periods. This explains why lend-
ing spreads reduced growth in credit very much after 2007M7, more so 
than in other periods.

Fact 3 Failure to identify the role of the financial crisis and regulatory changes 
leads to understating of the magnified role of lending spreads on growth in credit.

17.4  Tight Credit Regulation Shocks on 
Economic and Credit Growth

To what extent do tight credit regulation shocks impact growth in credit? 
The previous VAR model is extended by adding growth in manufac-
turing and growth in retail sales as part of endogenous variables. The 
NCA is defined as a dummy equal to one for 2007M6–2014M12 and 
zero otherwise. We define the Basel III shocks as dummy equal to one 
from 2012M1 to 2014M12 and zero otherwise.4 This analysis will reveal 
whether tight bank regulation shocks exert any macroeconomic effect. If 
so, are the impacts transitory or permanent?

Fig. 17.10 shows the responses to one unit of positive shock in excess 
CAR, LAH, NCA and Basel III shocks on the credit growth. This equiva-
lent to 1 percent in excess CAR and LAH. We assume these shocks are 
exogenous to the model and are independent of each other. First, we find 
that credit growth shrinks significantly over different months, suggesting 
that regulation has an adverse effect on growth in credit.

We therefore conclude that tight regulatory shocks have adverse effects 
on growth in credit. However, these effects depend on the regulatory shock. 
Nonetheless, evidence refutes the hypothesis that regulation leads to a per-

4 This period includes Basel 2.5.
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manent decline in credit extension. Furthermore, despite credit growth 
recovering, it does not increase significantly. This confirms that all these 
regulatory tools will probably minimize the recurrence of credit booms.

Fact 4 Evidence refutes the hypothesis that tight credit regulation shocks lead 
to a permanent decline in credit extension. However, subsequent to regulatory 
shocks the recovery in credit is low.

Fig. 17.9 Proportions of fluctuations in growth in credit due to lending 
spread shock (Source: Authors’ calculation)

Fig. 17.10 Responses in growth in credit to tight credit regulatory shocks 
(Note: The grey shaded area denotes the 16th and 84th percentile, which 
measures the confidence bands. Source: Authors’ calculation)
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So which tight credit regulatory shocks have more adverse effects on 
credit? Which ones result in a prolonged recovery in credit? The peak 
effects on growth in credit in Fig. 17.11a reveal that the biggest con-
traction in growth in credit is due to the NCA shock followed by Basel 
III shock. Amongst the shocks related to excesses above minimum regu-
latory requirements, the excess CAR shock has a bigger effect and the 
excess LAH shock has the least effect. The peak effects of excess CAR 
occur in the seventh month, which is longer than the one month due to 
excess LAH shocks. These effects probably attest to the fact that they are 
directed at different aspects of the banks’ balance sheets.

The biggest peak decline in Fig. 17.11b occurs in the ninth month due 
to a Basel III shock. The effects last longer than the seven months due 
to excess CAR shocks. In contrast, the effects due to the NCA and LAH 
shocks are felt fairly quickly, within one month.

How long do these effects take to die? Fig. 17.11c shows the dura-
tion of contraction in credit growth due to various shocks. We find that 
growth in credit takes the longest time in following an NCA shock at 27 
months. This is followed by shocks due to Basel III shock at 22 months. 
However, growth in credit takes nearly the same amount of time, need-
ing one and half years to recover following excess LAH and excess CAR 
shocks. It is surprising that the Basel III shock has pronounced effects 
before its full implementation.

17.4.1  Spill-Over Effects of Regulatory Shocks  
to Real Economic Activity

We illustrated in Fig. 17.2 that regulation is a market distortion inter-
vention and it acts like tax on economic activity, and we suggested that 
there may be spill-over to real economic activity via the IS–LM link. 
Fig. 17.12 shows that tight regulation shocks have adverse effects on real 
economic activity but with varied significance. The effects are adverse 
in period subsequent to the shock and not in the long run. In addi-
tion, the effects depend on the regulatory shock. Manufacturing reacts 
more significantly to excess CAR and NCR shocks than other shocks. 
These shocks lower growth in manufacturing significantly in the first 
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ten months, followed by a weak but significant recovery which vanishes 
in the long run. Despite Basel III and excess LAH shocks adversely 
affecting manufacturing, the effects are insignificant over all horizons.

Do tight credit regulatory shocks have selective effects on growth in 
retail sales? In contrast, all four regulatory shocks have adverse effects on 
retail sales growth which is a proxy for consumption. Therefore, regula-
tory shocks are not neutral on retail sales growth. The Basel III shock has 
a big effect on growth in retail sales, although the effects are highly transi-
tory relative to those exerted by other shocks.

17.4.2  Is Monetary Policy Neutral to Unexpected 
Credit Regulatory Shocks?

We showed in Fig. 17.2 that monetary policy is impacted by a nega-
tive credit supply shock and the introduction of credit regulations. We 
proceed to test the applicability of this theoretical prediction on South 
African data. Despite varying responses, we established that unexpected 
tight credit regulatory changes exert adverse effects on growth in credit, 
manufacturing production and retail sales. What are the implications for 
monetary policy? Despite differing effects, the repo rate is lowered with 
varying magnitudes and durations in Fig. 17.13 to all four unexpected 
tight credit regulatory shocks.

Fact 5 Monetary policy is slightly but not permanently loosened in response 
to regulatory shocks. This indicates that monetary policy is not neutral to 
unexpected tight credit regulatory shocks.

Does monetary policy respond in a similar fashion to all four regulatory 
shocks? No, the repo rate responses vary according to shocks. A comparison 
of the duration and peak effects of the reductions in the repo rate reduc-
tion in Fig. 17.14 indicates that the repo rate responses differ very much 
with regulatory shock. The peak reduction in the repo rate in Fig. 17.14a 
is smallest in response to the excess LAH shock amongst all four regulatory 
shocks. In Fig. 17.14c it is revealed that the repo rate significantly declines 
for the longest period of 30 months due to unexpected NCA shock. We 
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also find that the repo rate declines for 16 months due to unexpected excess 
CAR shock. This exceeds the 10 months due to the excess LAH shock.

Is the finding that the repo rate declines due to unexpected tight credit 
regulatory shocks counterintuitive? Theoretically, it is not counterintui-
tive at all. Because in Fig. 17.15 a decline in credit supply in Fig. 17.15a 
leads to reduced aggregate demand in the economy and lowers output, 
the depressed state of the economy exerts downward pressures on price 
levels in Fig. 17.15b. Hence, a forward-looking monetary policymaker 
should reduce policy rate as inflationary pressures are likely to be subdued.

Fig. 17.1 shows that inflation tends to decline with varied magnitudes 
and durations. Inflation declines significantly within a year of an excess 
LAH and Basel III shocks. However, the decline in inflation is not signifi-
cant with regards to an excess CAR shock. In contrast, inflation increases 
significantly for eight months due to the NCA shock and then declines 
transitorily between 15 and 33 months after the shock. Thus, evidence 
confirms tight regulatory shocks do impact inflation despite not being a 
determinant of inflationary processes.

In light of the responses in inflation, we show the of evolution of infla-
tion during the two periods of NCA and Basel III shocks. Fig. 17.17a 

Fig. 17.13 Response of the repo rate to tight credit regulatory shocks (Note: 
The grey shaded area denotes the 16th and 84th percentile which measures 
the confidence bands. Source: Authors’ calculation)
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shows that during the NCA implementation, inflation increased aggres-
sively before declining over long horizons.

So, What economic factors could explain the link between inflation and 
the NCA? The inflationary pressures could reflect the lagged impact of credit 
during the famous frontloading of credit extension prior to the adoption of 
the NCA. In addition, the adoption of Basel III coincides with muted peri-
ods of inflation. This offers support that can be linked to the NCA and Basel 
III’s tight lending criteria as measured by the loan- to- value ratios and muted 
house price growth. Nonetheless, this does not imply that these regulatory 
tools are on their own the major drivers of inflation.

17.4.3  Cumulative Effects of Unexpected Regulatory 
Shocks on Growth in Credit and Lending 
Spreads

The empirical analysis concludes by showing the combined effects of 
tight credit regulatory shocks on growth in credit in Fig. 17.18a, b, 

b) AD - AS dynamics
CS1

AD0

AD1 AS
CS0

L1 P0

L0 P1

CD

C1 C0 Quan	ty             Y1 Y0 Output

a)  Effect of regulatory tax on credit supply

Lending
rate

Price 
level

Fig. 17.15 Linking regulation to aggregate demand–aggregate supply 
model (AD–AS) relationship (Note: CS0 and CS1 refer to credit supply curves 
before and after the shock, respectively. C0 and C1 are initial and new quanti-
ties of credit. CD refers to credit demand curve. L0 and L1 are old and new 
lending rate, respectively. P0 and P1 refer to initial and new price level follow-
ing the shock, respectively. AD0 and AD1 refer to aggregate demand curves 
before and after the shock, respectively. AS refers to the aggregate supply 
curve. Y0 and Y1 refer to initial and new output following the shock, respec-
tively. Source: Author’s drawing)
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and the lending spreads. The main assumption is that the implementa-
tion of these shocks is independent. These tight regulatory shocks lead 
to a big reduction in growth in credit in Fig. 17.18a for a nearly 30 
months. The reduction in growth in credit is accompanied by a rise 
in lending spreads which remain elevated for nearly 40 months. This 
confirms that regulatory shocks move credit and lending spreads in dif-
ferent directions.

Fact 6 Tight credit regulatory shocks move quantity of credit and lending 
spreads in different directions for long periods of time.

17.4.4  Counterfactual Responses

The analysis concludes by performing a counterfactual analysis to see 
the extent to which NCA, excess CAR and Basel 2.5/III affect things. 
These regulatory-related variables are shut off in the repo rate equations 
to determine the effects of policy rate shock on credit growth. The gaps 
between the actual and counterfactual responses measure the amplifying 
effects due to these regulatory variables. The positive repo rate shocks 
depress credit growth, irrespective of whether these regulatory variables 
are shut off or not. However, the credit growth decline is bigger when 
these regulatory variables are not shut off than when they are shut off. 
This suggests that regulatory variables worsen the credit growth decline 
to positive repo rate shocks (Fig. 17.19).

17.5  Conclusions and Policy 
Recommendations

This chapter examined the extent to which positive excess CAR and LAH 
shocks impact credit dynamics and whether the effects differ from other 
tight credit regulatory shocks. Evidence indicates a negative relationship 
between credit growth and excess CAR and LAH above the minimum 
regulatory level. There is a negative relationship between the quantity of 
credit and its price measured by lending spreads consistent with theo-
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retical models. There is a feedback effect between lending spreads and 
growth in credit which intensifies the adverse effects of lending spreads 
on real economic activity. Furthermore, excess LAH is more aligned to 
the increase in funding costs, but we caution that this is a partial view of 
bank funding costs. There are other aspects that need to be thoroughly 
reviewed to come to a comprehensive measure of bank funding costs.

The chapter further examines the extent to which the relation-
ship between lending spreads and credit growth changed between 
2001M1–2007M7 and 2007M8–2014M12. Evidence indicates that an 
unexpected 25 basis point increase in the lending spreads has nonlin-
ear effects on macroeconomic activity. Moreover, the nonlinear effects 
tend to be more pronounced during periods of financial and economic 
instability. Furthermore, we established that the differential effects can be 
linked to the persistence effects in trajectories of lending spread shocks. 
Failure to identify the role of financial crisis leads to an understatement 
of the magnified role of lending spreads on credit.

Evidence refutes the hypothesis that a tight credit regulation shock 
leads to permanent decline in credit extension but the subsequent credit 
recovery is not followed by credit booms. Monetary policy is slightly, but 
not permanently, loosened. This indicates that monetary policy is not 
neutral to unexpected tight credit regulatory shocks. Tight credit regula-
tory shocks move the quantity of credit and lending spreads in different 
directions for long periods of time. This may mean that policies need to 
be coordinated, especially during periods of inflationary pressure.

Summary of Findings

• There is a negative relationship between credit growth and excess CAR 
and LAH above the minimum regulatory level.

• There is negative relationship between the quantity of credit and its 
price measured by lending spreads consistent with theoretical models.

• There is feedback effect between lending spreads and growth in credit 
which intensifies the adverse effects of lending spreads on real eco-
nomic activity.
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• Excess LAH is more aligned to the increase in funding costs, but we 
caution that this is a partial view of bank funding costs.

• There are other aspects that need to be thoroughly reviewed to come 
to a comprehensive measure of bank funding costs.

• Evidence indicates that an unexpected 25 basis point increase in the 
lending spreads has nonlinear effects on macroeconomic activity.

• The nonlinear effects tend to be more pronounced during periods of 
financial and economic instability.

• There are differential effects that can be linked to the persistence effects 
in trajectories of lending spread shocks.

• Failure to identify the role of financial crisis leads to an understate-
ment of the magnified role of lending spreads on credit.
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18
Credit Loss Provisions as a Macro- 

prudential Tool

Learning Objectives

• Assess how weak growth in credit can be linked to elevated credit loss 
provisions as macro-prudential tool

• Understand the extent to which provisions have been a driver of busi-
ness cycle fluctuations in South Africa

• Distinguish how credit provisions can be classified into low and high 
regimes

• Consider how credit provisions shocks impact real economic activity 
in a nonlinear way

• Assess how tighter provisioning for credit losses makes monetary pol-
icy adjustments need to be less aggressive to curb positive inflation 
surprises

• Understand how elevated policy rates accentuate the adverse effects of 
tighter credit loan loss provisions on credit contractions



18.1  Introduction

Chapter 14 pinpointed that literature shows that there is no single tool 
that influences all financial behavior and stability consistently; rather, a 
variety of tools is used. The macro-prudential toolkit contains a wide 
range of prudential instruments related to liquidity1 and capital.2 Credit 
loss provisions are part of this macro-prudential toolkit. This chapter 
assesses whether the weak growth in credit can be in any way linked to 
credit loss provisions as a macro-prudential tool. To what extent have 
provisions been a driver of business cycle fluctuations in South Africa? 
Are there nonlinear effects? The chapter embarks on counterfactual anal-
ysis to determine the extent to which the credit loss provisions interact 
with monetary policy shock. This will reveal if monetary policy’s ability 
to enforce price stability is influenced by the state of credit loss provisions 
and vice versa.

How does a prudential tool in the form of tighter provisioning for 
credit losses impact monetary policy? To what extent have credit provi-
sions shock as a macro-prudential tool driven the business cycle fluc-
tuations? Did these shocks have an effect on the real economy? To 
contextualize these research questions, we plot credit loss provisions and 
the repo rate in Fig. 18.1.

It is evident that between 2000 and early 2006, as well as between the 
second quarter of 2007 and early 2008, the two variables moved together 
in the same direction. At the beginning of the last quarter of 2008 the 
relationship diverged, as the repo rate continued to decline and credit loss 
provisions increased have remained elevated at high levels. From look-
ing at the data it is clear that these policy tools were moving in different 
directions.

Some aspects explored include the following issues: Can the diverging 
trends of credit provisions and the repo rate be another source of muted 
credit growth? Do the credit loss provisions drive business cycle fluctua-
tions and possibly explain what happened to credit growth since 2009? 

1 This includes limits on net open currency positions and limits on maturity mismatch.
2 This includes countercyclical or time-varying capital requirements and time-varying or dynamic 
provisioning.
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Do credit loss provisions lead to a reduction in growth in consumer 
expenditure, for example, as measured by retail sales and credit growth? 
To what extent does a positive shock in provisions constrain growth in 
various sector categories of credit? Continuing on the theme of thresh-
olds, is there any nonlinear response to credit provisions shock?

This chapter fills the policy research gaps in the space of the interac-
tion of monetary policy and macro-prudential tools, in this case loan 
loss provisions. Second, the chapter fills the policy gaps regarding the 
role of nonlinearities introduced by credit provisions in credit markets 
and the real economy. Third, it fills the policy gaps by quantifying the 
real effects of the implementation of the proposed regulatory changes 
from the incurred loss model to the expected loss model.3 The incurred 
loss model has been criticized for recognizing impairment losses too little 
and too late and therefore promoting cyclicality. It is possible that the 
observed trend in loan loss provision shown in Fig. 18.1 is due to the 
front-loading in anticipation of such changes.

3 The changeover is expected to be effective in 2018 (Pool et al. 2015.

Fig. 18.1 Credit loss provisions as a percentage of total loans and advances 
and the repo rate (Note: The variables are expressed in percentages. Source: 
South African Reserve Bank and authors’ calculations)
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18.2  Why Should Policymakers Be Made 
Aware of the Effects of Credit 
Provisions?

First, it is a well-established fact in literature that macro-prudential policy 
imposes a higher cost of borrowing for economic agents. For instance, 
Columba et al. (2011) define the higher costs as an additional “regulation 
premium” to the cost of borrowing. In addition, Blanchard et al. (2010) 
assert that financial regulation is not macroeconomic neutral—macro-
prudential policies and tools affect the level of output and prices, con-
strain borrowing and expenditure and ultimately overall output.

The second issue relates to assertions by Pool et  al. (2015) that 
the potential weakness in backward provisioning is procyclicality. 
This suggests that expected credit losses are under-provisioned during 
business upswings when few credit problems are identified, leading to 
low credit provisioning. In contrast, during downturns provisioning 
increases due to high credit defaults. Furthermore, studies such as 
Bouvatier and Lepetit (2012), show that forward-looking provisions 
can eliminate procyclicality in lending standards linked to backward-
looking provisions, and can reduce volatility in both financial and real 
variables.

The third issue articulated in Zilberman and Tayler (2014) and 
Pool et  al. (2015) relates to the fact that the forward-looking pro-
visioning approach in conjunction with accounting rules for credit 
loss provisions are expected to alter the transmission mechanism of 
monetary policy.

Nonetheless, the chapter notes that policymakers do not target a 
certain level of credit or GDP growth. They are neither tasked with 
a mandate to do so, nor do they have intentions of driving credit and 
GDP growth to levels recorded prior to the global financial crisis. 
However, in pursuing their primary mandate they are expected to not 
unduly exert negative effects on GDP growth. Credit and banking sec-
tor developments play an important role in the regulatory, supervisory 
and financial stability assessment as well as in the deliberations on the 
setting of monetary policy.
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18.3  What Is an Unexpected Positive Credit 
Loss Provisioning Shock and Its 
Expected Impact on Credit and the Real 
Economy?

This chapter defines and illustrates the effects of a loan provisioning 
shock to various economic variables. Pool et al. (2015) show that credit 
risk impacts credit growth through two channels. If the realized number 
of credit defaults exceeds the expected defaults this would lead to reduced 
credit due to expected decreases in future interest rate earnings. In addi-
tion, banks update their beliefs through raising risk premiums and the 
anticipated loss weakens their capital. This weakening of bank capital 
exerts upward pressure on lending rates.

The chapter shows the dynamics of the effects of a credit provision 
shock by introducing and illustrating the dynamic path of selected vari-
ables in Fig. 18.2. Unlike Pool et  al. (2015), Fig. 18.2 distinguishes 

Lending 
rate S1

S0

i1

i0 i 0 Y1

D0

D1

C1 C0 Quan�ty �me �me

r1

�me �me �me

roPoCo

Yoi 1

b)  Lending  rate  dynamics

C1

c) Output dynamics

 e)  Infla�on  dynamics f)  Policy  rate  dynamics

a)  Credit  markets

d)  Credit   dynamics

P1

Fig. 18.2 Dynamics of credit loss provisioning shock (Source: Author’s 
drawing)
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between an impulse showing a quick adjustment and those showing a 
slow adjustment and the feedback effects.

Fig. 18.2 extends the framework in Pool et al. (2015) and shows the 
effects of a positive credit provisioning shock. The positive credit loss pro-
visioning shock is due to an increase in the banks’ expectation of a reduced 
credit repayment rate. What do banks do to credit extension in light of 
this shock? In order to minimize the expected loss, banks will reduce credit 
supply, shifting the supply curve from S0 to S1. This leads to an increase in 
the lending rate from i0 to i1 as shown in Fig. 18.2a, b. Credit extension 
contracts following an increase in credit loss provisioning. The increased 
lending rate should reduce economic growth in part (d) as reduced credit 
lowers aggregate demand. In addition, reduced aggregate demand lowers 
the inflation rate in Fig. 18.2e. Weak credit growth affects cash available for 
consumption and purchases of various goods.

Is there a feedback effect? Reduced economic growth lowers credit 
demand and shifts the credit demand curve in Fig. 18.2a from D0 to 
D1. What should monetary policy do when faced with such a situation? 
This depends on whether the policymakers are guided by some form of 
a Taylor rule in adjusting policy rates, such that a wider negative output 
gap and lower inflation will lead to a reduced policy rate following a posi-
tive provisioning shock.

Whether the lending rates decline or rise, this depends on the elas-
ticities of the credit supply and demand. However, credit quantities will 
decline in either circumstance. The solid continuous lines show a quick 
adjustment that is accompanied by permanent effects, which do not 
return to pre-shock levels following a permanent positive provisioning 
shock. However, if the shock is temporarily characterized by rigidities, 
the effects on the variables will exhibit responses shown by the dotted line 
in each panel in Fig. 18.2.

18.4  Stylized Facts

The preliminary analysis begins by looking at the bilateral relationships 
between annual credit provisions changes and real economic variables 
using data spanning 1995Q1–2014Q4. Fig. 18.3 shows the trends and 
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scatter plots to determine the relationships. Trend analysis reveals an 
inverse relationship between economic activity and changes in credit 
provisions. That is increases (decreases) in credit growth, retail sales 
growth and manufacturing production growth are accompanied by lower 
(higher) changes in credit provisions in parts in Fig. 18.3a, c, e. The scat-
ter plots in Fig. 18.3b, d, f show a negative relationship, which suggests 
that increases in credit loss provisions are detrimental to credit growth, 
retail sales growth and manufacturing production growth.

In relation to the effects of macro-prudential tools and their effects on 
cyclicality between GDP and credit growth, international evidence has 
shown that macro-prudential instruments seem to have been effective 
in reducing the correlation between credit and GDP growth. Literature 
indicates that in countries where ceilings on credit growth or dynamic 
provisioning were introduced, the correlation between credit growth 
and GDP growth became negative. On the other hand, countries where 
caps on loan to value, debt to income and reserve requirements were 
introduced, the correlation became positive and much smaller relative to 
countries without (Columba 2011).

Fig. 18.3 Trend analysis and scatter plots (Source: South African Reserve 
Bank and authors’ calculations)
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The negative bilateral cross correlations in Fig. 18.4a reveal that elevated 
levels of credit provisions lead to a reduction in both credit growth and 
retail sales growth. However, the correlation remains negative throughout 
all horizons with regards to credit growth. The elevated credit provisions 
are positively associated with rising interest rate margins on loans and 
advances as well those on installments sales in part (b).

18.5  How Well Does the Estimated Model 
Capture the Established Responses 
of Selected Variables in Literature?

The chapter estimates a five variable vector autoregression (VAR) model 
using monthly (M) data spanning 1995M1–2015M3. The variables are 
annual credit provisions changes, indicators of real economic activity 
proxied by manufacturing production and retail sales growth, inflation, 
the repo rate and credit growth. The model is estimated using variables in 
this sequence. This suggests that credit provision is affected contempora-
neously by provisioning shocks and all other shocks have an impact after 
one period. Pool et al. (2015) suggest this assumption reflects backward- 
looking provisioning behavior.

In addition, the ordering suggests that economic activity growth leads 
to a positive output gap and that this responds to credit provisions devel-
opments. Inflation is placed third, indicating it is contemporaneously 
affected by provisioning and economic activity. This is in line with the 
assumption that prices respond very sluggishly to shocks in other vari-
ables, as in Christiano et al. (1999) and other studies. The repo rate is 
placed fourth and is affected by provisioning, economic activity and 
inflation. Credit is placed last as we assume that it is affected by credit 
provisioning, economic activity, inflation and policy rates. This is con-
sistent with banks assessing the state of the economy to determine credit 
supply.

Fig. 18.5 shows the selected impulse responses. The positive repo rate 
shock significantly depresses retail sales growth in Fig. 18.5a. In Fig. 18.5f 
there is an upward but insignificant pressure on annual credit provisions 
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from an unexpected repo rate shock. The repo rate rises significantly in 
a transitory way in response to unexpected credit growth in Fig. 18.5e.

Evidence indicates that both unexpected positive manufacturing pro-
duction and retail sales growth shocks raise credit growth in Fig. 18.5c, 
d but the peak in credit growth does not exceed 0.5 percentage points. 
Based on these responses, evidence indicates that the model captures 
some of the stylized effects reported in the literature.

18.5.1  What Are the Effects of Credit Provisioning 
on the Real Economy?

As stated earlier, the focus is not identifying the determinants of credit 
loss provisioning or income smoothing. Rather, the focus is in assess-
ing the effects of credit loss provisions on the macroeconomy. Fig. 18.6 
shows the responses to a positive one-standard deviation credit provi-
sions shock. A credit loss provisions shock leads to a reduction in credit 
growth and retail sales growth in parts Fig. 18.6a, c, respectively. Retail 
sales growth declines for nearly 15 months and credit growth remains 
significantly depressed for nearly 40 months. This is a first result which 
confirms that credit loss provisions impact business cycle fluctuations.

Fig. 18.5 Selected impulse responses (Source: Authors’ calculations)
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Fig. 18.5b shows that manufacturing growth significantly declines for 
nearly 25 months. These responses are consistent with the trajectories 
shown in Fig. 18.3. How does monetary policy respond under these cir-
cumstances? Fig. 18.6d shows that the repo rate is lowered significantly 
after 15 months and returns to pre-shock levels at around 48 months.

Does it mean all credit categories react in the same way? Fig. 18.7 
shows the effects of positive credit provisions shocks on various total 
credit and sector categories. Fig. 18.7a, b show that sector categories 
decline but reach peaks in different periods. In Fig. 18.7a the total credit 
declines move relative to corporate and household credit.4

18.5.2  To What Extent Does the Annual Change 
in Credit Provisions Influence the Business 
Cycle?

Fig. 18.8 depicts the contributions of annual credit provisions changes 
to the evolution of retail sales growth, manufacturing production growth 
and credit growth from January 2000 to February 2015. Fig. 18.8 plots 

4 The significance of these responses to one positive standard deviation credit provisioning shock is 
shown in Fig. A.18.1.

Fig. 18.6 Responses to unexpected credit provisions shocks (Source: Authors’ 
calculations)
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together the contributions of credit provisions to retail sales growth and 
manufacturing production growth to visualize the interactions in the 
results. This shows what happens to contributions when annual credit 
provision changes are negative and when these changes are positive.

Evidence indicates a negative relationship between credit provisions con-
tributions and real economic changes. When annual credit provisions are 
negative (decline), proxies for real economic activity growth rise and they 
slowdown when annual credit provisions changes are positive (increase). In 
addition, the large credit growth pre-2008 was linked to negative (decline) 
changes in annual credit provision changes. This suggests that elevated lev-
els of annual credit provisions changes since 2008 have been a drag on 
proxies for real economic activity. Therefore, evidence indicates that credit 
provisions influence business cycle fluctuations. In addition, it tends to 
accentuate the adverse effects during the recession, as shown by light grey 
shaded portion in the Fig. 18.9. The positive changes since 2012 are also 
contributing to low levels of proxies for real economic activity.

What about credit and its sector categories? Do the effects of credit 
provisions differ based on the sector category of credit? Figs. 18.9 and 
18.10 show the actual and counterfactual credit growth for each compo-
nent. In addition, both figs plot the contributions of annual credit provi-
sions changes and credit provisions changes. Both Figs. 18.9 and 18.10 

Fig. 18.8 Credit provision contributions to real economic activity (Source: 
Authors’ calculations)
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exhibit similar patterns as those found between aggregate credit growth 
and annual credit provisions changes.

Evidence indicates that the severely protracted decline in credit growth 
after 2007 coincided with a prolonged rise in changes in credit provi-
sions. This finding is robust to all credit categories. The counterfactual 

Fig. 18.9 Actual and counterfactual household and corporate credit growth 
and contributions from changes in credit provisions (Note: The contributions 
are percentage points. Source: Authors’ calculations)

Fig. 18.10 Actual and counterfactual credit growth and contributions from 
changes in credit provisions (Note: The contributions are percentage point. 
Source: Authors’ calculations)
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scenarios show that indeed the provisions for loan losses have been a drag 
on credit growth, possibly pointing to the role of the deterioration in the 
balance sheets of households and firms.

It is important to show how the household and corporate credit growth 
all impacted by annual changes in credit provisions shock. Fig. 18.11 
shows a comparison of credit provisions contributions to the household 
and corporate credit categories. Thus, between 2003 and 2009, household 
credit growth was mostly supported by a slowdown (negative) in annual 
credit provisions changes, more than by corporate credit growth. However, 
during the recession in 2009, corporate credit growth declined more than 
household credit growth, suggesting that highly elevated changes in credit 
provisions were very detrimental to credit extension to the corporate. The 
household sector growth is possibly explained by the increase in unsecured 
lending that dominated lending to households during this period.

18.5.3  What Does Nonlinearity in the Credit Loss 
Provisioning Mean for Economic Activity 
and Credit Growth Shock?

Extensive recent literature shows that the effects of macro-prudential tools 
vary depending on a tool being used during a particular phase of the finan-

Fig. 18.11 Comparisons of contributions of changes in credit provisions to 
corporate and household credit growth (Note: These are percentage contri-
butions. Source: Authors’ calculations)
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cial and economic cycle. As shown in the earlier chapters, there are differ-
ent approaches to determining nonlinearity and threshold values. The Tsay 
arranged test is used in this section to investigate the presence of nonlinear-
ity in annual changes in credit provisions. The test concluded that existence 
of a threshold cannot be rejected. However, this test did not determine the 
value of threshold. Thereafter, the Hansen test is used to establish a thresh-
old of 0.36 percentage points of annual credit provision change.

To further ascertain the prior conclusion, the chapter applied the 
smooth transition model test for nonlinearity. The test rejected the linear 
model in favor of the nonlinear model but failed to establish the ideal 
model to estimate the impact of the annual credit provisions threshold. 
Hence, this model is not used in this chapter.

The annual changes in provisions are shown in Fig. 18.12. The peri-
ods in which the level of provisions exceeds the identified threshold are 
shown in the light shaded area. Hence, periods that exceed 0.36 percent-
age points denote high a credit provisioning regime and those that lie 
below show a low regime. It is visible that the high provisions regime was 
the longest between 2008 and 2009 relative to other periods in the late 
1990s and early 2000s.

The trends of the provisions over the grey shaded areas indeed show 
that there has been high procyclicality between this macro-prudential tool 

Fig. 18.12 Annual changes in specific credit provisions (Note: Shaded areas 
denote the periods which exceed 0.36 percentage points. Source: Authors’ 
calculations)
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and the business cycles prior to 2012. This has been reduced post- 2012, as 
provisions have been countercyclical, although still below the threshold.

18.5.4  Do Nonlinear Effects Matter?

This section estimates a VAR model with three variables to assess the 
effects of nonlinearity of unexpected positive credit provisions shock 
using a threshold of annual change of 0.36 percent in credit provision.

What do the results reveal about how banks use the economic outlook? 
Fig. 18.13b, c show the responses of annual credit provisions changes to 
unexpected real economic activity shock in the form of positive retail sales 
and credit growth shocks. However, Fig. 18.13b shows that an improved 
outlook in the form of increased retail sales lowers credit provisions more 
in the low credit provisioning regime than in the higher credit provision-
ing regime.

Fig. 18.13c shows that banks decrease provisioning when credit 
extension is in the low credit provisions regime, which coincides with 
improved economic outlook. In contrast, banks increase provision in the 
higher credit loss regime which often coincides with periods of economic 
slowdown. This suggests that during upswings banks take on more risk 
by building up relatively low provisions while in downswings banks build 
up more loan loss provisions.

This evidence is supported by the relationships between retail sales 
growth and credit provisions conditioned on the threshold of credit 
provisions in Fig. 18.14a. Fig. 18.14b shows the relationships between 
credit growth and credit provisions, considering the threshold of credit 
provisions.

Fig. 18.15 compares the proportions of fluctuations explained by 
selected variables depending on the credit provision threshold. Fig. 
18.15a, b shows that a credit provisions shock explains more movements 
in credit and retail sales growth over all horizons in the higher credit 
provisions regime than in the lower regime. This confirms why the credit 
growth declines more significantly in the higher credit regime than in the 
lower credit provisions regime.
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Fig. 18.15d shows that fluctuations in credit provisions are induced by 
retail sales in higher credit provision in the first four months and there-
after the fluctuations converge to 30 percent. This explains why credit 
provision in the higher credit provisions regime decline and reach a peak 
decline in the third month after the shocks and thereafter quickly return 
to pre-shock levels. Fig. 18.15c shows that credit growth explains higher 
fluctuations in the low credit provisions regime. This supports observa-
tions that during periods of positive economic outlook banks take on 
more risk by building up relatively low provisions.

18.5.5  Did the Changes in the Business Cycle 
After 2007M8 Lead to Nonlinear Credit 
Provisioning Shocks Effects?

This section looks further at the fluctuations explained by credit provi-
sions shock and retails sales shock and shows the differences in the impulse 
responses in the 2007M8–2015M3 and 1995–2007M7 periods. It also 
determines the effects of credit provisioning shocks on credit growth and 
retails sales growth and shows whether there are any differential effects 
between the period before and after the financial crisis post-2007.

Fig. 18.16a shows that positive provisioning shock had severe depress-
ing effects on credit growth between 2007M8–2015M3 relative to 

Fig. 18.15 Fluctuations in various variables (Source: Authors’ calculations)
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1995–2007M7 periods. This suggests that a positive provisioning shock 
has more adverse effects on credit growth during periods characterized by 
economic instability and macroeconomic uncertainties.

Similarly, in Fig. 18.16 credit provisions tend to decline much more 
when retail sales growth increased prior to the 2007M7 period, which 
was characterized by stable economic growth and no recession. This sug-
gests an improved outlook made banks engage in risk provisions and that 
they under-provisioned for credit losses. Fig. 18.16b shows that the retail 
sales shock is elevated and slightly more persistent in 1995–2007M7 
than in 2007M8–2015M3. These effects are statistically different as they 
are not within the same error bands.

It appears in Fig. 18.17 that banks decreased provisioning when retail 
sales growth increases as an indicator of improved economic outlook dur-
ing 1995–2007M7 relative to 2007M8–2015M3 period. This suggests 
that during upswings banks take on more risk by building up relatively 
low provisions whereas in downswings banks build up more credit loss 
provisions.

Fig. 18.18 looks at the fluctuations in credit growth induced by pro-
visions shocks in 1995–2007M7 and 2007M8–2015M3. Provisions 
shocks induce more variations after 11 months in the credit growth in 
2007M8–2015M3 relative to 1995–2007M7.

This supports the fact that the pronounced decline in credit growth was 
related to elevated provision between 2007M8 and 2015M3, as shown 
in Fig. 18.18. In addition, provisions shocks induced more fluctuations 
in the retail sales growth in 1995–2007M7, consistent with a significant 
decline in provisions due to positive retail sales.

18.5.6  Counterfactual Analysis

The analysis concludes by assessing the interaction between credit pro-
visions and the repo rate using a counterfactual analysis similar to that 
explained in earlier chapters. These are based on the VAR described 
above. The counterfactual responses refer to responses when the repo rate 
is shut off in the credit provisions equations. The amplification effect 
is measured by the gap between actual and counterfactual responses. 
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So, does the repo rate magnify or worsen the credit growth responses 
to credit provisions shocks? The positive credit provisions shocks in Fig. 
18.19 depress credit growth and loans and advances growth more when 
the repo rate is not shut off than when it is shut off. This indicates that 
elevated repo rate magnitudes lead to worsening of credit contraction to 
positive credit provisions shock.

Are the responses of the repo rate to impact inflation influenced by 
credit provisions and financial regulatory policy uncertainty (FRPU)? The 
FRPU replaced credit provisions variables in the model described above. 
The amplifications and dampening effects are shown by the gap between 
the actual and counterfactual repo rate responses in Fig. 18.20. Evidence 
indicates that the repo rate would be higher when credit provisions and 
FRPU are shut off in the model. This suggests that elevated credit pro-
visions and FRPU respectively make the repo rate rise less aggressively 
compared to when these are not included.

18.6  Conclusion and Policy Implications

The chapter set out to establish the effects of provisions as a macro- 
prudential tool on the business cycle and their interaction with the policy 
rate. We found that credit loss provisions play an important role in influ-
encing business cycle fluctuations. We established that there is a procycli-
cal relationship between provisions, credit growth and the proxies of real 
economic activity.

A similar pattern of inverse relationships and responses is found when 
using the provisions threshold to distinguish between high and low pro-
visions regimes. These results imply that banks take up more risk during 
upswings and provide less. In contrast, banks increase provisions dur-
ing growth downswings. Historical decompositions confirm that this 
backward- looking approach to provisions amplifies fluctuations in credit 
growth, retail sales and manufacturing production.

The findings in this chapter show that this provisions model has 
adverse real economic effects as it counteracts the accommodative effects 
of monetary policy actions during downturns and recessions. However, 
the results show that since 2012 provisions have been countercyclical 
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and a drag on credit and economic activity. They have counteracted the 
effects of accommodative monetary policy to some degree, as shown by 
the counterfactual scenarios.

The policy implication is that the provisions support tight monetary 
policy as they restrain credit growth. Furthermore, the non-performing 
loans remain fairly elevated by historical standards possibly explaining 
the reluctance to lend. Trends observed in other macro-prudential tools 
also pull in the same tightening direction as provisions.

The positive credit provisions shock depresses credit growth and loans 
and advances growth more when the repo rate is not shut off than when it 
is shut off. This indicates that elevated repo rate magnitudes lead to wors-
ening of credit contraction to positive credit provisions shock. Evidence 
implies that the repo rate would rise much more in response to positive 
inflation shocks when credit provisions and FRPU variables are shut off 
in the model than when allowed to operate in the model. This suggests 
that elevated credit provisions and FRPU respectively make the repo rate 
rise less aggressively compared to when these are not included. This evi-
dence suggests that policymakers should consider the interaction of these 
policy tools in the policy decision-making process.

Summary of Findings 

• Evidence indicates that credit loss provisions play an important role in 
influencing business cycle fluctuations.

• An unexpected increase in provisions significantly lowers credit 
growth, retail sales and manufacturing production growth; whereas, 
banks decrease provisions when the economic outlook is positive, lead-
ing to growth in credit.

• There is a procyclical relationship between provisions, credit growth 
and the proxies of real economic activity. Banks take up more risk dur-
ing upswings and provide less.

• Banks increase provisions during growth downswings.
• Historical decompositions confirm backward looking approach to 

provisions amplifies fluctuations in credit growth, retail sales and man-
ufacturing production.
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• The backward-looking approach to provisions model has adverse real 
economic effects as it counteracts the accommodative effects of mon-
etary policy actions during downturns and recessions.

• Elevated provisions counteracted the effects of accommodative mon-
etary policy to some degree as shown by the counterfactual scenarios
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19
The National Credit Act, Monetary 

Policy and Credit Growth

Learning Objectives

• Analyze how the National Credit Act (NCA) propagates the effects of 
monetary policy on credit and output

• Determine the interaction and effectiveness of monetary policy and 
the NCA as part of the macro-prudential toolkit

• Determine whether there is an economic case for these tools to be 
coordinated

• Establish the degree to which the NCA and the repo rate reinforce 
each other

19.1  Introduction

Central bank mandates explicitly attend to financial stability as well as 
price stability. Studies show that the policy rate is a poor tool to deal 
with excess leverage, risk taking or the apparent deviations of asset prices 
from fundamentals. Furthermore, the policy rate is a blunt tool. A higher 
policy rate does reduce some excessively high asset prices but it comes 
at a cost of a larger output gap (IMF 2013). In addition, the literature 



shows that as there is no single tool that influences all financial behavior 
and stability consistently, a variety of tools is used. In the banking sector, 
tools range from countercyclical capital buffers, dynamic  provisioning, 
reserve requirements and levies on short-term borrowing. Whereas in 
the household sector, loan-to-value (LTV) caps for mortgage loans and 
debt-to-income (DTI) limits or lending standards are employed. It is, 
however, also true that none of these tools is a silver bullet. All can be 
circumvented to some degree. This chapter introduces a comprehensive 
coverage of active macro-prudential tools in South Africa.

The chapter starts with the analysis of the National Credit Act (NCA). 
To be specific, this chapter asks: Does the National Credit Act propagate 
the effects of monetary policy on credit and output? Thus, the chap-
ter explores the interaction and effectiveness of monetary policy and the 
NCA as part of the macro-prudential toolkit. This is motivated by the 
fact that the repurchase rate and the NCA at a given point interact with 
each other to the extent that they have a common effect on the cost 
and availability of credit. These policy tools affect lending standards and 
conditions for the supply and demand of credit. The chapter conducts a 
counterfactual analysis to show the reinforcing abilities via determining 
the size of amplifications.

The NCA affects the loan supply and lending standards. On the 
other hand, the repurchase rate has effects on both the demand and 
supply of credit. It is possible that as these tools interact they neutralize 
or propagate each other’s shocks, as well as external ones. Therefore, 
the analysis will reveal if there is an economic case for these tools to 
be coordinated. The data will reveal the relationship between the two 
instruments in three ways. First, the directions of the responses of the 
real variables to these tools are determined. Second, we investigate the 
extent to which these tools react to each other and not only on real 
variables. Third, we determine the historical contributions of these 
tools to the evolution of credit. In a nutshell, what are the properties 
and characteristics of these tools over time? Did the contributions of 
these tools diverge from (neutralize) each other or move in the same 
direction (propagate) each other.

Based on the results and the direction of the responses of the affected 
variables, if the reaction of these variables is similar, this may require 
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policymakers to make decisions on how these tools can be coordinated 
so as to minimize the adverse effects which are exacerbated when the 
other policy tool is not taken into account when making a policy deci-
sion. Related to the facts raised above, Blanchard et al. (2010) argue that 
financial regulation is not macroeconomically neutral and that macro- 
prudential policies and tools affect the level of output and prices, con-
straining borrowing and expenditure and ultimately overall output. The 
effects vary with each particular macro-prudential tool being used, as well 
as the stage of the financial and economic cycle (IMF 2013).

The interactions of these tools can be mutually reinforcing and amplify 
each other’s effects on the financial sector, real economy and the business 
cycle, hence their effects and interactions warrant appropriate investiga-
tion. In this context, the chapter adopts the Tovar et al. (2012) approach, 
and uses the NCA as a macro-prudential tool to deal with credit condi-
tions, but its effects are not only restricted to credit as they can spill-over 
into economic activity. The NCA was passed into legislation in 2005 
and implemented in June 2007.1 Despite the NCA having been imple-
mented for some time now, empirically little is known about this macro- 
prudential tool’s effectiveness and how it interacts with monetary policy. 
It is therefore important to assess the macroeconomic performance of 
these instruments.

19.2  Effects of Unexpected Policy Shocks 
on Economic Activity

Prior to identifying the characteristics related to the substitutability or 
complementarity between the NCA and the repo rate, the analysis begins 
by demonstrating whether both policy tools exert similar effects on 
selected macro-variables. In so doing, the analysis examines their effects 
on credit extension and economic activity, given that, for instance, an 
unexpected positive (increase) monetary policy shock may have its effects 

1 For further information and details on the Financial Sector Charter that predates the implementa-
tion of the NCA and on the NCA see http://www.banking.org.za/index.php/consumer-centre/
national-credit-act and http://www.banking.org.za/index.php/consumer-centre/financial-sector- 
charter-code/
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exacerbated by the NCA if these reinforce each other, and the NCA will 
magnify the policy rate effects in the same direction and lead to a greater 
impact on financial and real variables.2

The distinction of the response to unexpected policy shocks is crucial in 
the analysis of the interaction of monetary policy and macro- prudential 
tools. This chapter applies a methodology which enables us to identify 
and map the credit growth and economic activity trajectories following 
an unexpected shock on monetary policy and the NCA shock. In addi-
tion, this methodology also maps trajectories (impulse responses) of the 
NCA to monetary policy shocks and vice versa.

The chapter uses a vector autoregression approach (VAR) and the 
shocks refer to the same unit shocks. The approach imposes an assump-
tion that the macro-prudential policy variable is exogenous. In the esti-
mations, the repo rate is placed second and followed by economic activity 
and finally, bank credit extension.3 Specifically, our analysis relies on 
impulse response functions where the NCA is captured by the dummy 
variable defined to equal one for the period beginning in June 2007, 
including later periods, and zero prior to its implementation.4 The mod-
eling approach enables making conclusions which validate the inferences 
about the importance of the impact of two shocks by including confi-
dence bands around the trajectories’ paths into the future.5

The analysis begins by looking at the responses of economic activ-
ity measured by manufacturing production.6 In addition, the analysis 
examines whether the effects of these two policy shocks differ accord-
ing to the data sample. To address the criticism that the results may be 
dependent on and significantly influenced by the start of the sample, we 

2 For example, a 50 basis point change in the repo rate.
3 A Cholesky decomposition is used. In addition, the results were also evaluated using an alternative 
ordering of variables. We place the repo rate before the NCA, suggesting the repo rate has contem-
poraneous impact on the NCA, and not vice versa, and we found the results to be robust. The 
Generalised Impulse Responses Function (GIRF) is used and the results are also robust.
4 A cumulative dummy as a dummy for number of months since the implementation of the NCA 
is used, see Tovar et al. (2012).
5 The standard errors for the confidence intervals are calculated using Monte Carlo simulations.
6 Similarly to various other studies, we approximate economic activity by using manufacturing 
production or industrial production.
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report results for two periods: 1995–2013 and 2000–2013. As shown in 
Fig. 16.1, the trajectories in both graphs confirm that both policy shocks 
affect economic activity significantly, although with some delay.

To assess the extent to which both policy shocks affect economic 
growth for the two sample periods, we compare two impulse responses 
represented by the continuous and dotted lines in Fig. 19.1. Since the 
dotted lines are not within the continuous lines for some months after 
the shock, this shows that the repo and NCA impact economic activ-
ity differently for the two sample periods. The evidence indicates there 
are significant differences in the response of economic activity to both 
shocks, which is influenced by the sample. However, the evidence also 
indicates that both shocks tend to depress economic activity.

19.3  How Resilient Is Credit Growth 
to the Repo Rate and NCA Shocks?

The analysis examines the effects of unexpected tightening in the NCA 
and repo rate on the trajectories of growth in credit extension in the 
months ahead following the two shocks. The confidence bands are used 
to interpret the economic significance of economic activity responses. 

Fig. 19.1 Responses of economic activity to repo rate and NCA shocks 
(Source: Authors’ calculations)
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Fig. 19.2 Responses of credit growth to repo rate and NCA shocks (Source: 
Authors’ calculations)

The results in Fig. 19.2 show that both the unexpected tightening in 
the repo rate and the NCA depresses growth in credit. The maximum 
impact occurs between 20 and 30 months after the shock, and effects 
depend on the shock and period under review. Evidence indicates that 
growth in credit declines significantly due to the NCA shock and the 
maximum impacts significantly vary between the two sample periods. 
Consistent with economic predictions, growth in credit falls significantly 
to a positive repo rate shock but the trajectories do not differ between 
both periods.

The evidence established that both the unexpected repo rate and NCA 
shocks have depressing effects on economic growth and loan advances 
growth across different samples. Fig. 19.3 compares the effects of these 
two shocks simultaneously on economic activity and growth in credit for 
2000–2013.

The results show that the NCA shock tends to have a larger depressing 
effect on growth in credit and economic activity relative to the impact of 
the repo rate shock. These results concur with much empirical evidence 
that shows that changes in bank lending standards have significant effects 
on both credit growth and economic activity (see for instance, Ciccarelli 
et al. 2010 and 2013).
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19.4  Is There Evidence That the Monetary 
Policy and NCA Shocks Complement 
Each Other?

Evidence shows that the effects of monetary policy and the NCA shocks 
result in a significant decline of growth in credit and economic activ-
ity. So, does a tit-for-tat exchange exist between the NCA and mone-
tary policy shocks? This interaction is assessed using impulse responses. 
Alternatively, do these tools have complementary effects on the selected 
financial and real variables? The historical decompositions approach is 
used to assess for contributions of these policy tools over time, whether 
they were complementing or conflicting with each other.

Policy-oriented discussions generally assume that both policies will be 
counter cyclical most of the time, but there have been concerns raised by 
policymakers and certain commentators as to scenarios that may place 
the two policies at odds with each other over the business cycle. The 
results presented in Fig. 19.4 show that the two tools reinforce each oth-
er’s effects in very modest magnitudes. The reinforcement is significantly 
pronounced when using data in levels for manufacturing production, a 
proxy for economic activity, and credit, as shown in Fig. 19.4, rather than 
with estimations using growth rates (the results are not show here, but 
can be availed to the reader upon request).

Having established that the repo rate and the NCA shocks tend to 
reinforce each other, how would growth in credit have evolved in the 
absence of these shocks? To gain insights with respect to growth in credit, 
we look at three scenarios based on the decomposition of growth in credit 
into own contributions and base forecast (i.e. credit growth trends), con-
tributions from the repo rate, contributions from the NCA and lastly 
contributions from economic activity. Based on these contributions, 
somehow it is possible to reconstruct growth in credit from 2003 to 
2013 as follows: (1) isolate the contributions of the NCA; (2) isolate the 
 contributions of the repo rate; and (3) isolate the contributions of the 
combined effects of both the repo rate and the NCA.

The effects of the repo rate and the NCA based on the three scenarios 
above are presented in Fig. 19.5. The results show that the NCA contrib-

474 Bank Credit Extension and Real Economic Activity in South Africa



Fi
g

. 1
9.

4 
R

es
p

o
n

se
s 

o
f 

p
o

lic
y 

to
o

ls
 t

o
 e

ac
h

 o
th

er
 in

 m
o

d
el

 d
at

a 
le

ve
ls

 (
So

u
rc
e:

 A
u

th
o

rs
’ c

al
cu

la
ti

o
n

s)

19 The National Credit Act, Monetary Policy and Credit Growth 475



utes positively until a few months after its implementation in 2007. This 
probably indicates the much-reported and anecdotal evidence pointing 
to the role of front-loading and the splurge in credit provision by banks 
in anticipation of the actual implementation.

However, a much clearer picture of the policy contributions made 
according to each scenario stated above and further evidence of the rein-
forcing effects of the two policy effects, in particular following crisis and 
recession, is shown in Fig. 19.5c. Prior to the financial crisis and reces-
sion, both the repo rate and the NCA were stimulating growth in credit, 
and they have a similar net effect. However, following crisis and recession, 
both policies had a constraining effect and dragged down the growth in 
credit, as in Fig. 19.5d. The repo rate had a stimulating effect in the later 
part of 2013, as in Fig. 19.5c, although the net contributions of both 
policies were still negative, as shown by Figs. 19.5d and 19.6.

Fig. 19.6 shows the contributions of the repo rate since 1997 and con-
tributions of NCA since 2004. The high interest rate episodes of 1999, 
2001 and 2008 are clearly visible, with the expected lag period. The eas-
ing period associated with the period 2004–2007 is also clearly evident. 
It is, however, interesting that for the period mid-2008–mid- 2013, the 
repo rate was contributing to the downward growth of credit despite the 
steep lowering of the policy rate to historic lows.

Fig. 19.5 Counterfactual scenarios of credit growth and policy contributions 
(Source: Authors’ calculations)
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19.5  Counterfactual Responses

The chapter concludes by determining the amplifying or stifling abilities 
of (1) repo rate on NCA and (2) NCA and repo rate. Thus, would the 
loan advances impulse responses have been different in regard to repo 
rate (NCA) shocks when NCA (repo rate) is shut off? The counterfactual 
refers to loan advances responses when one channel is shut off. A model 
with four variables using policy rate, manufacturing productions, loans 
and advances and an NCA dummy is estimated. The manufacturing 
production and loan advances are estimated in levels. The gap between 
actual and counterfactual shows the size of amplification of the loan and 
advances responses by repo rate.

Fig. 19.7a and c show that actual loans and advance impulses decline 
more than the counterfactual responses to both repo rate and NCA 
shocks. The amplifications in Fig. 19.7b show that the NCA makes loan 
advances decline very much when related to a repo rate shock. In addi-
tion, in Fig. 19.7d the repo rate makes the loan advance decline very 
much when related to NCA shock.

Furthermore, the effects of these shocks on manufacturing produc-
tion are assessed, with the NCA dummy and repo rate shut off respec-

Fig. 19.6 Contributions from NCA and repo rate on credit growth (Source: 
Authors’ calculations)
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tively. Using the above methodology, the evidence indicates that actual 
manufacturing production responses decline more than counterfactual 
responses to NCA shock. In addition, the actual manufacturing produc-
tion declines more than the counterfactual to repo rate shock. This sug-
gests that both the NCA and the repo rate amplifies the manufacturing 
production responses.

Fig. 19.7 Amplification effects on loan and advances (Source: Authors’ 
calculations)

Fig. 19.8 Amplification effects on manufacturing production (Source: 
Authors’ calculations)
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19.6  Policy Implications

This chapter set out to explore the effectiveness of these two policy tools, 
namely the NCA and the repo rate, and to assess whether they exert 
similar effects on the selected real economic variables; and therefore to 
contribute towards the analytical framework for the interaction of the 
NCA as a macro-prudential policy tool within monetary policy. Based 
on the estimated credit trend, the findings also contribute towards other 
measures of the credit gap that can be considered as possible indicators.

The empirical results presented in the chapter suggest that there has 
been a mutually reinforcing interaction between monetary policy and 
the NCA as a macro-prudential tool with little evidence of the existence 
of substitution effects. From both monetary and financial stability policy 
perspectives, evidence that the NCA and the repo rate have reinforcing 
effects calls for the coordination of the tools. From a monetary policy 
perspective, the evidence suggests that policymakers should be cognizant 
that the NCA reinforces the impact of the repo rate, possibly indicating 
that the repo rate should not be adjusted aggressively. Reinforcing the 
abilities of the NCA may lead to more adverse effects on real economic 
activity than expected.

Summary of Findings

• Evidence suggests that there has been a mutually reinforcing interac-
tion between monetary policy and the NCA as a macro-prudential 
tool, with little evidence of the existence of substitution effects.

• The analysis shows that both unexpected NCA and repo rate shocks 
have depressing effects on both economic activity and growth in credit 
extension

• Evidence shows that the NCA tends to depress both growth in credit 
and economic activity to a larger degree when compared to the repo 
rate shock effects.

• The counterfactual analysis shows that actual manufacturing produc-
tion responses decline more than counterfactual responses to NCA 
shock when repo rate is shut off relative to when it is not shut off.
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20
Loan-to-Value Ratios, Contractionary 

Monetary Policy and Inflation 
Expectations

Learning Objectives

• Discern the nature of the interaction between LTVs and the repo rate 
since 2001

• Assess the extent to which the tight (loose) LTVs reinforce (neutralize) 
the contractionary (accommodative) monetary policy stance

• Analyze whether the transmission of the LTV shocks occur through 
the same channels that are impacted by a tight (accommodative) mon-
etary policy shock

• Examine the impact of the repo rate and LTV shocks on household 
balance sheets

• Assess the response of LTVs to an unexpected positive current infla-
tion expectations shock and inflation

• Assess how deterioration in the inflation outlook leads to the LTV 
tightening

• Understand the impact of LTV tightening shocks on price stability



20.1  Introduction

The literature on the interaction of monetary and financial policy argues 
that some features of the housing market explain that differences in the 
transmission of monetary policy can amplify swings in the real economy 
and can be sources of financial instability. The interaction of macro- 
prudential policies for residential mortgage lending and monetary pol-
icy can induce macroeconomic fluctuations, particularly if they move 
in the same direction as other shocks that amplify or dampen collateral 
constraints.

The chapter takes its cue from the ongoing international debates that 
when it comes to macro-prudential tools “Take nothing on its looks– 
take everything on evidence.” This chapter asks: What does the data tell 
us about the nature of the interaction between loan-to-value ratios LTVs 
and the repo rate since 2001? To what extent do tight (loose) LTVs rein-
force (neutralize) the contractionary (accommodative) monetary policy 
stance? Does the transmission of the LTV shock occur through the same 
channels that are impacted by a tight (accommodative) monetary policy 
shock?

Fig. 20.1 shows the repo rate, LTVs and headline inflation. Between 
2011 and 2013 the tightening in LTVs was accompanied by the histori-
cally low policy rate. This is in stark contrast to the massive loosening 
in LTVs prior to 2007, which coincided with the repo rate tightening. 
Furthermore, Fig. 20.1 shows that inflation has moved in the same direc-
tion as LTVs before 2011. However, after 2011 the decline in LTVs was 
not accompanied by a similar declining trend in the inflation rate. Price 
stability is the primary mandate of the monetary policy authorities, hence 
we raise the question: Is there a spill-over impact of a macro-prudential 
tool such as the LTV tightening shock on inflation and inflation expec-
tations? Inflation expectations impact economic activity and inflation 
outcomes.

Fig. 20.2a and b show the plot between LTVs and the Bureau of 
Economic Research (BER) regarding all current inflation expectations. 
The cross correlations reveal that when LTVs lead current inflation expec-
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Fig. 20.1 Repo rate, LTV ratio and headline inflation (Note: The grey high-
lighted area in all the graphs shows the period of the National Credit Act and 
the National Credit Act Amendments. Source: SARB and authors’ 
calculations)

tations, the latter tends to rise for a prolonged period—meaning that 
periods of loose LTVs tend to be associated with inflationary episodes. 
On the other hand, when current inflation expectations lead the LTVs, 

Fig. 20.2 Relationship between LTV and inflation expectation (Note: The 
grey highlighted area in all the graphs shows the period of the National 
Credit Act and the National Credit Act Amendments. Source: SARB and 
authors’ calculations)
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the latter is tightened. The implication is that banks associate periods of 
heightened inflationary pressures with tight policy, hence they tighten 
LTVs.

Against this background, the chapter continues towards the objec-
tive of contributing to the research on the interaction between monetary 
policy and macro-prudential tools through filling more policy research 
gaps. Do indicators of wellness of households used for financial stability 
purposes respond to unexpected LTV and repo rate tightening shocks? 
This chapter shows policymakers that there exist differential sensitivities 
of household disposable income, debt and financing costs, as well as the 
ratios of household financial wellness indicators to both repo rate and 
LTV tightening shocks.

Given that most indicators of household financial wellness are 
expressed as ratios, we determine whether it is numerators or denomi-
nators that drive the sensitivities of these ratios to LTV and repo rate 
shocks. Based on the evidence of household financial wellness ratios as 
indicators of financial stability, we derive policy implications and offer 
recommendations.

Credit-driven consumption expenditure is a big contributor to eco-
nomic growth. So how potent is the credit driven consumption spend-
ing channel in transmitting the LTV tightening shock? Over and above 
disposable income, the wealth channel also plays a meaningful role. 
Therefore, we ask: Is there evidence that LTV and repo rate tightening 
shocks reinforce each other in impacting household assets?

The literature asserts that economic agents hold certain subjective 
beliefs about price behavior. The updating of these beliefs can propagate 
economic shocks in either direction. After all, it is a fact that if infla-
tion expectations are stable, low nominal interest rates translate into low 
real rates which are conducive to loose lending conditions, the build-up 
of financial excesses and risks. So, if that is the case, what is the nature 
of the link between LTVs and inflation expectations? Do high inflation 
expectations pose risks to financial stability via the LTV channel? If so, 
when did the LTV tightening shock uplift and drag inflation outcomes 
and expectations?
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20.2  How Are the LTVs and RTIs Determined 
in South Africa? 1

Currently, in South Africa LTVs and repayment-to-income ratio (RTIs) 
limits are the outcome of banks’ management of the credit decision 
processes reinforced by the implementation of the National Credit Act 
(NCA) and the National Credit Act Amendments. As an outcome of the 
internal credit affordability score-cards and background checks, banks 
use their discretion on what limits to apply on LTVs and RTIs.

Given banks have been using these tools for some time, the analysis 
asks: What can the regulator and policymakers learn for the past cycles? 
Are there any benefits regarding the role of limits on LTVs and RTIs used 
together on all or as a proportion of new lending? What regulatory policy 
inferences can be made with regards to the coordinations of these tools 
with monetary policy?

First, these residential macro-prudential tools can strengthen the 
resilience of the banking sector by reducing the likelihood of mortgage 
defaults and losses, if the defaults materialize. Second, emerging literature 
largely based on cross-country experiences shows that LTVs and RTIs 
should be put in place early on to help prevent problems emerging. They 
should not be deferred until corrective action is necessary. They are a first 
line of defence against the build-up of financial excesses and risks, and 
constraining credit and or financial booms (Mester 2014).

Third, banks’ lending standards as captured by LTVs, RTIs and debt- 
to- income ratio (DTIs) are amongst the best indicators of credit market 
conditions in particular, the residential housing market and house prices. 
Last but not least is that together these tools can be progressively used to 
relax (or tighten) borrowing constraints that can generate a strong nega-
tive (or positive) correlation with house prices, consumption expenditure 

1 Regulations on LTVs and RTIs are essentially macro-prudential policy measures targeted at lend-
ing standards on the system as a whole throughout the credit cycle. They aim to enhance the stabil-
ity of  the  financial system to  future shocks. They are complementary tools to  existing 
micro-prudential supervision and to banks’ own internal risk management practices, such as credit 
assessment policies and  procedures dealing with  different aspects of  credit risk associated 
with the borrower. Other countries also intensify the rate and duration of amortization as a tool 
aimed at reducing indebtedness (Central Bank of Ireland and Sveriges Riksbank 2015).
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and economic activity.2 In a nutshell, lower collateral and income repay-
ment requirements ease credit constraints; facilitate access to external 
funding and drive up house prices (Ferrero, 2012).

20.3  How Have RTIs and LTVs Evolved 
in South Africa?

In the empirical sections of the study we use the weighted LTVs, being 
aware that banks adopt an approach that distributes LTVs and RTIs 
across the house price and income spectrum. For instance, they can 
allocate a 100 percent LTV on low income houses ranges relative to 
other house price categories. The results of such a strategy can be a 
heterogeneous growth in different segments of the housing market and 
target group.

Why do banks use LTVs and RTIs together on all or as a propor-
tion of new lending? LTV caps on their own might be an insufficient 
tool due to the fact that the level of indebtedness still rises when 
housing prices increase. So, does this mean LTVs and RTIs can work 
together? It turns out that LTVs and RTIs tend to be complementary 
tools used in dampening the cyclicality of lending to the property 
sector. As complementary tools, the LTV is used to mainly address 
the wealth or the degree of the potential loss to the bank in the event 
of default. On the other hand, the RTI is aimed at dealing with the 
income aspects or the affordability for the borrower. In this respect, 
RTIs may be more effective in markets where house prices are rising 
faster than incomes. It is generally used as an indicator of mortgage 
market repayment stress. Overall, these tools are used to mitigate 
credit risks via both the collateral channel and the repayment channel 
(McCarthy and McQuinn, 2013).

2 IMF (2013) shows that of the macro-prudential instruments to address real estate booms, the 
most widely used tool is the limit on LTV ratios, followed by sectoral capital requirements and RTI 
caps or a combination of LTV and RTI limits. Furthermore, evidence shows that although these 
instruments are not typically aimed at house price growth, they have modest and lagged effects on 
house price growth.
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20.3.1  Are Households Deleveraging or Have LTVs 
and RTIs Shifted the Scales?

To contribute to the ongoing debate on whether households have delev-
eraged and, if so, to what degree, we look to the housing market for clues. 
We show residential mortgage loans granted in each of the three LTV 
segments in Fig. 20.3a.3 It is evident that the proportion of residential 
mortgages paid-out at LTV less or equal to 80 percent has increased since 
2012. This proportion has increased from nearly 58 percent of the total 
mortgage pay-outs in 2012 to nearly 68 percent in 2015—this still sug-
gests that indeed banks have tightened LTVs.

Has there been a shift in the mortgage shares according to the distri-
bution of LTVs? Yes, in Fig. 20.4b the percentage of residential mort-
gages with LTVs greater than 100 percent declined from 10 to around 
8 percent of the total. Similarly, the proportion of mortgages with LTVs 
between 80 and 100 percent declined from around 31 percent in January 
2013 to an average of 27 percent of the total since January 2014.

What does this mean for policymakers? Most home buyers have to put 
down payment of at least 20 percent of the loan value requested when 
buying a house. This seems more a case of tightening of lending condi-
tions as opposed to households deleveraging.

3 The distribution of the LTVs has an impact on the sensitivity of households to changes in inter-
ests. As the LTV thresholds progressively increase, the interest rate costs and sensitivities increase.

Fig. 20.3 The distribution of LTVs (Source: SARB and authors’ calculations)
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20.3.2  Are Households Making Excessive 
Repayments Relative to Their Income?

To answer this question, we show the evolution of the weighted RTI 
in Fig. 20.4a, starting in 2004. Similar to LTVs, banks distribute RTIs 
across their mortgage book. However, the data on the distribution of 
the RTI is only available from 2008Q1. We show the relative sizes of 
loans in each RTI category as a percentage of the total mortgage book 
in Fig. 20.4b.

Fig. 20.4a shows that the weighted RTIs increased from 15 to just 
above 30 percent for the period 2004Q3 to 2008Q2. RTIs have since 
declined and stabilized around 20 percent. This decline means banks did 
not want to overburden their clients with excessive repayments relative to 
their income, which is consistent with prudent lending decisions.

How has this shifted the distribution of RTIs as percentage of total 
mortgage advances paid out? The share of mortgage advances in less than 
or equal to 30 percent of the RTI category increased to almost 100 per-
cent of total mortgage advances paid out. Alternatively, the share of mort-
gage advances in the 30–40 percent RTI category decreased to almost 0 
percent of the total since 2012 until the present. This evidence implies 
that banks have improved the standard they use to assess for the afford-
ability of granting mortgage advances and this possibly contributes to 
lessening the household repayment burdens and debt levels.

Fig. 20.4 Banks’ residential mortgage book and distribution of mortgage 
loan repayment to income ratio (Source: SARB and authors’ calculations)
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Is the application of the RTIs without condemnation? Not so, because 
the effectiveness of RTIs in fully capturing indebtedness and compre-
hensive guide of creditworthiness has its own disapprovals. As an alter-
native to RTIs, households’ total DTI ratio and limits is the ultimate 
tool in helping to restrict the borrower debt servicing cost relative to the 
income. Why is this the case? This is based on the recognition that over- 
indebtedness of households emanates from additional secured or unse-
cured borrowings from multiple sources.

So, is this still an ideal tool to control the over-indebtedness? Yes, it is. 
But it has its own fair share of weaknesses. It is noted that operationally 
it will be difficult to impose the limits on the DTI ratio as it requires net 
income and a comprehensive view of the debt service cost, including all 
the borrower’s loans. This extends to stress tests under different interest 
rate and income scenarios.4

Will the countercyclical capital buffer (CCB) help in dealing with 
household resilience to indebtedness? It seems not. Research notes that 
while the CCB increases the banks’ capacity to absorb losses in a down-
turn, it does not specifically target households’ resilience or indebtedness. 
Moreover, even though an increase in sectorial capital requirements could 
lead to an increase in banks’ lending spreads, which could moderate 
 lending volumes to that sector, it falls short of directly addressing house-
hold demand for credit, or the household sector’s financial resilience and 
indebtedness (Bank of Ireland 2014).

20.3.3  Is the Ratio of Residential Non-performing 
Loans Still Inhibiting Credit Extension?

For further evidence on the extent or degree of household deleveraging, 
we look at the value and number of residential non-performing loans 
(NPLs). Similarly, the value and number of NPLs as a percentage of 
mortgage advances has declined from peak levels recorded in 2010 and 
are now at low levels, comparable to those recorded in 2004. The trends 
in the NPLs of banks’ mortgage books support the possibility that it is 

4 Nonetheless, it is possible that such aspects fall within the remit of the National Credit Regulator.
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more a case of prudent management or credit quality of the residential 
mortgage books than the deleveraging of households per se.

It is very possible that the high levels of NPLs were on account of the 
earlier loose LTVs and high RTIs. Literature shows that borrowers with 
high LTVs and RTIs are more likely to default on their debt. This likeli-
hood is mostly the case for borrowers who suffered the most when the 
unemployment rates increased.

Nonetheless, the implication of the current low levels in NPLs is that 
they will probably afford banks’ space to grow their mortgage books, 
which have been fairly stagnant, as shown in Fig. 20.5a.

20.4  To What Extent Did the LTV Tightening 
Shock Reinforce or Offset the Effects 
of the Repo Rate Tightening Shock?

The empirical analysis begins by primarily investigating the channel 
through which the LTV and repo rate tightening shocks are transmitted 
using a small vector autoregression (VAR) model with quarterly data from 
2001Q1 to 2015Q2. However, in the latter section when we use infla-
tion expectations data, we change the sample size to 2002Q3–2015Q2 
to accommodate the starting date of inflation expectations. The model 
 comprises of GDP, the repo rate, LTVs and either total loans and advances 

Fig. 20.5 Weighted repayment-to-income ratio and non-performing loans 
(Source: SARB and authors’ calculations)
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or mortgage advances or household balance sheet variables. The last vari-
ables are used interchangeably in the model. Apart from the repo rate, 
LTV and other ratios which are in percentages, we estimate the model in 
levels rather than in differenced form.

The GDP is log transformed and multiplied by 100, hence its response 
should be interpreted as percentage deviation from the trend. In addition, 
other variables that measure the quantities are similarly transformed. The 
model is estimated using two lags as selected by the Akaike Information 
Criterion and 2,000 draws. The analysis is based on one positive standard 
deviation shocks. To overcome ordering problems related to the Cholesky 
econometric estimation issues, we test if the results are robust to placing 
the LTV before repo rate. Indeed, the results are robust.

Does an LTV tightening shock exert different effects compared to the 
repo rate tightening shock? Not based on the direction of the responses 
exhibited in Fig. 20.6.

Both the LTVs and the repo rate tightening shocks lead to signifi-
cant contractions in GDP, total loan advances and mortgage advances. 
Despite the similar directional responses, the positive repo rate shock 
leads to bigger contractions in GDP, mortgage advances and total loan 
advances than the LTV tightening shock. This is preliminary evidence 
indicating that the repo rate and LTV tightening shock effects reinforce 
each other. Furthermore, in line with expectations of targeted tools, it 
seems that LTVs exert limited responses on growth.

How does this finding relate to current policy discussions? This chap-
ter is cognizant of the current ongoing heated debate on whether mon-
etary policy should “lean against” or “clean up after” the credit cycle or 
asset (house) price booms. Without getting into a detailed discussion of 
the pros and cons of either approach or their alternatives, we simply show 
evidence. This evidence reveals that when the policymaker is mandated 
with maintaining price and financial stability, the interaction of available 
policy tools has to be thoroughly understood. Such an understanding 
may enhance policy coordination, leading to either optimal or desired 
outcomes.

Based on the direction of the responses, we argue that the model we 
used in this analysis does capture some stylized effects of the policy on 
macroeconomic variables. However, it is important to understand how 
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residential macro-prudential tools targeted at the housing market, such 
as the LTVs, interact with monetary policy.

Does the LTV shock as a regulatory rule work in the same direction 
as monetary policy? If so, does this depend on which shock preceded 
the other shock? Or is it evident that the LTV shock as a regulatory 
tool might work against the repo rate? Fig. 20.7a shows that the LTVs 
decline significantly and return to pre-shock level after 11 quarters 
following a positive repo rate shock. The tightening of LTVs suggests 
that lending standards are also tightened, following the tightening of 
the repo rate. Furthermore, the repo rate effects on economic vari-
ables may be compounded by further tightening of LTVs as a lending 
standard.

This evidence concurs with well-established facts that financial fric-
tions in financial intermediation matter for monetary policy transmis-
sion. In this context, models using Taylor type rules augmented with 
financial stress indicators, asset prices, credit and or some indicator that 
best captures developments in the financial variables of interest, have 
been shown to improve macroeconomic stabilization.

What should monetary policy do if it is preceded by an unexpected 
LTV tightening shock? Evidence shows that if the shock originates in 
LTVs as tightening in lending standards, the repo rate is loosened sig-
nificantly, as in Fig. 20.7b. This reveals that efforts to gradually integrate 
financial stability into monetary policy decisions should be accompanied 

Fig. 20.7 Responses of the LTV and repo rate (Source: Authors calculations)
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by the recognition of the potential “trade-offs” in instruments, so that 
they have the desired effects on their own targets, and identifying the 
source of shock in real estate markets.

20.4.1  Sensitivity of Household Disposable Income, 
Debt and Financing Costs to Repo Rate and 
LTV Tightening Shocks

This section investigates whether the tightening of LTVs reduces the 
expansion in household debt, thus mitigating rising household leverage 
and financial system vulnerabilities. In essence, we attempt to capture 
the role of shocks to the repo rate and LTVs to household liabilities and 
disposable income. Fig. 20.8a, b and e show that a repo rate shock leads 
to a bigger contraction in household debt-to-disposable income and the 
constituents of this ratio, namely, household debt and disposable income. 
The contraction of these variables suggests both shocks reinforce each 
other. Thus, debt is highly responsive to the policy rate changes relative 
to adjustments in the LTVs. This evidence confirms the existence of spill- 
overs when decisions on these two policy tools are under the influence of 
different and independent institutions.

What happens to the ratio of debt servicing costs-to-disposable income 
and household debt financing costs? This ratio measures households’ debt 
servicing costs as percentage of household disposable income and it is 
argued that it is a better indicator of financial stress than the aggregate 
DTI ratio. A positive repo rate shock raises the ratio of debt service costs- 
to- disposable income. In addition, the household debt financing costs 
increase significantly on impact and for nearly a year, before declining 
significantly thereafter. This shows cyclicality in the debt financing cost. 
The elevated ratio indicates that households become vulnerable to eco-
nomic shocks. Hence, they are at high risk of failing to meet their finan-
cial obligations. This, therefore, poses risks to financial stability and the 
economy.

In contrast, the LTV tightening shock leads to a reduction in both 
debt serving costs-to-disposable income and the debt financing costs. 
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The decline in the ratio indicates a decrease in the number of vulnerable 
households which may find it difficult to make their debt repayments. 
Fig. 20.8d reveals that household debt financing cost is more sensitive 
to a repo rate tightening shock than the LTV shock. This is a sensible 
outcome due to the fact that the repo rate changes affect the cost of debt, 
whereas the LTVs reduce the initial debt commitments and may there-
fore reduce the sensitivity to interest rate changes. As mentioned earlier, 
LTVs at their core reduce initial debt and therefore limit the degree of the 
potential losses to the bank in the event of default.

Which policy shock can lead to a big reduction in household debt? 
We find that repo rate tightening has larger effect than an LTV tight-
ening shock in dampening household debt and household disposable 
income. In addition, a tight monetary policy shock’s big reduction in 
household disposable income and household debt comes at the cost of 
larger spill- over effects to output. Is large spill-over always a desirable 
outcome? Not so, because if the policy objective was not to signifi-
cantly slow down output, then the LTV tightening shock is effective 
because it is a tool well-targeted at the source of financial stability 
vulnerability.

Overall, the results in this section suggest that a contractionary mon-
etary policy by lowering LTVs result in its tightening. LTV tightening 
as a borrowing constraint leads to the amplification of the economic 
responses which spill-over to the rest of the economy. Furthermore, LTVs 
turn out to be less blunt on output relative to the repo rate. This presents 
a case for coordination of the tools.

20.4.2  Do LTV and Repo Rate Shocks Reinforce Each 
Other in Impacting Household Balance 
Sheet Assets?

The financial health of the household matters for the transmission of 
monetary policy and the stability of the financial system. Why should 
this matter? Households with liquid assets, such as cash, may draw on 
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these assets to service their debt and ease the financial strain in the event 
of severe economic shocks. To get more insight that enables us to rec-
ommend appropriate policy responses, we determine the reaction of the 
ratio of household net wealth to disposable income and household total 
assets or capital gearing to both LTV and repo rate tightening shock. 
Figure 20.9 reveals that repo rate tightening leads to bigger declines in 
the indicators of the financial health of household assets than the effects 
exerted by the LTV tightening shock.

Is it possible to rank the pronounced peak contraction from highest to 
lowest? Fig. 20.9f shows that the repo rate has a bigger effect on house-
hold net wealth than household disposable income. The least peak decline 
is in household disposable income. The biggest peak contraction is on 
household net wealth over all horizons. These findings suggest that the 
repo rate and LTV tightening shocks have significant effects on house-
holds’ assets. This is in line with earlier assertions that the main objec-
tive of LTVs is to address housing market aspects through the wealth 
and collateral channels. Nonetheless, this has implications for inflation 
dynamics, which is the primary mandate of the monetary authorities. 
For example, a decline in wealth and disposable income together with 
collateral constraints should lead to a reduction in inflationary pressures, 
ceteris paribus.

It is possible to conclude that in view of the fact that the repo rate 
leads to a bigger decline in household disposable income, households’ 
assets and net wealth than those exerted by LTV tightening shock, this 
evidence possibly presents yet another encouragement for the coordina-
tion of these tools.

Exactly how could these policy tools be coordinated? It seems that 
when the economy is hit by a financial shock which alters and leads to 
revaluation of collateral, a countercyclical LTV policy could be a more 
effective tool for stabilization. Evidence shows that LTVs induce fewer 
fluctuations in other economic variables compared to monetary policy. 
Such coordination of the policy tools can loosen the financial and col-
lateral borrowing constraints of households.
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20.4.3  What Moves the Ratios Due to a Positive Repo 
Rate Shock and LTV Tightening Shock? Is It 
the Numerator or the Denominator?

This discussion begins by disentangling the movements in the ratio of net 
household wealth to disposable income. The household net wealth declines 
more than disposable income due to an unexpected positive repo rate shock 
in Fig. 20.10a. Why should the ratio of household net wealth to disposable 
income decline? It might be because household net wealth is a big driver in 
pulling down the ratio of the household net wealth to disposable income.

Fig. 20.10b shows that household net wealth declines more than 
household disposable income in the first three months, which explains 
the decline in the ratio of household net wealth in Fig. 20.10 due to LTV 
tightening shock. In addition, the improvement in the ratio of household 
net wealth after four quarters is due to a large recovery in household net 
wealth following an LTV tightening shock.

Second, the analysis disentangles movements in the ratio of house-
hold debt-to-disposable income. What leads to a decline in the ratio of 
household debt-to-disposable income due to both the repo rate and LTV 
tightening shocks? It is evident that household debt shrinks more than 
the decline in disposable income due to both shocks in Fig. 20.11c and 
d. In addition, Fig. 20.11f shows that debt costs fall more due to the 
LTV tightening shock than disposable income. Fig. 20.11e shows that 
financing costs are more responsive to repo rate tightening than dispos-
able income. All the evidence in this section has implications for the 
aggregate consumption and its components.

20.4.4  Consumption Spending Channel: What  
are the Policy Implications Regarding the 
Inflation Outlook and Inflation Expectations?

One channel that impacts inflation and possible inflation expectations 
is the consumption channel, in particular credit driven consumption 
 expenditure. Fig. 20.12 shows the responses of total PCE (consumption) 
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and its components. Total consumption expenditure is decomposed into 
non-durable, semi-durable, durable and services consumption goods.

What does an LTV tightening shock do to consumption? Fig. 20.12 
shows that consumption declines significantly, but not permanently. This 
trajectory is evident across all categories. Nonetheless, Fig. 20.12f shows 
that PCE declines more due to a positive repo rate shock than to the LTV 
tightening shock. The responses to the two shocks are significantly different.

Is it possible that the reduction in consumption due to the LTV tight-
ening shock could affect inflation and inflation expectations? The scatter 
plots can have a regression line which shows the mean or intercept and 
slope which measure the sensitivity and signs of the relationship. The 
scatter plots in Fig. 20.13b reveal a positive bilateral relationship, which 
suggests that increased consumption raises inflation. In addition, Fig. 
20.13a reveals that inflation increases as the LTVs are loosened.

So what would be the mean inflation rate in the absence of credit- 
driven consumption pressures and LTV loosening? In the absence of 
any shocks that drive the inflation rate, the mean inflation rates are well 
below 6 percent. In fact, they are firmly inside the inflation target band. 
In both a) and b) the mean which is the intercept of the regression are 
both between 4 and 6 percent.

In light of this evidence, to what extent can the LTV tightening shock 
help monetary policy authorities in maintaining price stability through 
its impact on inflation? To answer this question, we use a model that 
includes GDP, repo rate, LTV and a measure of inflation expectation 
using two lags and 2,000 draws.5 The results using this model are robust 
to different orderings. We use the different measures of inflation expecta-
tions interchangeably. Can the LTV tightening shock impact inflation 
expectations? Yes, the LTV tightening shock in Fig. 20.14 significantly 
lowers inflation expectations and headline inflation.

Despite inflation expectations declining significantly with vary-
ing durations and magnitudes, what matters most is that they imply 
an improvement in the inflation outlook and therefore the outlook for 
monetary policy. So which inflation expectations are highly responsive 
and how do they compare with actual inflation responses? Fig. 20.15a 

5 To determine the response of the inflation rate, we use a model that includes GDP, inflation rate, repo 
rate and LTV. The model has two lags and 2,000 draws. The results were robust to different orderings.
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shows that current inflation expectations are the most affected by the 
LTV tightening shock. The current inflation expectations peak decline is 
nearly twice that of the other inflation expectations.

In addition, Fig. 20.15b shows that current inflation expectations 
decline much more than inflation at peak responses. This confirms that 
the LTV tightening shock—if operating efficiently—can reinforce mon-
etary policy intentions to significantly lower inflation expectations for a 
prolonged period. Overall, it seems that the coordination of the two pol-
icy instruments could work well. In the event that these tools are adjusted 
simultaneously there could be spill-over effects via the inflation and infla-
tion expectation channels.

20.4.5  LTV Tightening Shock and the Evolution  
of Inflation Outcomes and Expectations

During which periods did the LTV tightening shock uplift and dampen 
inflation and inflation expectation dynamics? The historical decomposi-
tion approach is applied to decompose inflation and inflation expecta-
tion respectively into their trends, own contributions and contributions 
from other variables. The counterfactual refers to inflation and inflation 
expectation variables that exclude the contributions of the LTV tighten-
ing shocks.

What did the LTV shock do to inflation and inflation expectation 
dynamics in recent times? In most cases since 2013 actual inflation and 
inflation expectations were lower than what the counterfactual variables 
suggest in Fig. 20.16. This implies that the LTV tightening dampened 
inflation and inflation expectations shocks.

The contributions showed in Fig. 20.17 indicate that the LTV tighten-
ing shocks reduced inflation expectations very much. In the absence of 
tighter LTVs, inflation expectations would have been higher than the 
observed values. This evidence possibly underlies the absence of credit- 
driven demand pressures.
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20.4.6  Do High Inflation Expectations Pose Risks 
to Financial Stability Via the LTV Channel?

The analysis examined the extent to which unexpected positive inflation 
expectations shocks impact the LTV in two ways. First, by determining 
the direction of the reaction, significance and size of the impulse response 
functions approach. This assists us to determine whether an unexpected 
positive inflation expectations shock lead to the LTV tightening or not. 
Second, to identify periods in which positive inflation expectations 
shocks lead to the LTV tightening and loosening by applying the histori-
cal decomposition approach. This enables the identification of periods 
during which inflation expectations shocks amongst the current, one year 
ahead and two years ahead triggered the LTV loosening and tightening. 
So, the data analysis will reveal if these are permanent or transitory effects.

Fig. 20.18a–c reveals that an unexpected positive inflation expectation 
shock lowers the LTV significantly for nearly ten quarters. The decline 
in the LTV suggests that it is tightened very much at the peak due to an 
unexpected positive current inflation expectation shock. This develop-
ment has profound policy implications and it implies that the deteriora-
tion in the inflation outlook leads to the tightening of LTVs.

This tightening in LTVs reinforces the transmission of policy rates 
decisions in the case of tightening. In the cases of loosening of mon-
etary policy, the tightening of LTVs may neutralize the intended pur-
poses via the effects in the residential property sector. These conflicting 
effects again speak to the necessity of coordinating these tools to mitigate 
unnecessary economic costs.

As stated earlier, the analysis gives further insights into how a positive 
inflation expectations shock contributes to the LTV dynamics by plotting 
the actual and counterfactual LTVs (excluding the effects of the infla-
tion expectations shocks). The evidence in Fig. 20.19 shows that inflation 
expectations categories have an impact on the trajectory of LTVs.

Of great significance to the policymaking process is what has hap-
pened recently. The fact that the counterfactual LTV exceeds the actual 
LTV at the end of sample suggests that the presence of inflation expecta-
tion leads to LTV tightening.

510 Bank Credit Extension and Real Economic Activity in South Africa
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To show the magnitude of inflation expectation contributions to LTV 
dynamics, we plot the contributions from three inflation expectations 
categories in Fig. 20.20. Since 2013, the inflation expectations shocks 
were pulling down LTVs. This suggests that inflation expectations shocks 
lead to LTV tightening. In addition, the tightening is more pronounced 
with respect to current inflation expectations shock.

20.5  Counterfactual Scenarios

The chapter concludes by applying counterfactual analysis to determine 
the interaction between LTV and the repo rate via responding to positive 
inflation and inflation shocks. The model includes the current inflation 
expectation, GDP growth, repo rate and LTV. The model is estimated 
using two lags. The counterfactual refers to impulse responses when the 
LTV variables are shut off in the equation specifying the shock.

Evidence shows that monetary policymakers have a mandate to 
enforce price stability, but the pace of adjustment differs. The evidence 
reveals that the repo rate would be higher when the LTV are shut off that 
when they are not shut off in Fig. 20.21. This suggests that tighter LTVs 
make the policy rate less aggressive when dealing with positive inflation 
and inflation expectation shocks. The LTV worsen the GDP response to 
positive repo rate shocks in Fig. 20.22. The results are robust to different 
categories of inflation expectations.

20.6  Conclusion and Policy Implications

This chapter examined the question: To what extent has tightening in 
LTVs reinforced the contractionary monetary policy stance? Evidence 
indicates that the repo rate and LTV tightening shock effects reinforce 
each other. In addition, the transmission of the LTV shock occurs 
through the same channels as those that are impacted by tight monetary 
policy shock. As such, the repo rate effects on economic variables may 
be compounded by further tightening of LTVs as a lending standard. 
In policy terms, this implies that efforts to gradually integrate financial 
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stability into monetary policy decisions should be accompanied by the 
recognition of the potential trade-offs in instruments. This will assist in 
achieving the desired effects on their own targets.

In addition, a tight monetary policy shock that results in a big reduc-
tion in household disposable income and household debt comes at the 
cost of larger spill-over effects to output. The policy implication therefore 
is that, largely due to the fact that the large spill-overs are not a desirable 
policy outcome, the LTV tightening shock is effective as it is a well-tar-
geted tool. In such a scenario, LTVs turn out to be less blunt on output 
relative to the repo rate. This presents a case for the coordination of tools 
as they induce fewer fluctuations in other economic variables compared 
to monetary policy.

The repo rate has a bigger effect on households’ net wealth and assets 
than that exerted by LTV tightening shock over all horizons. This has 
implications for consumption expenditure, as these tools are transmit-
ted via the wealth and collateral channels. We therefore derive a policy 
implication that this evidence possibly presents yet another opportunity 
for the coordination of these tools. It seems very possible that when the 
economy is hit by a financial shock which alters and leads to revaluation 
of collateral, a countercyclical LTV policy could be a more effective tool 
for stabilization. This kind of coordination of the policy tools can loosen 
the financial and collateral borrowing constraints of households.

We establish that indeed LTVs decline significantly in response to 
an unexpected positive current inflation expectations shock. The dete-
rioration in the inflation outlook leads to the LTV tightening. In this 
response LTVs assist in weakening credit-driven inflationary pressures 
and can help monetary policy to maintain price stability via its impact 
on inflation. In turn, it is a profound finding that we also establish that 
the LTV tightening shock significantly lowers inflation expectations and 
headline inflation. However, the policy implication we derive here is that 
the tightening in LTVs may conflict with the monetary policy stance if 
the decision is counter that of the LTVs. This therefore implies that the 
coordination of these tools is crucial.

The overriding policy implication is that the bank should seriously 
consider the regulatory aspects allowing the implementation of legal 
maximum or minimum LTVs. Furthermore, a gradual approach is to 
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properly understand the interaction of LTVs and the repo rate over the 
monetary transmission mechanism.

Summary of Findings

• Evidence indicates that the repo rate and LTV tightening shock effects 
reinforce each other.

• The transmission of the LTV shock occurs through the same channels 
as those that are impacted by tight monetary policy shocks.

• The positive repo rate shock leads to bigger contractions in output and 
credit aggregates than the LTV tightening shock.

• The repo rate effects on economic variables may be compounded by 
further tightening of LTVs as a lending standard.

• A repo rate shock leads to a bigger contraction in household debt-to- 
disposable income and the constituents.

• Household debt is highly responsive to the policy rate changes relative 
to adjustments in the LTVs.

• A tight monetary policy shock that results in a big reduction in house-
hold disposable income and household debt comes at the cost of larger 
spill-over effects to output.

• The deterioration in the inflation outlook leads to the LTV tightening. 
In this response LTVs assist in weakening credit-driven inflationary 
pressures and can help monetary policy to maintain price stability via 
its impact on inflation.

• The LTV tightening shock significantly lowers inflation expectations 
and headline inflation.

• Overall, the LTV tightening shocks have some quantitatively impor-
tant effects on macroeconomic variables such as output, consumption 
expenditure, household balance sheets, inflation and inflation 
expectations.
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21
Repayment-to-Income and  

Loan-to- Value Ratios Shocks 
on the Housing Market

Learning Objectives

• Establish the extent to which positive RTI and LTV tightening shocks 
impact the economy, inflation and repo rate dynamics

• Analyze whether LTV tightening shocks and the unexpected tighten-
ing in the RTI shocks are complementary or supplementary tools

• Understand the role of inflation and inflation expectations in influenc-
ing LTV and RTI standards and their spill-over effects into financial 
stability issues

• Determine whether LTV and RTI tightening shocks benefit price stability
• Establish the influence of the LTV tightening shocks on the level of 

the repo rate

21.1  Introduction

The analysis continues on the assessment of the interaction of the macro- 
prudential policy for residential mortgage lending tools with the mon-
etary policy tool. However, this chapter focuses on the macroeconomic 



effects of an unexpected tightening in the repayment-to-income (RTI)1 
ratio shock and unexpected tightening in loan-to-value (LTV) ratio. 
Income is a major determinant of housing consumption; hence the RTI 
as a prudential tool is targeted at risks associated with the debt repayment 
channel.2 Thus, RTIs are found to be a more effective tool when house 
prices are rising faster than incomes.

Nonetheless, these tools do not operate in isolation from the monetary 
policy framework. As shown in Fig. 21.1, in most instances these tools 
tend to move with the repo rate, although the relationship is less than 
perfect. Therefore, the key question explored is: To what extent has the 
unexpected increase of the RTI and lowering of LTV levels impacted the 
economy, inflation and the repo rate dynamics?3

Is there preliminary evidence which hints at whether the evolution of 
these two prudential tools indicates already existing coordinated move-
ments? Fig. 21.2 plots the RTI and LTV. Do the signs of relationship 
between RTI and LTV indicate complementarity between these tools? 
Indeed, the preliminary evidence suggests these two tools move together 

1 The mortgage repayment-to-income ratio (RTI) is defined as that portion of the households’ gross 
income that is committed to paying interest and principal on mortgage debt.
2 In addition, LTVs on their own may not be sufficient tools as indebtedness can still increase when 
house prices increase.
3 Needless to say, this period is also characterized by the implementation of the National Credit Act 
(NCA) and the National Credit Act Amendments (NCAA).

Fig. 21.1 The evolution of the loan-to-value ratio, repayment-to-income 
and repo rate (Note: The grey highlighted area in all the graphs shows the 
period of the National Credit Act and the National Credit Act Amendments. 
Source: SARB and authors’ calculations)
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but not perfectly. There has been divergence after 2011. Should this then 
be a concern for policymakers? These developments motivate us to assess 
how economic shocks affect the LTVs and RTIs and whether these shocks 
move economic variables in the same direction. The effects are explored 
in later sections.

This chapter fills various research policy gaps in the area of the interac-
tion of macro-prudential tools and monetary policy. It does so by exam-
ining the main question supported by sub-questions. To what extent 
have the positive RTI and LTV tightening shocks impacted the economy, 
inflation and repo rate dynamics? In addition, the chapter brings the role 
of the RTIs into the core of policy discussions on the residential macro- 
prudential tools. Furthermore, it shows policymakers whether the LTV 
tightening shocks and the unexpected tightening in the RTI shocks are 
complementary or supplementary tools.

Is it possible that the LTV tightening was attributed to developments 
in mortgage advances? Can understanding the interaction between the 
LTVs and RTIs help in grasping how these tools can be used in attempt-
ing to close mortgage advances gap in a prudent way? How did the LTV 
tightening shock impact non-performing loans?

The role of inflation in influencing LTV and RTI standards has been 
not clearly articulated in policy circles, nor have its spill-over effects into 

Fig. 21.2 Relationship between RTI and LTV over different periods (Note: 
The grey highlighted area in all the graphs shows the period of the National 
Credit Act and the National Credit Act Amendments. Source: SARB and 
authors’ calculations)
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financial stability issues. Hence, the analysis shows policymakers whether 
evidence indicates that price stability benefits or not from an LTV and 
RTI tightening shock. In addition, what can monetary policymakers infer 
from the influence of the LTV tightening shock on the level of the repo 
rate? So, how meaningful is the RTI in driving the repo rate dynamics?

21.2  Why Does the Repayment-to-Income 
Ratio Matter?

The RTI matters for various reasons. First, the implications of the house-
hold debt burden for both financial stability and monetary policy are 
well known. The inability of households to service their debt worsens the 
credit quality of banks’ books as non-performing loans increase. Second, 
unsustainable debt repayments burden the household sector, dragging 
consumption expenditure and economic activity in general.

Furthermore, the literature suggests that higher RTIs, which are asso-
ciated with high mortgage repayment burdens, lead to an increase in 
the probability of mortgage default rates. Third, the negative income 
shocks largely emanating from labor market dynamics have an important 
relationship with mortgage defaults and the household debt burden in 
general. These issues sit right at the heart of the current debate on the 
interaction between monetary and macro-prudential tools.4

However, there are weaknesses and unintended consequences associ-
ated with the RTI as a macro-prudential tool. For instance, some borrow-
ers, in particular first time ones, can be effectively barred for years from 
entering the housing market as they are unable to meet the higher deposit 
requirements and lower RTIs at the same time. Furthermore, as the vol-
ume of mortgage lending and house prices fall, this will also affect the 
construction and supply of new housing as the profitability is affected.

However, these aspects fall outside the ambit of the policymakers’ 
financial and price stability mandates. Such unintended consequences 

4 See for example Svensson on arguments about using monetary policy as tool to deal with indebt-
edness in Sweden: http://www.riksbank.se/en/Press-and-published/Speeches/2012/Svensson-
Monetary-policy-debt-and-unemployment/ and http://www.voxeu.org/article/why-leaning-against- 
wind-wrong-monetary-policy-sweden
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will have to be attended to in a coordinated manner by the relevant policy 
and regulatory institutions. From a financial stability perspective, a posi-
tive trade-off that benefits society as whole matters more. The individ-
ual welfare costs of a temporary exclusion of some households from the 
housing market would possibly be outweighed by the aggregate welfare 
gain if the tightening of LTVs and DTIs are able to prevent or dampen 
misaligned house prices and costly house price busts. Furthermore, it 
seems that when well-coordinated, these tools are effective in working to 
equilibrate demand and supply factors in the housing market, resulting 
in sustainable house price growth (Igan and Kang 2011). Such an out-
come is beneficial to society as a whole.

21.3  Disentangling the Role of the LTV 
in Housing Market Activity

21.3.1  What Is the Relationship Between the LTV, 
House Prices and Valuers’ Demand and Supply 
Strength Indices?

Fig. 21.3a shows the relationship between real house price growth and 
LTV. The positive relationship suggests that LTV loosening leads to an 
increase in house price growth. However, the relationship is very weak 
and the LTV explains nearly 1.5 percent of house price growth. So, there 
are factors in the housing market that have an even greater influence on 
house prices and are more sensitive to LTVs. Is it possible that the supply 
and demand factors are more sensitive to LTV loosening?

It is evident in Fig. 21.3b that the steep upward slope suggests that the 
loosening of LTV leads to an increase in the valuers’ demand strength 
index. The improvement in the valuers’ demand index in turn raises 
house price growth in Fig. 21.3f. In contrast, in Fig.21.3c the loosening 
of the LTV has a negative effect on the valuers’ supply index. This may be 
due to the fact that increase in the valuers’ supply depresses house price 
growth, as in Fig. 21.3e. These results suggest that the LTV shocks have 
an impact on the supply and demand factors in the housing market. The 
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LTV shock moves residential property demand and supply in different 
directions. In turn, this has implications for house price dynamics and 
possibly wealth and collateral effects for consumers. This evidence con-
firms that the LTVs work via different aspects of housing market activity.

What can be inferred about the relationship between first time entrants 
into property and affordability issues? There is a negative relationship 
between the proportion of first time property buyers and the RTI in Fig. 
21.3d. This speaks to affordability issues. What about other aspects of the 
housing market and mortgage advances?

Fig. 21.4b shows that there is a negative relationship between first 
time buyers and LTV. Similarly, when the credit quality of banks’ mort-
gage books deteriorates, as proxied by an increase in non-performing 
loans (NPLs), mortgage advances and first time entrants decline in Fig. 
21.4c and d. Furthermore, the lead–lag relationship between NPLs and 
first time buyers suggests high cyclicality. As NPLs decline (increase) 
banks grant more (less) loans to first time buyers. However, in general, 
NPLs depress house prices in Fig. 21.4e. But it seems that house price 
growth favors first time entrants in Fig. 21.4a given the positive relation-
ship. This may be related to the demand and supply factors shown in 
Fig. 21.3.

Fig. 21.3 shows that LTVs via demand and supply forces in the hous-
ing market impact house price growth. Is there any further evidence on 
how the LTVs work via the housing market forces and possibly equili-
brate house prices? The effects are assessed through looking at the impact 
of the LTV on the percentage of properties for sold less than the asking 
prices, the duration the property stays on the market and the house price- 
to- income ratio. The relationships based on the scatter plots are shown 
in Fig. 21.5.

The regression lines in the scatter plots in Fig. 21.5a and c show a nega-
tive relationship between the LTV and the percentage of properties sold 
for less than asking prices as well as the duration properties stay on the 
market. This suggests that LTV loosening reduces the percentage of prop-
erties for sold less than the asking price, as well the duration the property 
stays on the market. This shows that the LTVs do indeed operate via a 
number of channels in terms of residential real estate market activity. But 
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this is accompanied by an increase in the house price-to-income ratio and 
worsens the affordability matrices.

The analyses apply the cross correlations to determine the lead and 
lag relationships. A negative relationship is in evidence in Fig. 21.5b 
when the percentage of properties sold for less than asking price leads the 
LTV. Similarly, a negative relationship is visible in Fig. 21.5d when the 
duration the house stays on the market leads the LTV. These two findings 
imply that the LTV is tightened when conditions in the residential real 
estate market deteriorate.

Does the loosening of the LTV lead to improvements manifested in 
the few weeks taken to sell property and lead to getting higher than 
asking prices? Yes, it does. The LTV loosening reduces the percent-
age of properties for sold less than the asking price but this effect lasts 
for less than a year in Fig. 21.5b. Thereafter, the proportion of prices 
sold below asking prices rises. In addition, in Fig. 21.5d the loosening 
of the LTV reduces the duration the property stays on the market for 
less than a year, thereafter the period increases. These findings suggest 
that although LTVs do indeed help in equilibrating demand and sup-
ply factors in the housing market, other factors play a role for longer 
durations. The analysis concludes by looking at the cross correlations 
between house prices- to- income and LTV in Fig.21.5f. The positive 
relationship suggests that the loosening of LTVs raises house prices rela-
tive to income. The reverse occurs when an improvement in the house 
prices-to-income leads LTVs.

21.3.2  Do Non-performing Loans Impact LTVs?

The relationship between LTVs and the volume and value of NPLs is 
depicted in Fig. 21.6a and b. The negative relationship suggests that a 
deterioration in NPLs leads to the tightening of LTVs. However, which 
aspect of the NPLs has a pronounced impact on LTVs? The LTV tightens 
more due to the increase in the value of NPLs in Fig. 21.6a than to the 
increase in the volumes in Fig. 21.6b.

Is this a robust finding? Yes, it is corroborated by the cross correlations 
in Fig. 21.6c. The correlations are bigger in Fig. 21.6c when an increase 
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in the value of NPLs leads LTVs. As a result, the LTVs are tightened very 
much as the quality of the mortgage books of banks deteriorates.

21.4  Which Methodology Is Best Used 
for the Empirical Analysis and 
to Answer the Relevant Questions?

What approaches does the analysis use to assist in answering these ques-
tions? To enable us to answer the preceding questions and appropriately 
offer policy prescriptions, a bootstrapped VAR approach is used based on 
2,500 draws for impulse responses. Quarterly data spans from 2001Q1 
to 2015Q2 for GDP, inflation, repo rate, LTV and additional variables. 
However, the RTI and other variables are available at a later date, so the 
sample is adjusted to start later than 2001Q1 and to keep the end of sam-
ple as 2015Q2. The GDP is log transformed and multiplied by 100. The 
model uses two lags and the results are robust to using one lag. Additional 
variables that are not rates were log transformed and multiplied by 100. 
This enables their impulse responses to shocks to be interpreted as per-
centage deviation from the trend.

Fig. 21.6 The relationship between NPLs and LTVs (Source: SARB and 
authors’ calculations)
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21.4.1  Do Lending Standards Measured by the LTV 
React to Economic Shocks?

To answer this question, the analysis determines the responses of LTV 
to various economic shocks in Fig. 21.7. A positive GDP shock in Fig. 
21.7a raises the LTV significantly for three quarters; this suggests that 
improved economic performance leads to loosening of lending stan-
dards such as the LTV. A positive total loans and advances and mortgage 
advances shocks in Fig. 21.7e and f raises the LTV significantly for four 
and eleven quarters, respectively. This implies credit growth rises very 
much for a long period via the LTV loosening.

Does a wealth shock matter? Yes, it does. The wealth shock denoted by 
house prices matters as an unexpected increase in house prices leads to a 
significant loosening of the LTV over all horizons, as shown in Fig. 21.7d. 
These results underpin the close relationship between housing prices, 
LTVs and total credit and mortgage advances. This raises an important 
question: How does tighter monetary policy and inflation shock affect 
LTVs?

In Fig. 21.8c and b the LTVs are tightened due to unexpected positive 
repo rate and inflation shocks. This is consistent with theoretical predic-
tions. In the forward-looking monetary policy conduct the deterioration 
in the inflation outlook should lead to a tighter policy stance and the lat-
ter raises debt financing costs leading to the LTV tightening.

Which shock between inflation and the repo rate has bigger effects on 
the LTV? Fig. 21.8a, shows that inflationary shocks lead to larger tight-
ening in the LTV relative to a contractionary monetary policy stance. In 
policy terms, this implies that high inflation accompanied by an increase 
in the repo rates can lead to very tight LTVs. Hence, it is necessary for 
policy authorities to lower the inflation rate and anchor inflation expecta-
tions within the inflation target band. The role of inflation in influencing 
LTVs as a lending standard has heretofore not been clearly understood 
and articulated in policy circles. But it is evident that inflationary pres-
sures and expectations do spill-over to financial stability issues.

Do house prices, mortgage advances and total loans and advances 
shocks impact the LTV in a similar manner? Yes, these shocks raise the 
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a) Comparison of LTV responses

b) Comparison of LTV responses
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Fig. 21.8 Comparison of LTV responses (Source: Authors’ calculations)
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LTV, but the peak effects are reached in different periods in Fig. 21.8b. 
The peak LTV increase occurs in first quarter due to total loans and 
advances shock. This is much shorter than the nine quarters due to a 
positive house price shock and four quarters due to a positive mortgage 
advances shock.

21.4.2  To What Extent Do the LTV Responses Differ 
from Those of the RTI?

Evidence indicates that both RTI and LTV tightening shocks move the 
variables of interest in the same direction. In Fig. 21.9a, the peak decline 
in the GDP responses is not different to the RTI and LTV shocks as they 
are within the same confidence bands. The repo rate and inflation tend 
to be much lower due to the RTI shock than to the LTV shock in Fig. 
21.9b and c within the first year. Thereafter, the responses are not differ-
ent to each other.

Fig. 21.9d shows that LTVs decline more than the RTI due to an 
unexpected positive inflation shock. Evidence concludes that both the 
RTI and LTV shocks impact the variables in the same direction, suggest-
ing that these tools can be used as complementarily.

Fig. 21.10 reveals that the real house prices peak leads the peaks in the 
LTV based on the cross-correlation approach in Fig. 21.10b. Indeed, in 
Fig. 21.10b increases in house prices lead to LTV loosening. In addition, 
Fig. 21.10c indicates a positive relationship.

Fig. 21.11a compares the response of the RTI to those of the LTV to 
a positive GDP shock. A positive GDP growth shock increases both the 
RTI and LTV for nearly a year. These responses are not statistically differ-
ent to each other as they lie within same error bands. Fig. 21.11c shows 
that a positive house price shock raises the RTI and LTV.

This suggests that an increase in wealth and collateral effects associ-
ated with house price appreciation enables the creditors to loosen lending 
standards based on the LTV. At the same time banks increase the RTI, 
suggesting that the increase in house prices impacts affordability metrics. 
This speaks to the interactions of house price increases, LTVs and the 
RTIs. In order to supply mortgage credit, banks accommodate a positive 
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Fig. 21.10 The LTVs and house price dynamics (Source: Authors’ 
calculations)
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Fig. 21.11 Selected responses to positive economic shocks (Source: Authors’ 
calculations)
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house price shock by increasing the income gearing or repayment burden 
and limit of the mandatory down payment.

Furthermore, during the sample period house price increases in most 
instances preceded the loosening of the LTVs and increase in the RTIs. 
Implying that as tools at the discretion of banks, LTVs and RTIs help to 
reinforce the momentum in house prices. As a result, if the intention is 
to use these tools to avoid overheating or dampen mortgage credit and 
house price growth, the RTIs and LTVs should be adjusted in a proac-
tive or pre-emptive approach. This approach probably requires a macro- 
prudential regulatory framework. It can potentially exploit the house 
price link to the LTVs and RTIs via the expectations channel, as agents 
gradually lower expected house price increases. In addition, through the 
expectations channel, tighter LTVs and lower RTIs can also dampen 
speculative activity (Igan and Kang, 2011).

21.4.3  Should Monetary Policy Authorities Be 
Concerned About Unexpected Developments 
in LTV Dynamics?

Currently, monetary policy authorities do not set the LTV caps but may 
implement decisions that directly impact lending standards. In addition, 
monetary policy authorities may be aware of the pass-through effect of 
the policy rate changes to lending standards. In turn, banks’ tightening of 
lending standards may have beneficial or adverse effects on the economy. 
This suggests the need to identify the potency of the transmission chan-
nels related to the LTV tightening shock.

Indeed, Fig. 21.12c shows that monetary policy is loosened due to 
the LTV tightening shock. Credit extension declines in Fig. 21.12e and 
d. However, the decline in credit is dependent on the credit category. 
The contraction is larger in total loans and advances than in mortgage 
advances in Fig. 21.12f. In addition, GDP contracts in Fig. 21.12a and 
this signifies the potency of changes in lending standards across various 
categories of credit.

Does price stability benefit from the LTV tightening shock? Yes, it 
does indeed, as inflation declines in Fig. 21.13b. This suggests that the 
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absence of credit-driven demand pressures lower inflationary pressures. 
Furthermore, in the absence of exogenous factors such as oil prices and 
with a stable currency, an unexpected tightening in lending standards 
may benefit the price stability mandate. This shows the spill-over benefits 
from the LTV tightening shocks.

This chapter extends the analysis into activity in the residential and 
non-residential sectors as they form part of the monetary transmission 
mechanism, and the responses are shown in Fig. 21.13. Amongst these 
sectors, evidence indicates that the residential sector in Fig. 21.13a is 
more highly responsive than both the non-residential and construction 
works sectors in Fig. 21.13b and e, respectively. Activity in the residential 
sector declines by about 2 percent at the peak period (around eight quar-
ters) which is larger than nearly 0.03 percent in the non-residential and 
construction works sector.

21.4.4  When Did the LTV Tightening Shock Series 
Exhibit both Loosening and Tightening 
Phases?

The approach adopted in this chapter enables us to extract the estimates 
of the LTV tightening shock series over time, which includes the influ-
ence of variables included in the model. The LTV dynamics may not be 

Fig. 21.13 Responses of the residential sector variables (Source: Authors’ 
calculations)
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wholly indicative of the extent to which it is loosened unless it is purged 
of the influence of other variables because some prevailing conditions 
may make it tighter or looser. Plotting the estimated LTV shock series 
will indicate when it tightened and loosened given the influence of the 
variables included in the model.

The impulse response in Fig. 21.14a shows that the LTV declined for 
nearly eight quarters, suggesting lending standards were tightened fol-
lowing an unexpected LTV tightening shock. Hence, based on this eight 
quarter duration, we calculate the eight-quarter moving average to mini-
mize noise in the estimated shock series as shown in Fig. 21.14b.

Values below zero of this LTV shock series imply tightening, while 
positive values mean loosening. So, what happened to the LTV shock 
since 2011–2015Q2? Both the eight and twelve quarters’ moving aver-
ages show that the LTV shocks have tightened very much relative to peri-
ods around 2006 and 2008.

21.4.5  Is It Possible That the LTV Tightening Can 
Be Attributed to Adverse Developments 
in Mortgage Advances?

The analysis does not embark on exhaustive assessment of the determi-
nants of what could drive the LTV tightening shock. Rather, we exam-
ine whether mortgage advances are partially responsible. The historical 
decomposition approach is applied to decompose the LTV variable into 
its trend and its own contributions and contributions from other vari-
ables. Thereafter, we determine the counterfactual LTV by shutting off 
the contributions of the positive mortgage advances shock. This helps us 
to ascertain the level of LTVs that would prevail. Fig. 21.15 shows that 
the counterfactual exceeds the actual LTV, which suggests that develop-
ments in mortgage advances lead to LTV tightening.

As suggested in the earlier section, it seems that in light of the increase 
in mortgage defaults, banks adopted prudent management of mortgage 
books and one of the tools they use is the LTV. Hence, this section exam-
ines whether LTV changes relative to a threshold of 80 percent have an 
impact the value of NPLs. So this means that 80 percent LTVs are the 
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maximum allowed. Fig. 21.16 shows the actual and counterfactual NPLs. 
The counterfactual NPLs are purged of the effects of the LTV tightening 
shocks. Fig. 21.16b shows that the continued reduction in NPLs later in 
2014 may be attributed to tighter LTVs, which is consistent with pru-
dent lending practices by banks.

Furthermore, it is evident in Fig. 21.17a that NPLs decline significantly 
in reaction to an unexpected LTV tightening shock. This is in contrast 

Fig. 21.16 The role of LTVs on NPL dynamics (Source: Authors’ calculations)

Fig. 21.15 The role of a positive mortgage shock on LTV dynamics (Source: 
Authors’ calculations)
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to the increase observed in NPLs in response to the repo rate tightening. 
This probably hints at the relative effectiveness of the tools. Tighter LTVs 
perform better at managing the credit quality of banks’ mortgage books. 
This is another set of evidence in support of the benefits of the coordina-
tion of the tools. It may be due to the fact that because LTVs lower the 
initial indebtedness, the result in a lower debt burden when interest rates 
rise and the probability of default is reduced. Hence, by limiting house-
hold leverage, they can help potentially reduce the probability of defaults.

This chapter further shows the responses of the NPLs to an unexpected 
rise in GDP in Fig. 21.17b. Indeed, economic growth does benefit NPLs 
as they decline, although this is transitory, further implying that the regu-
lation of prudent lending standards via LTVs yields better outcomes for 
banks’ mortgage books. If used well, they can dampen procyclicality in 
defaults.

In Fig. 21.17c the impact of unexpected reduction in mortgage 
advances reduces NPLs but not as much as the LTV tightening shock. 
This means this as part of prudent lending practices banks can lower the 
supply of mortgage credit by lowering LTVs and enforcing stricter lend-
ing standards.

21.4.6  Is There Further Evidence That LTV Tightening 
Shocks Have Beneficial Spill-Overs to Price 
Stability?

The historical decomposition approach is applied to decompose the infla-
tion variable into its trend and its own contribution and contributions 
from other variables. Thereafter, the counterfactual inflation is deter-
mined by shutting off the contributions of the LTV tightening shock to 
determine the level of inflation that would prevail. Fig. 21.18a shows the 
counterfactual inflation and actual inflation rate. When the counterfac-
tual exceeds the actual inflation rate this suggests that the LTV tightening 
shock contributed to lowering inflation to less than it would be other-
wise. Are there such episodes and what has the LTV tightening shock 
done to inflation recently?
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Yes, there are, and since 2013, the LTV tightening shock has con-
tributed to keeping actual inflation lower than what the counterfactual 
approach suggests it would have been. Fig. 21.18b shows the magni-
tudes of the contributions. In certain periods the actual inflation is 
lower by at least 1 percentage point, around 2003–2004, 2005–2007, 
2009–2010 and 2013. Thus, the evidence shows that the LTV tighten-
ing shock does help to alleviate inflation pressures as it dampens credit-
driven demand pressures. This suggests that policymakers can benefit 
from the coordination of the tools and lessening the burden on the 
repo rate when the trade-off between financial stability and monetary 
policy is negligible.

21.4.7  What Can Monetary Policymakers Infer 
from the Influence of the LTV Tightening  
Shock on the Level of the Repo Rate?

The historical decomposition approach as described above is used to 
derive the counterfactual repo rate and to determine the extent to which 
the LTV tightening shock has influenced the repo rate. The counterfac-
tual repo rate exceeds the actual repo rate since 2013 in Fig. 21.19a. This 
suggests that an LTV tightening shock led to a lower repo rate than what 
would have been in the absence of this shock.

The contributions of the LTV tightening shocks to the repo rate sug-
gest that the repo rate was still lower than the counterfactual policy 
rate in 2015. It was about 1 percentage point lower at the beginning 
of 2014. This suggests that if policymakers coordinate the tools and, 
therefore, consider the influence of the LTV, the gradual repo rate 
adjustments may serve the monetary and financial stability objectives 
fairly well. The LTV tightening shock does play a positive role for price 
stability as it impacts the inflation rate. At the same time, it also serves 
financial stability purposes.

These findings are corroborated by recent literature showing that as the 
prudential approach to financial stability strengthens and matures, it is 
very well possible that the equilibrium levels of policy rates will be much 
lower than they are currently (Du and Miles, 2014).
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Fig. 21.20 Relationship between repo rate and RTI (Source: Authors’ 
calculations)
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21.4.8  How Influential Is the RTI Shock in Driving 
Repo Rate Dynamics?

The analysis is extended to showing the links between the RTI and the 
repo rate using a variety of techniques. How does the RTI respond to a 
positive repo rate shock? Fig. 21.20a shows that the RTI rises due to a 
positive repo rate shock, while the scatter plot in (b) shows a positive rela-
tionship. Fig. 21.20c shows that RTI also rises when it is preceded by an 
increase in the repo rate. All this evidence suggests a positive relationship 
between the RTI and the repo rate over different horizons and it is more 
pronounced in the first few quarters in Fig. 21.20a and c.

There is then evidence that the RTI impacted the dynamics of the repo 
rate based on the historical decomposition approach which shows when 
the RTI shocks contributed to tighter or looser monetary policy stance. 
Similarly, the counterfactual repo rate refers to a policy rate that excludes 
the contribution of RTI shocks.

The decrease in the RTI is visible in Fig. 21.21b and d. Fig. 21.21a 
shows that since 2013Q1 the actual repo rate exceeded the counterfactual 
repo rate, suggesting that the gradual decrease in the RTI over this period 

Fig. 21.21 The role of the RTI in the repo rate dynamics (Source: Authors’ 
calculations)
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implied a tighter repo rate for borrowers. Fig. 21.21c shows that this was 
the case between 2007 and 2009Q1 and after 2013Q3.

21.5  The Counterfactual Scenarios

The chapter concludes by looking at the interaction between LTV and 
RTI and repo rate. A particular focus is placed on the amplification by 
consumer price level, and total loans and advances. Three models are 
estimated using two lags. The models include the repo rate, GDP, RTI or 
LTV and consumer price level. The consumer price level is replaced with 
total loans and advances in the third model. The counterfactual responses 
are calculated by shutting off the consumer price level, and total loans 
and advances.

Evidence shows that RTI will rise to a more positive repo rate than 
what is implied by the counterfactual in the first five quarters, in 
the presence of the consumer price level. This suggests that elevated 
consumer price levels amplify the responses. The actual LTV declines 
much more than the counterfactual in Fig. 21.22c, which suggests 
that a heightened consumer price level leads to more tightening of 
LTV in response to positive repo rate shocks. Fig. 21.22e shows that 
actual LTV is tightened when total loans and advances are not shut 
off. These findings indicate that consumer price level and total loans 
and advances amplify RTI and LTV responses to positive repo rate 
shocks.

21.6  Conclusion and Policy Implications

The chapter assessed the extent to which RTI and LTV shocks impacted 
macroeconomic housing variables, output, inflation and repo rate dynam-
ics. Evidence suggests that although LTVs do indeed help in equilibrating 
demand and supply factors in the housing market, other factors play a 
role for longer durations. An increase in wealth and collateral effects asso-
ciated with house price appreciation enables the creditors to loosen lend-
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ing standards based on the LTV. At the same time banks increase the RTI, 
suggesting that the increase in house prices impacts affordability metrics. 
In order to supply mortgage credit, banks accommodate positive house 
price shocks by increasing the income gearing or repayment burden and 
the limit on the mandatory down payment.

Of paramount policy relevance in this relationship is that during 
the sample period house price increases in most instances preceded the 
loosening of the LTVs and increase in the RTIs. This implies that as 
tools at the discretion of banks, LTVs and RTIs help to reinforce the 
momentum in house prices. As a result, if the intention is to use these 
tools to avoid overheating or dampen mortgage credit and house price 
growth, the RTIs and LTVs should be adjusted in a proactive or pre-
emptive approach. This approach probably requires a macro-prudential 
regulatory framework. It can potentially exploit the house price link 
to the LTVs and RTIs via the expectations channel, as agents grad-
ually lower expected house price increases. In addition, through the 
expectations channel, tighter LTVs and lower RTIs can also dampen 
speculative activity. Evidence establishes that between inflation and the 
repo rate, inflationary shocks lead to larger tightening in the LTV. The 
policy implication is that high inflation accompanied by an increase in 
the repo rates can lead to very tight LTVs. It is therefore necessary for 
policymakers to lower inflation rates and anchor inflation expectations 
within the inflation target band.

Evidence suggests that the LTV tightening shock does help to allevi-
ate inflation pressures and this suggests that policymakers may benefit 
from coordination of the tools and lessening the burden on the repo 
rate. This evidence also points to the fact that if policymakers coordi-
nate the tools and, therefore, consider the influence of the LTV, the 
gradual repo rate adjustments may serve the monetary and financial 
stability objectives fairly well. The LTV tightening shock does play a 
positive role for price stability as it impacts the inflation rate. On the 
other hand, the RTI shocks suggest that, in recent times, it implied a 
tighter repo rate for borrowers. There is therefore a need to coordinate 
all these tools.
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Summary of Evidence

• The loosening of LTV leads to an increase in housing demand and 
raises house prices.

• This is in contrast to the negative effects loose LTVs have on the hous-
ing supply.

• The LTV shock moves residential property demand and supply in dif-
ferent directions; this has implications for house price dynamics and 
possibly wealth and collateral effects for consumers.

• There is a negative relationship between RTIs and first time buyers and 
the negative relationship holds for LTVs and first time buyers.

• When the credit quality of banks’ mortgage books deteriorates as prox-
ied by an increase in NPLs, mortgage advances and first time entrants 
decline.

• The relationship between NPLs and first time buyers is highly negative 
and very cyclical.

• An unexpected increase in house prices leads to a significant loosening 
of the LTV.

• At the same time banks increase the RTI, suggesting that the increase 
in house prices impacts affordability metrics.

• In order to supply mortgage credit, banks accommodate positive house 
price shocks by increasing the income gearing or repayment burden 
and the limit on the mandatory down payment.

• This implies that as tools at the discretion of banks, LTVs and RTIs 
help to reinforce the momentum in house prices.

• In the absence of exogenous factors inflation declines, suggesting that 
unexpected tightening in lending standards may benefit the price sta-
bility mandate.
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