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This book found its genesis at the US Treasury Department in the 
fall of 2009. I had joined Treasury earlier that year as a member 

of the newly created Crisis Response Team. We were a small group of 
Wall Street professionals— investment bankers, traders, and buyout 
specialists— whom Secretary Timothy Geithner had brought on board to 
help engineer the Obama administration’s response to the financial crisis. 
That fall, with the financial system in fairly stable condition, Geithner 
asked us to turn our attention from financial rescue to financial reform. 
The team gathered one afternoon to review some ideas.

We quickly found ourselves converging on a key issue. We called it 
“shadow banking.” That term has come to mean different things to dif-
ferent people. Indeed, it has become so vague as to render it almost 
meaningless. Sometimes it is used as a synonym for nonbank credit in-
termediation; other times it is an all- purpose reference to unregulated 
or lightly regulated parts of the financial system. To us, though, the term 
meant something very different, and quite specific. When we talked about 
shadow banking, we were referring to the financial sector’s use of vast 
amounts of short- term debt to fund portfolios of financial assets.

The short- term funding markets are enormous, but they are fairly ob-
scure. They exist largely in the background, as part of what might be called 
the “operating system” of modern finance. These markets have weird 
names— like repo, Eurodollars, and asset- backed commercial paper— 
but this confusing terminology belies their simplicity. These markets are 
not exotic at all. They are as simple as can be: they are just short- term 
debt. Borrowings in these markets mature very soon, often in a single day. 
Financial institutions that rely on these markets typically must continu-
ously renew (or “roll over”) large quantities of short- term borrowings. 

Preface
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Failing to do so on any given day would result in the immediate default 
and collapse of the firm.

In 2007 and 2008 the short- term funding markets unraveled in dramatic 
fashion. The unraveling started in mid- 2007 with the failures of a num-
ber of big investment conduits that relied heavily on short- term borrow-
ings. The following spring the crisis spread to the giant repo market— a 
multitrillion- dollar market in which Wall Street firms finance their securi-
ties portfolios on a very short- term basis, typically overnight. Bear Stearns, 
a major investment bank, collapsed that spring when it lost access to over-
night repo funding. Finally, with the bankruptcy of Lehman Brothers in 
the fall of 2008, all the short- term funding markets seized up at once. Many 
key financial markets stopped functioning. The economy promptly went 
into free fall. Governments in the United States and abroad launched 
massive financial rescue operations. With few exceptions, these emergency 
measures were aimed at stabilizing the short- term funding markets.

To our team at Treasury, the short- term funding markets seemed dys-
functional: they were prone to damaging panics. We were not alone in 
reaching this conclusion. On the contrary, we had been deeply influenced 
by others. A few months before our fall meeting, Federal Reserve chair-
man Ben Bernanke had publicly described the acute phase of the financial 
crisis as a “classic panic,” which he defined as “a generalized run by pro-
viders of short- term funding to a set of financial institutions.”1 Several Fed 
economists had been promoting this thesis for some time. Gary Gorton 
had done pioneering work in this area as well; his writings on the short- 
term funding markets were very influential in the financial policy com-
munity. Paul Krugman had also been an early and perceptive analyst 
of this problem. Our views at Treasury had been influenced by all these  
thinkers.

By no means did we think that shadow banking was the only problem 
with the financial system. There were other problems too, particularly in 
the consumer protection area. But our sense was that the fragility of the 
short- term funding markets was a central problem— perhaps the central 
problem— for financial stability policy. Any serious program for financial 
reform, we thought, should address this area directly. In fact, we believed 
that a coherent regulatory approach to shadow banking might go a long 
way toward addressing other major issues, such as the vexing “too big to 
fail” problem. But what if anything should be done?

After our team meeting I drew up a memo titled “Liability Reform.” 
The memo proposed a system of explicit federal guarantees for the short- 
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term borrowings of financial firms. In return for this guarantee, finan-
cial firms that relied on short- term borrowings would pay periodic fees 
to the government. (Others later offered broadly similar proposals.)2 The 
reasoning behind the proposal was straightforward. During the financial 
crisis, taxpayers had stood behind the short- term funding markets on a 
staggering scale, with commitments in the trillions of dollars. If the public 
was going to stand behind these markets, the memo reasoned, then the 
public should be compensated for bearing this risk. By the same token, 
the fees (if properly priced) would end the massive public subsidies that 
accrue to big financial firms by virtue of the prospect of public support. 
Furthermore, an explicit guarantee presumably would remove the incen-
tive for short- term creditors to run. In this regard the long- standing US 
deposit insurance system provided an instructive model. The establish-
ment of federal deposit insurance in 1933 put a stop to the recurring pan-
ics that had previously beset the US banking system.

The memo generated a fair amount of discussion within Treasury. To 
be honest, the memo was not very good. (Geithner called it wacky.) The 
proposal as conceived was crude and unworkable, and there were serious 
drawbacks— moral hazard in particular. Over the subsequent months, the 
financial reform process went in a very different direction. July 2010 saw 
the enactment of the Dodd- Frank Act, the most far- reaching financial re-
form bill since the Great Depression. The act was intended to address the 
root causes of the financial crisis and prevent a recurrence. It was a mas-
sive piece of legislation, with over eight hundred pages of dense statutory 
text. But the new law left the short- term funding markets practically un-
touched.

I doubted we had succeeded in striking at the root of financial insta-
bility, and I believed the failure had been mostly conceptual, not political. 
When I left Treasury in 2010 to join academia, I sought to improve on my 
initial analysis of the shadow banking problem. This book is the result. The 
direction of this project was shaped by a conclusion I reached early on— 
that shadow banking should be viewed as a problem of monetary system 
design. (Just what I mean by this will soon become clear.)

My professional background has had a big influence on the way I think 
about these matters. Before joining Treasury I worked on Wall Street. My 
career there had three phases. I was first a corporate takeover lawyer, then 
an investment banker, and finally a risk arbitrage trader at a big hedge 
fund. I had a particular specialty, which on Wall Street is known as FIG 
(pronounced like the fruit). FIG stands for Financial Institutions Group, 



xii preface

and it refers to teams that specialize in investments in financial firms (as 
opposed to, say, industrial firms or health care firms). My career has af-
forded me considerable practical experience in asset pricing, transaction 
structuring, and the valuation of banking and securities firms. This expe-
rience provides a useful vantage point from which to approach the topics 
addressed in this book.

Recent years have seen no shortage of analyses of the problems with 
modern finance. I suppose this book represents yet another entry in this 
already overpopulated genre. I believe it is unique in framing the issue as 
one of monetary system design. In addition, I hope it will distinguish itself 
by conceptual clarity, a trait not always in evidence in the recent and on-
going financial reform debates.

Emblematic of the problem has been the recent fashion for analyzing 
and measuring something called “systemic risk.” This nebulous concept 
has yet to be defined, let alone operationalized, in anything approaching 
a satisfactory way. In a well- known line from a Molière comedy, a doc-
tor explains that opium puts people to sleep because it contains a “dor-
mitive property.” This explanation says nothing at all— that’s the joke. It 
is a kind of tautology: the phenomenon is “explained” in terms of itself. 
The concept of systemic risk has roughly the same status. If the term were 
used merely as a catchall for theories about the sources of financial in-
stability, it would be harmless shorthand. But systemic risk has now been 
 “thingified”3 into something that supposedly can be measured and moni-
tored, and even managed through various regulatory techniques. This re-
flects, in my view, a lack of discipline and conceptual development in the 
financial reform process. We have moved forward based on vague ideas 
about the nature of the underlying problem.

Greater conceptual clarity makes possible, I think, an approach to re-
form far simpler than the one currently being pursued. Simplicity is of 
course essential to good design. This is as true in the design of institu-
tions as in the design of anything else. Unfortunately, recent and pending 
financial reforms have been anything but simple; they are mind- numbingly 
complex. Some might interpret this technical complexity as a hallmark of 
sophistication, but I take exactly the opposite view: it is a sure sign of poor 
design. We should be aiming for something far simpler. Bear in mind that 
simple does not mean simplistic. Justice Oliver Wendell Holmes once dis-
tinguished between the simplicity on this side of complexity and the sim-
plicity on the other side of complexity.4 It is the latter kind that he con-
sidered worthwhile, and it is not easy to get there. Steve Jobs, one of the 
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greatest product designers in business history, made the same point: that 
simple is harder than complex. “It takes a lot of hard work,” Jobs said, “to 
make something simple, to truly understand the underlying challenges and 
come up with elegant solutions.”5

This book offers a blueprint for an updated monetary system— a fairly 
simple one at that. It is not a vague statement of principles but rather 
a concrete and realistic institutional design. The design is not radical or 
exotic; indeed, it is fairly conservative. It is best understood as a mod-
ernization of the current monetary architecture. I believe the approach 
described here would enable us to substantially scale back our existing 
unwieldy approach to financial stability regulation.

Apart from serving as a possible basis for reform, this blueprint offers 
another advantage: it helps to illuminate the logic and historical develop-
ment of existing institutions. The analysis will reveal that, despite its design 
flaws, the existing US system of money and banking in many ways embod-
ies a coherent economic logic— one that has not previously been clearly 
articulated. Surprisingly, much of this terrain has never been systemati-
cally explored. Many of the components of the analysis already exist in 
the literature, but in fragmentary form. A central task of the book (and a 
source of its novelty) will be to assemble these elements into a coherent 
and integrated whole.

Portions of this book draw on my previous work. Parts of the intro-
duction and chapters 1, 2, 9, and 10 draw on “Regulating Money Creation 
after the Crisis,” Harvard Business Law Review 1, no. 1 (2011): 75– 
143; parts of chapters 4, 6, 7, and 8 draw on “A Regulatory Design for 
Monetary Stability,” Vanderbilt Law Review 65, no. 5 (2012): 1289– 360; 
parts of chapter 5 draw on “Money and (Shadow) Banking: A Thought 
Experiment,” Review of Banking and Financial Law 31, no. 2 (2012): 
731– 48; parts of chapter 10 draw on “Reforming the Short- Term Funding 
Markets,” Harvard John M. Olin Discussion Paper 713 (2012); and parts of 
chapters 1, 9, and 10 draw on “A Simpler Approach to Financial Reform,” 
Regulation, Winter 2013– 14, 36– 41.

I have amassed many intellectual debts in formulating the ideas pre-
sented here. Without implicating any of them in my conclusions, I want 
to thank Margaret Blair, Christine Desan, Gary Gorton, Sam Hanson, 
Mike Hsu, Howell Jackson, Matt Kabaker, Roy Kreitner, Perry Mehrling, 
Andrew Metrick, Geoff Miller, Jim Millstein, Nadav Orian Peer, Zoltan 
Pozsar, Jim Rossi, Nick Rowe, Ian Samuels, David Scharfstein, Ganesh 
Sitaraman, David Skeel, Jeremy Stein, Adi Sunderam, Randall Thomas, 
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Yesha Yadav, and participants in workshops and seminars at Vanderbilt 
Law School, Harvard Law School, NYU Law School, Fordham Law 
School, University of Colorado Law School, and Duke Law School. 
Thanks also to Luke Meyers for research assistance. 

As this book neared publication, Chris Rhodes, my editor at the 
University of Chicago Press, passed away. Chris was a superb editor—a 
wise and honest critic, a patient sounding board, an advocate and cheer-
leader, a skillful project manager. This book owes much to him.



I am tempted to believe that what we call necessary institutions are often no more than insti-
tutions to which we have grown accustomed.— Alexis de Tocqueville, 18501

This book is about the structure of monetary institutions. It is also 
about financial instability. These two topics are closely related; in fact 

they are inseparable. I argue that our existing monetary framework is out-
dated and defective— and that revamping it is a prerequisite to financial 
stability. More than that, such a revamp could pave the way for a dramatic 
reduction in the scope and complexity of modern financial stability regu-
lation.

In short, financial instability is at bottom a problem of monetary system 
design. In a sense, this statement reflects the traditional wisdom. During 
the Great Depression, the academic debates over what had gone wrong 
centered on the monetary architecture. Reform- minded scholars, includ-
ing many of the leading economists of the era, sought above all to stabilize 
the “circulating medium” of bank- issued money. They understood the core 
problem in distinctly monetary terms.2

Today’s prevailing viewpoint is quite different. The global financial 
crisis of 2007 to 2009 has produced a flood of literature on the sources 
of financial instability. With very few exceptions, though, that literature 
has neglected the topic of monetary system design. Instead, under today’s 
dominant line of thinking, financial instability is understood to be an in-
herent feature of capitalist economies. In the words of Hyman Minsky, a 
pioneer of this point of view, “serious business cycles are due to financial 
attributes that are essential to capitalism.”3 The financial system, we are 
told, has a built- in tendency to get badly out of kilter, endangering the 
broader economy.

Introduction



2 introduction

In my view the prevailing viewpoint is not a useful way of thinking 
about financial instability. Just what is wrong with it is not easily stated 
in a few words. The case against the prevailing view won’t reach fruition 
until part 3 of the book. For now, let’s just say that the prevailing view 
has sent us on a wild goose chase, searching for “systemic risk” and other 
mythical creatures. I argue instead that the traditional wisdom still ap-
plies. When it comes to financial stability policy, our top priority should be 
to follow through on building a stable and efficient monetary framework. 
This project is not a new one, of course. Monetary system design is an age- 
old challenge of government. It is a discrete task of institutional engineer-
ing, not an open- ended search for “systemic risk” or anything like that.

This book is by no means the first to address monetary system design. 
As we’ll see later, though, the topic hasn’t been thought through as well as 
one might expect. To be clear, this book isn’t about the conduct of mone-
tary policy— a topic that has received vastly more attention over the years. 
The conduct of monetary policy and the design of monetary institutions 
are distinct subjects. The latter analytically precedes the former: monetary 
policy takes place within a given institutional setting.

If my argument is right, then the financial stability reforms of recent 
years— in the United States and, by extension, abroad— have mostly been 
on the wrong track. We will look at those reforms in part 3. To the extent 
that they reflect an underlying theory, it is the prevailing viewpoint just 
described. Recent reforms have touched virtually every part of the US 
financial system, but they have left the monetary architecture practically 
untouched. I fear they could turn out to be both costly and ineffective.

The idea that financial instability is largely a problem of monetary sys-
tem design is counterintuitive. It doesn’t mesh with the usual narratives 
about the recent financial crisis. Indeed, many readers may be wondering 
what this proposition even means. So this is where we need to start.

One View of the Challenge

It is useful to begin by discussing a subject that might initially seem unre-
lated to monetary system design: “shadow banking.” This term has taken 
on a variety of meanings lately, but I will use it in a very precise way. 
For our purposes, a shadow bank is an entity that uses large quantities 
of short- term debt to fund a portfolio of financial assets and that is not a 
chartered deposit bank. The shadow banking system is just the set of enti-
ties that meet these two criteria.4
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The concept of shadow banking, as used here, is more or less inter-
changeable with the (nondeposit) short- term debt of the financial sector. 
Practically speaking, they are the same thing. The markets for this short- 
term debt— often called the short- term funding markets, the wholesale 
funding markets, or just the funding markets— are described in some de-
tail in chapter 1. These markets are huge, and they were at the center of 
the recent financial crisis. In 2007 and 2008 the short- term funding mar-
kets unraveled in a series of classic panics. From the perspective of finance 
practitioners and policymakers, these panics were virtually synonymous 
with the financial crisis. The panics themselves were the emergency, and 
they coincided with the start of a severe economic slump.

This book argues that, when it comes to financial stability policy, 
panics— widespread redemptions of the financial sector’s short- term 
debt— should be viewed as “the problem” (the main one, anyway). More 
to the point: panic- proofing, as opposed to, say, asset bubble prevention 
or “systemic risk” mitigation, should be the central objective of financial 
stability policy— at least insofar as financial stability policy is about pre-
venting macroeconomic disasters. I will have much more to say about this 
later.

We do of course have a policy response to panics, but it has major prob-
lems. The modern answer to panics consists of an implicit commitment of 
open- ended public support for the financial sector’s short- term debt, via 
the lender of last resort and other facilities. The very prospect of public 
support introduces potentially severe distortions into the financial sys-
tem. It encourages the growth of individual financial firms and the finan-
cial sector as a whole; it rewards high degrees of leverage and generates 
an oversupply of credit; and it perversely subsidizes the financial sector 
through artificially low funding costs. These are not novel claims, but they 
do suggest that our modern approach to fighting panics might itself bear 
substantial responsibility for many of the apparent pathologies of modern 
finance.

So what does the financial sector’s short- term debt (shadow banking) 
have to do with the monetary system? Gary Gorton, a leading expert in 
this area, has said that “the shadow banking system is, in fact, real bank-
ing.”5 This is an important insight. Shadow banking clearly bears a close 
resemblance to ordinary deposit banking. Both shadow banks and deposit 
banks hold portfolios of financial assets that they fund largely with very 
short- term IOUs. In deposit banking those IOUs take the form of deposit 
liabilities. In shadow banking those IOUs consist of the myriad instru-
ments of the short- term funding markets. But the basic structure is the 



4 introduction

same. Because of this heavy reliance on short- term debt funding, both 
business models are inherently susceptible to a liquidity crisis or “run” in 
which short- term claimants simultaneously seek to redeem.

So far so good; this comparison between shadow banking and deposit 
banking has become fairly standard. But the comparison can be taken one 
step further. It is a truism of finance that deposit banks are in the money 
creation business. Every student of introductory economics learns how this 
works. Deposit banks issue special instruments called “deposits” that func-
tion as money.6 This is a legally privileged activity: only chartered deposit 
banks are authorized to issue these instruments. And they issue them in 
amounts that far exceed their holdings of government- issued (or “base”) 
money. Deposit banks, then, really do augment the money supply.

Here we come to a threshold conceptual step. It turns out that the 
shadow banking system creates money too. The short- term IOUs that are 
issued by shadow banks are widely understood to be close substitutes for 
deposit instruments. For accounting and other purposes, these short- term 
debt instruments are called cash equivalents. Corporate treasurers and 
other businesspeople just call them cash. Economists sometimes refer 
to them as near money or quasi money. Central bankers include many 
of these instruments in their broad measures of the money supply. And, 
not coincidentally, the market for these short- term IOUs is known in the 
financial world as the money market, as distinct from the more familiar 
capital market in which stocks and ordinary bonds are traded.

Now, these cash equivalent instruments might not really seem like 
“money.” In particular, they are not typically used as a means of pay-
ment— a textbook attribute of money. In this respect cash equivalents 
look like ordinary bonds. An important task ahead will be to clarify what 
it means to say that cash equivalents have monetary attributes, whereas 
other financial instruments— like longer- term Treasury bonds, or shares in 
equity mutual funds— do not. The answer is not obvious, and it is not just 
a matter of asset “liquidity.” I will address this central topic in chapter 1.

Shadow banking, then, appears to be a monetary phenomenon, not 
just a financial one. This distinction might seem subtle, but it is conceptu-
ally significant. It implies that the shadow banking problem is bound up 
with the institutional structure of the monetary system. In other words, 
the question of what to do about shadow banking is inseparable from the 
question of how our monetary system should be designed. This recogni-
tion should not be very controversial; it emerges naturally from the anal-
ogy between shadow banking and deposit banking. Interestingly, though, 
shadow banking is seldom discussed in this way.
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What would it mean to take this monetary perspective on shadow bank-
ing seriously? Deposit banks have long been viewed as special by virtue of 
their monetary function. In particular, disruptions in the deposit banking 
sector can and do inflict severe damage on the broader economy. In a clas-
sic analysis, Milton Friedman and Anna Schwartz argued that the Great 
Depression was largely the product of a monetary contraction caused by 
waves of banking panics.7 Those panics, they wrote, “were the mechanism 
through which a drastic decline was produced in the stock of money.” And 
the economic devastation that followed was “a tragic testimonial to the 
importance of monetary forces.” (Subsequent research on the Depression 
has stressed the causal role of the international gold standard. Note that 
these two explanations are complementary8— and both implicate the 
monetary framework.) The impact of Friedman and Schwartz’s study was 
profound. Ben Bernanke has described their achievement as “nothing less 
than to provide what has become the leading and most persuasive expla-
nation of the worst economic disaster in American history, the onset of 
the Great Depression.”9 The relevance of the Friedman- Schwartz thesis to 
shadow banking is not hard to see. If the shadow banking system performs 
a monetary function similar to that of deposit banking, presumably it also 
presents similar macroeconomic risks.

This line of reasoning raises fundamental questions of institutional de-
sign. For the legal distinction between deposit banking and shadow bank-
ing is striking. Consider deposit banks first. In recognition of their special 
role in money creation, deposit banks have long been required to submit 
to a uniquely extensive regulatory regime. No other industry is subject to 
remotely comparable constraints and oversight. In the United States, de-
posit banks face detailed chartering criteria; strict limits on permissible 
activities and investments; leverage limits (capital requirements); special 
restrictions on affiliations and affiliate transactions; base money reserve 
requirements; extensive on- site supervision; a vigorous enforcement re-
gime; special receivership in the event of failure; and so on. Deposit banks 
are also the beneficiaries of government stabilization facilities— central 
bank loans and deposit insurance— that are (normally) unavailable to 
other firms.

By virtue of submitting to this regulatory regime, deposit banks are 
endowed with an extraordinary legal privilege: they are licensed to issue 
deposit instruments. This privilege is accompanied by a logical corollary: 
enterprises other than chartered deposit banks are legally prohibited from 
issuing these instruments.10 This remarkable prohibition might be de-
scribed, both logically and historically, as the “first law of banking.” It is 
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worth dwelling on this point for a moment. In formal terms, a deposit in-
strument is merely a variety of IOU. The first law of banking thus estab-
lishes a sweeping limitation on freedom of contract. Parties not licensed 
as deposit banks are legally ineligible to be obligors under this particular 
type of IOU. The authority to issue them is the very legal privilege that a 
banking charter conveys.11

Contrast the shadow banking system. Shadow banking entities have no 
legal or regulatory status as such. Issuing cash equivalent instruments— 
the hallmark of shadow banking— requires no license. This activity takes 
place pursuant to generally applicable background rules of property and 
contract (maybe with a dash of commercial law and organizational law 
thrown in). It is not legally confined, nor is it surrounded by the elaborate 
institutional architecture of the deposit banking system. What justifies this 
differential legal status? Assume for the moment that the monetary func-
tion of deposits is, in one way or another, what justifies the extraordinary 
regulation of their issuers. If cash equivalents perform a monetary func-
tion too, then perhaps the law of banking rests on an arbitrary and formal-
istic distinction. That is to say, perhaps the starting point for banking law 
should be not the deposit instrument but rather the broad array of short- 
term IOUs that serve a monetary function.

This analysis reveals a basic point that has vital implications for mone-
tary system design: given the existence of some established medium of 
exchange, entrepreneurs can set up a distinctive “money creation” busi-
ness model whose liabilities consist largely of instruments that are re-
deemable for that existing money on demand or in the very near term. 
(Why entrepreneurs would want to use such a funding model will be dis-
cussed in chapters 2 and 3; the short answer is that it is very profitable.) 
The portfolios of these enterprises tend to consist mostly of longer- term 
financial assets like loans and bonds. This is the familiar business model of 
 banking— or shadow banking, as the case may be. Crucially, in the absence 
of any special legal impediments, this business model can arise through the 
operation of standard rules of property and contract. The law of deposit 
banking, however, establishes just such a legal impediment. It is the first 
law of banking: no person or entity may issue redeemable instruments 
styled as “deposits” unless it has a special charter to do so.

One sometimes hears that banking regulation should be “extended” to 
the shadow banking system, but this argument misapprehends the basic 
structure of banking law. To see why, imagine what it would mean to “ex-
tend” banking regulation to, say, a big securities dealer that relies heav-
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ily on short- term debt funding. I noted above that US deposit banks are 
strictly limited in their permissible activities and investments. Let’s now 
be a little more specific. In the United States, deposit banks are basi-
cally limited to holding diversified portfolios of credit assets— loans and 
investment- grade bonds. They generally may not buy equity securities or 
junk bonds, for example.12 So deposit banks are not allowed to own many 
of the kinds of assets that securities dealers hold as a part of their core 
business. More fundamentally, deposit banks are explicitly prohibited by 
statute from engaging in securities dealing, subject to very narrow excep-
tions.13 Simply put, if deposit banking regulation were “extended” to a se-
curities dealer, it could no longer be a securities dealer.

One might argue that these activity and portfolio constraints should 
be relaxed in the case of a securities dealer. But this is a strange argu-
ment; those constraints are part of the very core of banking regulation! 
Remember, banking law starts by confining the issuance of deposit in-
struments to a class of specially chartered entities that must abide by all 
sorts of requirements, including strict activity and portfolio constraints. If 
cash equivalents function as deposit substitutes, then the natural question 
is whether their issuance should also be so confined. In other words, the 
question isn’t whether banking regulation should be “extended” to (for 
example) securities dealers, but rather whether securities dealers should 
be prohibited from issuing cash equivalents, just as they are now prohib-
ited from issuing deposits. We are talking here about updating the first law 
of banking— the general prohibition that is the starting point for bank-
ing law.

Here is another way of thinking about it. Imagine that the statutory 
definition of “deposit”14 were amended to encompass all the various types 
of short- term debt instruments on which the financial sector relies for 
funding. In that case, only chartered deposit banks would be authorized 
to issue such instruments. This would mean the end of “shadow” banking; 
the business of funding portfolios of financial assets with large quantities 
of short- term debt would be coextensive with the deposit banking system. 
We would then have a single set of chartered money creation firms, oper-
ating under terms and conditions established by the state.

It should now be apparent what it means to say that financial instabil-
ity is a problem of monetary system design. The short- term IOUs of the 
financial sector are monetary instruments, and a panic— what Bernanke 
called a “generalized run by providers of short- term funding to a set of 
financial institutions”— is a defining feature of financial crises. To quote 
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University of Chicago economist Douglas Diamond, a leading theorist in 
this area, “Financial crises are everywhere and always about short- term 
debt.”15 This is perhaps an exaggeration, but only a slight one.

The Broader Context

This discussion has offered a glimpse of the kinds of questions this book 
is occupied with. To bring these questions fully into view, it is useful to 
situate the foregoing discussion within a more general context. Some tax-
onomy will help. Consider the “cash and equivalents” line on the asset 
side of the balance sheet of an operating company, say IBM. We tend to 
think of this as just “cash” or “money”— and that is what IBM’s managers 
surely call it— but of course in reality it consists of specific kinds of in-
struments. What are they exactly? There are three basic categories. First, 
there is government- issued physical currency; IBM has only a tiny amount 
of this. Second, there are (checkable) bank deposit instruments, which 
the company uses to make virtually all its payments. Third, there are  
the various instruments of the short- term funding markets: cash equiva-
lents.

Let’s look more closely at these three categories. Table 1 summarizes 
some of their essential legal- institutional attributes (the focus here is 
on the United States, but other jurisdictions are similar). The first row, 
physical currency, has been lurking in the background so far; we can now 
bring it forward. In modern monetary systems, physical currency is “fiat” 
currency, meaning it lacks intrinsic value and isn’t redeemable for any-
thing else.16 The table indicates that issuing physical currency is legally 
privileged: having issued currency, the state prohibits others from produc-
ing identical instruments. This of course is the subject of anticounterfeiting 

table 1. Characteristics of Existing Monetary Instruments

Monetary Instrument Privileged Issuance? Sovereign vs. Private

Physical currency Yes Sovereign

Bank deposits Yes Sovereign (insured)
and

Private (uninsured)

Cash equivalents No Private (mostly)
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law.17 Physical currency is also sovereign in status. This just means it repre-
sents a “commitment” of the state and not of any private entity.

Next consider bank deposits, which are the predominant medium of  
exchange in modern economies. We have already seen that their issuance 
is a privileged activity, inasmuch as it is legally confined to a class of spe-
cially chartered entities. In addition, most deposit instruments— those 
that are federally insured— are sovereign in status, meaning the govern-
ment commits to honor them. Uninsured deposits, on the other hand, are 
private obligations and are susceptible to default.

The third category is cash equivalents. As we saw above, their issuance 
generally is not a legal privilege. Most cash equivalent instruments have 
no legal or regulatory status as such. They are issued (in immense quan-
tities) pursuant to standard rules of property and contract. There are no 
legal restrictions on issuing cash equivalents, and they reside outside the 
purview of monetary authorities. In addition, cash equivalents generally 
are private obligations and are susceptible to default.

These three categories of monetary instruments roughly correspond to 
conventional measures of the money stock: the “monetary base,” “M1,” 
“M2,” and “M3.” Physical currency belongs to the monetary base, which 
under current arrangements is issued directly by the central bank. Bank 
deposits that are payable on demand belong to M1, which consists of types 
of money commonly used for payment. Some important cash equivalents 
are included in M2 and M3, which are broader measures of the money 
stock. The Federal Reserve stopped reporting M3 in 2006, but other cen-
tral banks, including the European Central Bank, do report M3 measures 
(see chapter 1).

The taxonomy in table 1 raises some basic questions of institutional 
design. The most fundamental question is why the government should in-
volve itself in monetary matters to begin with. We can safely stipulate that 
money serves a vital function in a market economy: it makes exchange 
much easier. But it doesn’t follow that the state needs to have a role here. 
The state could exit the monetary business altogether— including the issu-
ance of physical currency— leaving it entirely to “the market” to establish 
a monetary framework.

In the area of money, however, the pure laissez- faire approach has few 
advocates.18 Even the most ardent proponents of laissez- faire usually con-
cede that “the market” (as constituted by the legal institutions of prop-
erty and contract) should not be expected to generate satisfactory mone-
tary arrangements through some kind of spontaneous process. Consider 
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the views of Milton Friedman, a champion of laissez- faire in other areas: 
“Something like a moderately stable monetary framework seems an 
essential prerequisite for the effective operation of a private market 
economy. It is dubious that the market can by itself provide such a frame-
work. Hence, the function of providing one is an essential governmental 
function on a par with the provision of a stable legal framework.”19 More 
recently, another Nobel Prize– winning economist with equally impec-
cable laissez- faire credentials made a similar argument. “The market will 
not work effectively with monetary anarchy,” wrote James M. Buchanan. 
“Clearly some defined process and institutional structure must be estab-
lished” over monetary affairs.20

If the government is going to establish a monetary framework, it must 
decide how best to do so. In this regard it faces some fundamental de-
sign choices. An initial set of choices is evident in the “privileged issu-
ance” column in table 1. Let’s suppose the state has successfully put some 
amount of fiat paper money into circulation, by whatever means. Assume 
also that it has established anticounterfeiting laws and is enforcing them 
adequately. As we have already seen, given the existence of this estab-
lished medium of exchange, entrepreneurs can set up a money creation 
business (in other words, a bank) using generally available legal technol-
ogies. A threshold question for the state is whether to impose any limita-
tions on this private activity.

The notion that the state should leave this activity unhindered— a pro-
posal that sometimes goes by the name free banking— embodies a com-
mitment to freedom of contract in this area. Note, however, that both 
theory and history suggest this business model is prone to damaging pan-
ics. (We will examine this topic in detail in part 1.) Perhaps for this reason, 
free banking has not been the historical norm. The issuance of deposit in-
struments and their historical predecessors, bank notes, has almost always 
been a legal privilege.21

Suppose the state were to conclude that free banking is dubious— that 
legal constraints should be placed on issuing redeemable instruments that 
function as money. (This is the first law of banking.) The state might then 
adopt the familiar licensing approach, permitting only selected third par-
ties to issue these instruments under specified terms and conditions. But 
if the state sees problems with this activity— problems that justify cur-
tailing freedom of contract— why let any third parties do it at all? After 
all, the state could make itself the exclusive issuer of monetary instru-
ments, whether through a state- owned “bank” or through some other in-
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stitutional arrangement. This would mean prohibiting all third parties 
from creating money; money creation would be a public monopoly. Lest 
this idea seem far- fetched, it is worth noting that one version of this pro-
posal, called “100% reserve banking,” has a very distinguished intellec-
tual lineage.22

Either way— whether the government grants the privilege of issuing 
monetary instruments to selected third parties or retains it exclusively for 
itself— the government needs to specify the precise contours of the privi-
lege. A legal privilege logically implies a legal prohibition; parties without 
the privilege are prohibited from doing something.23 So what, exactly, is 
the government prohibiting? Is it just the issuance of redeemable instru-
ments styled as “deposits”? Or should the prohibition extend to issuing 
cash equivalents, defined on some functional basis? This is the question 
we encountered above in the shadow banking discussion: whether there 
is a respectable basis for the differential legal status of deposits and cash 
equivalents. It is clear now that this is just one aspect of a broader design 
challenge.

Turning to the “sovereign vs. private” column, we encounter another 
set of design choices. Government- issued fiat money is inherently sover-
eign in status; dollar bills are not susceptible to default. But if the govern-
ment chooses to license third parties to issue redeemable monetary instru-
ments, those instruments are another matter. The state has two options 
here. The first would be to leave such instruments as private (defaultable) 
contractual obligations. The second would be to accord them sovereign 
status: think deposit insurance.

This is a much debated topic. Historically, deposit insurance systems 
seem to have had remarkable benefits in preventing banking panics. At 
the same time, such systems give rise to well- known incentive problems, 
encapsulated by the term moral hazard. Whether such incentive problems 
can be successfully mitigated through various regulatory techniques is an 
important question. A related question is whether the government should 
limit the scope of its commitment. Under the current US system, federal 
deposit insurance is capped at $250,000 per account.24 This coverage limit 
reflects a consumer protection philosophy; small retail account holders 
presumably lack the capacity to monitor bank solvency. But if we view de-
posit insurance through the lens of panic prevention instead of consumer 
protection, then the justification for coverage limits becomes far murkier. 
As we will see in future chapters, sophisticated institutional accounts are 
far more likely than small retail accounts to redeem en masse, precisely 



12 introduction

because they are paying closer attention. If panic prevention is a key goal, 
then coverage limits may very well undermine it.25 Finally, the subject of 
cash equivalents arises here too. If the government sees fit to accord sov-
ereign status to “deposit” instruments, does the same logic apply to cash 
equivalents?

Still other questions suggest themselves. If the government chooses 
to license third parties to engage in money creation, under what terms 
and conditions should they operate? How should we think about the re-
lation between this activity and the direct issuance of base money by an 
arm of the state, such as a state- owned central bank? And how (if at all) 
should the government exercise control over the supply of monetary in-
struments? These questions subsume a variety of others: about the oper-
ation of monetary policy; about the administrative independence of the 
monetary authority from the fiscal authority; about the mechanics of the 
payment system; and about “seigniorage,” or government revenue that 
arises from money creation.

It should be clear that we are dealing with a multifaceted institutional 
design challenge. Given the importance of the topic, one could be for-
given for assuming that these issues must already have been fully thought 
through. Surprisingly, they have not. The basic legal- institutional design 
considerations that are pertinent to the establishment of a monetary sys-
tem have never been well articulated. Look, for instance, at the standard 
textbooks on money and banking, on macroeconomics, and on bank regu-
lation. This is where one might expect to see a systematic treatment of 
these issues, but it is not to be found.

Looking beyond the textbooks, one finds a handful of book- length treat-
ments of the topic of monetary system design.26 These include such classic 
works as Walter Bagehot’s astounding Lombard Street: A Description of 
the Money Market (1873) and Milton Friedman’s A Program for Monetary 
Stability (1960). Despite their remarkable insights, these and other schol-
arly efforts in this area have major shortcomings (or so I will argue). And 
these shortcomings in turn explain the inadequacies of the standard text-
books. The textbooks reflect the state of the theory, but the theory is seri-
ously underdeveloped.

A Design Sketch

The core question this book seeks to answer is deceptively simple: How 
would we design a fiat monetary system if we were starting from scratch? 
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In the interest of concreteness, this section lays out a blueprint for a fiat 
monetary system, which I will call the reformed monetary system or just 
the reformed system. The analysis of this book will suggest that it is a 
good system: it compares favorably with the realistic alternatives. The 
blueprint will be fleshed out in chapter 9.

The system described here is not radical. On the contrary, I will show 
in chapter 9 that it is fairly conservative. It could be implemented through 
a series of incremental changes to the existing US system of money and 
banking. For purposes of exposition, it is easier to describe the reformed 
system from the ground up rather than as an evolutionary transformation 
of the current US framework. Existing US deposit banks would be grand-
fathered into the reformed system as “member banks,” and their current 
business models would remain mostly intact.27

Medium of Exchange

In the first instance, we will imagine the reformed monetary system to be 
one without physical currency. That is, the medium of exchange does not 
exist in tangible (bearable) form. By no means is this an essential feature 
of the reformed system. Physical currency can easily be accommodated, 
and there may be good reasons to do so in practice. But the system is 
much easier to describe if we imagine there is no physical currency. And 
clearly there is no magic to bits of paper.28

Also, in describing the reformed system we will not use the term “de-
posit.” That term is questionable on a number of levels. For one thing, it 
connotes a place of storage, which brings to mind misleading imagery.29 
For another, it is commonly used to refer both to instruments that serve as 
a medium of exchange (checkable deposits) and to a very different class 
of instruments that resemble ordinary bonds (time deposits). So we will 
do without this term.

In the system described here, the medium of exchange exists only in 
record form, not physical form. Because it exists only in record form, we 
will refer to it as r- currency. R- currency is issued only by member banks 
of the system, and it is denominated in the standard monetary unit (e.g., 
dollars in the United States). It functions just like today’s demand deposit 
instruments. Agents in the economy hold r- currency accounts. Each mem-
ber bank maintains a ledger (presumably an electronic ledger or data-
base) reflecting its customers’ accounts. Payments in the economy are 
made through assignments (transfers) of r- currency. The technology of 
assignment— whether it is a check, an electronic transfer, a card swipe, or 
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some other mechanism— is not important. This is a minor detail of trans-
action processing; any or all of those technologies would work.

Why does anyone ascribe value to r- currency? For the same reason 
that people ascribe value to fiat physical currency today. In the reformed 
system, the government declares r- currency to be legal tender and, more 
important, accepts it in payment of taxes. The legal- institutional environ-
ment thus ensures that r- currency is valued. That is how fiat money always 
works, of course.30 Because it is fiat money, r- currency is not susceptible to 
default, any more than today’s dollar bills can default. There is no “cover-
age cap” on the sovereign status of r- currency. In this respect r- currency 
differs from today’s federally insured demand deposits, with their cap of 
$250,000 per account. Thus all r- currency is sovereign, fiat money, and 
r-currency bears no interest— again, like today’s physical currency.

This description raises an important point of contrast. Under today’s 
system of money and banking, there are two common media of exchange: 
physical currency and demand deposit instruments. They are not of equal 
status. The latter are redeemable for the former, but not vice versa.31 
This asymmetry is encoded in the basic vocabulary of money and bank-
ing. Modern physical currency is a form of “base money,” “high- powered 
money,” or “outside money,” whereas demand deposits are a form of 
“bank money” or “inside money.” In the reformed system this two- tiered 
structure does not exist. There is one homogeneous medium of exchange. 
Even if physical currency were introduced, it would have precisely the 
same legal and economic status as r- currency. And even if the state chose 
to maintain a “central” bank (a topic we will come to shortly), r- currency 
issued by that entity would be exactly the same as r- currency issued by 
member banks. The reformed system thus establishes a legally and eco-
nomically uniform medium of exchange.

If r- currency seems weird or exotic, it shouldn’t. At the risk of belabor-
ing the point, it works just like a fully insured checkable deposit. Instead 
of committing to honor these instruments with some kind of fiat “base” 
money, the government simply declares these instruments to be fiat money. 
In economic substance, these two approaches amount to the same thing. 
So r- currency should seem quite familiar. Readers who find this weird may 
just be grappling with the weirdness of fiat money itself, rather than with 
its particular institutional realization in the reformed  system.

At any rate, readers who find this weird are the very reason for intro-
ducing the r- currency terminology and for omitting physical currency from 
this discussion. The word deposit and the presence of bits of paper tend to 
be conceptually distracting— even for many specialists.32 They encourage 
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us to think of money as something the bank “takes” and then “lends out,” 
instead of as an instrument the bank issues. The goal here is to declutter 
the institutional environment; we need to strip away the inessentials in 
order to clarify the basic mechanics. Once this is accomplished, then intro-
ducing physical currency, or reverting to the unfortunate “deposit” termi-
nology, becomes a trivial matter.

Member Banks

Member banks in the reformed system are chartered by the govern-
ment and owned by private shareholders. They are authorized to issue  
r- currency in exchange for financial assets, under terms and conditions es-
tablished by the state. By acquiring financial assets in exchange for newly 
issued r- currency, member banks augment the money supply and put 
downward pressure on market interest rates. Conversely, by selling finan-
cial assets or allowing them to mature, they shrink the money supply and 
put upward pressure on market interest rates.

In addition to this issuance function, member banks assist commerce 
by managing the circulation of r- currency. In particular, they effect trans-
fers of r- currency among account holders through bookkeeping entries, 
just as deposit banks do today. (Again, the precise payment processing 
technology is unimportant; the related topic of “clearing and settlement” 
among member banks will be addressed briefly below.) In effect, member 
banks are engaged in a joint venture with the state: a public- private part-
nership for the issuance and circulation of the money supply.

Why involve the private sector in this monetary function? After all, the 
state could reserve to itself the exclusive privilege of issuing r- currency. 
We can imagine, for example, a system under which the state would spend 
r- currency into circulation through its normal fiscal operations, without 
involving private agents at all. However, for reasons I will discuss later 
(chapter 5), that approach to distribution would present serious practical 
problems in terms of both fiscal management and the administration of  
monetary policy. By comparison, issuing r- currency in exchange for (non-
monetary) financial assets—lending the money supply into circulation 
rather than spending it into circulation— turns out to have significant 
practical advantages. Of course, the state could pursue this lending strat-
egy without involving the private sector; it could undertake these invest-
ments on its own. But there are reasons the state might find it advan-
tageous to outsource this function. That is, the state might want to hire 
investment specialists and provide them with incentive contracts that re-
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ward them for investing well. Such an arrangement should be expected 
to improve asset allocations while also insulating the investment process 
from political influence. This is the core rationale for the joint venture.

Like any joint venture, this one needs to be structured. Two key terms 
of the structure are worth highlighting here. First, member banks in the 
reformed system are required to abide by portfolio constraints, which con-
fine them to diversified portfolios of relatively high- quality credit assets 
(loans and bonds). So member banks are not permitted to engage directly 
in commercial activities, and they are disallowed from investing in equity 
securities, real estate, or commodities. Instead, their portfolios consist al-
most entirely of senior claims on other economic agents.33 The objective 
here is to limit portfolio risk. Second, member banks are subject to equity 
capital requirements. This just means that at least some specified propor-
tion of each member bank’s financing structure must consist of a resid-
ual (or shareholders’ equity) claim. As residual claimants, member bank 
shareholders benefit from good portfolio performance, but they also ab-
sorb “first loss” in the event of portfolio losses. A supervisory regime mon-
itors compliance with these risk constraints. How to optimize the risk con-
straints is an important topic that will be clarified in subsequent chapters. 
For now, it’s enough to note that the risk constraints need to be permissive 
enough to accommodate the desired money supply.34

As this discussion illustrates, member banks’ investment activities are 
merely incidental to the system’s public purpose, which is to issue and cir-
culate money. Member banks in this system should not be viewed as finan-
cial “intermediaries.” The system’s purpose is not to link savers and bor-
rowers but rather to efficiently accomplish the state’s monetary objectives. 
Put differently, r- currency does not represent claims on portfolios of as-
sets. Rather, all r- currency is uniform, sovereign, noninterest- bearing, fiat 
money— just like today’s physical currency. In the reformed system, mem-
ber banks coexist with many other types of credit investors that are finan-
cial intermediaries: finance companies, insurance companies, securities 
firms, hedge funds, pension funds, mutual funds, and so forth. The aggre-
gate size of member banks, and thus their relative share of the total credit 
market, is entirely a function of monetary policy; more on this below.

Unauthorized Banking

A central objective of the reformed monetary system is to confine money 
creation to the member banking system. This presents a significant chal-
lenge. As I noted above, given the existence of some existing medium of 
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exchange (in this case, r- currency), entrepreneurs can establish money 
creation firms using standard tools of property and contract. The business 
model is straightforward. It involves issuing and continuously rolling over 
large quantities of IOUs that are redeemable on demand or in the very 
near term for the established form of money.

The reformed system includes a prohibition on this fragile funding 
model: it constitutes unauthorized banking. To see how this legal restric-
tion works, it is useful to introduce a point of terminology. This book uses 
the functional term money- claims to denote short- term debt instruments 
(excluding trade credit)35 that are payable in the medium of exchange or 
its equivalent. The meaning of short- term is a central question and will be 
analyzed in detail in chapter 1; for now, think maturities of less than one 
year— the traditional dividing line between the money market and the 
capital market. I will add some further refinements to the money- claim 
definition in chapter 9. It is enough for now to note that the definition en-
compasses such instruments as demand deposits and cash equivalents. It 
covers the money markets but not the capital and derivatives markets.

Under the reformed system, entities other than member banks are pro-
hibited from issuing money- claims, subject to de minimis exceptions. A 
more precise specification of the prohibition, and relevant antievasion 
measures, will be discussed in chapter 9. But the general idea should be 
clear. This prohibition might initially seem radical, but it is just a func-
tional modernization of banking law’s current prohibition on issuing de-
posit instruments without a special charter. In an earlier era, similar prohi-
bitions applied to the issuance of circulating bank notes. As I noted above, 
these prohibitions are the “first law of banking”— they are the essential 
starting point for banking law. The reformed system is no exception. I will 
argue in this book that the prohibition described here would allow for a 
substantial reduction in the scope and complexity of modern financial sta-
bility regulation. By doing this one thing reasonably well, we could stop 
trying to do a bunch of other things.

Many readers will no doubt object to this prohibition on grounds of 
feasibility. Chapter 9 will address this objection in some detail. In the 
meantime I hope readers will give me the benefit of the doubt. I don’t 
think I’m naive about the potential for “regulatory arbitrage”— a fancy 
term for avoidance. I used to do it for a living. Just to be clear, my claim is  
not that specifying and enforcing a general prohibition on money- claim 
issuance would be easy. It would be challenging, of course. But it is worth 
pointing out that every financial regulatory regime— securities laws, in-
vestment company laws, insurance laws, capital regulation, derivatives 



18 introduction

regulation, proprietary trading limits, and so forth— raises difficult anti-
avoidance challenges. Such challenges are an inevitable problem of eco-
nomic regulation; they are not unique to the reformed monetary system. 
And regulatory effectiveness doesn’t require zero arbitrage.

Of course, this kind of prohibition should not be undertaken lightly. A 
commitment to market allocation of resources leads naturally to a pre-
sumption in favor of freedom of contract. Nonetheless, it is only a presump-
tion. The law curtails freedom of contract when contractual enforcement 
would produce inefficient or otherwise undesirable outcomes. Antitrust 
law’s prohibition of contracts in restraint of trade is only the most obvi-
ous example.36 Another example comes from bankruptcy law, which usurps 
individual creditor remedies in order to make creditors as a whole better 
off.37 The unauthorized banking provision described here is conceptually 
analogous to these other cornerstones of the legal structure of capitalism.

The unauthorized banking provision has the effect of requiring all en-
tities that are not member banks to finance their operations in the capital 
markets and not the money markets. As we will see later, this prohibition 
would have major consequences for the financial system as it exists today. 
The direct effect on the nonfinancial sector, however, would be very mod-
est. Contrary to what many people think, commercial and industrial firms 
rely hardly at all on money market funding. They finance themselves over-
whelmingly with equity and longer- term debt (see chapter 1).

Hence, in our design member banks are the exclusive issuers of mone-
tary instruments— both r- currency and cash equivalents.38 In addition, all 
monetary instruments are sovereign in status. This includes cash equiva-
lents; they simply become r- currency at maturity. Because cash equivalents 
in this system have no default risk, they bear interest at risk- free short- 
term rates, as determined by market forces.

Affiliations

Member bank charters are granted entity by entity, just like today’s de-
posit bank charters. This means that a member bank charter confers no 
privileges on the member bank’s “affiliates”: other entities in its corporate 
group (parent companies, sister companies, and subsidiaries). Such affili-
ates, like any other unlicensed entity, are prohibited under the reformed 
system from issuing money- claims.

We saw above that member banks face strict limitations on their per-
missible activities and investments. But should member banks be allowed 
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to affiliate with entities whose portfolios or activities would be impermis-
sible for the member bank itself? For example, should a member bank 
be allowed to be held in the same corporate group with, say, a securities 
firm? This type of question has long figured prominently in US banking 
regulation. Under the famous Glass- Steagall regime, a deposit bank could 
not be held in the same corporate group as a securities firm (also known 
as an investment bank).39 This Depression- era prohibition was repealed 
in 1999.40 To be clear, the repeal of Glass- Steagall did not mean deposit 
banks themselves could engage in investment banking. Even today they 
remain largely prohibited from doing so. This is a common point of confu-
sion: restrictions on affiliations should not be conflated with the basic ac-
tivity and portfolio constraints that apply directly to deposit banks.

Arguably, the importance of affiliations has been vastly overempha-
sized in US banking regulation. Suffice it to say that there are reasonable 
arguments both for and against letting member banks affiliate with other 
types of financial enterprises. This issue is not very important in the grand 
scheme of things. At any rate, if member banks are allowed to affiliate 
with securities firms and the like, then transactions with affiliates will need 
to be restricted. Such restrictions are nothing new; they are a core part of 
modern deposit bank regulation.41

It may be useful here to visualize what the reformed system would mean 
for a giant financial conglomerate like JPMorgan, Bank of America, or 
Citigroup. (Assume we have decided to allow affiliations between member 
banks and securities firms.) In basic terms, we can picture the conglomerate 
as consisting of a holding company with two subsidiaries: a big deposit bank 
and a big securities firm. In the reformed system, the deposit bank would 
become a member bank. This would require some changes to its business 
model, but not major ones. The securities firm, though, would be required 
to end its reliance on unstable short- term debt funding. Nor would the con-
glomerate be able to just move its securities business into its member bank; 
as noted above, member banks are subject to activity and portfolio con-
straints that would be incompatible with a securities business. And restric-
tions on affiliate transactions would preclude the conglomerate’s member 
bank from lending to the securities affiliate in meaningful amounts.

Seigniorage

Member banks in the reformed system were described above as joint ven-
tures with the state. But what are the economic terms of the joint venture? 



20 introduction

This is a key issue and a major point of contrast from today’s system of 
money and banking.

In the reformed system, the returns from each member bank’s port-
folio are split between the member bank and the state, as follows. Each 
member bank pays a periodic (say, quarterly) fee to the state based on its 
quantity of issued and outstanding r- currency and cash equivalents. The 
member bank’s earnings net of the fee flow to shareholders’ equity. The 
fee is risk- based, meaning it is tailored to the individual member bank’s 
risk characteristics— in particular, its asset quality and capital adequacy.42 
Fee obligations are secured by a lien on each member bank’s investment 
portfolio. In effect, the state holds a senior claim on each member bank’s 
assets. The state’s fee stream from the member banking system constitutes 
seigniorage, or government revenue from money creation.

It should be obvious that this seigniorage fee system is essential. 
Without it, member banks would earn windfall profits. Member banks 
have the privilege of funding their portfolios by issuing sovereign mone-
tary instruments, consisting of r- currency that bears no interest at all and 
cash equivalents that bear interest at short- term risk- free rates. In the ab-
sence of fees, member bank shareholders would extract enormous rents 
from the public. And recall the core logic of the reformed system. The 
state has decided to invest the money supply into circulation. Investing re-
quires expertise, so the state outsources to specialists; it wants to harness 
private incentives to invest well. The state’s goal should be to earn a fair 
return, not give its returns away.

These seigniorage fees bear a superficial resemblance to today’s de-
posit insurance fees. The latter, however, are not a source of fiscal revenue. 
Existing US deposit insurance fees are used only to cover deposit insur-
ance payouts; when the deposit insurance system is fully funded, deposit 
banks are relieved of further contributions.43 The US government today 
earns seigniorage only on the central bank’s assets— assets acquired 
through issuing base money. In the reformed system, by contrast, there 
is no base money/bank money distinction. All monetary instruments are 
sovereign and nondefaultable, and the state receives seigniorage revenues 
from the entire system of member banks.

This discussion of seigniorage fees illuminates the rationale for the re-
formed system’s risk constraints— the portfolio constraints and capital re-
quirements described above. Think about it this way: if an arm of the state 
could reliably charge perfect fees, there presumably would be no need for 
portfolio constraints or capital requirements. A member bank with a very 
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risky portfolio and/or very low capital would simply be charged a very 
high fee. The state would be indifferent, since it would be fully compen-
sated for bearing the risk.44 In reality, though, the state should be expected 
to have imperfect valuation capabilities. And these very deficiencies give 
member banks an incentive to ramp up portfolio risk in order to extract 
value from the state. This, of course, is the moral hazard problem. The 
reformed system’s portfolio constraints and capital requirements are de-
signed to counteract these moral hazard incentives. As we will see in part 2,  
the challenge is to implement risk constraints without impairing member 
banks’ money creation function.

If a member bank incurs portfolio losses that render it unable to honor 
the state’s senior claim, the state suffers a capital loss— a reduction in 
the present value of its expected seigniorage fee stream. In the event of 
critical undercapitalization, a member bank enters a special insolvency 
system under which r- currency and cash equivalents are seamlessly hon-
ored while ordinary debt and equity claims on the member bank are sub-
ject to impairment or extinguishment.

Administration

How is the aggregate quantity of outstanding monetary instruments de-
termined? The reformed system employs a cap and trade system. Each 
member bank holds a permit entitling it to issue a certain nominal quan-
tity of “broad” money (r- currency and cash equivalents). The system’s ag-
gregate permit capacity constitutes a cap on the quantity of broad money 
outstanding. Permit capacity is tradable among member banks. Accord-
ingly, those member banks with more attractive credit investment op-
portunities can acquire capacity from member banks with less attractive 
investment prospects. For diversification and competition purposes, no 
member bank is permitted to hold more than some specified percentage 
of outstanding permit capacity, say 10%.

The system is administered by a monetary authority— an independent 
federal agency. The monetary authority establishes the cap on the quan-
tity of broad money outstanding. It may adjust this cap in the conduct of 
monetary policy, pursuant to its legal macroeconomic policy mandate.45 To 
generate a monetary expansion, the monetary authority may increase out-
standing permit capacity. Member banks may then expand their portfolios 
by acquiring more credit assets (subject to the applicable portfolio restric-
tions and capital standards), thereby putting more money into circulation. 
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A monetary contraction works the other way around, requiring member 
banks to reduce new originations relative to maturing assets or perhaps 
even to shed assets in the secondary market. Thus the size of the member 
banking system is determined by the conduct of monetary policy.46

The reformed system would also include certain other administrative 
functions. There would need to be a rulemaking apparatus, a supervisory 
function, and a special insolvency regime. These functions might be allo-
cated to the monetary authority, or they might be allocated to one or more 
other agencies specializing in such matters. These administrative particu-
lars are secondary issues and need not be addressed here.

Conspicuously absent from this design sketch has been the core insti-
tution of modern monetary systems: the central bank. This omission is in-
tentional. While the reformed system is certainly compatible with a central 
bank, it arguably could get along fine without one. As we have just seen, it 
should be possible for the monetary authority to conduct monetary policy 
through an administrative apparatus without resorting to a state- owned 
central bank that transacts directly in the market. Member banks transact 
on the monetary authority’s behalf— their raison d’être. In addition, other 
key functions of modern central banks, including payment system (clear-
ing and settlement— see below) and lender of last resort functions, should 
also be rendered unnecessary.

On reflection, this should not be surprising. As I noted above, a core 
characteristic of existing monetary arrangements is that the central bank 
issues “base,” “high- powered,” or “outside” money while other banking 
entities issue redeemable monetary instruments that are of lower mone-
tary status. By eliminating this dichotomy— by making all money equally 
sovereign— the reformed system calls into question the need for a “cen-
tral” bank of which the state is the residual claimant. I hasten to empha-
size that the reformed system can certainly accommodate a central bank, 
and there are good practical arguments for keeping one (see chapter 9). 
The point is that a central bank is not strictly necessary in this system.

Clearing and Settlement

We can conclude this design sketch by addressing a rather technical issue, 
one that is a common source of confusion. To see the issue, first imagine 
that the state charters just one member bank, which is the sole issuer of  
r- currency. In this scenario, all payments in the economy would be ef-
fected through bookkeeping entries. Upon instruction from a payer, the 
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member bank would debit the payer’s r- currency account and credit the 
payee’s r- currency account by an equivalent amount. The member bank’s 
balance sheet would be unaffected by these two book entries.

Presumably, though, the government wants to charter multiple mem-
ber banks to achieve diversification and competition. This circumstance 
makes the payment mechanics more complicated. What happens when 
the payer and the payee hold accounts with different member banks? 
Under today’s system of money and banking, here is how it usually works. 
The payer’s bank debits the payer’s account, and the payee’s bank credits 
the payee’s account. In the absence of any other transactions, the payer’s 
bank would see its liabilities reduced, making it better off, and the pay-
ee’s bank would see its liabilities increased, making it worse off. To off-
set these effects, the payer’s bank delivers an asset to the payee’s bank. 
In most cases this asset is base money (in the form of a central bank re-
serve balance). This is the process of clearing and settlement in the pay-
ment system. It is generally done through electronic systems managed by 
the Federal Reserve, and it is coupled with a system of intraday credit 
whereby the Fed advances base money to deposit banks to enable them to 
settle payments with other deposit banks throughout the day.47

The reformed system makes possible a far simpler method of clear-
ing and settlement. Member banks don’t need to hold reserves of base 
money; indeed, there is no such thing as “base” money in the system. 
When the payer’s member bank debits the payer’s r- currency account by 
$X, it does not deliver an $X asset to the payee’s member bank. Instead it 
books a new $X liability, which we can call a “sovereign debit.” The func-
tional significance of the sovereign debit is this: in calculating seignior-
age fees, sovereign debits are added to the member bank’s outstanding 
r- currency. Accordingly, after the payment is made, nothing of substance 
has changed at the payer’s member bank. Its investment portfolio is un-
changed, its capital ratio is unchanged, and its seigniorage fee obligations 
are unchanged.48

What about the payee’s member bank? It credits $X to the payee’s 
account, but it does not receive an asset from the payer’s member bank. 
Instead it books a new $X asset, called a “sovereign credit.” Its functional 
significance is this: in calculating seigniorage fees, sovereign credits are 
netted against the member bank’s outstanding r- currency. In addition, sov-
ereign credits are not counted as assets when calculating capital ratios.49 
Accordingly, after the payment is made, nothing of substance has changed 
at the payee’s member bank. Its investment portfolio is unchanged, its 
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capital ratio is unchanged, and its seigniorage fee obligations are un-
changed.

These clearing and settlement mechanics are designed to make the sys-
tem work “as if” there were just a single member bank. The system does 
not require any complicated, centralized processes to manage interbank 
asset transfers or provide intraday credit. By eliminating the base money/
bank money dichotomy, the reformed system makes it possible to replace 
this complicated apparatus with a simple and elegant device.

Some Observations

The foregoing broad- brush description leaves a number of questions un-
answered. How does the monetary authority go about calibrating the sys-
tem’s portfolio constraints, capital requirements, and risk- based fees? 
How are the relative outstanding quantities of r- currency and cash equiv-
alents determined? What is to stop the financial industry from just in-
novating around the system? What are the international ramifications? 
These questions are very important, but they can be deferred for now. 
These and related matters are addressed in chapter 9.

In 1960 Milton Friedman observed that “federal deposit insurance has 
performed a signal service in rendering the banking system panic- proof.”50 
The reformed system is designed to do the same, but on a functional basis. 
The issuance of broad money is confined and administratively capped; the 
broad money supply becomes fully sovereign and nondefaultable. And 
here we reach a point that often encounters strong pushback. This book 
argues that once the monetary- financial system has been made panic- 
proof, other forms of stability- oriented financial regulation could be dra-
matically scaled back.

This is another way of saying that, when it comes to financial stabil-
ity policy, panics are “the problem” (so to speak). Panics represent far 
and away the biggest threat that the financial system poses to the broader 
economy. In particular, I will argue that in a panic- proof system we could 
worry far less about a lot of other things: “excessive debt,” “debt- fueled 
bubbles,” “excessive risk taking,” “disorderly failures,” “too big to fail,” 
“interconnectedness,” “systemic risk,” and so forth. Simply put, the prob-
lem of financial instability and the problem of panics are one and the 
same, which is to say that financial instability is (mostly) about private 
money. A major task of part 1 is to make this case.

Of course, even if one accepts that panics are the central problem for 
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financial stability policy, one might not favor a design like the reformed sys-
tem sketched above. Other potential policy responses are available. Part 2  
reviews the most promising alternatives. In particular, it looks at using reg-
ulatory risk constraints and/or a lender of last resort to deal with the panic 
problem. I conclude that these approaches have serious drawbacks.

While the reformed system is essentially conservative in its basic de-
sign, its practical implications for the existing financial sector would be 
profound. To a far greater extent than is commonly understood, our finan-
cial sector funds itself with extremely short- term debt. These instruments 
are cash equivalents: they are money- claims. And the market for them is 
vast, far exceeding the insured deposit market in size. Under the blueprint 
sketched above, many financial firms that currently rely heavily on money- 
claim funding, such as the major Wall Street securities firms, would be pre-
cluded from doing so. Their current funding models would be incompat-
ible with the reformed system.51 In practical terms, such firms would be 
required to “term out” their funding structures, that is, finance their op-
erations in the longer- term debt and equity capital markets and not the 
money markets. This requirement would be costly for these institutions 
and could bring significant changes to their business models. But there ap-
pears to be little reason to regard Wall Street’s current funding model as 
sacrosanct— particularly in view of the events of recent years.

That said, nothing in the reformed system should be expected to make 
the financial system any less dynamic or innovative. The blueprint above 
says nothing about what activities can take place outside the member 
banking system. It only says that those activities can’t be financed with 
run- prone debt. In principle, we could imagine a very wide degree of lati-
tude for nonbank firms, subject of course to appropriate standards of dis-
closure, antifraud, and consumer and investor protection. So securities 
firms and other nonbanks might be given free rein to engage in structured 
finance, derivatives, proprietary trading, and so forth. But they would not 
be allowed to “fund short.”

Before the recent financial crisis, our monetary system was charac-
terized by the absence of legal restrictions on issuing cash equivalents, 
coupled with an implicit government commitment to honor these instru-
ments. This dubious structure remains basically unchanged. Rather than 
addressing the structural defects in the existing monetary framework, we 
have opted for a staggeringly complex and hypertechnical financial regu-
latory overlay. These reforms’ prospects for success are doubtful: I argue 
in part 3 that the system that has emerged is unworkable.

It seems we have been making financial stability policy much more 
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complicated than it needs to be. Panics are a centuries- old problem. They 
are not about cutting- edge developments in contemporary finance. Private 
money is not complex. On the contrary, these instruments— most of which 
are zero- coupon IOUs— are the most primitive financial instruments in 
existence. The upshot is that panic- proofing does not entail extending reg-
ulatory oversight or control over the outer reaches of modern finance. Nor 
does it entail taking aim at nebulous targets like “systemic risk” or “exces-
sive risk taking.” It is not clear that these are even meaningful concepts, 
much less that they can provide a sound basis for policy. Before embark-
ing on a vast array of costly and speculative interventions in the finan-
cial system, then, we might be well served by trying to get money right. It 
might then turn out that many of the supposed problems of finance are 
not as big as we thought.



part i
Instability





Pure money . . . is nothing else but the most perfect type of security. Bills of short maturity 
form the next grade, being not quite perfect money, but still very close substitutes for it. . . . 
The rate of interest on these securities is a measure of their imperfection— of their imperfect 
“moneyness.”— John Hicks, 19461

Are the instruments of the money market— the short- term debt instru- 
 ments we have been calling cash equivalents— really money? The 

question seems to invite a semantic debate. It obviously depends on how 
one defines “money.” Still, semantic debates can sometimes be useful; 
they can help to sharpen concepts. This is one of those cases.

Start with the textbook definition of money. That definition can be re-
hearsed by any student of introductory economics. Money is convention-
ally defined as the set of assets that can be readily used in transactions. In 
this regard the medium of exchange function of money is commonly said 
to be paramount. But cash equivalent instruments, unlike checkable bank 
deposits, generally do not function as a medium of exchange. Rather, they 
must be converted into the medium of exchange— by selling them or wait-
ing for them to mature— before they can be used in transactions. In this 
respect, cash equivalents resemble other (nonmonetary) financial assets 
like stocks and longer- term bonds.

So, under the textbook definition, cash equivalents are not money. And 
some experts— perhaps many— favor sticking to this usage. Consider the 
following observations from a prominent macroeconomist regarding the 
Federal Reserve’s (now discontinued) M3 monetary aggregate, which con-
sisted of several important classes of cash equivalents: “Economists define 
‘money’ as an asset that is used to pay for transactions. . . . I have to con-
fess that in a quarter century of teaching and research, I never had any 
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occasion to make use of M3. It always seemed to me that this unambigu-
ously failed the definition of an asset that is used to pay for transactions. 
If you’re going to include such assets in your concept of ‘money,’ why stop 
there?”2

Along the same lines, another well- known monetary economist re-
cently had this to say about “money market”: “I know that finance people 
and business people frequently use the words ‘money market’ to mean the 
market for short term bonds/loans. But when you are talking about mod-
els of monetary exchange, it is a really bad idea to use the words ‘money 
market’ in that way. What you really mean is ‘bond market.’”3 This same 
economist has also said that “money market” is “just a weird slang name 
for the market in short- term bonds.”4 And two other influential econo-
mists recently opined that referring to short- term debt as money is “an 
abuse of the word ‘money.’”5 To all these experts we are dealing with a bi-
nary categorization. An instrument either is used in transactions or is not; 
it is either money or something else, such as a bond.

Other monetary theorists, however, have defined money rather differ-
ently. Milton Friedman and Anna Schwartz devoted part 1 of their 
1970 book, Monetary Statistics of the United States, to the “Definition of 
Money.”6 They remark that it is “tempting . . . to try to separate ‘money’ 
from other assets on the basis of a priori considerations alone.” They go 
on to note that “perhaps the most common” version of the a priori ap-
proach “takes as the ‘essential’ function of money its use as a ‘medium of 
exchange.’” But Friedman and Schwartz decline to tie their definition of 
money to this function: “We see no compelling reason to regard the literal 
medium- of- exchange function as the ‘essential’ function of the items we 
wish to call ‘money.’” They conclude instead that “the definition of money 
is an issue to be decided, not on grounds of principle as in the a priori ap-
proach, but on grounds of usefulness in organizing our knowledge of eco-
nomic relationships.” Friedman and Schwartz see varying degrees of what 
they call “moneyness” in different assets.

They are not alone. It has long been common, both within econom-
ics and in the broader financial and commercial world, to use “money” 
in reference to assets that are not a medium of exchange. Invariably such 
assets have consisted of various kinds of short- term debt. They are com-
monly seen as occupying a kind of intermediate status between cash and 
bonds. Hence economists sometimes call them “near money,” a term that 
is roughly synonymous with cash equivalent or money market. Moreover, 
as we will see shortly, many nondeposit short- term debt instruments are 
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commonly classified “as if” they were cash (and differently from stocks 
and longer- term bonds) in a variety of legal, accounting, and financial mar-
ket contexts.

This broader usage stands in tension with the binary, textbook defi-
nition of money we saw above. The textbook definition does not admit 
of gradations; it does not envisage a spectrum of moneyness. Is this just 
a matter of loose terminology, or is something more at stake? This chap-
ter suggests that this terminological ambiguity points toward something 
that is economically significant. For there is something special about cash 
equivalents; they have a property that distinguishes them from longer- 
term bonds and other financial instruments. This property can be usefully 
described as moneyness— but the challenge is to specify precisely what 
this means in functional terms.

So what does it mean to say that cash equivalents are “money,” or that 
they are “moneylike,” or that they have “moneyness,” even though they 
are not a medium of exchange? A common answer is that these instru-
ments are very liquid: they can be traded quickly and cheaply for the me-
dium of exchange. But this can’t be the whole story. All sorts of financial 
assets apart from cash equivalents are extremely liquid. Ten- year Treasury 
securities, many large- cap stocks, and interests in equity mutual funds all 
exhibit high liquidity. They can be exchanged for cash at a moment’s no-
tice and at negligible cost. Yet unlike cash equivalents, these other liquid 
instruments are not classified with cash in any of the myriad contexts al-
luded to above. So liquidity alone doesn’t seem to be the answer.

Another common answer is that cash equivalents are safe. Now, this 
gets us into the right zone— or so this chapter will argue— but it is im-
portant to specify just what is meant by safe. This is not entirely obvious. 
After all, high- quality long- term bonds are often said to be “safe” assets, 
but they are not generally thought to be cash substitutes. At the same time, 
cash itself isn’t necessarily “safe” over any given period; it may fall in value 
relative to other things.

This chapter offers a specific, functional explanation. It starts with the 
observation that economic agents generally find it desirable to hold an 
inventory of liquid assets to facilitate near- term transactions, which we 
will call a “transaction reserve.” (Milton Friedman called it a “temporary 
abode of purchasing power.”)7 And this chapter argues that, in a mone-
tary economy where prices tend to be “sticky” in the short run, agents will 
generally want their transaction reserves to have a very stable value in 
relation to cash. Cash equivalents have this special property: unlike, say, 



32 chapter one

longer- term Treasuries, they have practically no nominal price risk. For 
this reason they make particularly good transaction reserve assets. This 
leads to a seemingly paradoxical conclusion: the expectation of potential 
near- term transactions is one source of demand for cash equivalents, even 
though cash equivalents are not a medium of exchange.

I believe there is novelty in this argument,8 but the more important 
contribution of this chapter is something else. I aim to bring together 
various fragmentary pieces of theory and institutional practice into a co-
herent and integrated account of the role of short- term debt in the finan-
cial system. There is a remarkable lack of any unified treatment of these 
matters in the existing literature. Consequently, many discussions in this 
area are characterized by vagueness, inconsistent usage of terminology, 
and occasional confusion. The topics discussed here are a cornerstone for 
the rest of the book.

This chapter concludes that cash equivalents serve a function that 
can usefully be described as monetary: they satisfy an aspect of money 
demand. When drawing a line between money and bonds, it sometimes 
makes sense to place cash equivalents on the money side of the line. A 
corollary is that the moneyness property of short- term debt disappears on 
default. The latter point is straightforward enough, but this idea plays a 
crucial role in the next chapter, so it needs to be stated explicitly.

Bear in mind that the proposition that cash equivalents are moneylike 
has not been taken seriously in the actual design of our monetary institu-
tions. We saw this in the introduction. Issuing deposits (the predominant 
medium of exchange) is a privileged activity. You need a special charter to 
do it, and chartered entities are surrounded by an elaborate institutional 
apparatus. Issuing cash equivalents, by contrast, is not a legal privilege but 
a legal right. Cash equivalents have no legal- institutional status as such; 
their issuance is a matter of property and contract. A key inquiry for this 
book’s design project is whether there is a respectable policy rationale 
for the stark institutional dichotomy between deposits and (nondeposit) 
cash equivalents.9 This chapter begins the task of calling that dichotomy 
into question.

The Contemporary Monetary Landscape

We can start by looking at the universe of US dollar– denominated 
money- claims, a term that was defined in the introduction as, essentially, 
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short- term debt instruments apart from trade credit.10 Figure 1.1 shows 
the evolution of this asset class over the past two decades. The top nine 
series (lighter shading) represent private money- claims, in that the issuer 
(obligor) is a private firm, not a public institution. The bottom four series 
(darker shading) are sovereign money- claims, meaning the federal gov-
ernment is either issuer or guarantor.

Some of these instruments are more familiar than others. Details 
about them are supplied in the appendix to this chapter, but the details 
are not important. All these instruments are quite simple. They are dollar- 
denominated short- term debt. (Whether currency in circulation is prop-
erly viewed as a form of “debt” is a subject of debate— a largely meta-
physical one at that— but I include it here for completeness.) The maturity 
cutoff is one year. Note that the figure is underinclusive, inasmuch as 
several categories of private money- claims are absent because data are 
not available.11

I should emphasize that the figure depicts gross quantities: every dis-
tinct instrument is counted. That is to say, the figure doesn’t “net out” 
those money- claims that are held by issuers of money- claims. For ex-
ample, the figure includes money market mutual fund (MMF) shares, 
even though MMF portfolios consist almost entirely of other types of 
instruments that appear in the figure. If the figure were presented on a 
net basis, it would include MMF shares but exclude instruments held by 
MMFs. Unfortunately, the data required to present each series on a net 
basis are not available. The figure therefore can’t be compared apples to 
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apples with standard measures of the money stock, which employ netting. 
While net quantities would be useful for certain purposes, gross quantities 
are instructive in their own right. The use of gross quantities should not be 
confused with “double counting.” The figure counts each distinct instru-
ment exactly once: this is single counting. The figure might be said to re-
flect double counting if any of the relevant issuers were mere pass- through 
entities, but this is not the case. MMFs, for example, issue demandable 
(zero maturity) claims, whereas the weighted average maturity of their as-
sets may be as high as sixty days. Accordingly, their shares are distinct in-
struments and belong in a gross aggregate.

Figure 1.1 gives rise to a few immediate observations. First, the market 
for US dollar– denominated money- claims is huge, exceeding $25 trillion 
on a gross basis. (By way of comparison, total outstanding US mortgage 
debt is about $14 trillion.) Second, this market grew rapidly in the run-
 up to the financial crisis. The 9.3% annualized growth rate of this market 
from 1995 to 2007 far exceeded the 5.4% annualized growth rate of nom-
inal GDP over the same period. Third, this is primarily an institutional 
market, not a retail one. Apart from deposits, MMF shares, and physical 
currency, very few of these instruments are held directly by individuals.

It is worthwhile to look separately at the private and sovereign com-
ponents of this asset class. As shown in figures 1.2 and 1.3, from 1995 to 
2007 private money- claims grew at an annualized rate of 12.2%, far out-
stripping the 3.9% growth rate of sovereign money- claims over the same 
period. This trend reversed itself with the government’s intervention dur-
ing the financial crisis. The private aggregate plunged after 2007, while 
the sovereign aggregate soared. Interestingly, most of the crisis- related 
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growth in sovereign money- claims came not from the Federal Reserve’s 
balance sheet expansion— indeed, the figures reveal the modest size of the 
Fed’s balance sheet (the bottom two sovereign series) in relation to the 
overall market for money- claims— but rather from emergency increases 
in deposit insurance coverage.12 Still, as shown in figure 1.1, the postcrisis 
growth in sovereign money- claims was insufficient to offset the massive 
contraction in private money- claims over the same period.

During the years preceding the crisis, private money- claims came to 
represent a steadily increasing share of the total. Figure 1.4 illustrates this 
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trend and its sudden reversal with the onset of the crisis. The increasing 
private share from 1995 to 2007 can be understood as an increasing priva-
tization of the broad money supply in the precrisis years.

The figures above highlight an additional fact that is crucial from an 
institutional design perspective: for at least the past two decades, practi-
cally all money- claims have been issued by the financial sector and the 
government. That is to say, nonfinancial (commercial or industrial) issuers 
have been virtually nonexistent. In particular, only one series in figure 1.1 
above— nonfinancial commercial paper— represents issuance by commer-
cial or industrial firms. And that market is trivial— it is by far the small-
est series in the figure. This fact comes as a surprise even to many finan-
cial specialists. It is commonly supposed that the money market consists 
largely of commercial paper issued by real- economy firms to finance their 
working capital. This could hardly be further from the truth.13

But isn’t commercial paper nonetheless an important source of financ-
ing for the nonfinancial sector? The answer is no. Figure 1.5 shows selected 
sources of financing for the twenty- five largest nonfinancial US public 
companies. It is apparent that commercial paper is not a significant source 
of financing for corporate America today.14 This will be important later in 
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the book, when we discuss the practical implications of imposing legal re-
strictions on money- claim issuance.

Finally, the figures above raise an important conceptual point. It is 
typical to think of “money” as a neutral, default- free, uniform asset. But 
the figures show that the reality is more complicated. A large institution 
doesn’t have the luxury of holding its entire cash balance in the form of 
insured deposits; the $250,000 cap on deposit insurance coverage makes 
this impracticable. And a large uninsured bank account presents unaccept-
able credit risk.15 The “cash and equivalents” line on the balance sheet of 
any large institution therefore consists of some combination of the instru-
ments shown in figure 1.1. This is the institutional reality of money today.

What’s Different about the Money Market?

I noted above that even though cash equivalents do not generally func-
tion as a medium of exchange, they are nonetheless classified with cash 
(and differently from longer- term bonds) in a variety of disparate settings. 
Before turning to a fuller discussion of why this might be, it is useful to 
do a quick survey of what those settings are. We will first look at four con-
texts: accounting, financial markets, law, and monetary aggregates. We will 
then take a closer look at how this issue is treated within the field of eco-
nomics, including the curious stance of the standard textbooks.

First there is accounting. “Cash equivalents” is an accounting term of 
art. The accounting definitions are instructive and worth reproducing sub-
stantially in full. Under US generally accepted accounting principles, the 
definition is as follows:

Cash equivalents are short- term, highly liquid investments that are both:  

(a) Readily convertible to known amounts of cash [and] (b) So near their matu-

rity that they present insignificant risk of changes in value because of changes 

in interest rates. Generally, only investments with original maturities of three 

months or less qualify under that definition.

Examples of items commonly considered to be cash equivalents are Trea-

sury bills, commercial paper, money market funds, and federal funds sold (for 

an enterprise with banking operations). Cash purchases and sales of those 

investments generally are part of the enterprise’s cash management activities 

rather than part of its operating, investing, and financing activities, and details 

of those transactions need not be reported in a statement of cash flows.16
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The corresponding definition under international accounting standards is 
similar:

Cash equivalents are held for the purpose of meeting short- term cash com-

mitments rather than for investment or other purposes. For an investment to 

qualify as a cash equivalent it must be readily convertible to a known amount 

of cash and be subject to an insignificant risk of changes in value. Therefore, 

an investment normally qualifies as a cash equivalent only when it has a short 

maturity of, say, three months or less from the date of acquisition. Equity 

investments are excluded from cash equivalents unless they are, in substance, 

cash equivalents, for example in the case of preferred shares acquired within a 

short period of their maturity and with a specified redemption date.17

To classify as a cash equivalent under either of these accounting standards, 
it is not enough that an instrument be liquid; it must also have an insig-
nificant risk of changes in price. This means we are talking about short- 
term debt, since long- term debt fluctuates in price with changes in market 
interest rates. The maturity cutoff is three months.18 An instrument with 
a longer maturity is not a cash equivalent but an investment security. The 
financial reporting implications are significant. Unlike investment securi-
ties, cash equivalents are classified with checkable deposits and currency 
on the balance sheet. Furthermore, purchases and sales of cash equiva-
lents (unlike investment securities) need not be reported in the statement 
of cash flows; they are treated as exchanges of cash for cash. Both of the 
accounting standards above indicate that cash equivalents are held as part 
of the cash management function rather than for investment purposes. 
In fact, corporate treasurers, institutional investors, and other business-
people typically refer to cash equivalents as just cash.

Second, consider financial markets terminology. “Money market”— 
which obviously suggests monetary attributes— has long been used in 
the financial and business world to signify the market for debt instru-
ments that mature in a year or less. The market for longer- term claims, 
such as stocks and longer- term bonds, is of course called the capital mar-
ket. A similar distinction prevails in the international financial markets. 
The international market for short- term debt instruments that are issued 
by financial institutions and denominated in nondomestic currencies is 
called the “Eurocurrency” market— again suggesting a functional simi-
larity to cash.19 By contrast, the “Eurobond” market generally consists of 
longer- term obligations. Thus financial markets terminology distinguishes 
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between short- term and long- term debt. In these cases the customary ma-
turity cutoff is one year.

Third, consider the law. US federal securities and investment company 
laws accord special status to short- term debt. Debt securities are gener-
ally exempt from registration under the Securities Act of 1933 so long as 
their maturities do not exceed nine months.20 This exemption aligns the 
treatment of nondeposit short- term debt with that of bank deposits for 
securities registration purposes.21 Obligations that mature in nine months 
or less are also generally exempt from the Securities Exchange Act of 
1934, including its antifraud provisions.22 Likewise, under the Investment 
Company Act of 1940, holders of short- term paper (maturity of nine 
months or less) are not counted in determining whether an issuer quali-
fies for the private issuer exemption (generally available only to entities 
with a hundred or fewer securities holders).23 Moreover, the Securities 
and Exchange Commission staff has indicated that when interpreting the 
term “cash items” in the Investment Company Act, the “essential quali-
ties” it looks for are “a high degree of liquidity and relative safety of 
principal”24— a characterization that basically tracks the accounting defi-
nition of cash equivalent quoted above. Note that the essential quality of 
a cash item is not that the instrument function as a medium of exchange.

Fourth, consider the treatment of short- term debt in monetary aggre-
gates. Central bankers have long included various types of short- term debt 
in their broad measures of the money stock. In particular, M3 monetary 
aggregates consist of some categories of nondeposit cash equivalents, al-
beit not all of them. The Federal Reserve stopped reporting its M3 ag-
gregate in 2006, but other central banks, including the European Central 
Bank (ECB), do still report M3 measures. The ECB’s M3 aggregate in-
cludes debt instruments with maturities of up to two years that are issued 
by what it calls “monetary financial institutions” (MFIs). The ECB refers 
to MFIs located in the euro area as the “money- issuing sector.” According 
to the ECB, “Broad money (M3) comprises M2 and marketable instru-
ments issued by the MFI sector. Certain money market instruments, in 
particular money market fund (MMF) shares/units and repurchase agree-
ments are included in this aggregate. A high degree of liquidity and price 
certainty make these instruments close substitutes for deposits.”25 Note 
the reference here to “price certainty” as an essential feature. As with the 
accounting standards, liquidity is not enough.

Now let’s return to economics. This chapter began by noting a defini-
tional tension. Some economists reject using “money” to refer to instru-
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ments that do not function as a medium of exchange; they have called 
it “weird slang,” “an abuse of the term,” and “unambiguously” wrong. 
Other economists, though, have taken a different view. We saw that 
Milton Friedman used a broader conception of money. Notably, so did 
Henry Simons, another towering figure in University of Chicago econom-
ics. “Much is gained by our coming to regard demand deposits as virtual 
equivalents of cash,” Simons wrote in 1934. “But the main point is likely 
to be lost if we fail to recognize that savings- deposits, treasury certificates 
[short- term Treasury securities], and even commercial paper are almost 
as close to demand deposits as are demand deposits to legal- tender cur-
rency.”26 Simons opined that “short- term debts . . . are . . . closely akin to 
money and demand deposits, since they provide in normal times an attrac-
tive and effective substitute medium in which the liquid ‘cash’ reserves of 
individuals may be held.”27

This broader usage is common within economics today. Consider a 
few examples from prominent thinkers. Robert Lucas and Nancy Stokey 
observe that certain types of securities are “close to cash” and that the 
repo market performs for large institutions “the same function that com-
mercial banks perform for smaller depositors.”28 Paul Krugman says that 
“repo and other kinds of short- maturity obligations are, from an economic 
point of view, more or less equivalent to deposits.”29 Gary Gorton refers 
to various types of short- term debt as “forms of money” and “private 
money.”30 Jeremy Stein says that the financial sector’s short- term debt ob-
ligations are a form of “private money” and offer “monetary services.”31 
Marvin Goodfriend says that short- term debt instruments offer “mone-
tary services.”32 John Cochrane says that “short- term debt is money.”33 In 
short, many leading economists use terms like money and cash in refer-
ence to short- term debt instruments that are not a transactions medium.34 
Their usage aligns with the accounting, legal, and financial markets usage 
I described above.

Given this widespread recognition that nondeposit short- term debt 
serves a monetary function, one might expect this topic to receive some 
attention in the leading textbooks on macroeconomics and on money and 
banking. Interestingly, this is not the case. Consider the leading macro text, 
Gregory Mankiw’s Macroeconomics.35 That text devotes an early chapter 
to the monetary system, including discussions of money supply measure-
ment, the role of banks in money creation, and central banking operations. 
The institutional setting is very much front and center here. Yet a reader 
of Mankiw’s textbook never learns of the existence of cash equivalents, 
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by this or any other name (“near money” doesn’t appear either). Having 
defined money as the stock of assets used for transactions, the text in-
forms us that “the quantity of money is the quantity of those assets.” While 
Mankiw’s textbook does acknowledge that there can be some ambiguity 
in determining which assets to include in measures of the money supply, 
it mentions only two examples of close calls: savings deposits that “are 
almost as convenient [as demand deposits] for transactions” and MMF 
accounts that offer check- writing privileges and therefore “can be easily 
used for transactions.” The emphasis here is clearly on the medium of ex-
change function. After briefly mentioning these borderline cases, the text-
book turns to an extended description of the institutional structure of the 
monetary system— one in which currency and demand deposits are pre-
sented as the only components of the money supply. Cash equivalents and 
their issuers make no appearance.

The leading money and banking text, Frederic Mishkin’s The Economics 
of Money, Banking, and Financial Markets,36 offers a very similar analysis. 
That text devotes a chapter to the question, “What is money?” It defines 
money as anything that is generally accepted in payment for goods and 
services, more or less in line with Mankiw. Promisingly, the chapter notes 
that “the problem of measuring money has recently become especially 
crucial because extensive financial innovation has produced new types 
of assets that might properly belong in a measure of money.” Curiously, 
though, the chapter contains no discussion of cash equivalents or near 
monies. It merely notes in passing that the Federal Reserve includes in its 
broadest monetary aggregate certain assets “that have check- writing fea-
tures” and other assets “that can be turned into cash quickly at very little 
cost.” The latter phrase is suggestive, but it is vague— after all, many equity 
securities can be turned into cash quickly at very little cost— and there is 
no elaboration. Readers learn nothing here about cash equivalents/near 
monies. When the Mishkin text turns to an analysis of institutional struc-
ture of the monetary system, the money supply again consists exclusively 
of currency and checkable deposits, and cash equivalents and their issuers 
are completely absent.

What is particularly interesting about the Mishkin textbook is that it 
does offer a fairly detailed description of the money markets. However, 
that description appears in a separate chapter that surveys the financial 
system. It is completely disconnected from the discussions of the attributes 
of money, the measurement of the money supply, and the institutional 
structure of the monetary system. Organizationally, the discussion of the 
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money markets is treated as a matter of finance, not money; there is no 
recognition that the money markets and money might be related in some 
way. Indeed, Mishkin goes out of his way to emphasize that they are dif-
ferent things. “Note that the term market for money refers to the market 
for the medium of exchange, money,” he writes. “This market differs from 
the money market referred to by finance practitioners, which, as discussed 
in [another chapter], is the financial market in which short- term debt in-
struments are traded.”

It is a commonplace to say that money market instruments have basic 
properties of money. Yet clearly there is a degree of cognitive dissonance 
about this proposition— a conceptual tendency to group these instruments 
with nonmonetary instruments like longer- term bonds rather than with 
acknowledged forms of money like checkable deposits. This conceptual 
tension may stem from the lack of a clear articulation of what it means to 
say that short- term debt instruments have monetary attributes. We turn 
now to this topic.

The Function of Cash Equivalents

Most economic agents (people, businesses, etc.) hold reserves of assets for 
near- term transactions, which I referred to above as transaction reserves. 
Such assets need not be cash itself. As James Tobin noted in a famous 
1956 article, “It is not obvious that [transactions] balances must be cash. 
By cash I mean generally acceptable media of payment, in which receipts 
are received and payments must be made. Why not hold transactions bal-
ances in assets with higher yields than cash, shifting into cash only at the 
time an outlay must be made?”37

While transaction reserves need not be cash, it is equally true that not 
all financial assets will do. What are the characteristics of good transaction 
reserve assets? Presumably such assets need to be liquid, or easily traded 
for cash at negligible cost. But I want to suggest that liquidity alone is not 
enough; there is another characteristic that is equally if not more impor-
tant. “Liquidity” and “money ness” are not synonyms.

The point can be illustrated by considering the typical firm’s transac-
tion reserve practices. For any given firm, allocating resources to transac-
tion reserves is costly. These resources are both diverted from the firm’s 
operating activities and withheld from distributions to shareholders. But 
shortfalls in transaction reserves are expensive too. Such shortages can in-
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terfere with production or even lead to default. To determine the optimal 
size of its transaction reserve, the firm makes its best estimate of future 
transactional needs and seeks to minimize the sum of its carrying costs 
and shortage costs.38

Why not invest transaction reserves in very liquid equity securities, 
which have a higher expected return than cash? The problem is that 
stock prices often fluctuate significantly from day to day. By putting its 
transaction reserve in, say, Google stock, the firm would run a mate-
rial risk of experiencing a costly shortfall. Now, the firm could reduce 
this risk by increasing the size of its transaction reserve— holding more 
Google stock. But this strategy would tie up resources that could be 
put to better use. Presumably the firm’s shareholders are equally well 
equipped to invest in liquid equities, and they probably do not have uni-
form preferences in this regard. They would be better off if these assets 
were returned to them. Accordingly, cash— despite its lower expected 
return— may dominate Google stock as a transaction reserve asset. And 
this may be true even if Google stock is perfectly liquid and brokerage 
costs are zero.

The foregoing analysis has rested on an important assumption: I have 
tacitly assumed that the value of cash (relative to the firm’s inputs) is rea-
sonably stable in the near term. If this were not the case— if the purchas-
ing power of cash relative to the firm’s inputs tended to fluctuate wildly 
over short periods— then a firm that held its transaction reserves in cash 
would run a high risk of incurring a costly shortfall. It might then do just 
as well putting its transaction reserves in Google stock. Fortunately, the as-
sumption that the purchasing power of cash tends to be reasonably stable 
in the near term is empirically sound. This is just another way of saying, as 
economists do, that “prices are sticky” in the short run.39

To be sure, the prices of some kinds of goods do fluctuate from day to 
day. Many firms rely on marketable commodities for production, and com-
modity prices can be volatile. But firms typically shield themselves from 
commodity and other price risks through contractual arrangements. They 
sign long- term supply contracts with fixed prices, for example, or they lock 
in their input prices through futures markets. These contractual precau-
tions ensure that, from individual firms’ perspectives, key input prices will 
remain fairly predictable for the near future.

Hence, in a world of sticky prices, agents should be expected to allocate 
transaction reserves to stable- price assets. This rules out equity securities, 
no matter how liquid. It also rules out long- term debt securities— no mat-
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ter how minuscule the credit risk— because long- term debt fluctuates sig-
nificantly in price owing to changes in market interest rates. By contrast, 
short- term debt has negligible interest- rate risk. So it should not be sur-
prising that in the real world economic agents typically hold their trans-
action reserves in cash and cash equivalent instruments. According to the 
leading treatise in this area, Stigum’s Money Market, “conservative” hold-
ers of cash equivalents “believe that the correct way to manage a portfolio 
is to reduce their accounting risk to zero. In other words, they attempt to 
run the portfolio in such a way that they will never book a loss.”40 Another 
reference work notes that “economic units . . . supplement [bank transac-
tion account balances] with holdings of money market instruments that 
can be converted to cash quickly and at a relatively low cost and that have 
low price risk due to their short maturities.”41

This analysis implies that there is instrumental value in holding cash 
equivalent instruments, distinct from their intrinsic value as investments. 
Put differently, cash equivalents satisfy a demand (we might call it money 
demand) that longer- term bonds, no matter how liquid and high in qual-
ity, do not satisfy. This is not just a theoretical conjecture. According to a 
recent study by three Harvard economists,42 “a growing body of evidence 
suggests that safe short- term debt securities provide significant monetary 
services to investors.” This inference is drawn from the fact that “yields 
on short- term T- bills are often quite low relative to those on longer- term 
[Treasury] notes and bonds.” The authors provide a graph illustrating this, 
reproduced in figure 1.6.

It is important to interpret this figure correctly. It depicts the extent to 
which yields on short- term Treasuries differ from “what one would expect 
based on an extrapolation of the rest of the yield curve.”43 It shows that 
yields on short- term Treasuries are much lower (i.e., prices are higher) 
than such an extrapolation would predict. “The differences are large,” the 
authors note. “Our preferred interpretation of these [spreads] is that they 
reflect a money-like premium on short- term T- bills, above and beyond the 
liquidity and safety premia embedded in longer term Treasury yields.” The 
authors stress that this moneyness is a function of low interest- rate risk. 
Short-term Treasuries offer “absolute stability of near-term market value,” 
they note, whereas long-term Treasuries are exposed to “interim repric-
ing risk.”

The idea that there is a trade- off between holding money and earning 
investment returns is standard in economics. It traces its lineage back at 
least to John Maynard Keynes, who defined the interest rate as the “re-
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ward for parting with” money.44 The important point here is that both 
logic and empirical evidence suggest that money demand applies not just 
to currency and checkable deposits but also to high- quality short- term 
debt instruments that are not a medium of exchange. In this light, call-
ing the holders of these instruments “investors” is somewhat misleading. 
Holders of cash equivalents usually think of these instruments, together 
with currency and checkable deposits, as precisely the resources they are 
not investing. As Stigum’s Money Market observes, “The [money market] 
portfolio manager’s job is first to ensure that the funds he invests will 
be available whenever his firm needs them and only second to maximize 
the return he earns on these funds.”45 A research report issued by a lead-
ing Wall Street firm during the early stages of the recent crisis makes the 
same point: “Actions that short- term investors view as rational behavior 
[do] not always align with what other investors might view as rational,” 
because short- term creditors “care mainly about being able to get their 
money back when they want it.” Their actions, the report says, must be 
“viewed through the lens of different priorities.”46

It is customary to say that money serves a threefold function: it is a 
medium of exchange, a unit of account, and a store of value. The third 
of these functions is sometimes treated as an embarrassment— a charac-
teristic that doesn’t distinguish money from other things. Thus Mishkin’s 
textbook says that “money is not unique as a store of value; any asset— 
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whether money, stocks, bonds, land, houses, art, or jewelry— can be used 
to store wealth.”47 Mankiw’s introductory textbook says that “stocks and 
bonds, like bank deposits, are a possible store of value.”48 More colorfully, 
Nick Rowe says “my canoe is a store of value.”49 But maybe it would clar-
ify matters if we said that money is a reliable store of nominal value. Apart 
from cash itself (a dollar is always worth a dollar), cash equivalents are 
unique in possessing this attribute. It is in this sense that cash equivalents 
are monetary instruments. In a sticky- price world, agents can economize 
on transaction reserves by holding stable- price assets.

Moneyness and Line Drawing

The reformed monetary system described in the introduction would re-
quire drawing a line between cash equivalents and bonds— not merely for 
analysis but as the basis for an operative legal standard. There is always 
an element of arbitrariness in drawing a dividing line along a continuum. 
This is a familiar problem in the design of legal systems: think voting ages 
and statutes of limitation. It comes down to a practical judgment.

In this regard, look again at figure 1.6. The spread there reflects the 
moneyness of short- term US Treasuries. The larger the spread— the 
greater the absolute distance between the curve and the x- axis— the 
greater the monetary content of the instrument. The figure shows a nega-
tive relation between spread and maturity, with much larger spreads at 
very short maturities. The one- week spread is about sixty- five basis points, 
whereas the six- month spread is only about ten basis points. We can infer 
from the figure that the moneyness of Treasuries is likely to be very small 
at maturities above, say, one year. It is probably fair to assume that this 
holds true for private debt securities too.

For our purposes, a one- year cutoff is probably in the right zip code. 
There is no magic to one year, but it does have the advantage of align-
ing with traditional financial markets terminology; as I noted above, one 
year is the dividing line between the money market and the capital mar-
ket. And it is worth pointing out that the Basel Committee on Banking 
Supervision has embraced the one- year cutoff in its new international li-
quidity standards, which define financing as “stable” (not runnable) so 
long as its maturity is one year or more.50

This discussion of maturity cutoffs helps clear up one point of poten-
tial confusion. In recent years the topic of “safe assets” has become a 
hot area in the financial stability literature.51 The term safe assets is ba-
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sically a synonym for AAA- rated bonds. It refers to debt securities that 
are perceived to have negligible risk of default. This category includes 
high- quality sovereign bonds, certain corporate debt securities, and se-
nior tranches of certain loan securitizations and other structured prod-
ucts. Some scholars argue that “excess demand” for safe assets played an 
important role in the run- up to the recent crisis. In their view, financial and 
macroeconomic policies should therefore take safe assets into account in 
one way or another.

The merits of these safe asset theories are debatable, and it remains to 
be seen how the scholarly debate will play out. Let me just say that safe as-
sets are not what I’ve been talking about in this chapter. The standard ex-
amples of safe assets are long- term bonds— they are capital market secu-
rities, not money market instruments. It is true that such long- term bonds 
sometimes serve as collateral for certain kinds of money- claims (such as 
repo), but this is incidental. After all, many money- claims are uncollateral-
ized. Hence money- claims and safe assets are distinct categories; our focus 
here is on the former, not the latter.

To John Maynard Keynes, the long- term/short- term distinction 
was crucial. Indeed, in laying out his famous “liquidity preference” 
theory of money demand, Keynes devotes most of the discussion to the 
interest- rate risk of long- term bonds.52 If bonds were not susceptible to 
 interest-rate risk, he writes, then “it must always be more advantageous” 
to store wealth in the form of bonds instead of money. (Keynes assumes 
for this analysis “that the risk of default is the same” as between monetary 
assets and bonds.) In reality, though, future interest rates are uncertain— 
which is to say that the price of even a nondefaultable bond may fall after 
purchase— and “a need for liquid cash may conceivably arise” before the 
bond matures. Bonds are therefore ill suited to satisfy the precautionary 
motive for holding money, which Keynes defines as “the desire for security 
as to the future cash equivalent of a certain proportion of total resources” 
(emphasis added). Keynes’s point is that a bond that matures in ten years, 
even if easily sellable and free from default risk, can’t provide any such 
“security,” say, next week. Note that Keynes’s analysis has nothing to do 
with transaction costs or anything like that.

For Keynes, then, the critical distinction was not between the me-
dium of exchange and other assets but rather between short- term and 
long- term debt. He is explicit on this score. In teeing up the liquidity- 
preference discussion, he frames the question as one of holding “money 
or its equivalent” (emphasis added) versus other assets. Keynes then gets 
more specific:
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We can draw the line between “money” and “debts” at whatever point is most 

convenient for handling a particular problem. For example, we can treat as 

money any command over general purchasing power which the owner has not 

parted with for a period in excess of three months, and as debt what cannot be 

recovered for a longer period than this. . . . It is often convenient in practice to 

include in money time- deposits with banks and, occasionally, even such instru-

ments as (e.g.) treasury bills.

Axel Leijonhufvud wrote in 1968 that “the distinction between ‘shorts’ 
and ‘longs’ to which Keynes attached almost exclusive significance has 
been largely neglected in the subsequent Keynesian literature.”53 Fried-
man and Schwartz agreed. “When Keynes distinguished between ‘money’ 
and ‘bonds’ in The General Theory,” they wrote, “he intended [the] dis-
tinction [between short-  and long- dated assets] rather than the distinc-
tion that has been used by later writers between money, interpreted as 
noninterest- bearing assets, and all other assets of whatever period.”54

It is worth pointing out how different Keynes’s treatment of money de-
mand is from the standard textbook treatment. The Baumol- Tobin model 
of money demand— developed independently in the 1950s by William 
Baumol and James Tobin55— is a staple of economics textbooks. In their 
model an agent decides how to divide its resources between an “invest-
ment” (or “bond”) and a cash balance. But the “investment” in their model 
has a special property: it cannot fall in price. It is a continuously accret-
ing asset— in effect, an interest- earning savings account. So not only does 
it bear no default risk, it bears no interest- rate risk either. In this model 
the only motivation for holding cash balances stems from the assump-
tion that liquidating the “investment” entails transactions costs. By con-
trast, Keynes was concerned with a much richer setting in which even non-
defaultable bonds do have price risk, which is to say that future interest 
rates are uncertain. 

It is useful to conclude with an issue that will feature prominently in 
the next chapter: the consequences of money- claim defaults. Upon an is-
suer default, the holders of its money- claims may encounter serious prac-
tical problems. They may have payments due very soon to suppliers, em-
ployees, or lenders, for example. Unless the affected money- claimants can 
monetize other assets right away, they may have trouble meeting near- 
term transactional requirements. And a sudden inability to meet transac-
tional needs may lead to consequential losses— opportunity costs, opera-
tional disruption, reputational damage, or even default.
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These difficulties don’t ordinarily arise for holders of capital market 
securities, such as long- term bonds. Capital market securities are seldom 
held as transaction reserves, and their defaults seldom create immediate 
practical problems for their holders. Money- claims are different in this 
regard. Money- claims lose their moneyness on default, and moneyness is 
what they were held for in the first place.56 When this moneyness abruptly 
disappears, the consequences can be dire— in much the same way that 
a firm may incur large consequential losses from an unexpected failure 
of its power supply or computer systems. The harm to a money- claimant 
from an issuer default may far exceed the loss sustained on the money- 
claim itself.

Nor will these consequential losses be retroactively mitigated if the 
money- claims are ultimately honored in full. Walter Bagehot, writing in 
1873, emphasized this very point. “Ultimate payment is not what the cred-
itors of a bank want,” he wrote. “They want present, not postponed, pay-
ment; they want to be repaid according to agreement; the contract was 
that they should be paid on demand, and if they are not paid on demand 
they may be ruined.”57 The moneyness of money- claims and the conse-
quential losses that arise when their issuers default are two sides of the 
same coin.

* * *

Ludwig Wittgenstein famously cautioned against categorizing things in 
terms of “essential” properties. The essentialist approach, he said, tends to 
obscure our view of reality, causing us to miss important connections. Bet-
ter to classify things in terms of “family resemblances” instead. Wittgen-
stein’s antidote to essentialism was “don’t think, but look!”58

When we look at real- world cash management practices, we see the 
predominance of cash equivalents (or near monies, or the money market; 
these are all basically the same thing). This is the institutional reality. Yet 
the notion that these instruments have monetary attributes has yet to be 
taken seriously in the actual design of our monetary institutions. Rather, 
the essentialist approach— under which the medium of exchange function 
is taken to be money’s defining attribute— still has a tenacious hold. As a 
legal- institutional matter, cash equivalents today have the status of ordi-
nary bonds. Their issuance is a legal right, not a legal privilege. This insti-
tutional configuration is not fixed by nature; it is the product of a policy 
choice. Subsequent chapters aim to show that we have chosen poorly.
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Appendix to Chapter 1: Sources for Money- Claim Figures

Sovereign Money- Claims

Currency in circulation. Source: Federal Reserve Economic Database, series 

 MBCURRCIR.

Federal Reserve balances. Source: Federal Reserve Economic Database, series 

BOGMBBM.

Insured deposits. The series represents insured deposit obligations of all FDIC- 

insured institutions. The maturity breakdown is not available. The series may 

therefore include some certificates of deposits with maturities longer than one 

year, but it is unlikely that the amounts are large. Sources: FDIC Quarterly 

Banking Profile, 4Q’13 (for 2010– 13), 4Q’09 (for 2006– 9), 4Q’05 (for 1999– 

2005), and 4Q’01 (for 1995– 98).

Treasury bills. Source: Economic Report of the President (2014), table B- 25.

Private Money- Claims

Repurchase agreements (“repo”). A repo transaction consists of the sale of a se-

curity coupled with an agreement to buy the security back at a slightly higher 

price. It is economically equivalent to a secured borrowing. The series repre-

sents repo obligations of the primary dealers. The maturity breakdown is not 

available. The series may therefore include some repo instruments with terms 

longer than one year, but it is unlikely that the amounts are significant. Sources: 

Financial Stability Oversight Council, 2014 Annual Report (for 2011– 13) and 

2011 Annual Report (for 1995– 2010).

Asset- backed commercial paper. Asset- backed commercial paper consists of short- 

term IOUs issued by special- purpose conduits, including structured investment 

vehicles, that invest in longer- term bonds (typically structured credit). Sources: 

Federal Reserve Economic Database, series ABCOMP (for 2001– 13); Federal 

Reserve Data Download Program (for 1995– 2000).

Financial commercial paper. The series represents commercial paper issued by 

financial institutions. Sources: Federal Reserve Economic Database, series 

FINCP (for 2001– 13); Federal Reserve Data Download Program (for 1995– 

2000).

Nonfinancial commercial paper. The series represents commercial paper issued 

by nonfinancial firms. Sources: Federal Reserve Economic Database, series 

 COMPAPER (for 2001– 13); Federal Reserve Data Download Program (for 

1995– 2000).

Securities lending collateral IOUs. In a typical securities lending transaction, an 
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asset manager lends a security to a third party, who then sells the security with 

the expectation of buying it back later at a lower price (shorting) and then re-

turning it to the asset manager. Securities borrowers post cash collateral with 

securities lenders. Securities lenders usually reinvest the collateral rather than 

holding it on a custodial basis. They thereby incur what amounts to a demand-

able debt obligation. Sources: Financial Stability Oversight Council, 2014 An-

nual Report (for 2013) and 2013 Annual Report (for 1995– 2012).

Eurodollars. Eurodollars are dollar- denominated short- term IOUs that are 

issued by financial institutions domiciled outside the United States. Reliable 

estimates of the size of the Eurodollar market are hard to come by. A recent 

study reports dollar deposits of banks outside the United States of $4.1 tril-

lion as of year- end 2008.59 My Eurodollar estimate is $4.2 trillion at that date. 

One textbook estimates a Eurodollar market size of “more than $5 trillion 

in the first decade of the 2000s.”60 My series peaked at $4.9 trillion in 2007. A 

1998 study estimated $1.5 trillion in Eurodollars as of 1996, based on unspeci-

fied data from the International Securities Market Association.61 My estimate 

for 1996 is likewise $1.5 trillion. My data series is derived from global bank 

data compiled by the Bank for International Settlements (BIS). It consists 

of the product of (1) banks’ dollar- denominated cross- border liabilities that 

are designated as foreign currency liabilities and (2) the ratio of (A) banks’ 

consolidated outstanding international claims up to and including one year 

for all countries and (B) banks’ total consolidated outstanding international 

claims for all countries. Source: BIS Banking Statistics, tables 5A, 9A(A), and 

9A(B).

Uninsured deposits. The series represents the difference between (1) the sum 

of total checkable deposits (series TCDNS), small time deposits (series 

STDNS), savings deposits (series SAVINGNS), and large time deposits (series 

 LTDACBM027NBOG), all from Federal Reserve Economic Database, and 

(2) insured deposits (see above). The maturity breakdown is not available. The 

series may therefore include some time deposits with maturities longer than 

one year, but it is unlikely that the amounts are large.

Money market fund shares— retail. Source: Federal Reserve Economic Database, 

series RMFNS.

Money market fund shares— institutional. Source: Federal Reserve Economic 

Database, series IMFNS.
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Money Creation and Market Failure

Anytime you ask me about the biggest risk the firm faces, you’re always going to hear me 
give the same answer, which is: liquidity, liquidity, liquidity.— David Viniar, CFO, Goldman 
Sachs, 20121

The previous chapter centered mostly on the demand for money- 
claims. We now turn to the supply. The goal here is to shed light on a 

particular business model, which I will call banking. This term is used here 
in a precise way. It is not a synonym for financial intermediation. Instead, 
it refers to the business of issuing large quantities of money- claims— 
short- term debt instruments, excluding trade credit— to fund portfolios of 
nonmonetary (or at least less monetary) financial assets. The issuance of 
large quantities of money- claims that are continuously rolled over is the 
defining feature of our concept of banking.2

Not everyone uses this definition. To take a typical example, Richard 
Posner writes, “‘banking’ has become virtually synonymous with financial 
intermediation” and “I . . . use the words ‘bank’ and ‘banking’ broadly, to 
encompass all financial intermediaries.”3 His definition has no necessary 
connection to any particular funding model; it is much broader than mine. 
Compare Walter Bagehot, who wrote in 1873 that “Messrs. Rothschild 
are immense capitalists, having, doubtless, much borrowed money in their 
hands”— but they are not engaged in banking, since their money is “bor-
rowed for terms more or less long.”4 My usage resembles Bagehot’s.

This definition of banking obviously encompasses deposit banking; de-
posit instruments are one type of money- claim. But as we have just seen, 
there are other money- claims— nondeposit cash equivalents— and their 
issuers too are generally engaged in banking under this definition. These 
issuers constitute what we have called the shadow banking system. We will 
look closely at this system in the next chapter.
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For now the important point is that the business model of banking is 
distinctive and identifiable. Figure 2.1 is a typical balance sheet of this kind 
of firm, familiar to anyone who has studied banking. On the right side we 
see a large quantity of money- claim liabilities, coupled with a smaller re-
sidual claim: shareholders’ equity. On the left side is the firm’s asset portfo-
lio. It consists mostly of loans and/or bonds. It also includes a small “cash” 
reserve. Cash is in quotation marks because the precise nature of this re-
serve depends on what the firm’s money- claim liabilities are redeemable 
for. For deposit banks, cash reserves consist of government- issued base 
money. For shadow banks, cash reserves consist mostly of account bal-
ances with deposit banks.

In looking at this balance sheet, a natural question arises: What do the 
two sides have to do with each other? Why do they “go” together? We saw 
in the previous chapter that commercial and industrial firms do very little 
money- claim issuance. We will want to understand why this is so— why 
money- claim issuance is so closely associated with financial asset port-
folios (credit portfolios in particular). And a second, more fundamental 
question is, Why does this business model exist at all? That is, why would 
any business choose to fund itself with large quantities of money- claims 
instead of exclusively with longer- term debt and equity? These basic ques-
tions turn out to be surprisingly hard to answer. We will address them in 
chapter 3.

In the meantime we will take it for granted that the banking business 
model is viable. This chapter argues that this business model presents spe-
cial problems that can be illustrated with basic game theory. In particular, 
I argue that banking involves a coordination game that is characterized 
by self- fulfilling bank runs. Those who are familiar with modern bank-
ing theory will find this argument familiar. As I show in the next chapter, 
though, my analysis is fundamentally different from the canonical model 

Assets Claims 

“Cash” 

Money-claim 
liabilities 

Loans and 
bonds 

Equity 

figure 2.1. Illustrative bank balance sheet
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of bank runs. Specialists in banking theory should not be deceived by the 
simplicity of the analysis: this chapter’s model of bank runs is novel.

As a prelude to the game theory analysis, we will walk through a styl-
ized story about the emergence of the banking business model. The goal is 
not to provide an account of the actual historical development of banking 
but rather to clarify the economic logic of this activity. The story will begin 
in a standard way, but it will quickly depart from the textbook version. As 
we are about to see, when it comes to banking the most elementary prop-
ositions are disputed to a surprising extent, even among experts. Money 
and banking debates often boil down to very basic conceptual issues. So it 
is essential to start from first principles.

The Business Model of Money Creation

For this discussion, we will posit the existence of some amount of fiat 
money in the form of physical currency. How it got into circulation does 
not matter for now. Physical currency is the only form of money in this 
hypothetical economy. Holding physical currency is expensive. It must be 
kept physically secure; it must be counted manually; its authenticity must 
be verified to exclude counterfeit bills; it must be physically transported 
to counterparties to serve as a basis for exchange. Making large payments, 
particularly across long distances, is risky, time- consuming, and costly.

Given the impediments to trade in this hypothetical world, it would 
only be natural if a market innovation arose to make trade easier. As a 
first step, an entrepreneur might set up a specialist firm with expertise in 
the secure storage and management of physical currency. For a fee, the 
specialist firm would hold physical currency in trust for its customers in 
secure vaults. Customers of this firm (and let’s assume for now that there 
is just one such firm) would no longer need to engage in costly storage 
and transportation of physical currency. These tasks would be outsourced 
to the specialist.

If large numbers of economic agents began to use the specialist firm, a 
collateral benefit would arise: payments could be accomplished through 
bookkeeping entries. To make a payment, a buyer of some good or ser-
vice would instruct the specialist firm to debit the buyer’s account and 
credit the seller’s account. Currency is fungible, so no particular bits of 
paper need be earmarked for any particular customer. Nothing more 
than a ledger entry is required. In this way the specialist— a “currency 
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warehouse”5— would relieve economic agents of the problems of currency 
management and delivery, making trade easier. Even after the emergence 
of this warehousing firm, however, our hypothetical financial system still 
has no bank- issued money. The specialist firm described here is not a bank 
as we have defined it; it is only a custodian.

The currency warehouse will do business only if it is profitable. At first 
it will generate earnings by charging its customers fees. Inevitably, though, 
the specialist will perceive a second source of potential income. Once it 
has a large customer base— with no single customer accounting for more 
than a small fraction of its business— it will find that its aggregate hold-
ings of currency are remarkably stable from day to day. This stability arises 
from two sources. The first is the “law of large numbers,” which says that 
a very large number of independent events (such as coin tosses) will con-
verge toward an expected outcome (50% heads). The law of large num-
bers ensures that so long as the firm has many account holders, and so long 
as those account holders make independent deposit and withdrawal deci-
sions, the firm can be very confident that its currency holdings will stay 
within a specified range for the near future. The second source of stability 
is actually more fundamental. It stems from the fact that customers sel-
dom see any need to withdraw currency at all. They find it convenient to 
“use” the currency by assigning their account balances among themselves.

This circumstance presents the currency warehouse with a compelling 
profit opportunity. It no longer needs to hold currency dollar- for- dollar 
against its customers’ account balances. Instead, it can operate with frac-
tional reserves: it can get away with holding physical currency equal to 
only a fraction of outstanding account balances. How does this result come 
about? So far the specialist has created new account balances only upon 
receiving physical currency from customers. But now the specialist can 
begin to create account balances in exchange for assets other than physical 
currency— like loan receivables (promissory notes) and bonds. Bear in 
mind that these newly created account balances are no different from the 
preexisting ones. They are redeemable on demand for physical currency, 
and they function as a medium of exchange. Because they can be reliably 
redeemed on demand, they trade at par with physical currency.

As a result of this business innovation, the firm’s outstanding account 
balances now exceed currency on hand. Even so, for the reasons I noted 
above, the specialist does not incur a material risk of failing to meet re-
demption orders. If the specialist’s physical currency holdings are quite 
stable, it can implement this innovation on a large scale. Imagine the ware-
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house starts with $1 million in physical currency and a corresponding $1 
million in account balances. It might, for example, acquire $4 million in 
loans and bonds in exchange for $4 million in newly issued account bal-
ances. The balance sheet effect is shown in figure 2.2.

If account holders were willing to accept this new arrangement 
on the same terms and conditions as under the pure warehousing 
 arrangement— with no modification to the fees they pay to the specialist— 
then the expected returns from this business innovation should be very 
substantial for the entrepreneur. But this would be an odd thing for 
account holders to do. They are assuming risk in this arrangement and will 
need to be compensated for it. In fact, it is not obvious that this business 
innovation will be profitable for the entrepreneur. All the returns from in-
vesting might be absorbed by account holders. This fundamental issue can 
be tabled for now; we will return to it in the next chapter.

Let’s step back and make sure we understand what has happened here. 
Readers may have been expecting the warehouse to begin “lending out” a 
large proportion of the physical currency it holds, with the currency actu-
ally leaving its custody. And this is the usual story that is presented in the 
textbooks and elsewhere. But recall why the currency warehouse came 
into existence in the first place. Businesses and individuals generally don’t 
want to hold physical currency; they find it inconvenient. They prefer to 
hold account balances with the specialist and make payments via book-
keeping entries. So when the specialist firm makes a loan, instead of “lend-
ing out” physical currency, it simply credits the borrower’s account in ex-
change for a loan receivable. (Presumably the borrower then spends this 
account balance by assigning it to payees, through the usual bookkeep-
ing procedures.) The result is the same as if the specialist firm “lent out” 

Before After 

Assets Claims Assets Claims 

$1m currency 
$1m account 

balances 
$1m currency 

$5m account 
balances $4m loans and 

bonds 

figure 2.2. Warehousing to banking
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physical currency to the borrower and the borrower immediately returned 
it to the specialist in exchange for a credit to the borrower’s account bal-
ance. Clearly there is no point in introducing this intermediate step. The 
specialist (which we can now call a bank) just issues the account balance 
in exchange for the loan receivable. From the borrower’s perspective, 
the account balance is the borrowed money. (This portrayal of banking 
mechanics is sometimes associated with the phrase “loans create depos-
its.”6 For some historical articulations of this view, see the appendix to this 
chapter.)

Note that this bank has created money “out of thin air,” so to speak. Its 
account balances function as a medium of exchange, even after they are 
no longer backed dollar- for- dollar by physical currency. And the firm is 
now creating these balances at the stroke of a pen (or a computer key) in 
exchange for valuable assets. To be sure, there are economic constraints 
on the bank’s ability to do this. The bank needs to ensure that it can honor 
redemptions in the ordinary course. A ratio of five to one ($5 in account 
balances for every $1 in currency) might be fine; a ratio of fifty to one 
might not be.

This picture of banking mechanics is rather different from the way 
banking is usually described— not only in ordinary conversation but also 
in textbooks and scholarly writings. For instance, banks are commonly said 
to “take,” “accept,” “receive,” or “hold” deposits. But it may be more ac-
curate, or at least more useful, to say that deposits are instruments that the 
bank issues. What a bank “takes” in exchange for issuing a deposit instru-
ment is another matter altogether; it might very well be a loan receivable 
or a bond. Along the same lines, the phrase “deposits in banks”— which 
the Federal Reserve uses in its money supply reports— gets the imagery 
backward. A deposit instrument is not “in” a bank, any more than a bond 
or equity share is “in” its issuer. Thus “deposit” is often used in a curious 
dual capacity, to refer both to the monetary instruments a bank issues and 
to the assets it receives in exchange for those instruments. This ambiguous 
terminology is a bad idea, and it is a common source of mistakes.

It is worth pointing out that no one would have used this mislead-
ing imagery in an earlier era, when banks’ liabilities consisted mostly of 
physical bank notes instead of deposit instruments. From an economic 
standpoint, bank notes and checkable deposits are basically the same 
thing. Both are demandable instruments (puttable to the bank at par) that 
circulate as money. As every commercial lawyer knows, a security can be 
either “certificated” or “uncertificated” and can be held in either “bearer 
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form” or “registered form.”7 These distinctions do not carry any economic 
substance; they relate merely to the legal mechanics of determining own-
ership and effecting transfer. It is useful to think about bank deposit lia-
bilities through this lens. A deposit instrument is just an uncertificated 
bank note that is held in registered form and that can be denominated 
in any amount. So deposit instruments and bank notes are substantively 
identical. Yet the owner of a bank note would never have said it was “in” 
the bank or that the bank was “holding” it. Nor would anyone have said 
that such a bank was in the business of “taking” or “receiving” bank notes 
that are then lent out.8

The discussion so far has imagined there is just one bank. Does any-
thing change when more banks are introduced into the picture? Yes and 
no. Consider a more realistic setting in which there are many banks but 
most people want to hold an account with just one bank. So if Bank A ex-
tends a loan to a customer by crediting the customer’s deposit account 
(in exchange for a loan receivable), and the customer then “pays away” 
some or all of that deposit balance to an account holder at Bank B in 
exchange for some good or service, then a set of background mechanics 
comes into play: Bank A debits the payer’s account, Bank B credits the 
payee’s account, and Bank A delivers an asset (typically base money) to 
Bank B. This is the process of clearing and settlement in the banking sys-
tem, and it requires Bank A to have enough base money to ensure that, 
when the time comes, it can settle with counterpart banks. Thus a bank 
may experience a “clearing drain” when it makes a new loan. This issue 
didn’t arise when there was just one bank.

The standard textbook description of bank money creation brings this 
clearing drain to the forefront. Take the leading macro textbook.9 Its de-
scription of money creation starts with a currency warehouse with $1,000 
in currency and a corresponding $1,000 in customer accounts. The bank 
then “lends out” $800 in currency. The borrower spends the currency, and 
the recipient of the currency “deposits the $800 in another bank,” which 
then “loans out” most of it. Thus, we are told, “the process of money crea-
tion continues,” and “the process goes on and on,” such that “with each 
deposit and subsequent loan, more money is created.” In fact, “this pro-
cess of money creation can continue forever.” Notice that deposits them-
selves do not function as a medium of exchange in the textbook story. All 
exchange is conducted directly with currency.

My claim is not that the textbook story is “wrong.” It isn’t. My point 
is that it emphasizes the clearing drain while downplaying the monetary 
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function of deposit instruments themselves. To see why this might matter, 
let me make a slight adjustment to the textbook story. Instead of starting 
with one currency warehouse with $1,000 in currency, imagine an economy 
with ten currency warehouses, each with $100 in currency. Now imagine 
that, in lockstep, each warehouse makes $400 in loans by crediting cus-
tomers’ accounts in exchange for loan receivables. They have now become 
banks. Each bank is now vulnerable to a clearing drain as borrowers pay 
away their new balances. However, because all the banks have made loans, 
each bank should expect to receive clearing inflows that approximate its 
outflows, per the law of large numbers. The net clearing drain for each 
bank will therefore be approximately zero. This modified story sounds 
a lot more like our single- bank hypothetical, with money being created 
through bookkeeping entries. Note that in our modified story money crea-
tion is instantaneous with loan formation, whereas in the textbook story 
money is created through a gradual, ad infinitum process of “lending out” 
and “depositing in.”

Incidentally, we might refer to our modified story as the “Keynes story” 
because it was (to my knowledge) first articulated by John Maynard 
Keynes. Keynes offered a careful analysis of these issues near the be-
ginning of his Treatise on Money, published in 1930.10 “A modern bank,” 
Keynes writes, creates deposits “in two ways.” First, customers’ accounts 
may be credited in exchange for currency itself. “But there is a second 
way” that a bank may create a deposit. The bank “may itself purchase as-
sets, i.e. add to its investments, and pay for them, in the first instance at 
least,” by crediting a deposit account. “In both cases the bank creates the 
deposit,” Keynes observes, “and there is no difference between the two 
except in the nature of the inducement offered to the bank to create the 
deposit.”

Keynes goes on to analyze the clearing drain issue. The second (or “ac-
tive”) method of deposit creation, he notes, will “diminish the reserves” 
of the bank as balances are “paid away to the customers of other banks.” 
He continues:

Practical bankers . . . have drawn from this the conclusion that for the bank-

ing system as a whole the initiative lies with the depositors, and that the banks 

can lend no more than their depositors have previously entrusted to them. But 

economists cannot accept this as being the common- sense which it pretends to 

be. I will, therefore, endeavor to make obvious a matter which need not, surely, 

be obscure.
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Keynes explains that, while a bank will experience a clearing drain when it 
creates deposits actively, by the same token the bank “finds itself strength-
ened whenever the other banks are actively creating deposits”— that is, 
it will receive clearing inflows. He concludes that banks can safely create 
deposits on their own initiative “provided that they move forward in step”:

Every movement forward by an individual bank weakens it, but every such 

movement by one of its neighbor banks strengthens it; so that if all move for-

ward together, no one is weakened on balance. . . . Each Bank Chairman sitting 

in his parlour may regard himself as the passive instrument of outside forces 

over which he has no control; yet the “outside forces” may be nothing but him-

self and his fellow- chairmen, and certainly not his depositors.

Keynes concludes as follows:

It is certainly not the case that the banks are limited to that kind of deposit, for 

the creation of which it is necessary that depositors should come on their own 

initiative bringing cash or cheques. But it is equally clear that the rate at which 

an individual bank creates deposits on its own initiative is subject to certain 

rules and limitations;— it must keep step with the other banks and cannot raise 

its own deposits relatively to the total deposits out of proportion to its quota 

of the banking business of the country. Finally, the “pace” common to all the 

[banks] is governed by the aggregate of their reserve- resources.

Keynes’s account is quite similar to our modified story above. He 
is very much aware of clearing drains, but he nonetheless argues that 
banks can create deposit balances “actively” by making loans or other 
investments— subject, of course, to economic constraints. “I have endeav-
oured,” he writes, “to say enough to show that the familiar controversy 
as to how and by whom bank- deposits are ‘created’ is a somewhat unreal 
one.”

Perhaps surprisingly, the “familiar controversy” has continued, and it 
shows no sign of abating. In a classic 1963 article, James Tobin criticized 
as “superficial and irrelevant” the notion that “a bank can make a loan 
by ‘writing up’ its deposit liabilities.”11 After all, he writes, the new de-
posit balance stays with the bank only for “a fleeting moment” because 
“the borrower pays out the money, and there is of course no guarantee 
that any of it stays in the lending bank.” I believe Keynes had already 
given a satisfactory answer to this objection, but reasonable people can 
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disagree. More recently, the economics blogosphere has erupted on more 
than one occasion with heated debates over these basic mechanical issues. 
Paul Krugman (channeling Tobin) wrote in 2012 that “any individual bank 
does, in fact, have to lend out the money it receives in deposits. Bank loan 
officers can’t just issue checks out of thin air; like employees of any finan-
cial intermediary, they must buy assets with funds they have on hand.”12 
It is not clear whether Krugman meant for this statement to be taken at 
face value; his broader point seems to have been that banks face eco-
nomic constraints on their ability to create money (which is indisputable). 
In any case, several other economists responded that banks do create 
money “out of thin air.”13 Two years later, three economists at the Bank 
of England wrote that it is a “common misconception . . . that banks act 
simply as intermediaries, lending out the deposits that savers place with 
them.”14 They argued instead that “the act of lending creates deposits— 
the reverse of the sequence typically described in textbooks,” and they 
challenged “the notion that banks can only lend out pre- existing money.” 
Macroeconomist Stephen Williamson called the article “confused,” re-
marking that the notion that banks simply lend out the deposits savers 
place with them is “not a misconception, but a very useful way to begin 
thinking about what a bank does.”15 Keynes was right that these debates 
have a “somewhat unreal” quality. It is not always clear what the dispu-
tants think is at stake.

My point is simply that, as a matter of banking mechanics, it is impor-
tant to understand both the textbook story and the modified (or Keynes) 
story. These dual views of banking mechanics reflect the dual nature of 
the medium of exchange in the current monetary framework. Today we 
have two primary media of exchange, namely government- issued fiat base 
money and bank- issued checkable deposits. The textbook story puts pri-
mary emphasis on base money: base money constitutes the “funds” that 
go into and out of commercial banks. By contrast, the modified story puts 
the focus on deposits: deposits are the “funds,” and they are issued by 
commercial banks; clearing and settlement are pushed into the back-
ground. Both perspectives are perfectly valid, and they are not incom-
patible.

Under a different institutional configuration, however, we might not 
need two stories— the “familiar controversy” could evaporate. In the re-
formed monetary system I described in the introduction, there was no 
base money/bank money distinction. The system envisioned a single, 
homogeneous medium of exchange. Member banks in the reformed sys-
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tem don’t need to “get” r- currency before they “lend it out,” any more 
than the Federal Reserve needs to “get” dollars before buying a bond. 
There is no such thing as a clearing drain; the system operates as if there 
were just one bank. So the textbook story no longer fits. It should now be 
clear why I have stressed the modified view of banking mechanics. It of-
fers a better way of thinking about the institutional direction I think we 
should be heading toward.

Now that we have developed this perspective on banking mechanics, we 
are in a position to turn to the core question of this chapter: What exactly 
is the problem with this activity? Given the existence of an established 
medium of exchange, the banking business model can be  established pur-
suant to background rules of property and contract. As we are about to 
see, this business model is associated with a distinctive kind of problem, 
one that can be illustrated with basic game theory.

Toy Games and the Bank Game

Let’s start with a little intellectual history. In 1948 the sociologist 
 Robert K. Merton published “The Self- Fulfilling Prophecy.”16 The essay 
begins with a parable about a bank. “It is the year 1932,” Merton says, 
and the Last National Bank— a “flourishing institution” with substantial 
liquid resources— opens to an unusually long line one morning. It turns 
out that a rumor of insolvency has begun to circulate. “A situation has 
been defined as real,” Merton writes. “The stable financial structure of the 
bank had depended upon one set of definitions of the situation.” But now 
things had changed. “Once depositors had defined the situation otherwise, 
once they questioned the possibility of having these promises fulfilled, the 
consequences of this unreal definition were real enough.” Merton’s fic-
tional bank meets a sad fate. Redemption orders pour in, and the Last Na-
tional Bank fails the next day.

Merton uses the bank run parable to introduce a more general point: 
that there are areas of human activity in which expectations can influence 
outcomes. Merton coined the term self- fulfilling prophecy for this phe-
nomenon. As he put it:

The parable tells us that public definitions of a situation (prophecies or pre-

dictions) become an integral part of the situation and thus affect subsequent 

developments. This is peculiar to human affairs. It is not found in the world of 
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nature. Predictions of the return of Halley’s comet do not influence its orbit. 

But the rumored insolvency of [the] bank did affect the actual outcome. The 

prophecy of collapse led to its own fulfillment.

Had Merton written not in 1948 but a few years later, he might have 
connected his insight to a thriving new area of scholarly inquiry. Game 
theory was still in its early infancy when Merton wrote his essay. (The 
foundational concept of Nash equilibrium, owing to mathematician John 
Nash, would not be formulated until 1949.) And game theory takes as 
its subject precisely the sorts of situations Merton had in mind. The self- 
fulfilling prophecy would later become an important concept in game 
theory. In particular, it would figure prominently in the study of coordi-
nation games— games with two or more Nash equilibria that occur when 
players choose the same strategy. Merton did not have access to the 
methods and terminology of game theory, but implicitly and informally 
he was modeling coordination games. And he referred to the bank run as 
his “case in point.”

It is perhaps surprising, then, that that the formal methods of game 
theory were not brought to bear on the topic of bank runs until 1983. 
That year saw the publication of “Bank Runs, Deposit Insurance, and 
Liquidity,” a now classic article by Douglas Diamond and Philip Dybvig.17 
The Diamond- Dybvig article has come to stand for the proposition that 
bank account holders are involved in a coordination game. Banks in their 
model exhibit multiple Nash equilibria, one of which is a bank run. This 
means that banks are potentially unstable under laissez- faire conditions, 
since rational account holders redeem if they expect others to redeem. 
“Once they have deposited,” say Diamond and Dybvig, “anything that 
causes them to anticipate a run will lead to a run.”

This sounds an awful lot like what Merton was saying in his 1948 
essay and what others like Walter Bagehot had said long before that.18 
(Franklin D. Roosevelt’s iconic “the only thing we have to fear is fear 
itself”— uttered in 1933 at the apex of, and in reference to, the worst 
banking panic in US history— is about as concise a description of self- 
fulfilling equilibria as one can imagine.) This would seem to suggest that 
the Diamond- Dybvig model served primarily to formalize a widely held 
intuition. Yet the stature of the Diamond- Dybvig paper implies that it ac-
complished something more. Paul Krugman, for instance, has described 
it as “one of those papers that just opens your mind to a wider reality.”19

We will take a critical look at the Diamond- Dybvig model in the next 
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chapter, when we discuss modern banking theory. Before we get there, 
though, it will be useful to build our own game- theoretic model of bank 
runs. Our model will differ from the Diamond- Dybvig model in two key 
respects. First, it starts with a completely different theory of banking. As 
the next chapter will show, the Diamond- Dybvig model has no apparent 
role for money— or if it does, only in a strained sense of what “money” is. 
By contrast, in our model the monetary function of banks will prove to be 
central. In this respect the two models are completely different.

Second, unlike the Diamond- Dybvig model— which is expressed in 
the arcane mathematical language of academic economics— the following 
analysis uses only the simplest of game- theoretic tools. This is a feature, 
not a bug. One of the appealing aspects of game theory is that deceptively 
simple and intuitive games can yield rich insights. As one prominent game 
theorist, Ken Binmore, has said, “The crucial step in solving a real- life stra-
tegic problem nearly always consists of locating a toy game that lies at its 
heart.”20 This chapter adheres to a toy game approach.

Our goal is to construct a bank game, and we don’t have to start from 
scratch. Game theory gives us a big head start by offering a set of heavily 
studied games that we can take off the shelf. We will look at two such games, 
starting with the most famous game of all: the prisoner’s dilemma. This will 
turn out not to be the game we are looking for, but I cover it here for two 
reasons. The first reason is frankly didactic: some readers may be unfamil-
iar with game theory, and this game provides a convenient way to briefly 
introduce some basic concepts. (Readers who already know the basics can 
skip ahead a few pages to the bank game.) Second, and more important, 
it is sometimes said that bank runs reflect a prisoner’s dilemma scenario.21 
This strikes me as a mistake. For there are no self- fulfilling prophecies in 
the prisoner’s dilemma. If we’re going to use basic game theory to shed 
light on banking, we may as well pick the right toy game.

The Prisoner’s Dilemma

The standard story is as follows. Two criminals— call them Alice and 
Bob— are arrested for a joint crime. The prosecutor puts them in sepa-
rate rooms and tells each one this: “If one of you confesses and the other 
does not, the confessor will go free, and the other will get the maximum 
sentence (ten years). If you both confess, you will both get a reduced sen-
tence (nine years). If neither confesses, you will both be prosecuted on a 
lesser charge for which conviction is certain (one year).”
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It is assumed that each prisoner cares only about minimizing his or 
her own time in prison; each is indifferent to the other’s fate. Figure 2.3 
illustrates this situation in standard matrix form, called “strategic form” 
in game theory lingo. The numbers within in each quadrant represent the 
“payoffs” to Alice and Bob, respectively. Because this is a two- person 
game with two strategies, there are four possible outcomes: both stay 
silent; both confess; Alice stays silent and Bob confesses; and vice versa.

Obviously, both prisoners would be better off if they both remained 
silent than if they both confessed. But game theory tells us that if they are 
rational, both prisoners will confess. How can this be? Consider Alice’s 
inner monologue: “If Bob remains silent, I’m better off confessing and 
going free. If Bob confesses, I’m better off confessing and avoiding the 
maximum sentence. I’m better off confessing no matter what!” Bob’s 
inner monologue is exactly the same. For each prisoner, confessing is the 
dominant strategy: it is each player’s best strategy no matter what the 
other player does.

Thus the “solution” of the prisoner’s dilemma is the lower right quad-
rant, where both Alice and Bob confess. This outcome is a Nash equilib-
rium, a profile of strategies in which each player’s strategy is his or her 
best response to the other player’s strategy. And it is this game’s only Nash 
equilibrium. The outcome in which both Alice and Bob remain silent— 
clearly better for them both— is not a Nash equilibrium, because each 
player could have improved his or her position given the other player’s 
strategy. The prisoner’s dilemma thus encapsulates situations in which in-
dividual rationality and group rationality diverge. It illustrates why two 
people might not cooperate even if cooperation would make them both 
better off.

This game has introduced all the game theory concepts we will need, 
including most importantly the Nash equilibrium. But it doesn’t seem to 
be the toy game we are looking for. If we have a sense that banks are char-

  Bob 
  Silent Confess 

A
lic

e 

Silent –1, –1 –10, 0 

Confess 0, –10 –9, –9 

figure 2.3. Prisoner’s dilemma
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acterized by multiple Nash equilibria— as Diamond and Dybvig argue, 
and as Merton implied— then we need to look elsewhere.

The Stag Hunt

This takes us to a second toy game, the stag hunt, which traces its lineage 
to Jean- Jacques Rousseau.22 The stag hunt bears a superficial resemblance 
to the prisoner’s dilemma, but it presents an entirely different strategic 
problem. A typical statement of the game goes like this. There are two 
hunters; let’s say Alice and Bob again. They must simultaneously decide 
whether to hunt stag or rabbit. A rabbit can be caught by one hunter 
alone, but catching a stag requires two hunters. Each hunter would rather 
have half a stag than a single rabbit. A hunter is more likely to catch a 
rabbit if he or she alone is hunting rabbits. Assigning payoffs to each out-
come, figure 2.4 illustrates this situation in strategic form.

Does either Alice or Bob have a dominant strategy in this game— a 
strategy that is the player’s best response no matter what the other player 
does? This time, unlike the prisoner’s dilemma, the answer is no. Consider 
Alice. If Bob hunts stag, she is better off hunting stag (payoff of 10 instead 
of 5). But if Bob hunts rabbit, she is better off hunting rabbit (payoff of 3 
instead of 0). Bob is in the same situation: if Alice hunts stag he is better 
off hunting stag; if she hunts rabbit he is better off hunting rabbit.

These two outcomes— where Alice and Bob both hunt stag (upper left 
quadrant) and where they both hunt rabbit (lower right quadrant)— are 
both Nash equilibria, meaning that each player’s strategy is his or her best 
response to the other player’s strategy. So what will Alice and Bob decide 
to do? The game itself can’t tell us the answer. We are faced with what is 
called an “equilibrium selection problem,” which is discussed below. For 
now, the important point about the stag hunt is that each player’s decision 
depends on what he or she expects the other player to do. This game has 
diverse applications. It has been used to shed light on national security 

 Bob 
 Stag Rabbit 

A
lic

e 

Stag 10, 10 0, 5 

Rabbit 5, 0 3, 3 

figure 2.4. Stag hunt
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policy, constitutional theory, and even our moral intuitions.23 We will see 
now that it sheds light on banking too.24

The Bank Game

The stag hunt above has something of the feel of Merton’s self- fulfilling 
prophecy. It is a situation in which expectations influence outcomes— 
precisely Merton’s point. And for Merton, the most obvious example of 
this phenomenon was a bank run.

What would a bank game look like? We can start by developing a sce-
nario to set the stage for our game. The previous section gives us the basic 
setup. Recall that we are imagining an economy with a fiat money sys-
tem. An entrepreneur establishes a “bank” that issues obligations called 
money- claims (think of them as checkable deposits). Money- claims are re-
deemable on demand for currency, and they too function as a medium of 
exchange. The bank’s existence depends on account holders’ preference 
for holding money- claims over physical currency; money- claims are more 
convenient. The bank holds a fractional reserve of currency against its out-
standing money- claims. The rest of its asset portfolio consists of loans and 
bonds, which are not perfectly liquid.

At any given moment, each money- claimant must decide whether to 
continue holding his money- claim (that is, whether to “roll over” his money- 
claim) or redeem it for currency. So long as the bank has enough currency 
reserves to honor redemptions, all is well. But a big surge in redemptions 
will exhaust the bank’s currency reserves and lead to default. This is a bad 
outcome for the remaining money- claimants, since their claims no longer 
function as money. We saw at the end of chapter 1 that money- claimants 
may experience large consequential losses when the issuer defaults. Such 
consequential losses play a pivotal role in the bank game.

Let’s assign some payoffs. (The numbers themselves are arbitrary; what 
matters is their rank ordering.) It must be the case that economic agents 
derive some value from holding money- claims in lieu of physical currency. 
Otherwise the bank would not exist in the first place. So we can assign 
payoff = 1 to agents who own money- claims issued by a nondefaulting 
bank. Agents who choose not to own money- claims get payoff = 0. We can 
imagine that this reduced “payoff” represents the inconvenience of hold-
ing physical currency directly or the fee charged by an alternative, 100% 
reserve bank.

What if the bank defaults on its money- claims? For any money- 
claimant, the worst- case scenario is that he idly rolls over his money- claim 
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while others redeem. In that case he may experience large consequential 
losses. Let’s assign payoff = – 10 to this “sucker” outcome. The final per-
mutation is the one in which the money- claimant redeems when other 
agents also redeem. We can assign payoff = – 6 to this outcome (again 
the numbers are arbitrary); the difference between – 6 and – 10 represents 
the possibility that, by seeking to redeem when others are redeeming, 
the money- claimant might succeed in exchanging at least a portion of his 
money- claim for physical currency.

Figure 2.5 depicts the bank game in strategic form. In this matrix we 
envision that each agent is “playing” against all other agents. So, when 
examining agent 1’s payoffs, imagine that agent 2 represents all other 
money- claimants, and vice versa. It should be apparent that this game has 
a lot in common with the stag hunt. Indeed, they are the same game: they 
share precisely the same strategic form. So any conclusions we can draw 
about the stag hunt will apply equally to our bank game. Most impor-
tant, like the stag hunt, the bank game has multiple Nash equilibria, one 
where everyone rolls over (upper left) and another where everyone re-
deems (lower right). We can call these the good equilibrium and the run 
equilibrium, respectively.

In some respects the bank game is a gross oversimplification. First, as 
I mentioned above, we are depicting a multiplayer game in a two- player 
matrix. This is a common convention in game theory but one we should 
remain cognizant of. Second, we have completely abstracted away from 
the fundamental condition of the bank. If the bank has sustained substan-
tial investment losses, then the harm to money- claimants from a bank de-
fault would presumably be more severe, since money- claimants’ ultimate 
recoveries would be reduced. Bear in mind, though, that the consequential 
losses to money- claimants discussed at the end of chapter 1 are entirely 
distinct from the bank’s investment losses. Crucially, such consequential 
losses can arise even if the bank has positive net worth.

 Agent 2 
 Roll Over Redeem 

A
ge

nt
 1

 Roll Over 1, 1 –10, 0 

Redeem 0, –10 –6, –6 

figure 2.5. Bank game
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The Equilibrium Selection Problem

The good equilibrium in the bank game is clearly better for the players 
than the run equilibrium. Doesn’t this mean that the rational outcome will 
always be the good equilibrium? Why would rational money- claimants 
ever run when it’s bad for them in the aggregate? The answer is not so 
simple. There is no “correct” or “rational” Nash equilibrium. In the stag 
hunt, Alice and Bob will select their strategies based on what each ex-
pects the other to do, and there is no a priori reason to expect them both 
to hunt stag. A leading game theory textbook elaborates on this point:

What prediction should one make about the outcome of Rousseau’s game? 

Cooperation— both hunting stag— is an equilibrium, or more precisely a “Nash 

equilibrium,” in that neither player has a unilateral incentive to change his 

strategy. . . . However, Rousseau . . . also warns us that cooperation is by no 

means a foregone conclusion. If each player believes the other will hunt hare, 

each is better off hunting hare himself. Thus, the noncooperative outcome— 

both hunting hare— is also a Nash equilibrium, and without more information 

about the context of the game and the hunters’ expectations it is difficult to 

know which outcome to predict.25

Binmore makes a similar point. When there are multiple Nash equilibria, 
he writes,

one is then faced with the equilibrium selection problem, for which no satis-

factory solution is yet known. The reason may be that there is something self- 

defeating in formulating our difficulties in this way. If we knew everything we 

need to know to solve the equilibrium selection problem, perhaps we wouldn’t 

want equilibria to be our central concept any more. In practice, we solve many 

coordination games by appealing to focal points that are determined by the 

context in which the game appears.26

Both of these passages highlight the fact that, when multiple equilibria 
exist, predicting outcomes depends on context.

This way of thinking about equilibrium selection was pioneered by 
Thomas Schelling in his seminal work The Strategy of Conflict.27 Schelling 
suggested that a choice among Nash equilibria may be determined by a 
“clue” or “focal point” that affects how players expect other players to 
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behave. The prominence of any such focal point can’t be derived from 
reason; it “may depend on imagination more than on logic.” Accordingly, 
the outcome of a coordination game “cannot be discovered by reasoning 
a priori. This corner of game theory is inherently dependent on empirical 
evidence.” Because focal points are necessarily contextual and therefore 
extrinsic to the game, they may have no fundamental significance at all— 
which is why economists sometimes refer to them by the code word “sun-
spots.” Focal points affect outcomes purely because they are expected to.

The takeaway for our bank game is that the shift from one equilibrium 
to the other is inherently a psychological matter. We might very well ex-
pect this shift to be related to some change in the fundamental condition 
of the bank— but maybe not. For instance, a commonly observed run at 
another bank may be a natural focal point. The expectation of a run will 
start a run, returning us to Merton’s concept of the self- fulfilling proph-
ecy. Schelling makes the same point. “What is most directly perceived as 
inevitable is not the final result but the expectation of it, which, in turn, 
makes the result inevitable,” he writes. “Everyone expects everyone else 
to expect everyone else to expect the result; and everyone is powerless to 
deny it.”28 Furthermore, focal points may induce nervousness and thereby 
have a compounding effect, as Schelling illustrates in the context of a 
“surprise attack” game. “The intuitive idea [is] that initial probabilities of 
surprise attack become larger— may generate a ‘multiplier’ effect— as a 
result of [the] compounding of each person’s fear of what the other fears,” 
he writes. “People may vaguely think they perceive that the situation is in-
herently explosive, and respond by exploding.”29

Game theory thus confirms Merton’s intuition. The shift from 
good equilibrium to run equilibrium in the bank game depends on 
expectations— and the game itself doesn’t tell us how expectations are 
formed. It is an empirical matter. Note that none of this has anything to 
do with irrationality. On the contrary, we have assumed throughout that 
agents are perfectly rational.

A Market Solution?

The prisoner’s dilemma is often analogized to situations of market 
failure— situations in which the market fails to allocate resources effi-
ciently. A classic example is the “tragedy of the commons,” a form of col-
lective action problem. The idea is that if large numbers of people have 
the right to use some common resource, such as fishing in a lake, then they 
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will overuse and deplete it. A sole owner, by contrast, would maximize the 
value of the lake by fishing in a measured way, allowing the fish to mul-
tiply and replenish their numbers.30 Hence the rational but uncoordinated 
actions of individuals lead to an inefficient outcome, just as in the prison-
er’s dilemma. These are situations in which government intervention may 
be warranted on efficiency grounds.

It should be clear that the stag hunt represents a possible market fail-
ure too. We saw two Nash equilibria in the stag hunt, one of them efficient, 
the other inefficient. The game itself can’t tell us which equilibrium will be 
realized; we have an equilibrium selection problem. But there is a possi-
bility of a bad equilibrium in this game. So, situations that resemble the 
stag hunt— such as the bank game— may warrant government interven-
tion too.

If a run is bad for money- claimants, then why doesn’t the market offer 
a solution? We can imagine a hypothetical bargain under which the bad 
equilibrium would never be realized. Money- claimants could agree in ad-
vance never to “run” on an issuing firm, even if they feared that invest-
ment losses had wiped out its equity. If honored, this deal would ensure 
that the law of large numbers would remain operative so that the firm 
could continue to meet its obligations regardless of any investment losses. 
The deal would also specify that if at any point there turned out to be in-
sufficient value (as ascertained by an agreed procedure) to make money- 
claimants whole, they would each take a haircut on their money- claims 
(perhaps a few pennies on the dollar) to recapitalize the firm. The bar-
gain described here is just a prenegotiated financial restructuring in which 
money- claimants agree not to exercise their contractual rights to redeem 
outside the ordinary course. The bargain would of course have no effect 
on the issuer’s investment losses, but it would avoid the consequential 
losses to money- claimants that arise from a sudden loss of money services. 
Such a bargain might be significantly welfare- enhancing in the aggregate 
for holders of money- claims.

It is obvious that reaching such a bargain would be impossible in the 
real world. If money- claimants waited until liquidity strains emerged 
before starting to negotiate, it would be too late. Bargains take time, 
and runs are fast. More realistically, the issuing firm itself might require 
all its money- claimants to agree to the terms of this bargain before be-
coming account holders. But there is an even more fundamental prob-
lem: any effort to monitor and enforce compliance with the terms of this 
bargain would encounter insuperable practical obstacles. The effective-
ness of such an agreement would depend critically on money- claimants’ 
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not altering their ordinary redemption patterns, even if the issuing firm 
incurred substantial investment losses. But each money- claimant would 
have an incentive to skew toward redemptions. Even a modest skew by 
a substantial number of money- claimants would deplete the issuer’s cur-
rency reserves, which are equal to only a small fraction of its outstand-
ing money- claims. And the large number of money- claimants— a neces-
sary precondition to the operation of the law of large numbers that makes 
the banking business model possible in the first place— presents daunting 
problems when it comes to enforcing compliance. Proving in court that 
any given money- claimant submitted more redemption orders than she 
would have under normal conditions would be very challenging, to say the 
least. Such lawsuits might need to be pursued against tens of thousands of 
money- claimants, some with very small balances. Clearly this would not 
be realistic. Unless the contract could be effectively enforced— through ex 
ante judicial compulsion or through a meaningful threat of ex post dam-
ages— it would not do any good.

The point is that the costs of transacting can stand in the way of bar-
gains, even when a deal would make the prospective bargainers better off. 
This was a central theme of the famous work of economist Ronald Coase, 
who wrote that

in order to carry out a market transaction it is necessary to discover who it is 

that one wishes to deal with, to inform people that one wishes to deal and on 

what terms, to conduct negotiations leading up to a bargain, to draw up the 

contract, to undertake the inspection needed to make sure that the terms of the 

contract are being observed, and so on. These operations are often extremely 

costly, sufficiently costly at any rate to prevent many transactions that would 

be carried out in a world in which the pricing system worked without cost. . . . 

. . . There is no reason why, on occasion . . . governmental administrative 

regulation should not lead to an improvement in economic efficiency. This 

would seem particularly likely when . . . a large number of people are involved 

and in which therefore the costs of handling the problem through the market 

or the firm may be high.31

Before considering government intervention in banking, we should 
ask whether any other private solutions to the bank run problem suggest 
themselves. What about private insurance? Money- claimants know they 
may experience consequential losses in the unlikely event of an issuer de-
fault. Presumably they would be willing to pay something to insure against 
such losses. This circumstance presents an opportunity for a trade in risk. 



money creation and market failure 73

For a fee, an insurance firm could agree to promptly deliver to money- 
claimants, in the event of an issuer default, “good” money- claims in ex-
change for their now- distressed “bad” ones. Consequential losses would 
then be avoided.

No such insurance policy is available in the real world. It isn’t hard 
to see why. Imagine the characteristics of this insurance firm. It would 
need to be prepared to experience sudden demands for large quanti-
ties of money- claims from its policyholders. To credibly withstand these 
demands, the insurance firm would need to hold large quantities of ex-
tremely safe money- claims on standby. It would also need to have a very 
stable funding structure so that its own financing sources could not de-
plete its assets at an inopportune time, rendering the firm unable to meet 
its obligations to policyholders. This insurance firm would be the opposite 
of a bank; it would finance itself in the capital markets and park the pro-
ceeds in the low- yielding money markets (or in currency itself). It would 
essentially undo bank money creation. To make this “negative carry” busi-
ness model viable, the fees charged to policyholders would need to be 
substantial. Recall from the start of this chapter that our specialist had to 
compensate money- claimants in order to transition from currency ware-
housing to banking. If the bank’s customers are willing to pay high fees 
to make their money- claims perfectly safe again, then presumably they 
never would have consented to the shift from warehousing to banking in 
the first place.

* * *

This chapter has made a prima facie case that the banking business 
model is associated with a market failure. This argument will be solidified 
in chapter 4 (which discusses the consequences of panics) and in part 2 
(which turns to institutional design). In the meantime, the next chap-
ter refines this chapter’s insights— and offers a critical overview of what 
modern banking theory has to say about these matters.

Appendix to Chapter 2: Accounts of Bank Money Creation 
Mechanics, 1790– 1930

The present chapter described John Maynard Keynes’s account of bank 
money creation mechanics in his Treatise on Money. Keynes was not the 
first to dwell on these matters. Below I produce some examples that ap-
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peared before the publication of Keynes’s Treatise in 1930. I have made no 
attempt to be comprehensive; these are just examples I have come across. 
Two themes stand out. The first is an insistence that banks can create de-
posits “actively” (to borrow Keynes’s term) in the process of acquiring 
investment assets. The second is the observation that checkable depos-
its are more or less economically equivalent to bank notes. The thinkers 
below clearly believed that bank money creation mechanics were a com-
mon source of confusion— and that there was something at stake in un-
derstanding these mechanics.

Alexander Hamilton (1790)

Alexander Hamilton included a discussion of bank money creation me-
chanics in his report to Congress recommending the establishment of a 
national bank:

Every loan which a bank makes, is, in its first shape, a credit given to the bor-

rower on its books, the amount of which it stands ready to pay, either in its 

own notes, or in gold or silver, at his option. But, in a great number of cases, no 

actual payment is made in either. The borrower frequently, by a check or order, 

transfers his credit to some other person, to whom he has a payment to make; 

who, in his turn, is as often content with a similar credit, because he is satisfied 

that he can, whenever he pleases, either convert it into cash, or pass it to some 

other hand, as an equivalent for it. And in this manner the credit keeps circulat-

ing, performing, in every stage, the office of money.32

Notice that Hamilton describes banks as issuing account balances (which 
function as money) directly in exchange for loan receivables, rather than 
as lending out only what has been entrusted to them.

Albert Gallatin (1831)

Albert Gallatin, the longest- serving treasury secretary in US history, re-
jected the distinction between bank notes and demand deposits:

The bank- notes and the deposits rest precisely on the same basis. . . . We can 

in no respect whatever perceive the slightest difference between the two; and 

we cannot, therefore, but consider the aggregate amount of credits payable on 

demand, standing on the books of the several banks, as being part of the cur-
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rency of the United States. This, it appears to us, embraces not only bank- notes, 

but all demands upon banks payable at sight. . . . If, in comparing the amount of 

currency in different countries, we have only included specie and actual issues 

of paper, it was partly in conformity with received usage, and partly from want 

of information respecting the amount, in other countries, of the bank credits, 

which may be considered as perfectly similar to our deposits.33

Henry Dunning MacLeod (1883)

In the nineteenth century it was common to distinguish between “banks 
of deposit” and “banks of issue.” The latter category referred to banks that 
issued bank notes. Scottish economist Henry Dunning MacLeod argued 
that this was a distinction without a difference. “To Issue an instrument is 
to deliver it to any one so as to give him a Right of action against the de-
liverer,” he wrote. “It in no way increases the banker’s liability to write the 
liability down on paper. Such is only done for the convenience of trans-
ferring the Right of action to some one else.” MacLeod concluded, “It is, 
therefore, a fundamental error to divide banks into ‘Banks of Deposit’ 
and ‘Banks of Issue.’ All banks are ‘Banks of Issue.’”34

Charles Dunbar (1887)

In an article titled “Deposits as Currency,” Harvard economist Charles 
Dunbar pointed to the equivalence of deposits and bank notes: “The ease 
with which we ignore deposits as a part of the currency seems the more 
remarkable, when we consider that few men in business fail to recognize 
the true meaning of this form of bank liability; that it is a circulating me-
dium in as true a sense and in the same sense as the bank- note, and that, 
like the bank- note, it is created by the bank and for the same purposes.” 
Dunbar acknowledged MacLeod as a precursor. “MacLeod’s remark, that 
‘every bank is a bank of issue,’ may seem a hard saying,” he wrote. “Still, 
every man of affairs would be found applying it in practice and recogniz-
ing the essential truth contained in it in a tolerably distinct manner.”35

J. Laurence Laughlin (1903)

J. Laurence Laughlin, a monetary expert at the University of Chicago, 
wrote that deposits originate in “two ways”:
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(1) Obviously, deposits originated from carrying money to the bank, the depos-

itor receiving in return a credit exactly corresponding to the money added to 

the reserves; and this is often thought to be the usual manner in which the 

deposit item is made up. . . . (2) On the other hand, it is literally true that in 

these days most of the enormous deposits of banks in the United States and 

Great Britain do not result from the actual deposit of money in a bank. By far 

the largest part of deposits in a commercial bank are the consequences of a 

discount operation. A loan is inevitably followed by the creation of a deposit 

account in favor of the borrower; as yet no money is paid out or comes in.36

Frank Vanderlip (1908)

Frank Vanderlip, a prominent early twentieth- century banker and a key 
figure in the debates surrounding the establishment of the Federal Re-
serve, had this to say about deposit creation:

It is a misconception to suppose that a bank first accumulates deposits and 

then loans them out to borrowers. The operation is the reverse. The bank first 

makes a loan to the borrower and in so doing creates a deposit. The borrower 

exchanges his credit, his evidence of indebtedness, for the bank’s credit, a 

deposit balance. . . . 

. . . That is the true business of a modern bank. It swaps its credit, which 

has a wide currency, for the credit of its customers, and the bank deposits thus 

created become the medium of exchange for the greater part of the transac-

tions of commerce. . . . 

Obviously erroneous is the conception that so- called deposits represent an 

actual deposit of money. When the nature of fundamental banking transactions 

is understood, the error is made plain; but the conception is a persistent one 

and confuses much discussion of banking questions.37

Ludwig von Mises (1912)

Austrian economist Ludwig von Mises wrote that “banknotes, say, and 
cash deposits differ only in mere externals, important perhaps from the 
business and legal points of view, but quite insignificant from the point of 
view of economics.”38
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Irving Fisher (1913)

Irving Fisher wrote that a bank can issue a “right to draw” (a deposit in-
strument) directly in exchange for “a promissory note” (a loan receivable 
or a bond). “This operation most frequently puzzles the beginner in the 
study of banking,” he said. But Fisher regarded it as “a needless complica-
tion” to say that the bank’s currency reserve exits the bank when the loan 
is made. He went on to note that “a bank depositor . . . has not ordinarily 
‘deposited money.’”39

Joseph Schumpeter (1927)

Joseph Schumpeter offered the following description of bank money 
creation mechanics:

Even if banks . . . only lent out what customers entrusted to them, there would 

be “manufacture of credit” as far as current accounts are concerned. . . . There 

would be . . . creation of new purchasing power, even if banks did only lend 

what they receive.

But this is not the case. . . . Over and above this supply at their command, 

banks can and do extend their credits; and that part of the savings entrusted to 

them, which they can count upon for lending, is not so much the fund they have 

to lend, but the reserve against the sum they actually lend.

Schumpeter noted that “there are, of course, limits to this creation of ad-
ditional purchasing power.”40



chapter three

Banking in Theory and Reality

There is no sphere of human thought in which it is easier for a man to show superficial clever-
ness and the appearance of superior wisdom than in discussing questions of currency and 
exchange.— Winston Churchill, 19491

The analysis of the previous chapter turns out to hold answers to 
some pretty big puzzles: whether standard corporate finance prin-

ciples apply to banks; why money- claim issuance tends to be dominated 
by entities that hold portfolios of credit assets as opposed to other types 
of assets; and why this business model— whose principal feature is the 
large- scale issuance of money- claims— exists in the first place. This chap-
ter takes on these challenging issues. It articulates a money- centric theory 
of banking and compares it with other leading theories.

As a point of entry, let’s return to an issue we tabled in the previous 
chapter. When the specialist began issuing account balances in exchange 
for loan receivables or bonds, it exposed existing account holders to a risk 
they did not previously bear. We noted that account holders should be 
expected to require compensation for assuming this risk. They paid fees 
to the specialist when it was just a warehouse. Now that it is engaged in 
banking, they presumably will require, as a condition of their continued 
business, that these fees be reduced. In fact the “fee” could go negative: 
account holders may now require the bank to pay them to stick around. 
How can we be sure this compensation (understood to include fee reduc-
tions plus any outright payments) won’t cost the specialist more than it ex-
pects to earn from its investment portfolio? In other words, why does the 
banking business model exist in the first place?

To answer these questions, we need to think about how much com-
pensation account holders will require. Recall that account holder claims 
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 “mature” continuously and are rolled over each instant they are not re-
deemed. The compensation account holders will require to induce them 
to roll over from any given moment to the next depends largely on their 
judgments about the likelihood of default the next moment. And these 
judgments, in turn, depend on the probabilities that each account holder 
attaches to what other account holders will do. This was the key lesson of 
the bank game, and it means that the probability of default at any given in-
stant is not necessarily solely a function of “fundamentals” (the character-
istics of the bank’s asset portfolio). So long as each account holder thinks 
it is extremely unlikely that others will redeem en masse, no account 
holder has reason to redeem.

It should not be surprising that account holders’ judgments about 
whether to redeem should depend on what they expect other account 
holders to do. After all, fiat money itself has a similar quality. Paper money 
is “intrinsically” worthless, but people value it at least in part because they 
expect others to value it. Fiat money, then, is an equilibrium in a coor-
dination game.2 And banking— the business model of money creation— 
essentially replicates this “outside” money phenomenon at the level of 
“inside” money. To imagine that this phenomenon is possible only when it 
comes to physical currency is to fetishize bits of paper.

Hence there is no necessary connection between the characteristics of 
the specialist’s asset portfolio and the amount of compensation account 
holders will require to roll over from any given instant to the next.3 And 
this conclusion suggests that, when we talk about the liabilities of banking 
firms, we are not in a “corporate finance” world. In the study and practice 
of corporate finance, the value of a firm (and thus the value of the financial 
claims on the firm) is said to be equal to the present value of the firm’s ex-
pected future cash flows. In corporate finance analysis, cash is blackboxed; 
its value is taken for granted. What makes banks distinctive, though, is that 
they are issuers of cash (and/or cash equivalents). Banks therefore need 
to be looked at with a “money view” and not just a “finance view.”4 This 
chapter will show that applying standard corporate finance principles to 
banks can lead to big mistakes.

The upshot is that, despite the need to compensate account holders, 
the banking business model may very well beat the warehouse model. 
The coordination game is essential here; it is not possible to make sense 
of money and banking without understanding the power of this concept. 
Importantly, the logic above sheds light on not just issuers of transaction 
accounts but also issuers of cash equivalents. Recall from chapter 1 that 
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very safe short- term debt offers a nonpecuniary convenience yield; its pe-
cuniary yield is exceptionally low. Accordingly, an issuer of cash equiva-
lents (such as a shadow bank) can capitalize on an extraordinarily cheap 
source of funding, so long as its risk of default is perceived to be suffi-
ciently remote. And the risk of default for such an issuer depends on what 
money- claimants expect other money- claimants to do. The coordination 
game applies here too.

In the real world, of course, money- claimants do care about portfolio 
characteristics. They ascribe some positive probability to the bank’s de-
fault at any given instant, and the bank’s portfolio is their collateral in the 
event of default. By holding a higher- quality portfolio, the bank increases 
each account holder’s confidence that other account holders will roll over 
and thus reduces each one’s required compensation for the bank’s shift 
away from warehousing. Still, it would be a mistake to conclude that there 
is any mechanical or deterministic relation between portfolio characteris-
tics and required compensation. Bear in mind that we are not doing cor-
porate finance analysis here. We are talking instead about Schelling focal 
points in a coordination game.

This analysis suggests that the specialist might maximize the value of 
the firm by confining its portfolio to fairly high- quality assets. The coordi-
nation game framework doesn’t give us an analytic way to determine what 
the optimal level of portfolio risk might be. But it should not be surprising 
to find that issuers of large quantities of money- claims tend to hold fairly 
high- quality portfolios: say, diversified portfolios consisting mostly of se-
nior claims on other economic agents. At some point, dialing up portfolio 
risk would reduce the specialist’s profits, because the incremental compen-
sation that must be paid to account holders would exceed the expected 
incremental portfolio returns. At that point it would no longer pay to in-
crease portfolio risk.

What we have here is a money- centric theory of banking— one that 
views banks first and foremost as monetary institutions. Modern banking 
scholarship, however, tells a different story. Over the past thirty- odd years, 
a number of leading banking scholars have offered answers to the ques-
tions we are asking here: Why would any firm choose to finance itself with 
large amounts of short- term debt? And why would the issuers of short- 
term debt want to limit themselves, by and large, to portfolios of credit as-
sets? Their answers are very different from the ones offered here.
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A Brief Look at Modern Banking Theory

It is worth taking a look at the existing scholarship in this area. This 
tour will be brief and admittedly selective, but it will touch on what are 
widely seen as the key theoretical advances.5 We will look at three major 
strands in modern banking theory. The first strand sees money- claim 
funding as a “commitment device” to “discipline” banking firms. The sec-
ond strand views banking as a response to information asymmetry. The 
third strand views banks as providers of a kind of consumption insurance. 
The third strand forms the basis for the famous Diamond- Dybvig model 
of bank runs mentioned in the previous chapter. Because of the impor-
tance of that model in modern banking theory, the third strand will re-
ceive in- depth treatment in the next section.

Commitment Device Models

The first major strand of the literature views money- claim funding as a 
“commitment device” to “discipline” banking firms. The idea is that bank-
ing firms rely on fragile funding as a deliberate strategy to constrain 
their own activities. The pioneering contribution here is a 1991 article by 
Charles Calomiris and Charles Kahn.6 In their model the banker has the 
ability to abscond with the bank’s assets. Knowing this, agents are reluc-
tant to hold claims on the bank. Demandable debt makes it difficult for 
the banker to abscond, which in turn enables the bank to attract funding. 
So short- term debt funding is a way of solving an agency problem.

While this logic does offer an explanation for why firms might use 
short- term debt funding, taken alone it doesn’t explain why this liability 
structure should be coupled with any particular asset profile. The authors 
refer to the issuer of demandable debt as a “banker,” but this is essentially 
arbitrary, as the logic of their model doesn’t impose limits on the issuer’s 
asset portfolio. Indeed, they say that “claimants to short- term senior debt 
in modern [nonfinancial] firms may play a similar role to that of the moni-
toring depositors in our model.”7 Two other experts in this area likewise 
point out that the Calomiris- Kahn model implies that demandable debt 
“should be as effective in industrial firms as in banks.”8

Can commitment device models provide an explanation for the ob-
served combination of short- term debt funding and portfolios of credit as-
sets? Some scholars have answered yes. Mark Flannery argues that short- 
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term debt is a particularly effective incentive alignment device for firms 
whose portfolios consist of “bank- type assets.”9 Bank- type assets in his 
model are “relatively illiquid” and “nonmarketable” and have “high in-
formation costs.” Investors in these assets specialize in relationship lend-
ing and borrower monitoring, and they earn profits by lending in imper-
fectly competitive markets. These firms, says Flannery, present serious 
agency problems for which short- term debt is a particularly good solution. 
Similarly, Douglas Diamond and Raghuram Rajan develop a commitment 
device model that associates short- term debt funding with “relationship 
lenders” that make “loans to difficult, illiquid borrowers.”10 They note that 
there might appear to be a “fundamental incompatibility” between illiquid 
loans and short- term debt funding, but they contend that there is a “logic, 
hitherto unnoticed” to combining these activities. Their model is compli-
cated, but essentially the relationship lender, who has unique “collection 
skills” with respect to the loans she makes, can commit to use those skills 
efficiently by employing a fragile funding structure.

Note how different the commitment device story is from the money- 
centric theory of banking sketched above. The commitment device story 
has nothing to do with money, at least not in any straightforward way. 
Banks in these models are not monetary institutions at all— or if they are, 
it is only incidentally. Indeed, Calomiris and Kahn are explicit that “li-
quidity demand is absent” in their model and that “there is no demand 
for transactability.” They further observe that “it may be possible to view 
the liquidity of bank claims as a by- product of the solution to the agency 
problem” (emphasis added).11 At most, then, liquidity and transactability 
are emergent properties in these models. By contrast, in our account the 
monetary function was the starting point— we got to fractional reserve 
banking by way of currency warehousing. If one is inclined to think that 
the monetary function of banking is central rather than incidental, then 
the commitment device theory might seem to have an air of unreality.

The commitment device theory has another problem. We don’t really 
have a theory of banking unless we can explain why short- term debt fund-
ing is so closely related to portfolios of credit assets— that is, unless we 
can explain how the two sides of the banking balance sheet relate to each 
other. This would seem to be a minimal requirement of any theory of 
banking. As noted above, attempts to tie the commitment device model 
to particular asset profiles have emphasized “relationship lenders” with 
unique “collection skills” or lenders that acquire illiquid financial assets 
and engage in extensive borrower monitoring.
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The problem is that, while in practice short- term debt funding is asso-
ciated with credit portfolios, it clearly is not specific to relationship lend-
ers or illiquid loans. For example, consider a prototypical shadow bank: 
the asset- backed commercial paper (ABCP) conduit. These entities in-
vest in highly rated bonds that trade in the secondary market. They fund 
these bond portfolios with very short- term debt. This became a massive 
business in the years preceding the crisis, with over $1 trillion in out-
standing short- term paper. It would be odd to think of an ABCP con-
duit as a “relationship lender” with special “collection skills.” They don’t 
make loans to individual borrowers, nor do they have any responsibil-
ity for individual borrower monitoring or collection. Commitment de-
vice models do not offer much traction in understanding why such an 
entity would use short- term debt funding. Nor, for that matter, do these 
models help us understand modern repo- funded securities firms, whose 
assets consist primarily of marketable securities purchased in the sec-
ondary markets.12 Thus, even setting aside questions of intuitive plau-
sibility, the commitment device model seems to have serious limita- 
tions.

The commitment device theory is nonetheless quite influential. In a 
2009 speech, Ben Bernanke cited both the Calomiris- Kahn paper and 
the Diamond- Rajan paper for the proposition that “short- term credi-
tors can help to impose market discipline on financial institutions.” He 
viewed this to be a “good economic reason” for short- term debt funding.13 
A recent report by fifteen illustrious economists also views this theory 
favorably. “The disciplining effect of short- term debt . . . makes manage-
ment more productive,” these economists note. “Capital requirements that 
lean against short- term debt push banks toward other forms of financing 
that may allow managers to be more lax.”14 Despite the influence of these 
models, I question whether they provide a suitable basis for policy anal-
ysis in the real world.15

Information Asymmetry Models

The second key strand in the literature views banking as a response to 
information asymmetry. This class of models has much more in common 
with the money- centric model presented here, but there are important 
differences. The canonical work here is a 1990 paper by Gary Gorton 
and George Pennacchi.16 Their model posits the existence of uninformed 
“noise” traders who trade with and lose money to informed traders. Rec-
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ognizing this problem, noise traders prefer securities with low default risk. 
Such “information insensitive” securities do not afford informed traders 
the opportunity to take advantage of superior information.17 Because no 
one has an information advantage, these securities exhibit superior liquid-
ity in the model. And the natural issuer of these securities is an inter-
mediary that owns a diversified portfolio of credit assets— that is, an en-
tity whose total asset value is not very volatile. So this theory, unlike the 
commitment device theory, does link the issuance of “liquid” claims to a 
particular asset profile in a clear and intuitive way.

Note the stark difference between these two theories. The commit-
ment device model envisions that short- term creditors are keeping a 
watchful eye on the bank, and that those who are paying the most atten-
tion are rewarded by getting out first. By contrast, under the information 
asymmetry model, the whole point of the bank is to produce claims for 
which producing information is not rewarded. Remarkably, then, these 
two leading theories of banking are polar opposites. “Paradoxically, these 
two literatures give contradictory and inconsistent accounts of the banks’ 
short- term creditors,” write Anat Admati and Martin Hellwig. “The two 
visions, one of creditors constantly on the watch for problems and the 
other of creditors trusting that banks are safe, are not compatible with 
each other.”18 If you buy one of these theories, there is no buying the  
other.

The information asymmetry theory has at least one major limitation: it 
has no necessary connection to short- term debt. Long- term debt may be 
information insensitive too, so long as its likelihood of default is perceived 
to be very remote. Thus the information asymmetry theory can be under-
stood as a general theory of capital structure or “safe assets” (see chap-
ter 1) rather than a theory of banking proper. It applies to any set of cash 
flows that is tranched into senior and junior components, irrespective of 
whether the funding comes from short- term IOUs that are continuously 
rolled over. In this sense, the theory does not seem to get at the distinctive 
qualities of the banking business model. As we saw in chapter 1, money-
ness is unique to short- term claims.

Design Implications

Before turning to the third major theory, it is useful to pause and take 
stock. The differences among these models have crucial implications for 
regulatory policy. Consider first the design implications of the commit-
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ment device theory. That theory implies that the fragility of banks may be 
a good thing. Stability policies, such as the lender of last resort and deposit 
insurance, deprive money- claims of their disciplinary power and may lead 
to less- efficient resource allocations. Thus Diamond and Rajan contend 
that “financial fragility” may be “a desirable characteristic of banks” and 
that “stabilization policies . . . may reduce liquidity creation.”19 Flannery’s 
view is similar. “Banking firms’ exposure to liquidity risks (‘depositor 
runs’) has traditionally been considered a social ‘bad,’” he writes. “How-
ever, if short- funding bank assets provides important incentive benefits, 
regulations that limit a bank’s ability to employ this funding device may 
reduce social welfare rather than increase it.”20

As for the information asymmetry theory, it too suggests a certain 
way of thinking about bank regulation. Gary Gorton, the leading propo-
nent of the information asymmetry theory of banking, argues that a panic 
occurs when information insensitive assets become information sensitive. 
Holders of these assets lack the capacity to evaluate them, since the whole 
point was to hold assets that don’t require such evaluation. When they find 
themselves needing to do such evaluation, they face a serious problem, 
and systemwide consequences ensue. In Gorton’s model, banking is not 
characterized by self- fulfilling prophecies; there is no coordination game.21 
Naturally, Gorton’s preferred policy solution involves strict regulation of 
port folio quality— in effect, a form of narrow banking.22 When we turn to 
design alternatives in part 2, we will find big problems with the narrow 
banking strategy.

The Standard Model of Bank Runs

We now turn to the final theory of banking, which sees banks as pro-
viders of a special type of insurance. This theory forms the basis for the 
Diamond- Dybvig model of bank runs.23 Because of the stature and con-
tinuing influence of this model, it is important to look at it in some detail.

The important features of the Diamond- Dybvig model can be de-
scribed in a few paragraphs. Their model has three periods (T = 0, 1, 
and 2). There are two types of consumers: those who want to consume 
only at T = 1 (type 1 consumers) and those who want to consume only at 
T = 2 (type 2 consumers). There is “a single homogeneous good” in the 
model, called the consumption good.24 Each consumer starts with one unit 
of the consumption good, and each has an opportunity at T = 0 to lend his 
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unit to a third party. All loans are identical. Loans mature at T = 2 and 
produce positive returns at maturity (payable in the consumption good) 
with no risk of default. The model thus abstracts away from credit risk, in-
asmuch as nobody ever loses money on a loan. If a consumer declines to 
lend his consumption unit, he earns no return. In that case he can store 
his unit and consume it later. Notice that there is nothing called “money” 
in this setup.

If consumers knew their types at T = 0, then type 2 consumers obvi-
ously would lend their consumption units and type 1 consumers presum-
ably would not. After all, type 1 consumers would not want to have their 
consumption units tied up in loans at T = 1. But here’s the rub: consumers 
don’t discover their types until T = 1. This is a problem, because consum-
ers must decide at T = 0 whether to lend.

Owing to this uncertainty, we might expect that consumers would be 
hesitant to make loans at all. However, Diamond and Dybvig make one 
other crucial assumption: all loans can be risklessly called at T = 1. If a loan 
is called, the consumer gets his consumption unit back with no interest but 
also no penalty. With this call feature, there can never be any downside 
in lending. If a consumer lends his unit (at T = 0) and later discovers (at  
T = 1) that he is of type 1, he will just call the loan and consume the unit— 
putting him in the same position as if he hadn’t lent the unit at all. On the 
other hand, if the consumer discovers that he is of type 2, he won’t call the 
loan at T = 1. Instead, he will allow the loan to mature at T = 2, earning a 
positive return.

So what role do banks play in this strange economy? For Diamond and 
Dybvig, the answer is that they offer consumers a form of insurance. Here 
is how it works. In the scenario described above, any consumer would 
rather be of type 2 than type 1. This is because type 2 consumers get posi-
tive returns from lending, whereas type 1 consumers get no return.25 
Assuming consumers are risk- averse, they can benefit from a bargain at 
T = 0, before they learn their types. Specifically, consumers can pool their 
consumption units into a “bank” at T = 0. The bank promptly lends out 
all the deposited units. It keeps no units in reserve; it has no need for 
reserves, since all loans can be called with no penalty. When T = 1 rolls 
around, each consumer discovers his type. Naturally, all type 1 consum-
ers go to the bank to withdraw their consumption units— first come first 
served— and the bank must call loans to make these payouts. Here is the 
innovation: the bargain that was struck at T = 0 specifies that consumers 
who withdraw at T = 1 are entitled to something slightly more than one 



banking in theory and reality 87

consumption unit. They now get a positive return. So, type 1 consumers 
who withdraw at T = 1 will clearly be better off than if they had lent their 
units directly.

What about type 2 consumers? Assuming none of them withdraws at 
T = 1, they will still receive positive returns at T = 2. However, such returns 
are necessarily smaller than they would have been had those consumers 
lent directly— because some of their returns were, in effect, shared with 
type 1 consumers. Clearly, then, considered from an ex post perspective, 
type 2 consumers are worse off than they would have been in the absence 
of the bank. Keep in mind, though, that everyone agreed to this deal back 
at T = 0, when nobody knew his or her type. Ex ante, behind the T = 0 veil 
of ignorance, the bargain makes consumers better off in the aggregate. 
(Insurance is always “expensive” ex post if the risk did not materialize.) 
Like any insurance contract, this contract is welfare enhancing because 
consumers are assumed to be risk- averse. As Diamond and Dybvig put it, 
the point of the bank is to “allow agents to insure against the unlucky out-
come of being a type 1 agent.”26

In a moment we will see why the bank described here might be vul-
nerable to a bank run, in which both type 1 and type 2 consumers seek to 
withdraw at T = 1. But it is worth stepping back for a moment and ask-
ing a basic question: What does this model of banking have to do with ac-
tual banking? These banks don’t augment the supply of credit; the quan-
tity of loans is exactly the same whether or not the banks exist, because all 
consumption units are lent in either case. Even more noteworthy are the 
monetary aspects of the model— or, more accurately, their absence. For 
there is no money in the model. Banks don’t hold fractional reserves in the 
model; there is nothing called money to be held in reserve. Banks have no 
use for such reserves anyway, since all loans can be risklessly called. Nor 
do these banks issue monetary instruments. Consumers in this model are 
in no need of money, since they inhabit a world with just one homogeneous 
good. As Gary Gorton and Charles Calomiris have pointed out, “the banks’ 
liabilities do not circulate as a medium of exchange in this model, so there 
is no sense in which demand deposits function like money. This appears to 
be a weakness of the model.”27 In a subsequent paper, Gorton and Andrew 
Winton elaborate on this point: “There is no notion of exchange in the 
model, no sense in which transactions are taking place where bank ‘money’ 
is being used to facilitate the [consumption] smoothing. Instead, agents are 
essentially isolated from each other; there is no trade with other agents 
where ‘money’ buys goods. . . . Agents trade only with the bank.”28
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Of course, this is only a model, and all models are simplifications of 
reality; the map is not the territory, as they say. Perhaps the model can help 
us gain a better understanding of some feature of the world. So let’s turn 
to what the model says about bank runs.

Diamond and Dybvig show how a run can arise at their bank. Suppose 
some type 2 consumers— in addition to all type 1 consumers— ask for 
withdrawals at T = 1.29 (We will see in a moment why they might do 
so.) These withdrawals by type 2 consumers at T = 1 create a problem. 
Withdrawals at T = 1 eat into the returns left over for consumers who do 
not withdraw. Remember, consumers withdrawing at T = 1 get more than 
one unit— that was the whole point of the bank— while loans called by the 
bank at T = 1 to meet those withdrawals are called at par. Accordingly, if 
enough type 2 consumers join type 1 consumers in withdrawing at T = 1, 
the bank’s assets will be completely exhausted, leaving the remaining 
type 2 consumers with nothing. This outcome is clearly bad for consumers 
in the aggregate, since all loans get called at T = 1, leaving no positive re-
turns to be split among consumers.

But why would a type 2 consumer ever withdraw at T = 1? The answer 
is, if he suspects that other type 2 consumers will do so! The type 2 con-
sumer doesn’t want to consume at T = 1, but he can still withdraw his con-
sumption unit at T = 1 and store it for consumption at T = 2. If he thinks 
there is a significant chance that he might be left worse off if he doesn’t get 
in line at T = 1, then he will get in line for withdrawal.

This run risk raises the question why banks exist in the first place. Here 
is Diamond and Dybvig’s answer— one that echoes several of the themes 
we discussed in the previous chapter in developing our bank game:

No one would deposit anticipating a run. However, agents will choose to 

deposit at least some of their wealth in the bank even if they anticipate a posi-

tive probability of a run, provided that the probability is small enough, because 

the good equilibrium dominates holding assets directly. This could happen 

if the selection between the bank run equilibrium and the good equilibrium 

depended on some commonly observed random variable in the economy. This 

could be a bad earnings report, a commonly observed run at some other bank, 

a negative government forecast, or even sunspots. It need not be anything 

fundamental about the bank’s condition. The problem is that once they have 

deposited, anything that causes them to anticipate a run will lead to a run. This 

implies that banks with pure demand deposit contracts will be very concerned 

about maintaining confidence because they realize that the good equilibrium 

is very fragile.30
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This all seems quite sensible; the “observed variable” that Diamond and 
Dybvig refer to here is just a Schelling focal point (they use the code 
word “sunspots” for this). And their conclusion that “anything that causes 
[agents] to anticipate a run will lead to a run” is, as we have seen, a basic 
property of coordination games like the stag hunt. They’re talking about a 
self- fulfilling prophecy of the type described by Robert K. Merton.

The obvious question, though, is whether it was necessary to build 
an elaborate mathematical model in order to get here— whether the 
Diamond- Dybvig model sheds any more light on the real world than our 
bank game did. At a certain level of abstraction, the two models get you 
to the same place; both are characterized by self- fulfilling bank runs. One 
might therefore be tempted to conclude that they are just two ways of 
saying the same thing. Nonetheless, I see three reasons to prefer the bank 
game to the Diamond- Dybvig model of bank runs.

First, the Diamond- Dybvig model is subject to at least one trenchant 
criticism from which the bank game is exempt. The criticism comes from 
Gary Gorton. Gorton notes that the coordination game in the Diamond- 
Dybvig model arises from the fact that the bank’s assets constitute a 
“common pool” backing depositors’ claims. But Gorton points out that in 
the real world we see runs even when there is no common pool of assets; 
some money- claims (like repo) are collateralized. To Gorton, this fact calls 
into question the real- world relevance of the Diamond- Dybvig model. In 
a collateralized setting, “the actions of other depositors are irrelevant; be-
liefs about other agents’ beliefs then do not matter.”31 He sees no multiple 
equilibria, no coordination game. Note however that our bank game isn’t 
susceptible to Gorton’s common pool critique. In the bank game it was the 
fact that money- claims lost their moneyness on default, resulting in conse-
quential losses, that set the stage for the coordination game. This problem 
doesn’t disappear when money- claims are secured by specific collateral. 
Even if the collateral can be seized immediately on default, the collat-
eral lacks the moneyness property that was the very reason for holding 
the money- claim in the first place. Accordingly, receiving the collateral is 
a distinctly unwelcome outcome for money- claimants.32 The coordination 
game remains in effect.

A second reason to prefer the bank game to the Diamond- Dybvig 
model is methodological. The bank game is simple and accessible, whereas 
the Diamond- Dybvig model is esoteric. There is no doubt that, for many 
types of economic questions, difficult math is indispensable. I just ques-
tion whether this is one of those cases. All else equal, a simple and acces-
sible model is better.
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The third reason to favor the bank game is the most fundamental. It is 
that the bank game’s underlying (money- centric) theory of banking argu-
ably has a far better claim to reality than does the insurance- type model 
of Diamond and Dybvig. The Diamond- Dybvig banks just don’t look like 
banks as we know them. They don’t issue claims that function as money; 
they don’t facilitate payments among agents in the economy; they don’t 
augment the supply of credit; they don’t hold fractional reserves. They 
exist in a moneyless world. To bring this point into sharp relief, consider 
that, for most of the nineteenth century, US banks’ short- term liabilities 
consisted mostly of circulating bank notes that paid no interest to their 
holders (whether “type 1” or “type 2”). It strains the imagination to try to 
understand such banks through the Diamond- Dybvig insurance lens. Yet 
such banks existed and were susceptible to runs.

One might argue that, at a high enough level of abstraction, our money- 
centric theory of banking can be interpreted through an insurance lens— 
one could interpret bank accounts as insurance policies. But it isn’t clear 
what one would gain by doing so. For centuries, banks have been under-
stood to be monetary institutions. That is how they are described in every 
introductory textbook on macroeconomics and on money and banking. 
(That the field is called “money and banking” is telling in itself.) This alone 
should make us leery of models, like the Diamond- Dybvig model, in which 
there is something called banking but nothing called money. The propo-
nents of such nonmonetary theories of banking seem to bear the burden 
of persuasion here. I am arguing for the traditional wisdom and against 
the theoretical detours of recent decades.

Does Financing Structure Matter for Banks?

I suggested above that viewing banks through a corporate finance lens 
can be misleading. Now let’s pin this down more precisely. Among the 
cornerstones of modern finance theory is the famous Modigliani- Miller 
theorem.33 The essence of the theorem is that, in the absence of tax and 
other distortions, the financing structure of a firm does not affect its value. 
To use the (somewhat simplistic) slogan, “capital structure doesn’t mat-
ter.” Replacing debt with equity, or equity with debt, can’t affect the value 
of a firm or its overall cost of funds. Such adjustments merely redistribute 
the firm’s economic profits among various claimants.

Does the Modigliani- Miller theorem apply to banks? A number of 
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prominent economists have said yes. Indeed, one of the theorem’s au-
thors has argued that it applies in principle as much to banks as to any 
other type of firm. “In a capital market left to its own devices,” Merton 
Miller writes, “it’s hard to see anything about demand securities so spe-
cial as to rule out the application of the M & M Propositions to the bank-
ing industry.”34 Gregory Mankiw has suggested much the same, and so 
has Raghuram Rajan.35 Along the same lines, in their influential recent 
book and related writings, Admati and Hellwig argue forcefully that the 
Modigliani- Miller theory applies to banks.36 They acknowledge that de-
posit liabilities are special because they are bundled with payment ser-
vices, but they insist that the Modigliani- Miller logic applies to banks’ 
other sources of funding, including nondeposit short- term debt funding.37

Our money- centric theory of banking suggests a different conclusion. 
The argument is straightforward. If the Modigliani- Miller theorem holds, 
then a firm’s overall cost of financing must remain constant, regardless of 
its financing structure (again, in the absence of tax or other distortions). 
But we saw in chapter 1 that money- claims have instrumental value to 
their holders that is distinct from their intrinsic value. This conclusion ap-
plied not just to checkable deposits but also to nondeposit short- term debt 
instruments (cash equivalents). Because they satisfy an aspect of money 
demand, they are characterized by extraordinarily low pecuniary yields. 
Necessarily, then, replacing money- claims with capital market financing— 
whether equity or longer- term debt— would increase banks’ overall fi-
nancing costs. So the financing structure of a bank does affect its value.38

To drive this point home, it may be useful to draw an analogy to an in-
surance company. The main liability of insurance companies is typically 
their policy reserves. To suggest that it would not be costly for an insur-
ance company to replace its policy reserves with equity or long- term debt 
financing— in other words, for the firm to stop writing insurance policies— 
would be absurd. The same logic applies to banks: the liabilities (cash and 
cash equivalents) are these firms’ distinctive product.39 Standard capital 
structure principles therefore don’t apply.

There is a broader perspective from which to look at this topic. Consider 
again the shift from currency warehousing to banking that was discussed 
in chapter 2. In particular, consider how the emergence of banking— the 
business model of money creation— affects the financing market. The fi-
nancing market is the market in which individuals and businesses issue 
nonmonetary claims (such as bonds or shares) in exchange for money. (It 
is sometimes called the “loanable funds” market; think of it as the rental 
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market for purchasing power.) Recall that, when our specialist firm be-
came a bank, it began acquiring loan receivables and/or bonds in exchange 
for newly issued account balances. Holding everything else constant, this 
business innovation— banking— increases the supply of financing in the 
economy. The effect is shown in figure 3.1. The supply curve for financing 
shifts rightward (from Supply1 to Supply2). The equilibrium quantity of 
financing increases (from Q1 to Q2). Given a downward- sloping demand 
curve, the equilibrium price of financing (the interest rate) declines (from 
i1 to i2). Economic surplus— the difference between the respective reser-
vation prices of financing recipients and financing providers— increases by 
an amount equal to the dark gray area.

Now, this analysis needs to be seriously qualified. When one examines 
the effects of a supply curve shift, it is assumed that everything else is 
held constant. However, to the extent that the specialist firm increases the 
supply of financing, it necessarily also increases the quantity of account 
balances outstanding. The money supply, then, is not held constant in the 
figure. And this raises a key point about the relation between our hypo-
thetical bank and the state. We posited the existence of some amount of 
fiat physical currency at the very beginning of our hypothetical in chap-
ter 2. Presumably the state was pursuing some public objective in deter-
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mining both the quantity of physical currency it issued and the method 
of issuance. But the emergence of the banking business model may have 
significant ramifications for the state’s pursuit of this public objective. In 
particular, the state may find that, since base money is now being multi-
plied through the issuance of bank money, the state can get away with is-
suing a smaller quantity of base money to begin with.

So perhaps the appropriate comparison is between two worlds with 
equal quantities of money— one without banking (and a correspondingly 
larger quantity of base money, perhaps held in currency warehouses) and 
one with banking (and a smaller quantity of base money, supplemented 
by bank- issued money). But then we can no longer say that the supply of 
financing is necessarily greater in the second world than the first. For now 
we need to know how the state goes about issuing base money. If the state 
issues base money in exchange for financial assets ( just like the bank), 
then both the supply of money and the supply of financing are exactly the 
same in the two worlds.

From this standpoint, the question whether the value of a bank de-
pends on its financing structure— whether the Modigliani- Miller theorem 
applies to banks— takes on a rather strange light. In the absence of the 
banking business model, the state would need to issue a correspondingly 
larger quantity of base money to achieve any given money supply. But this 
only sidesteps the question whether there might be good reasons to let 
banks create money instead. This is not a question that can be answered 
by theories of corporate finance.

Panics, Shadow Banking, and the Crisis of 2007 to 2009

It is widely accepted that the recent crisis involved a panic in the shadow 
banking system. As I noted in the introduction, I use “panic” in a very spe-
cific sense. To quote Ben Bernanke, it is “a generalized run by providers 
of short- term funding to a set of financial institutions.”40 The presence of 
short- term funding is definitional. Firms that finance themselves solely in 
the capital markets— with equity and long- term debt— are not vulnerable 
to runs. Such firms can default of course, but the concept of a run obvi-
ously implies something more than just a default.

Stock market crashes— think October 19, 1987— are sometimes called 
panics, as in “panic selling.” But they do not qualify as panics under the 
definition used here; they have no necessary connection to short- term 
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debt redemptions. To be sure, widespread redemptions of short- term debt 
may cause massive sales of financial assets (see chapter 4). Still, these phe-
nomena are distinct. The term panic may seem to contain overtones of ir-
rationality; however, as I emphasized in chapter 2, the coordination- game 
model of bank runs assumes that agents are perfectly rational. Nothing in 
this book depends on irrationality or “animal spirits.”

How does a run at one bank turn into a panic? It will happen if a com-
monly observed run at one bank serves as a Schelling focal point for 
money- claimants at other banks. In other words, an observed run at one 
bank causes money- claimants at other banks to anticipate that their fel-
low money- claimants may redeem. In these circumstances, one would ex-
pect money- claim redemptions to happen in generalized fashion, affecting 
many issuers at the same time. This perspective gives concrete meaning to 
the notion of financial “contagion,” which often comes up in discussions 
of financial crises. Contagion is often said to arise from “linkages” or “in-
terconnectedness” among financial institutions.41 Note that the contagion 
phenomenon described here does not rely on these things.

Some analysts have disputed the notion that bank runs or panics 
have a self- fulfilling dimension. They purport to prove their point by 
showing that, historically, panics have been triggered by fundamental 
developments— business cycle downturns, portfolio losses, and so forth. 
For example, Charles Calomiris and Joseph Mason studied the US bank-
ing panics of the early 1930s and found that, until the nationwide panic 
in early 1933 (which occurred near the trough of the Great Depression), 
bank failures were highly correlated with weak fundamental condition. 
They conclude on this basis that public liquidity support wouldn’t have ac-
complished much. “It is doubtful whether the Federal Reserve System . . . 
could have done much in the way of traditional microeconomic liquidity 
assistance . . . to rescue failing banks during 1930– 1932,” they write. “Only 
a combination of expansionary monetary policy and bank bailouts . . . 
could have prevented banks from failing in 1930– 1932.”42

Subsequent research, however, has suggested otherwise. In a 2009 
paper, Gary Richardson and William Troost analyze banking distress in 
Mississippi during the Great Depression. Mississippi was split between 
two Federal Reserve districts. The state’s southern half fell under the 
Atlanta Fed, which was an aggressive lender of last resort. The northern 
half fell under the St. Louis Fed, which was noninterventionist. Richardson 
and Troost find strikingly different outcomes in the two districts during the 
late 1930 panic. Banks in the (stingy) St. Louis Fed’s district failed in much 
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larger numbers; that district also saw much larger contractions in com-
mercial credit and real economic activity. The authors point out that in the 
(aggressive) Atlanta Fed’s district “recovery began earlier and progressed 
swifter than anywhere else in the United States.” The Atlanta Fed’s robust 
support, they write, may help to explain “the South’s sudden, singular re-
covery” from the Depression.43 The striking success of liquidity support 
suggests that runs hit banks that were fundamentally solvent: there were 
“unwarranted” redemptions.

More generally, the “fundamentals” versus “panic” dichotomy needs 
to be treated with extreme caution. Some have argued that the idea that 
banking involves a coordination game with self- fulfilling equilibria im-
plies that panics must be random events; they have called it the “random 
withdrawal theory of panics.”44 But nothing in the coordination game 
model implies that panics must occur “randomly” or that fundamentals 
are irrelevant. Indeed, Schelling’s argument was precisely that equilibrium 
selection in a coordination game may not be random. Money- claimants 
redeem when they expect others to redeem, and fundamentals may be 
an important determinant of such expectations. Further, as many others 
have pointed out (and as we will see in chapter 4), short- term debt re-
demptions depress asset prices, so runs may be a source of “fundamental” 
insolvency— not just vice versa.

Supporters of laissez- faire often attribute banking instability to unwise 
laws and government policies. They have a point. There can be little doubt 
that the excessive fragmentation that characterized the English and US 
banking systems for much of their histories— a consequence of various 
laws— made them more fragile. But it does not follow that free banking 
is wise policy. Free banking proponents usually cite Scotland from 1716 to 
1844 and Canada before 1934 as leading examples of free- ish banking sys-
tems that performed well. Spared from the artificial fragmentation of their 
English and US counterparts, those systems were relatively concentrated 
and fairly stable. The degree to which they approximated free banking is, 
however, a subject of debate. The Scottish case seems ambiguous;45 the 
Canadian case dubious.46 Both systems appear to have enjoyed a measure 
of government support, which may very well have enhanced their stability. 
One should therefore be cautious about interpreting them as vindications 
of laissez- faire banking.

With this analysis as a backdrop, let’s turn now to the shadow banking 
system. Recall from chapter 2 that this book defines banking as the busi-
ness model under which portfolios of financial assets (typically credit as-
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sets) are funded largely with short- term debt that is rolled over continu-
ously. As used here, “shadow banking” just refers to the existence of this 
activity— the large- scale issuance of private money- claims— outside the 
licensed deposit banking sector.47 Note that some analysts use the term 
shadow banking rather differently. The Financial Stability Board, for ex-
ample, says that “the ‘shadow banking system’ can broadly be described as 
‘credit intermediation involving entities and activities (fully or partially) 
outside the regular banking system’ or non- bank credit intermediation in 
short.”48 Their concept of shadow banking is far broader— and in my view 
less useful— than the one we are using here. Theirs has no necessary con-
nection to short- term debt.

It is worth pointing out that the idea of shadow banking (as used here) 
is not remotely new. The concept was presaged by Walter Bagehot in his 
1873 masterpiece Lombard Street: A Description of the Money Market.49 
Bagehot observed that the great London banks were accompanied by a 
parallel set of financial firms, known as “bill brokers,” which in some ways 
resembled modern- day securities firms. The bill brokers financed them-
selves with borrowings that, Bagehot informs us, were “repayable at de-
mand, or at very short notice.” Formally speaking, these firms were not 
banks— but to Bagehot they might as well be. “The London bill brokers 
do much the same [as banks],” he says. “Indeed, they are only a special 
sort of bankers who allow daily interest on deposits, and who for most 
of their money give security [collateral]. But we have no concern now 
with these differences of detail.” At times Bagehot is careful to note that 
the short- term obligations of bill brokers were not technically deposits; 
he observes that the maturing of these liabilities “is not indeed a direct 
withdrawal of money on deposit” although “its principal effect is identi-
cal.” Other times, however, Bagehot dispenses even with this distinction: 
“It was also most natural that the bill- brokers . . . should become, more or 
less, bankers too, and should receive money on deposit without giving any 
security for it.” Here we have a clear identification of the shadow banking 
phenomenon— about 140 years ago.

The US shadow banking system has existed outside the explicit bank-
ing safety net and, for the most part, with minimal regulatory constraints. 
Naturally this freedom has been conducive to high returns, but the sys-
tem has also proved fragile. The crisis that began in 2007 eventually 
tore through the entire shadow banking sector. ABCP conduits (includ-
ing structured investment vehicles), repo markets, financial commercial 
paper markets, Eurodollars, auction- rate securities, prime brokerage free 
credit balances, securities lending collateral reinvestments, money mar-
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ket mutual funds (MMFs), and uninsured bank deposits all experienced 
modern- day bank runs.

Let’s look at some of the key panic events and the US government’s 
response. Developments in the subprime mortgage markets prompted a 
marketwide run on ABCP in August 2007. As shown in figure 3.2, during 
the second half of 2007 the volume of outstanding ABCP plummeted, as 
many investors declined to roll over their positions.50 Figure 3.3 shows a 
similar phenomenon occurring a few months later in a different segment 
of the money- claim market. The proximate cause of the Bear Stearns fail-
ure was a run on the firm’s overnight financing through the giant repo 
market. Despite the Fed- assisted rescue of Bear Stearns in March 2008 
and the simultaneous establishment of special lending facilities to support 
the repo market, the period after Bear’s failure saw an abrupt reduction 
in repo volumes.51

Finally, the bankruptcy of Lehman Brothers in September 2008 trig-
gered a broad panic in the market for private money- claims. Among other 
things, Lehman’s default precipitated a run on the MMF sector— one of 
the core distribution channels for money- claim funding. Practically over-
night, institutional investors redeemed nearly half a trillion dollars of 
claims on prime MMFs, as shown in figure 3.4. Notably, there was no com-
parable run on retail money funds; the panic was overwhelmingly institu-
tional. Figure 3.5 shows that the panic events in 2007 and 2008 coincided 
with a drastic widening of short- term funding spreads, as cash parkers 
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sought the safe haven of sovereign money- claims in lieu of private money- 
claims.

If the shadow banking system played a prominent role in the recent 
crisis, it was also at the center of the government’s emergency policy re-
sponse. At the height of the crisis, the government’s paramount objective 
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was to halt the spreading panic by holders of money market instruments, 
the vast majority of which were issued by shadow banking institutions.52 
The scale of these policy measures was staggering. At its peak, the Federal 
Reserve extended about $1 trillion of liquidity through an arsenal of 
emergency lending programs (evident in fig. 3.6). The FDIC issued over $1 
trillion in guarantees of financial firm liabilities, including nondeposit ob-
ligations. The Treasury Department supplied $0.3 trillion in equity capital 
infusions, which were designed mainly to stabilize diversified financial 
firms that relied heavily on short- term wholesale funding. Finally, Treasury 
officials engineered a dramatic $3 trillion guarantee of MMF obligations.

The success of these policy measures in arresting the panic was a re-
markable achievement. Over the course of 2009, short- term funding 
spreads moved back toward precrisis levels. The emergency measures 
were accompanied by extraordinary monetary policy initiatives by the 
Fed, which slashed the federal funds rate effectively to zero and con-
ducted additional expansionary monetary policy through “quantitative 
easing” (evident in the buildup of securities in fig. 3.6). Nonetheless, as we 
will examine in some detail in the next chapter, these measures were not 
enough to avert an abrupt and severe macroeconomic contraction.

The US government’s crisis response measures were aimed, with few 
exceptions, at propping up the private money- claim markets. As shown in 
table 2, every major category of private money- claim was specifically tar-
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table 2. The US Policy Response

Private Money Claim Category Emergency Policy Measures

Money market mutual fund shares MMF guarantee (Treasury)
Money market investor funding facility (Fed)

Uninsured deposits Transaction account guarantee (FDIC)
Term auction facility (Fed)
Deposit insurance limit increase (EESA)*

Eurodollars Central bank liquidity swaps (Fed)

Financial and nonfinancial 
commercial paper

Temporary liquidity guarantee program (FDIC)
Commercial paper funding facility (Fed)

Asset- backed commercial paper ABCP MMF liquidity facility (Fed)

Primary dealer repo Primary dealer credit facility (Fed)
Term securities lending facility (Fed)

* Emergency Economic Stabilization Act of 2008, Pub. L. No. 110- 343, § 136, 122 Stat. 3765, 3799.
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geted with emergency stabilization programs in 2008. Moreover, the key 
emergency policy measures that are not reflected in this table— equity 
capital infusions and the FDIC’s massive debt guarantee program for 
longer- term debt— were used primarily to stabilize diversified financial 
firms that relied heavily on nondeposit short- term debt funding. It is no 
exaggeration to say that practically the entire emergency policy response 
to the recent crisis was aimed at stabilizing the short- term funding mar-
kets.

I contend that the shadow banking panic just described involved waves 
of self- fulfilling redemptions. Money- claimants redeemed, at least in part, 
because they expected other money- claimants to redeem. This does not 
mean fundamentals were irrelevant. Developments in the real estate and 
mortgage markets were clearly the spark, but the money- claim markets 
were the dry tinder that transformed the spark into a raging fire.

* * *

As this chapter has shown, modern banking scholarship has gone off in 
some odd directions. The essence of my argument is actually quite tra-
ditional: that banking is first and foremost a monetary activity. This 
shouldn’t be a controversial statement, but we have seen that it is. The 
next chapter builds on the preceding analysis. It makes the case that, when 
it comes to financial stability policy, panics should be viewed as “the prob-
lem.”



chapter four

Panics and the Macroeconomy

If money isn’t loosened up, this sucker could go down.— President George W. Bush, Septem-
ber 25, 20081

A central argument of this book is that, insofar as financial stability  
 policy is about avoiding macroeconomic disasters, it should concern 

itself mostly with panic- proofing. This claim often meets with fierce resis-
tance, generally on two grounds. The first objection is that the problem of 
financial instability is about much more than panics. (Panics, to repeat, are 
widespread redemptions of short- term debt, period.) Panic- proofing, it is 
said, would not necessarily mitigate problems like “asset- price bubbles,” 
“overleverage,” “excessive risk taking,” “interconnectedness,” “disorderly 
failures,” and so on. And these other things are taken to pose a serious 
danger to the broader economy in themselves, irrespective of any connec-
tion to panics.

The second objection complements the first. It holds that, even if pan-
ics were indeed “the problem” (so to speak), panic- proofing—suppressing 
run- prone funding structures in one way or another— would not be desir-
able. For there would be costs to such an approach, and implementation 
would be challenging. Besides, the argument goes, there are other ways to 
deal with panics. For example, we might leave fragile short- term funding 
untouched while seeking to forestall the types of events that trigger pan-
ics (collapsed bubbles and so forth). Or we could just deal with panics as 
they arise; that’s what the lender of last resort is for, after all.

This chapter addresses the first of these objections. (The second ob-
jection raises questions of comparative institutional design— the topic of 
part 2.) The argument of this chapter is not merely that panics harm the 
broader economy. Most— though, as we will see, not all— experts would 
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agree with that proposition. My claim is quite a bit stronger. I argue that 
panics constitute far and away the biggest threat the financial system 
poses to the broader economy, and avoiding them should therefore be the 
predominant focus of financial stability policy. This is a much more contro-
versial proposition, and it is a crucial threshold issue for policy.

There is a widespread tendency in this area to lump various phenom-
ena into a complex and multifaceted “financial crisis.” The financial crisis, 
taken as a whole, then becomes the unit of analysis and the thing to be 
prevented. This methodological tendency has huge effects on how policy 
analysis is done. It inevitably draws attention away from the panic and 
toward the various “excesses” that preceded it. This chapter insists on dis-
aggregation— on treating the panic itself as a distinct event.2 The distinc-
tion I am drawing here loosely resembles one Anna Schwartz once drew 
between “real” and “pseudo” financial crises. Schwartz equated “real” 
financial crises with runs on banks and “a scramble for high- powered 
money.” She classified other phenomena, like stock market crashes and 
burst bubbles, as merely “pseudo” crises.3 (I depart from Schwartz inas-
much as her classification scheme would not treat shadow bank runs as real  
crises.)

As a starting point, consider the close association between panics 
and economic disasters in US history.4 From 1825 until the Civil War the 
United States saw four major panics (1833, 1837, 1839, and 1857). They 
coincided with four of the five biggest output contractions during that 
time span, including the largest one. Between the Civil War and World 
War I there were three major panics (1873, 1893, and 1907). They coin-
cided with three of the five largest output contractions during that period, 
including the two largest. In the interwar years the United States saw 
one major cluster of panics (1930– 33). They coincided with the biggest 
output contraction in US history, the Great Depression. Finally, since 
World War II the United States has had one cluster of panics: the shadow 
banking panics of 2007 and 2008. They coincided with the onset of the 
Great Recession— by far the worst slump of the postwar period (see 
fig. 4.1). Correlation does not establish causation, of course. Maybe pan-
ics are caused by severe recessions, or maybe panics and severe reces-
sions are jointly caused by something else. But one must at least enter-
tain the hypothesis that panics do massive damage to the real economy. 
Every major panic in US history has been accompanied by a severe re-
cession, and most of the worst recessions have been accompanied by  
panics.
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A point of clarification: to say that panics are the central problem for 
financial stability policy is not to say that financial institution failures are 
the central problem. These phenomena are logically distinct. In principle 
it is possible to have widespread short- term debt redemptions without 
any financial institution failures at all. That is, the whole financial indus-
try might survive a panic. I will argue that such an event might nonethe-
less be very damaging to the broader economy. Conversely, it is possible 
to have large numbers of financial institution failures without a panic. For 
example, the bank and thrift debacle of the 1980s resulted in the failures 
of over 2,600 US depository institutions holding over $700 billion in com-
bined assets.5 Thanks to deposit insurance, however, there was no panic. 
Notably, the ensuing recession was quite mild. I am arguing that panics, 
not financial institution failures per se, are what we should be most con-
cerned about.

At the risk of belaboring the point, figure 4.2 offers a way to think 
about what this chapter is getting at. Let’s posit that there exists some-
thing called a debt- fueled bubble in asset prices. (Substitute some other 
type of financial “excess” if you want to.) Further posit that the collapse 
of such a debt- fueled bubble tends to be accompanied by both panics and 
severe recessions. If there is a causal relation here, how might it work? 
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Figure 4.2 shows three alternatives. In panel A the debt- fueled bubble’s 
collapse leads directly to a severe slump, whether or not a panic happens. 
In this scenario the panic has no independent causative significance in 
relation to economic performance; it is a mere symptom of the bubble’s 
collapse. Panel B shows the other extreme: a serial link between debt- 
fueled bubbles, panics, and severe recessions. In this scenario a debt- fueled 
bubble crashes the economy only if its collapse triggers a panic.

Whether panel A or panel B is closer to reality has vital implications 
for regulatory policy. If panel A is right, then panic- proofing would do 
nothing to prevent severe recessions, because panics just aren’t a source 
of macroeconomic damage. In that case we would do better to direct our 
efforts toward fending off debt- fueled bubbles. If panel B is right, then we 
have an entirely different situation. Panic- proofing would break the causal 
chain, rendering debt- fueled bubbles far less troubling.
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figure 4.2. Alternative causal scenarios
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Most experts would probably agree that panel C has a lot to be said for 
it. It shows a parallel link: the collapsed bubble damages the economy di-
rectly, but it may also trigger a panic, which adds to the damage. If panel 
C is right, then panic- proofing would be only a partial solution. Yet this is 
not the end of the discussion. For it may still be that one of the channels 
of harm predominates. That is essentially what this chapter argues: that 
most of the damage probably comes from the panic. In other words, the 
serial scenario (panel B) is more nearly accurate than the monocausal sce-
nario (panel A). The upshot is that a successful approach to panic- proofing 
would allow us to worry far less about debt- fueled bubbles and the like.

These claims are at odds with the prevailing view. As I noted above, 
most analysts do not decompose the financial crisis into its component 
parts. Even when they do, they often treat the debt- fueled bubble (or other 
purported excesses) as the “deeper” or more “fundamental” problem and 
thus as the primary evil that financial regulation is supposed to address. By 
contrast, this chapter offers reasons to doubt that debt- fueled bubbles and 
the like pose a grave threat to the real economy in the absence of a panic. 
This argument is counterintuitive: it implies that the search for “deeper” 
or more “fundamental” problems may in fact be leading us astray. From 
a regulatory standpoint it would be hard to overstress the importance of 
these basic issues.

A common objection to the claim that panics are “the problem” is that 
panics are brief, whereas the economic slumps that follow financial cri-
ses tend to be long- lasting.6 Why doesn’t the economy just bounce right 
back to full employment once financial markets have returned to nor-
mal? Surely something must be “holding the economy back,” the argu-
ment goes, and surely that something is the “real” problem. A common 
culprit in this regard is said to be excessive debt loads. This chapter raises 
questions about this line of reasoning. I argue that it is far from clear that 
the economy would bounce back much more quickly from severe trauma 
if only debt loads were lower. Nor does ex post stimulus, whether mone-
tary or fiscal, appear to be a reliable solution. Better, then, to avoid severe 
trauma in the first place.

The chapter proceeds as follows. We will start by looking at a number of 
prominent analysts, stretching back to Walter Bagehot, who have stressed 
the central role of panics in causing economic disasters. That viewpoint 
certainly isn’t unique to this book. I then discuss causal mechanisms. I 
place special emphasis on one mechanism, which I call the panic- induced 
financing crunch (or just the “panic crunch”), that appears to have signifi-
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cant explanatory power. The chapter then zeroes in on the recent crisis. 
We will review evidence that the panics of 2007 and 2008 were a major 
source of damage to the US economy— despite the government’s aggres-
sive emergency measures. This point is surprisingly controversial, so I want 
to present the evidence in a straightforward way.

After that, we will look at several theories challenging the view that 
panics play a significant role in major economic contractions. We will take 
a particularly close look at various “debt cycle” theories, which have been 
very influential. The chapter will question whether things like “overlever-
age” or “debt- fueled bubbles” are likely to seriously imperil the broader 
economy in the absence of a panic. In short, I argue that panel B gets us 
closer to the truth than panel A. The chapter concludes that there is a 
strong case for making panic avoidance our top financial stability priority. 
This argument sets the stage for part 2, which turns to how we might go 
about that task. The task will turn out to be inextricably bound up with the 
larger project of monetary system design.

Panics as “the Problem”

A long and venerable literature examines panics and their effects on the 
broader economy. Panics were a central concern of Walter Bagehot,7 who 
observed in 1873 that panics pose a “great danger” to the “industrial sys-
tem.” He went on to note that “the problem of managing a panic must not 
be thought of as mainly a ‘banking’ problem. It is primarily a mercantile 
one.” When reading Bagehot one is struck by his distinct lack of interest in 
the events and circumstances that precipitate panics. “Some writers have 
endeavoured to classify panics according to the nature of the particular 
accidents producing them,” he writes. “But little, however, is, I believe, to 
be gained by such classifications. There is little difference in the effect of 
one accident and another upon our credit system.” To be sure, Bagehot 
does devote a few pages to investment “manias,” or bubbles. “At some 
times there are more savings seeking investment than there are known in-
vestments for,” he writes. A speculative mania may ensue, and investment 
losses are sure to follow. Yet Bagehot does not view this process as par-
ticularly problematic in itself. Such booms and busts are just “the inevi-
table vicissitudes” of the market, he says. It is in the event of a panic that 
“the public may be exposed to disaster.”

Milton Friedman and Anna Schwartz sound a similar note in their sem-
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inal study of nearly a century of US monetary history.8 “Banking panics,” 
they conclude, “have occurred only during severe contractions and have 
greatly intensified such contractions, if indeed they have not been the pri-
mary factor converting what would otherwise have been mild contractions 
into severe ones.” Zeroing in on the Great Depression, they stress the 
causal role of the waves of banking panics that struck the United States 
from 1930 to 1933. They acknowledge that the downturn began before the 
panics but contend that without them the Depression would have been far 
milder. Like Bagehot, Friedman and Schwartz show little interest in the 
origins of the banking panics. They devote only four pages to the topic, 
and they find others’ preoccupation with the banking sector’s investment 
losses to be largely beside the point. “Any runs on banks for whatever 
reason became to some extent self- justifying, whatever the quality of as-
sets held by banks,” they write. “The composition of assets held by banks 
would hardly have mattered if additional high- powered money had been 
made available from whatever source to meet the demands of depositors 
for currency without requiring a multiple contraction of deposits and as-
sets. The trigger would have discharged only a blank cartridge.” Friedman 
and Schwartz point out that many Federal Reserve officials at the time 
regarded the banking crises “as inevitable reactions to prior speculative 
excesses, or as a consequence but hardly a cause of the financial and eco-
nomic collapse in process.” The authors reject these views. “Pursuit of the 
policies outlined . . . by Bagehot in 1873,” they write, “would have pre-
vented the catastrophe.” So too with deposit insurance: “Had federal de-
posit insurance been in existence in 1930, it would very likely have pre-
vented . . . the tragic sequence of events” that followed. As with Bagehot, 
with Friedman and Schwartz it is the panic itself, as distinct from the 
various supposed excesses that preceded it, that is the central focus.

More recently, other prominent analysts have stressed the same dis-
tinction. Gary Gorton has been particularly influential in interpreting 
the recent crisis as a banking panic resembling those of the early 1930s 
and before. Gorton uses “panic” the same way I use it here: a panic is 
a situation in which “holders of short- term liabilities . . . [refuse] to fund 
‘banks.’”9 Gorton observes that the United States enjoyed a long panic- 
free period from the inception of deposit insurance in 1934 until the recent 
crisis. He refers to this as the “Quiet Period” in US banking, and he points 
out that this was an unusually stable time for the US economy. Gorton 
suggests that this is no random coincidence: the absence of panics was a 
major factor behind the absence of economic disasters. Echoing Bagehot, 
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as well as Friedman and Schwartz, Gorton cautions against lumping panics 
with other events into a generic conception of financial crisis or “systemic 
event.” Indeed, Gorton defines a financial crisis as a panic.10

Ben Bernanke expresses a similar point in a slightly different way. In 
his analysis of the recent crisis, Bernanke distinguishes between what he 
calls “triggers” and “vulnerabilities.”11 The triggers of the crisis consisted 
of developments in the US housing and mortgage markets. Bernanke 
argues that these triggers alone can’t explain the magnitude of the accom-
panying economic downturn. Losses on subprime mortgages just weren’t 
big enough: “It is not especially uncommon for one day’s paper losses in 
global stock markets to exceed the losses on subprime mortgages suffered 
during the entire crisis, without obvious ill effect on market functioning or 
on the economy.” Even if the focus is broadened to the housing sector as a 
whole, Bernanke says, we are still left with a puzzle. The losses of US hous-
ing wealth— totaling about $7 trillion— do not seem adequate to explain 
the slump that followed. “Any theory of the crisis that ties its magnitude 
to the size of the housing bust,” he says, “must also explain why the fall of 
dot- com stock prices just a few years earlier, which destroyed as much or 
more paper wealth— more than $8 trillion— resulted in a relatively short 
and mild recession and no major financial instability.” In Bernanke’s view, 
the triggering events in the housing and mortgage markets must have “in-
teracted with deeper vulnerabilities in the financial system in ways that 
the dot- com bust did not.” And one of the biggest vulnerabilities, he con-
tends, was the financial sector’s heavy reliance on “short- term wholesale 
funding.” In line with Gorton, Bernanke suggests that “the crisis is best 
understood as a classic financial panic— differing in details but fundamen-
tally similar to the panics described by Bagehot and many others.”

Thus a substantial body of expert opinion supports the view that panics 
can and do inflict severe damage on the real economy. (We will see later 
that this view is far from universal among economists.) But to build a con-
vincing case, we need to specify a plausible mechanism by which panics af-
fect output and employment.

This question of causal mechanisms has engendered some controversy. 
Friedman and Schwartz posited a monetary mechanism. They argued that 
banking panics reduce the money supply, which in turn reduces economic 
activity. “Here was the famous multiple expansion process of the banking 
system in vicious reverse,” they wrote in reference to the Depression- era 
panics.12 (One could make a similar argument about the US experience 
in the Great Recession; as shown in chapter 1, gross aggregates of broad 
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money peaked in 2007 and then abruptly shrank as a result of the shadow 
banking panics.) But the Friedman- Schwartz monetary explanation is sub-
ject to criticism on various grounds. Among other things, the monetary 
mechanism— which presumably operates at an aggregate level— does not 
explain local output effects arising from local bank runs. Yet there is evi-
dence that such local effects were significant during the early 1930s.13

These local effects suggest a possible role for nonmonetary effects of 
banking panics on economic output. Ben Bernanke advanced this the-
sis in a famous 1983 paper.14 In Bernanke’s stylized description, banks 
“specialize in making loans to small, idiosyncratic borrowers whose lia-
bilities are too few in number to be publicly traded.” The banking system 
functions to “differentiat[e] between good and bad borrowers,” which is 
costly. According to Bernanke, banking distress in the early 1930s “forced 
a contraction of the banking system’s role in the intermediation of credit.” 
While “some of the slack” was taken up by other credit channels, “the 
rapid switch away from the banks (given the banks’ accumulated exper-
tise, information, and customer relationships) no doubt impaired finan-
cial efficiency” and raised the cost of credit intermediation. The result 
was a reduction in economic output: “An increase in the cost of credit in-
termediation reduces the total quantity of goods and services currently 
demanded.” Notably, Bernanke was not talking just about bank failures. 
“The bankers’ fear of runs” (emphasis added), he wrote, “had important 
macroeconomic effects.”

A more recent literature offers a somewhat different— and, I think, 
more convincing— way of thinking about how panics might damage the 
real economy.15 The story goes like this. Imagine that some kind of shock, 
perhaps losses on financial assets, triggers a panic. When the panic hap-
pens, financial firms that rely on large amounts of short- term debt fund-
ing go into survival mode: they must meet redemptions. They begin to 
sell some of their existing portfolios in the secondary markets. In the eco-
nomic literature, this is called a fire sale.16 Because financial assets are 
dumped on the market all at once during a fire sale, they temporarily trade 
at artificially depressed prices. 

At first blush, fire sales might not seem to present much of a policy 
problem. True, sellers take losses, but buyers reap a corresponding gain— 
they get to buy assets on the cheap— so it’s just a wealth transfer. But 
let’s think more carefully about the implications. When financial assets 
are sold in a fire sale, their prices fall; equivalently stated, their yields rise. 
And here is the crucial point: these elevated yields then serve as the hur-
dle rate for new financing in the primary capital markets. Providers of fi-
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nancing will not originate new financing transactions whose risk- adjusted 
returns are below those available on comparable secondary market as-
sets. So when the fire sale happens, firms and consumers find that financ-
ing rates have suddenly skyrocketed. This is the financing crunch: for some 
period, the supply of new financing shrinks dramatically. Because overall 
economic activity relies heavily on external financing, economic output 
plummets. Hence the panic is the proximate cause of the severe recession. 
I refer to this mechanism as the panic- induced financing crunch, or just 
the panic crunch. 

The panic crunch story suggests we should see big spikes on bond 
spreads in a panic (assuming the financing crunch has little or no effect 
on risk- free rates). In this regard, look at figure 4.3, which shows US cor-
porate bond spreads since 1925. There are huge— and strikingly similar— 
spikes in the early 1930s and in the recent crisis, the last two US panics. 
Both events were associated with major financing crunches. And of course 
both were associated with disastrous macroeconomic contractions. In his 
1983 paper, Bernanke examines the behavior of these spreads in the 1930s 
and acknowledges that they are “not consistent with my story that bank 
borrowers are those whose liabilities are too few to be publicly traded.” 
This appears to be a weakness of his theory— one that isn’t shared by the 
panic crunch theory.

Some analysts, while recognizing that financing crunches happen dur-

0.0% 

1.0% 

2.0% 

3.0% 

4.0% 

5.0% 

6.0% 

7.0% 

8.0% 

19
25

 

19
30

 

19
35

 

19
40

 

19
45

 

19
50

 

19
55

 

19
60

 

19
65

 

19
70

 

19
75

 

19
80

 

19
85

 

19
90

 

19
95

 

20
00

 

20
05

 

20
10

 

Monthly Series (1925 to 2000) Daily Series (1997 to 2013) 

Panic-related spikes 

figure 4.3. US “BBB”- rated corporate bond spreads, 1925– 2013
Source: Federal Reserve Economic Database.
Note: Monthly series consists of Moody’s Seasoned Baa corporate bond yield (series BAA) 
minus Long- Term US Government Securities (series LTGOVTBD). Daily series is the BofA 
Merrill Lynch US Corporate BBB Option- Adjusted Spread (series BAMLC0A4CBBB).



112 chapter four

ing crises and that they can seriously hurt the broader economy, attribute 
them to causes other than panics. For example, consider the plausible- 
sounding idea that financial firm failures (cessation of operations and 
insolvency proceedings) are the key ingredient in producing financing 
crunches. One sees this claim all the time. A good example is Gregory 
Mankiw and Laurence Ball’s textbook Macroeconomics and the Financial 
System.17 They present a flowchart that depicts how a financial crisis af-
fects the real economy. The flowchart does include a financing crunch (“re-
duced lending”). However, it doesn’t mention runs or panics. Instead, the 
financing crunch arises from financial firm failures, combined with fall-
ing asset prices (which decrease borrowers’ collateral values).18 Similarly, 
Carmen Reinhart and Kenneth Rogoff remark that, in a “systemic bank-
ing crisis,” the “decrease in credit creation” is a consequence of “bank 
failures.”19 Note that the panic crunch story said nothing whatever about 
financial firm failures. In principle it is possible to have a panic (and hence 
a panic crunch) with no financial firm failures at all.

Consider next the plausible- sounding argument that financing crunches 
are the product of impairments of the equity capital (or net worth) of 
financial intermediaries. Michael Woodford recently made this argu-
ment.20 According to Woodford, losses “that might seem of only modest 
significance for the aggregate economy . . . can have substantial aggregate 
effects if the losses in question happen to be concentrated in highly lev-
eraged intermediaries, who suffer significant reductions in their capital 
as a result.” Woodford assumes that intermediaries have access to only 
a limited quantity of equity capital and that their leverage is constrained 
by regulators or the market. Under these assumptions, losses by inter-
mediaries will reduce the supply of credit to the economy. Three other 
economists recently offered a similar analysis.21 Their paper analyzes the 
incentives of a hypothetical bank that suffers losses, causing its equity 
capital ratio to decline. The bank needs to restore its capital ratio and 
must choose whether to do so by raising new equity capital (increasing 
the numerator) or by shedding assets (reducing the denominator). The au-
thors give reasons to think that banks might favor the latter. In particular, 
they suggest that banks in this scenario face what economists call a “debt 
overhang” problem: the value from a new equity offering tends to get “si-
phoned off” to creditors— so the bank sheds assets instead. This leads to 
a damaging credit crunch as banks engage in “socially excessive balance- 
sheet shrinkage.” Note that this story involves neither short- term debt re-
demptions nor financial institution failures.
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The distinctions between these financing crunch stories might seem 
subtle, and the stories are not mutually exclusive. It is perfectly reasonable 
to think there may be truth in all of them; panics, financial firm failures, 
and equity capital impairments may all contribute to financing crunches. 
Nonetheless, when it comes to regulatory design, it is a mistake to ascribe 
equal importance to every mechanism. The goal should be to distinguish 
major channels of harm from minor ones.

Evidence from the Recent Crisis

It is worth looking at the events of the recent crisis through the lens of 
the panic crunch. Much of the information that follows will be familiar to 
experts. However, even familiar facts can take on a different light when 
viewed with a particular theory in mind.

Let’s look first at the central phenomenon: the macroeconomic disas-
ter. Figures 4.4 and 4.5 show the performance of US economic output 
and employment for the relevant period. The figures show meaningful but 
still moderate economic deterioration before the Lehman episode, with a 
drastic worsening immediately thereafter. Note the sharpness and severity 
of the event. This was not a drawn- out process but an acute contraction.

Figures 4.4 and 4.5 may give the misleading impression of a return to 
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macroeconomic normalcy by 2010. However, what we do not see is “catch-
 up” growth in output or employment. In other words, the slump persisted 
after the shock. This can be seen more clearly in the next two figures. 
Figure 4.6 shows the performance of US real GDP compared with poten-
tial output. The difference between these two series is called the output 
gap. Clearly the output gap persisted long after the initial plunge.

Figure 4.6 might initially seem to contain some good news, in that the 
output gap has gradually narrowed since the initial plunge. But there is 
a more pessimistic interpretation: the deficiency of actual output could 
be eroding the economy’s potential output. This phenomenon is called 
 hysteresis.22 As Larry Summers describes it, hysteresis is the idea that 
“lack of demand creates lack of potential supply.”23 The figure presents 
evidence that can be interpreted as hysteresis. It shows two series for po-
tential output, one dating from 2007 and the other from 2015. The 2007 
projection by the Congressional Budget Office continues along the econo-
my’s previous trend line, whereas the 2015 series bends downward signifi-
cantly from the 2007 projection, consistent with hysteresis. According to 
Summers, “This might have been a theoretical notion some years ago. It is 
an empirical fact today. . . . Any reasonable reader of the data has to recog-
nize that this financial crisis has confirmed the doctrine of hysteresis more 
strongly than anyone might have supposed.”24 If Summers is right, then 
figure 4.6 gives little reason for comfort. What we are seeing is an erosion 
in the economy’s productive capacity rather than a return to where we 
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otherwise would have been. Figure 4.7 underscores this point. It shows the 
US civilian employment- to- population ratio, a widely followed indicator 
of job market conditions. There has been very little tendency to recover to 
precrisis levels. These two figures show a protracted economic catastrophe.

I now want to make the case that a panic- induced financing crunch may 
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bear substantial responsibility for the macroeconomic disaster. First, let’s 
look at evidence that there was indeed a financing crunch. In any normal 
market, a sudden contraction in supply— a leftward supply curve shift— 
should generate both lower quantities and higher prices. Now look at fig-
ures 4.8 and 4.9. They show very large reductions in financing volumes in 
2008 and 2009— specifically, in newly originated loans to big corporations 
and in US initial public offerings, respectively.
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So quantities of new financing collapsed for a period. What happened 
to prices? We have already seen the answer (fig. 4.3): corporate bond 
spreads spiked to levels not seen since the Great Depression. Figure 4.10 
zooms in on the behavior of these same bond spreads in the recent crisis. 
It also shows spreads in the secondary market for consumer credit, exem-
plified by securitized auto loans. These spreads began to widen after the 
initial panic of August 2007, and they exploded with the Lehman episode. 
A similar phenomenon was evident in virtually every area of the con-
sumer and business credit markets. Figure 4.11 shows a major tightening 
of bank lending standards in credit cards and in commercial and industrial 
lending during the same period.

The evidence, then, points to a sudden contraction in the supply of fi-
nancing for consumers and businesses. Costs of financing shot up, while 
quantities collapsed. This is just what the panic crunch story predicts. 
There are, however, other possible explanations for collapsing quantities 
and rising prices in the financing markets. For instance, either a percep-
tion of deteriorating borrower credit quality or heightened aversion to 
risk could produce similar effects. How can we be certain these other fac-
tors weren’t the main drivers?

There are at least two reasons to think the panic played a major role. 
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The first comes from a recent study by Victoria Ivashina and David 
Scharfstein.25 They examine US financial firms’ syndicated lending to 
the corporate sector during 2007 and 2008.26 They show that lenders with 
higher amounts of (uninsured) nondeposit financing reduced their syn-
dicated lending in the second half of 2008 far more than did those with 
more stable deposit funding (much of which is FDIC insured). Simply put, 
financial firms that were more reliant on run-Â�prone funding cut back much 
more sharply on new corporate lending.27 The authors conclude that their 
findings are “consistent with a decline in the supply of funding as a result 
of the bank run.” They further note that “the drop in supply puts upward 
pressure on interest rate spreads, and leads to a greater fall in lending than 
one might see in a typical recession.”

There is a second, more direct piece of evidence that the panic bore 
substantial responsibility for the financing crunch. That evidence, the 
“CDS-Â�bond basis,” appears in figure 4.12.28 This figure requires some ex-
planation. The credit default swap (CDS) market is a derivative market in 
which investors make side bets on corporate and other credits. When two 
parties enter into a CDS contract with respect to a debtor and that debtor 
subsequently defaults, one party to the CDS contract (the “protection 
seller”) pays the other party (the “protection buyer”) an amount equal to 
the difference between the principal amount and the market price of the 
debtor’s bonds. The purchase price of this protection is the CDS rate. The 
debtor itself is not a party to the contract.
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Under normal conditions the CDS rate associated with an issuer should 
track very closely the actual spread observed on the issuer’s bonds. This 
is because even a small divergence between the CDS rate and the bond 
spread creates an arbitrage opportunity for investors. For example, if a 
bond spread exceeds the corresponding CDS rate, an investor can buy 
the bond, simultaneously buy CDS protection, and thereby create a “risk- 
free” security with a yield that exceeds the risk- free rate. Bond yields and 
CDS rates should therefore move in lockstep. Put differently, the differ-
ence between the CDS rate and the bond spread should normally stay 
very close to zero. This difference is the CDS- bond basis, sometimes called 
the cash- synthetic basis.

As figure 4.12 shows, before the crisis the CDS- bond basis did in fact 
hover very close to zero. But in August 2007 the CDS- bond basis abruptly 
went negative, which is to say that bond spreads widened in relation to 
CDS rates. This negative basis exploded to shocking levels after Lehman 
failed. Assuming CDS rates reflected the market’s “true” view on funda-
mental credit risk, corporate bonds were extremely underpriced. In a re-
search note that was released in the depths of the crisis, the elite hedge 
fund D. E. Shaw opined, “We believe that [credit default] swap markets 
have often priced in a ‘truer’ level of the market’s fundamental view on a 
particular issuer’s credit risk than that implied by prices of cash bonds (al-
though we don’t believe this will necessarily always be the case).”29
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Figure 4.12 thus shows an incredible failure of arbitrage. Under ef-
ficient market conditions this really shouldn’t happen. If markets were 
functioning properly, this profit opportunity would never materialize; it 
would be immediately arbitraged away as investors snapped up the bonds 
(reducing bond spreads) and bought CDS protection (raising CDS rates), 
thereby causing the basis to collapse back to zero. So what we see here is 
the proverbial $100 bill lying on the sidewalk with nobody picking it up. 
How can we make sense of this?

The panic crunch explains this anomaly. The panic crunch story pre-
dicts that bond spreads will rise to artificially inflated levels during a panic. 
However, it makes no such prediction regarding CDS rates. Bond spreads 
rise because investors that fund themselves with runnable short- term debt 
must dump bonds to raise cash and meet redemptions. CDS contracts, 
however, are synthetic instruments, not cash instruments. This means that, 
unlike bond purchases, CDS positions don’t need to be funded: protection 
sellers (who are taking long positions) part with little or no cash up front.30 
Hence the premium on cash during a panic would not necessarily affect 
CDS rates. Accordingly, in the event of a panic crunch, the CDS- bond 
basis should go negative— and that’s just what happened.

This analysis turns out to provide an elegant test of competing claims. I 
noted above that collapsing quantities and spiking costs of financing could 
arise from sources other than a panic crunch, such as a perception of dete-
riorating borrower credit quality or heightened aversion to risk. But these 
other explanations would be expected to affect both CDS rates and bond 
spreads in equal measure. They would not affect the CDS- bond basis. The 
evidence thus suggests that bond yields (and hence financing rates in the 
primary markets) were unduly elevated for a time. When combined with 
the Ivashina- Scharfstein analysis, the evidence of a panic- induced financ-
ing crunch is powerful.

Now let’s tie the foregoing analysis together. I argue that the CDS- 
bond basis provides dramatic visible evidence of a panic crunch. How 
well does the panic crunch match up with the macroeconomic disaster? 
Figure 4.13 overlays the change in US employment (fig. 4.5) with the CDS- 
bond basis (fig. 4.12). The correspondence between these two data series 
is remarkable in terms of both timing and acuity. If the CDS- bond basis 
is our best evidence of a panic crunch— inasmuch as it reflects artificially 
elevated costs of financing— then the panic crunch fits the jobs disaster 
like a glove.

Now, one might argue that lots of things were happening around the 
same time— the housing market collapse, for example. As we will see later 
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in the chapter, some prominent analysts have argued that the 2007– 9 col-
lapse in US housing prices, coupled with large household debt loads, bears 
primary responsibility for the Great Recession. But I will show there that, 
from a timing and acuity standpoint, the housing collapse story provides 
a less compelling fit.

Econometric evidence corroborates the conclusion that disruptions in 
the supply of financing dealt a severe blow to US employment in 2008 and 
2009. In a remarkable study,31 Gabriel Chodorow- Reich finds that “firms 
that had precrisis relationships with less healthy lenders had a lower likeli-
hood of obtaining a loan following the Lehman bankruptcy, paid a higher 
interest rate if they did borrow, and reduced employment by more com-
pared to precrisis clients of healthier lenders.” He further finds that “the 
withdrawal of credit accounts for between one- third and one- half of the 
employment decline at small and medium firms in the sample in the year 
following the Lehman bankruptcy.” Because Chodorow- Reich looks only 
at differential impacts based on lender health, he likely understates the 
effect of credit supply disruptions on employment. Remember, the panic 
crunch story predicts a generalized contraction in the supply of financing.

To sum up: there appears to have been a severe financing crunch in the 
United States between 2007 and 2009. There are good reasons to think 
this crunch was largely a consequence of the shadow banking panics. And 
there are good reasons to think the financing crunch was a major driver of 
the macroeconomic disaster. Taken together, these conclusions offer sug-
gestive evidence that a panic- induced financing crunch bore substantial 
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responsibility for the Great Recession in the United States. When we con-
sider this evidence in light of coincidence of panics and economic disasters 
in US history, it adds up to a strong case that panics should be viewed as 
the central problem for financial stability policy.

Some Competing Theories

Not everyone agrees that panics are a leading source of severe reces-
sions. It is worthwhile to highlight some alternative viewpoints. We will 
look here at five categories of dissenters: Austrian business cycle theorists; 
advocates of what has been called a “spending hypothesis”; neoclassical 
theorists; market monetarists; and a class of theories that can be called 
debt cycle theories. Debt cycle theories will receive special attention be-
cause they have formed the conceptual basis for much of the financial re-
form theorizing of recent years.

To be clear, I am not purporting to offer an exhaustive overview 
of all economic thought on the subject of deep recessions— far from it. 
Thankfully, such an overview is not needed for our purposes. This section 
seeks to make only a modest point: that there are significant schools of eco-
nomic thought whose proponents tend to downplay, or deny altogether, the 
causal role of panics in severe recessions. These schools stand in opposition 
to the views of Bagehot, Friedman and Schwartz, Gorton, and Bernanke 
reviewed above. To reduce the chances of mischaracterization, the discus-
sion that follows will rely heavily on quotations from relevant theorists.

Austrian Business Cycle Theory

Austrian business cycle theory has been called the “original explanation” 
for the Great Depression.32 This school of thought is perhaps not as in-
fluential as it used to be. Still, it is of more than merely historical interest. 
Several mainstream economists have recently found merit in parts of the 
Austrian theory.33 Moreover, as others have pointed out before, the Aus-
trian view actually has quite a bit of overlap with the debt cycle theories 
we will review shortly, which are very influential today. Austrian business 
cycle theory tends to be associated with the libertarian “right” while debt 
cycle theories have more of a “left” association— but on inspection they 
have a lot in common.

Ludwig von Mises gave the original formulation of the Austrian theory 
of business cycles.34 Mises’s story starts with the banking system. When 
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banks issue “fiduciary media”— redeemable bank money consisting of 
bank notes or checkable deposits— they push down the “money rate of 
interest.” And banks by their nature have the capacity to “extend their 
issue of fiduciary media arbitrarily.” When they overextend, interest 
rates fall too low: there is a “divergence . . . between the money rate and 
the natural rate of interest.” This divergence induces businesspeople to 
engage in “longer,” more “roundabout” processes of production. This can’t 
last forever: “The banks will ultimately be forced to cease their endeav-
ours to underbid the natural rate of interest.” But the damage has been 
done. “Economic goods which could have satisfied more important wants,” 
Mises writes, “have been employed for the satisfaction of less important.” 
Unsound investments are then liquidated. Workers lose their jobs as the 
economy goes through a necessary period of adjustment.

Under the Austrian theory of the business cycle, a recession is a nec-
essary consequence of the excesses that preceded it. Panics do not play 
a central role in the theory. If anything, they are perhaps a symptom or 
manifestation of the “malinvestment” that has already occurred. Indeed, 
under the Austrian view, panics can be seen as an aspect of the needed 
liquidation that is a prerequisite to sustainable recovery. It follows from 
this theory that, once a crisis is under way, remedial policies are likely to 
prove counterproductive. Here is Austrian economist Friedrich Hayek on 
the subject:

The thing which is needed to secure healthy conditions is the most speedy and 

complete adaptation possible of the structure of production. . . . The only way 

permanently to “mobilise” all available resources is, therefore, not to use arti-

ficial stimulants— whether during a crisis or thereafter— but to leave it to time 

to effect a permanent cure by the slow process of adapting the structure of pro-

duction to the means available for capital purposes.

And so, at the end of our analysis, we arrive at results which only confirm 

the old truth that we may perhaps prevent a crisis by checking expansion in 

time, but that we can do nothing to get out of it before its natural end, once it 

has come.35

Lionel Robbins, another prominent economist in the Austrian tradition, 
made a similar point.36 “When the extent of mal- investment and overin-
debtedness has passed a certain limit, measures which postpone liquida-
tion only tend to make matters worse,” he wrote. “To prevent the depres-
sion the only effective method is to prevent the boom.”

Joseph Schumpeter is sometimes classified as an economist in the 
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Austrian tradition; he was in fact Austrian by nationality. His theory of 
business cycles was, however, rather distinctive, with a less central role for 
money and credit.37 In any case, Schumpeter shared the Austrian school’s 
distaste for remedial policies:

Depressions are not simply evils, which we might attempt to suppress, but— 

perhaps undesirable— forms of something which has to be done, namely, adjust-

ment to previous economic change. Most of what would be effective in remedy-

ing a depression would be equally effective in preventing this adjustment. . . . 

. . . Our analysis leads us to believe that recovery is sound only if it does 

come of itself. For any revival which is merely due to artificial stimulus leaves 

part of the work of depressions undone and adds, to an undigested remnant of 

maladjustment, new maladjustment of its own which has to be liquidated in 

turn, thus threatening business with another crisis ahead.38

Such views were not confined to the ivory tower. They echo Herbert 
Hoover’s unhappy recollection of the advice he received from some of his 
advisers in the first years of the Depression:

The “leave it alone liquidationists” headed by Secretary of the Treasury Mel-

lon . . . felt that government must keep its hands off and let the slump liquidate 

itself. Mr. Mellon had only one formula: “Liquidate labor, liquidate stocks, liq-

uidate the farmers, liquidate real estate.” . . . He held that even a panic was not 

altogether a bad thing. He said: “It will purge the rottenness out of the system. 

High costs of living and high living will come down. People will work harder, 

live a more moral life. Values will be adjusted, and enterprising people will pick 

up the wrecks from less competent people.”39

According to Austrian school economist Murray Rothbard, “While 
phrased somewhat luridly, this was the sound and proper course for the 
administration to follow.”40

Unsurprisingly, John Maynard Keynes disagreed with these views. He 
condemned the liquidationist perspective in colorful terms:

Some austere and puritanical souls regard [the current depression] both as 

an inevitable and a desirable nemesis on so much overexpansion, as they call 

it; a nemesis on man’s speculative spirit. It would, they feel, be a victory for 

the mammon of unrighteousness if so much prosperity was not subsequently 

balanced by universal bankruptcy. We need, they say, what they politely call a 
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“prolonged liquidation” to put us right. The liquidation, they tell us, is not yet 

complete. But in time it will be. And when sufficient time has elapsed for the 

completion of the liquidation, all will be well with us again.

I do not take this view. . . . And I do not understand how universal bank-

ruptcy can do any good or bring us nearer to prosperity.41

Friedman and Schwartz, too, found the Austrian theory untenable. They 
rejected the idea that the Great Depression was “a desirable and neces-
sary economic development required to eliminate inefficiency and weak-
ness.”42 As we saw above, they believed that the Depression was brought 
about by monetary forces— and that the banking panics played a pivotal 
role in the collapse of the money supply.

The Spending Hypothesis

Turn now to a second viewpoint that tends to relegate panics (or financial 
crises more generally) to an insignificant role in major economic disrup-
tions. In his 1976 book Did Monetary Forces Cause the Great Depression? 
Peter Temin challenges the idea that the banking panics of the early 1930s 
played an important causal role in the Great Depression.43 “The banking 
panics were a part of a larger process that started with the decline in au-
tonomous spending,” he writes. “Had they not taken place . . . the overall 
story of the Depression would not have been much different.”

Temin’s book is styled as a rebuttal to the Friedman- Schwartz argu-
ment. He rejects their “money hypothesis” in favor of what he calls a 
“spending hypothesis.” According to Temin, the Great Depression was 
most likely the product of an “autonomous” and “unexplained” fall in 
consumption spending in 1930. Temin says that “the spending hypothesis 
sees the banking panics as results of the Depression rather than as causes, 
while the money hypothesis sees them as primary causative events.” Ben 
Bernanke characterized Temin’s book as having suggested “totally nonfi-
nancial sources of the Great Depression.”44

Temin’s analysis finds a counterpart in relation to the recent crisis. 
Economist Dean Baker has offered a variant of the spending hypothesis 
to explain the Great Recession. In Baker’s view, the slump can be ex-
plained by losses of housing wealth, which reduced consumer spending 
through a wealth effect. “The problem is not first and foremost a financial 
crisis,” Baker argues.45 Indeed, the financial crisis and rescue were “all a 
sideshow.” Baker wrote in 2012 that, while the financial crisis did hasten 
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the downturn, “we would be in pretty much the same place today even if 
the financial crisis had not happened.”46 To Baker, the story of the reces-
sion “is the story of a collapsed bubble, not a financial crisis.”

The views of Temin and Baker are similar enough that they can use-
fully be considered together. Neither Temin nor Baker ascribes much im-
portance to financial crises or panics— at least when it comes to the Great 
Depression and Great Recession, respectively.

Neoclassical Theory

Economists of a neoclassical persuasion emphasize the role of “real” (as 
opposed to monetary or financial) disturbances and government policies 
in generating major contractions. They tend to downplay the role of pan-
ics, or of financial crises more generally, in severe recessions. Consider the 
following from Nobel Prize winner Edward Prescott, speaking in March 
2009 as US output was plummeting: “Once the Fed stopped trying to 
stabilize the economy, the economy got a lot more stable. . . . I think the 
financial crisis has been greatly overstated as a problem. [It has] had vir-
tually no consequences for the real economy. . . . With benign neglect the 
economy would have come roaring back quite quickly.”47

A few months earlier, several other neoclassical economists questioned 
whether it is even plausible that a financial crisis might hurt business in-
vestment.48 “It is difficult to see how disruptions in financial markets will 
directly affect investment decisions by a typical firm,” they wrote. After all, 
“the typical firm can finance its capital expenditures entirely from retained 
earnings” without resorting to external finance. “Furthermore, to the extent 
that redirecting funds from firms that have excess resources to firms that 
need resources is important, such redirection can occur if firms are able to 
borrow and lend to each other directly or pursue joint ventures of various 
kinds.” In other words, such redirection can happen without intermedia-
tion. Unsurprisingly, the authors were skeptics of the financial stabilization 
program then under way: “We feel that a trillion dollar intervention war-
rants a bit more serious analysis than we have seen.”

Along similar lines, another neoclassical economist, Lee Ohanian, re-
cently challenged the belief that financial crises cause large recessions 
and depressions.49 In his view, “the Great Depression would have been 
‘Great’ even in the absence of the banking and financial crises,” and “the 
impact of banking crises on the Depression remains an open question.” 
Ohanian raises similar questions about the Great Recession. Among other 
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things, he notes that the “financial explanation” does not explain “why 
economic weakness continued for so long after the worst of the financial 
crisis passed.” He concludes that more research is required before we can 
say that the financial crisis was a major factor behind the Great Recession.

Casey Mulligan, another economist in the neoclassical tradition, argues 
that redistributive policies in 2008 and 2009 are largely to blame for the 
Great Recession. Those policies reduced incentives to work, he says, and 
the result was lower employment and output. Mulligan advances this the-
sis in his 2012 book The Redistribution Recession.50 “This book does not 
just add to the list of plausible though potentially minor impulses,” he 
writes. Rather, the book contends that safety net expansions “were enough 
by themselves to generate changes in the major macro aggregates that re-
semble the actual changes in direction, amount, and timing” (emphasis 
added). Mulligan concludes that “the expanding social safety net may well 
be the largest single factor reducing labor during the 2008– 09 recession.”

Mulligan does not deny that the financial crisis played a role in the re-
cession, but he offers a very unusual interpretation. He stresses  indirect 
causation, claiming the financial crisis made the safety net expansion pos-
sible: “The 2008 financial crisis probably made it politically possible, if 
not politically inevitable, to expand other parts of the social safety net.”51 
In a Q&A that is available online, he characterizes his book as having 
shown how the financial crisis and housing crash “affect the labor market 
through redistributive public policy rather than depressing the labor mar-
ket through some other mechanism.”52

Curiously, though, Mulligan also argues that causation went in the 
opposite direction: safety net expansions may have caused the financial 
crisis.53 In particular, he notes that “the market value of capital reacts to 
labor market distortions, and declines before labor supply distortions ac-
tually appear— namely, when news of labor distortions becomes known in 
the market place.” Mulligan argues that “the sharp drops in consumption, 
investment, and capital market values during 2008 . . . were, in significant 
part, a reaction to, and anticipation of, labor market contractions created 
by the expanding social safety net.” He reiterates this point in the online 
Q&A: “Redistribution depresses the value of businesses, so the magnitude 
of the financial crisis may itself be a signal of the redistribution ahead.” 
So, anticipated safety net expansion caused the financial crisis— and the 
financial crisis in turn made the safety net expansion possible! In any case, 
in Mulligan’s telling it was the growing safety net, not the financial crisis 
per se, that bore most of the responsibility for the severe contraction.
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It seems fair to say that economists of a neoclassical persuasion tend to 
doubt the (direct) role of financial crises, and hence of panics, in causing 
or amplifying major recessions.

Market Monetarism

The term market monetarism refers to a distinctive and idiosyncratic set 
of views about monetary policy and macroeconomics. Its leading expo-
nent is Scott Sumner, whom Paul Krugman has described as “in a lot of 
ways, the heir to Milton Friedman.”54 Market monetarism is associated 
with a specific policy proposal. Sumner and other market monetarists pro-
pose that central banks set an explicit target path for nominal gross do-
mestic product (NGDP). The idea is to target NGDP levels, not growth 
rates, which means the central bank should commit to correct for any de-
viations from the target NGDP path. The proposal is called NGDP level 
targeting, abbreviated NGDPLT.

Sumner contends that the Great Recession was a consequence of tight 
money. In particular, “extremely tight monetary policy in the US (and per-
haps Europe and Japan) seems to have sharply depressed nominal spend-
ing after July 2008.”55 Those who have not followed Sumner’s writings 
may find this claim perplexing. Figure 4.14 shows the US monetary base 
since 1990. It shows explosive growth immediately after July 2008. To most 
people this probably looks like loose money, but Sumner says exactly the 
opposite. He argues that the monetary base is not a reliable indicator of 
the stance of monetary policy. It’s all about the path of NGDP— and this, 
he says, is under the Fed’s control.

In Sumner’s view the financial crisis was not a big factor in the reces-
sion. “Most economists simply assumed that a severe intensification of the 
financial crisis depressed spending,” he says.56 But “the proximate cause of 
the [economic] crash was not a financial crisis.” In fact, “the reverse was 
more nearly true.” That is, the fall in NGDP caused the severe financial 
crisis: “Tight money greatly intensified the financial crisis in late 2008.”57 
Sumner makes a similar argument regarding the Great Depression: “The 
first financial crisis occurred more than a year into the Depression, and 
it was probably caused by the collapse in spending that was then already 
in progress.”58 To Sumner, “the problem was 100% tight money after 
September 1929.”59

Sumner’s brand of monetarism differs from Milton Friedman’s in at 
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least one important respect. In Friedman’s worldview, banks are impor-
tant monetary institutions. Friedman and Schwartz focus on measures 
of the money supply that include bank- issued money— M2 is their pre-
ferred measure— and they identify banking panics as the key mechanism 
that caused the money supply to collapse in the early 1930s. Sumner sees 
things very differently. He admonishes economists to “keep banks out of 
macro” and argues that “macroeconomists grossly overrate the impor-
tance of banking.”60 According to Sumner, “Most economists put far too 
much weight on banking crises as a causal factor.” Naturally Sumner does 
not ascribe much significance to panics. At the time of a severe recession, 
he says, “it always looks like the ‘real problem’ was some symptom of the 
monetary shock, such as financial panic.”61 Sumner refers to his own “ob-
session with currency” and “dismissal of banking.”62

Sumner argues that good monetary policy would obviate the need for 
banking regulation. “I’m trying to get the Fed to target NGDP,” he says. 
“And then we’ll abolish [too big to fail], as we’ll no longer fear that big 
bank failures will lead to recessions. And then we’ll abolish [the] FDIC. 
And then we’ll allow free banking.”63 If the central bank would only adopt 
the right policy rule, then we could do away with bank regulation entirely: 
“In a world of no Too- Big- to- Fail, no FDIC, and NGDPLT, the optimal 
bank regulatory regime is no regulation at all.”64
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Debt Cycle Theories

The final class of theories we will address can be grouped loosely under 
the heading “debt cycle theories.” These theories focus on cycles of debt 
and deleveraging without attributing any particular significance to short- 
term debt. They emphasize how deleveraging hurts the broader economy, 
but they are not primarily about panics. Loosely speaking, this genre in-
cludes the “debt- deflation” theory of Irving Fisher, the “financial instabil-
ity hypothesis” of Hyman Minsky, the “balance sheet recession” theory 
of Richard Koo, the “leverage cycle” view of John Geanakoplos, and the 
“financial accelerator” view of Ben Bernanke. We now look at these in 
turn.

Consider first the foundational version of this theory, that of Irving 
Fisher. In his classic 1933 article “The Debt- Deflation Theory of Great 
Depressions,”65 Fisher argues that “great booms and depressions” are at-
tributable to “two dominant factors, namely overindebtedness to start with 
and deflation following soon after.” According to Fisher, “a state of over- 
indebtedness . . . will tend to lead to liquidation, through the alarm either 
of debtors or creditors or both.” Liquidation of debt leads to distressed 
selling and a fall in the price level, which in turn magnifies debt loads be-
cause “each dollar of debt still unpaid becomes a bigger dollar.” This leads 
to a “paradox,” namely that “the more the debtors pay, the more they 
owe.” Under these conditions there occurs a “reduction in output, in trade 
and in employment of labor.” To Fisher, neither over indebtedness nor de-
flation is much of a problem standing alone; it is their combination that is 
so pernicious. This is important, because it suggests a policy solution: “It is 
always economically possible to stop or prevent such a depression simply 
by reflating the price level.” Thus major depressions are “curable and pre-
ventable.”

Hyman Minsky is next in our line of debt cycle theorists.66 Minsky 
writes that “something is fundamentally wrong with our economy”: it is 
“inherently flawed because its investment and financing processes intro-
duce endogenous destabilizing forces.” Over the course of a boom, stable 
financial arrangements are supplanted by what he calls “speculative fi-
nance” and “Ponzi finance.” Speculative finance consists of debt structures 
in which cash flows are sufficient to cover interest but not principal. Ponzi 
finance consists of debt structures in which cash flows are insufficient even 
to cover interest and that therefore rely on ever more borrowing. The shift 
toward these unstable structures is part of the internal dynamics of a capi-
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talist economy: “Profit opportunities within a robust financial structure 
make the shift from robustness to fragility an endogenous phenomenon.” 
In short, “serious business cycles are due to financial attributes that are es-
sential to capitalism.” (The latter point is a persistent theme in Minsky’s 
work; he wrote elsewhere that “there are endogenous disequilibrating 
forces within a capitalist economy” and that “the internal workings of a 
capitalist economy generate financial relations that are conducive to insta-
bility.”)67 Minsky calls his theory the “financial instability hypothesis,” and 
he acknowledges Fisher as an important precursor.

The third of our debt cycle theorists is Richard Koo, the originator of 
the “balance sheet recession” theory.68 Koo argues that the bursting of 
asset- price bubbles is a leading cause of deep recessions. Such bubbles are 
“usually a result of private- sector overconfidence about future economic 
prospects.” When the bubble bursts, “the private sector begins paying 
down debt en masse.” Businesses become “obsessed with repairing dam-
aged balance sheets” rather than with maximizing profits, and this leads to 
a severe recession. The good and bad phases of the economy are “linked in 
a cycle.” Koo’s theory emerged from his analysis of Japan’s experience in 
the 1990s, but he argues that it explains the Great Depression and Great 
Recession too. Banking distress does not play an important role in Koo’s 
theory. On the contrary, he insists that in Japan’s recession “the problems 
at banks were a result of the recession, not a cause.” Koo acknowledges 
that his theory resembles Fisher’s debt- deflation theory, but he disagrees 
with Fisher’s emphasis on deflation as a key driver.

Fourth in our line of debt cycle theories is the “leverage cycle” theory 
of John Geanakoplos.69 Geanakoplos says that “the present crisis is the 
bottom of a leverage cycle.” “There are times,” he writes, when leverage 
is high, such that many assets can be acquired “with very little money 
down.” At other times leverage is low, and buyers “must have all or nearly 
all of the money in hand to purchase those very same assets.” The tran-
sition from high- leverage to low- leverage states starts with “bad news” 
that causes lenders to increase margins (lend at reduced leverage). Losses 
and bankruptcies follow, causing a feedback loop of more bad news and 
even higher margins, and so on. As a consequence, “in ebullient times asset 
prices are too high, and in crisis times they plummet too low. This is the 
leverage cycle.” And the cycle is “bad for the economy” for a variety of 
reasons, including bankruptcy costs and the incentive effects of debt over-
hang. Geanakoplos cites Minsky as a “modern pioneer in calling attention 
to the dangers of leverage.”
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Finally, Ben Bernanke’s “financial accelerator” theory can be placed in 
the debt cycle category. The seed of this theory was planted in Bernanke’s 
classic 1983 article, discussed above. Recall that the article argued that 
banking distress in the early 1930s disrupted the supply of credit and wors-
ened the Great Depression. This is probably the paper’s most enduring 
takeaway. But the paper also made a second argument. Bernanke ob-
served that declining income and falling prices reduced borrowers’ net 
worth by eroding the value of their collateral relative to debt burdens. 
These developments increased the information problems that are associ-
ated with lending, making it harder for borrowers to get credit. In other 
words, credit allocation was impeded not just because of problems on the 
banking side but also because of the declining creditworthiness of bor-
rowers. This disruption in the credit allocation process hurt overall eco-
nomic output. In subsequent work, Bernanke and his coauthors refer to 
this effect as the “financial accelerator.” Bernanke notes that the finan-
cial accelerator idea is closely related to Fisher’s debt- deflation thesis.70 
The financial accelerator idea has been very influential. Robert Hall says 
that “the dominant view among macroeconomists today is that a financial 
crisis causes real economic activity to collapse by raising frictions,” and he 
refers to the financial accelerator as “the canon of this line of thinking.”71

There are important distinctions among the debt cycle theorists men-
tioned here, but their views do share a core logic. And note that these 
theories are not about panics; they have no necessary connection to short- 
term debt. These theorists view excessive debt as a potential source of se-
vere economic damage whether or not a panic happens.

Of Debt- Fueled Bubbles, Prolonged Slumps, and Japan

Clearly, the role of panics in causing or amplifying severe recessions is a 
subject of disagreement. This book will have nothing more to say about 
the first four theories mentioned above: Austrian business cycle theory, 
the spending hypothesis, neoclassical theory, and market monetarism. 
Proponents of those theories generally deny that panics, or financial crises 
more generally, are important causes of major economic contractions (in-
cluding the Great Recession). My reading of the evidence suggests other-
wise.

For the rest of this chapter we will confine ourselves to the fifth cate-
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gory above: debt cycle theories. Debt cycle theories present a more diffi-
cult challenge to my argument. Proponents of these theories don’t deny 
that panics matter, but they tend to place much more emphasis on debt- 
fueled bubbles (or credit booms and busts) as the more fundamental issue. 
In this regard, think back to the schematic in figure 4.2. Debt cycle theo-
rists tend to see panel A as more nearly correct than panel B.

Debt cycle theorists will mount three main objections to my argu-
ment for panic primacy. First, they will point to Japan’s “lost decade” in 
the 1990s. That episode, they say, shows how the collapse of a debt- fueled 
asset- price bubble can produce a severe, prolonged slump, even without 
a panic. Second, they will point to recent work by economists Atif Mian 
and Amir Sufi that suggests household leverage was the main driver of 
the Great Recession in the United States. Third, they will argue that pan-
ics, which are brief events, can’t explain protracted slumps. I conclude this 
chapter by addressing these three objections in turn.

Japan’s Lost Decade

It is widely believed that Japan’s lost decade in the 1990s shows how the 
bursting of a debt- fueled bubble can sink an economy even without a 
panic. But I believe a short- term funding panic may very well have played 
a big and underappreciated role in Japan’s slump.

Accounts of Japan’s experience in the 1990s seldom mention a panic 
in the short- term wholesale funding markets. For instance, Charles 
Kindleberger’s classic history of financial crises says Japan provides “a 
striking story of a mania and a crash— but without a panic.”72 Yet it turns 
out that Japan did experience a major panic in late 1997. In a recent paper, 
two Nomura analysts describe how the broader Asian financial crisis led 
to the failure of a fairly small Japanese securities firm on November 3, 
1997.73 Japan had a shadow banking system, and this firm was part of it. 
It funded its balance sheet with short- term (money market) debt. Its fail-
ure was “the first default ever in Japan’s money market.” The default 
prompted a loss of confidence in the money market and ignited a “seri-
ous financial crisis.” A number of other financial firms were unable to roll 
over short- term yen funding and failed that month. The authors note that 
although the initial default “did not involve a large amount,” it nonethe-
less “radically reduced the provision of credit to market participants and 
shrank liquidity throughout the financial system.”

Hiroshi Nakaso of the Bank of Japan describes the same events, not-
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ing that this “small default paralysed the entire interbank market.”74 By 
late November “it was as though the financial system was starting to melt 
down.” A panic was under way; short- term creditors were redeeming en 
masse. The central bank and finance ministry “issued an extraordinary 
joint statement . . . in which they reiterated their commitment to the sta-
bility of the financial system” and “confirmed that all deposits including 
interbank deposits were protected.” November 26, 1997, he says, “was 
probably the day that Japan’s financial system was closest to a systemic 
collapse.” Financial sector short- term funding spreads spiked sharply, as 
did corporate bond spreads.75 This all sounds quite a bit like the United 
States in the fall of 2008.

Sure enough, what followed was a severe financing crunch. That such a 
crunch emerged in Japan in late 1997 is well known, but its connection to 
the wholesale funding panic is routinely overlooked. Thus Richard Koo 
remarks that “by early 1998, the whole country was engulfed in a credit 
crunch.”76 But he says the crunch was caused by fiscal tightening coupled 
with “additional clarification of capital regulations announced by the gov-
ernment in October 1997.” He makes no mention of a panic in the whole-
sale money markets. Similarly, in his famous paper on Japan’s liquidity trap, 
Paul Krugman notes that “the reasons for the emergence of credit con-
straints in late 1997 [are] quite clear. The immediate forcing event was the 
announcement, in October 1997, of new capital adequacy standards, to be 
effective from April 1998.”77 Again, no mention here of a shadow bank run.

But didn’t Japan’s slump start in the early 1990s— years before the 
1997 panic? Figure 4.15 offers one way of looking at this question. It rep-
licates an analysis from Paul Krugman’s blog.78 Krugman plots Japan’s 
real GDP per working- age resident from 1991 to 2007. Assume, he says, 
that the economy was operating at potential at the endpoints. Then draw 
a curve between the endpoints corresponding to a constant annualized 
growth rate (the dotted curve). This is the inferred path of “potential” 
GDP per working- age resident. The difference between potential and ac-
tual is the inferred output gap.

This is obviously a back of the envelope kind of analysis, but let’s go with 
Krugman’s setup here. The figure shows a mild slump in the early 1990s, in 
the aftermath of the central bank’s monetary tightening (1989– 91) and the 
collapse of Japan’s asset- price bubble. Note that there was no outright re-
cession in Japan in the early 1990s; despite staggering losses of stock and 
real estate wealth throughout the economy, GDP did not shrink. As Adam 
Posen has noted, Japan’s economic problems in the early part of the decade 
were “far milder than is commonly recognised.” The figure suggests that 
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by 1996 the economy was again operating close to potential. Then we see 
a huge contraction— an outright recession— in 1998. The picture is consis-
tent with a big negative shock at the end of 1997, when the panic happened.

Narrative accounts seem to back up this story. Koo observes that 
“people felt no pain before October 1997.” Before that time, he writes, 
“banks were very willing lenders” and “the banking problem had scarcely 
impacted on people’s lives.”79 Likewise, an International Monetary Fund 
economist has noted that Japan’s economy “was regaining its balance” in 
1996 and 1997.80 But the recovery was then derailed: “Rather than recov-
ering, however, in 1997 the economy entered into its first recession since 
the early 1970s.” Both Koo and Krugman argue that misguided fiscal poli-
cies bore primary responsibility for the sharp downturn in 1997.81 I am 
suggesting that a shadow banking panic (and a resulting financing crunch) 
may shoulder much of the blame.82 Japan’s experience therefore does not 
refute my claim that, when it comes to financial stability policy, panics— 
not debt- fueled bubbles— are the main problem.

Mian and Sufi

A second objection to panic primacy comes from the influential work of 
Atif Mian and Amir Sufi. In a series of academic articles and their recent 
book House of Debt,83 Mian and Sufi argue that the Great Recession in 
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the United States was caused mostly by a combination of falling real es-
tate prices and excessive household debt. In their “levered losses” frame-
work, losses of housing wealth cause household spending to collapse, 
thereby hurting employment. Although they focus mostly on the Great 
Recession, they believe the pattern is more general: it applies to previous 
severe recessions too, including the Great Depression. They boldly con-
tend that “the dramatic loss in wealth of indebted home owners is the key 
driver of severe recessions.”84

Mian and Sufi doubt that financial system distress played a major role 
in the Great Recession. A core part of their argument has to do with 
timing. They stress the fact that the US economy entered recession well 
before the severe phase of the financial crisis struck in September 2008.85 
This isn’t very informative, however. As we saw in chapter 3, the first wave 
of panics happened in August 2007, several months before the recession 
started. Further, the vast majority of the job losses came after the events 
of September 2008; it is reasonable to think that those events greatly am-
plified the contraction, turning an otherwise ordinary recession into a ter-
rible one. Mian and Sufi also contend that problems in the financial system 
can’t explain continued job losses in 2009, because “there is no evidence 
that banks were under any duress after 2008.”86 Having worked on finan-
cial stability policy at Treasury during the harrowing first half of 2009, I 
remember things differently. A broad set of indicators shows significant 
financial stress continuing into the second half of 2009.87

As a matter of fact, from a timing and acuity standpoint, the panic 
crunch story corresponds much better to the macroeconomic disaster 
than does the housing wealth story. We saw earlier in this chapter that the 
2007 to 2009 financing crunch (as exemplified by the CDS- bond basis) 
matches up extremely well with the jobs disaster. By contrast, the housing 
collapse story fits rather awkwardly. The housing collapse started in ear-
nest in March 2007 and ended in May 2009.88 When employment peaked 
in January 2008, the housing collapse was already 35% over. Of course, it 
is quite possible that declining housing wealth affected employment with 
a time lag. But the housing wealth story can’t explain the severe inten-
sification of the jobs decline after the bankruptcy of Lehman, when the 
panic reached its acute phase. The housing collapse was already 67% over 
when Lehman failed (at which point the jobs collapse was only 16% over), 
and there was no discernible intensification in the housing collapse either 
before or after Lehman’s failure. On the contrary, the housing decline con-
tinued at a remarkably steady pace from March 2007 to May 2009. Was it 
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merely a random coincidence that the economy went into free fall right 
when the severe panic struck? (To be fair, Mian and Sufi do acknowledge 
that “what happened in the fall of 2008 no doubt exacerbated economic 
weakness” and that “some of the decline in the economy during the heart 
of the financial crisis was a result of problems in the banking sector.”89 But 
they clearly view this as ancillary to the main story.)

Not only are Mian and Sufi doubtful that a financing crunch bore pri-
mary responsibility for the Great Recession, they doubt that there even 
was a serious financing crunch in 2008 and 2009. They point out that total 
bank loans outstanding actually surged in the late 2008 as firms drew 
down on lines of credit.90 This is true, but why did firms draw down exist-
ing credit lines? Such drawdowns were due to the unavailability of other 
sources of financing; they were yet another manifestation of the run on 
the financial sector.91 In addition, Mian and Sufi cite survey data in which 
small businesses cited poor sales, rather than financing constraints, as their 
single most important concern throughout the crisis. But other survey data 
show a steep increase during the crisis in the net percentage of small busi-
nesses reporting that credit had become harder to obtain.92 Besides, if fi-
nancing crunches depress spending economywide, it stands to reason that 
small businesses would cite poor sales as their single biggest problem dur-
ing such an episode. In any case, I refer readers back to the data presented 
earlier in this chapter, which suggest a major contraction in the supply of 
financing during the crisis.

Mian and Sufi’s strongest evidence that households’ levered losses 
caused the Great Recession consists of a zip code– level analysis of house-
hold leverage, spending, and employment. They find that in 2008 and 2009 
spending fell more in counties with larger declines in housing net worth 
than in counties with smaller declines. Furthermore, the decline in jobs ca-
tering to local demand was larger in counties with larger declines in hous-
ing net worth; by contrast, the decline in jobs catering to national demand 
was spread evenly across counties. These are powerful findings, and they 
do suggest a significant role for household balance sheets. But they need 
to be interpreted carefully. A sharp contraction in the supply of financ-
ing should be expected to have a disproportionate impact on spending 
(and on jobs catering to local demand) in zip codes where consumers and 
local businesses have been relying more heavily on debt to finance expen-
ditures. Mian and Sufi’s findings therefore don’t tell us what would have 
happened without the panic crunch.

Finally, stepping back from the Great Recession, Mian and Sufi suggest 
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that household debt is the primary driver of other severe recessions, in-
cluding the Great Depression. With respect to the Depression, they refer 
in general terms to a run- up in household debt in the 1920s.93 I produce 
long- term data on US household debt to GDP in figure 4.16. Mian and 
Sufi are right: the Great Depression was preceded by a significant run- up 
in household debt, from about 40% to about 60% of GDP in the 1920s.94 
(The spike from 60% in 1929 to 80% in 1932 was entirely a function of col-
lapsing GDP; it was a consequence, not a cause, of the Depression.) But 
it is important to keep in mind that other things were happening too. A 
substantial body of literature suggests that the banking panics of the early  
1930s and the operation of the international gold standard— both of 
which are aspects of monetary system design— were key drivers of the 
Depression. Indeed, Ben Bernanke wrote in 2000 that “there is now over-
whelming evidence that the main factor depressing aggregate demand was 
a worldwide contraction in world money supplies.”95 Household debt may 
very well have been a contributing cause of the Depression; whether it was 
a primary driver is far from clear. To sum up, Mian and Sufi’s work does 
not refute my argument that, when it comes to preventing macroeconomic 
disasters, we should be much more concerned about panics than about 
debt- fueled bubbles per se.
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Prolonged Slumps

This leads us to the final topic of this chapter: whether panics can explain 
protracted slumps. Panics are brief events, so why doesn’t the economy 
just bounce right back once the panic is over? Paul Krugman, for one, 
thinks the panic can be only part of the story of the recent global slump. 
“A run on the shadow banking system . . . [was] clearly key to understand-
ing the severity of the 2007– 9 slump,” he writes.96 But he points out that 
“financial stress peaked in early 2009, then fell sharply.” He then poses 
the question, “The economy didn’t come roaring back. Why?” Krugman 
thinks the main answer is large debt loads. In particular, he points to “the 
sharp rise in household debt that accompanied the bubble.” Krugman 
concludes: “I would argue that this debt overhang has held back spend-
ing even though financial markets are operating more or less normally  
again.”

Is it possible that this argument starts from a flawed premise? Perhaps 
market economies have no automatic tendency to “come roaring back” 
after large negative shocks, even if postshock monetary policy is conducted 
optimally. That is to say, a severe negative shock (such as a panic) could 
knock the economy onto a lower track— a persistent high- unemployment 
equilibrium. In a 1935 article, John Maynard Keynes observed that, under 
the prevailing economic orthodoxy of the time, the economic system was 
viewed as having “an inherent tendency towards self- adjustment.” But 
Keynes described himself as a “heretic” who believed that the system was 
not self- adjusting.97 He elaborated on this point in his General Theory. 
“The economic system may find itself in stable equilibrium with [employ-
ment] at a level below full employment,” he wrote. “This analysis supplies 
us with an explanation of the paradox of poverty in the midst of plenty. 
For the mere existence of an insufficiency of effective demand may, and 
often will, bring the increase of employment to a standstill before a level 
of full employment has been reached.”98

Half a century later James Tobin— who basically agreed with Keynes 
on this score— characterized the debate as follows:99

The big issue between Keynes and his “old classical” opponents was the effi-

cacy of the economy’s natural market adjustment mechanisms in restoring 

full employment equilibrium, once a negative real demand shock had pushed 

the economy off that equilibrium. Keynes and Keynesians said those mecha-

nisms were weak, possibly nonexistent or perverse, and needed help from gov-
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ernment policy. That is still the major question of macroeconomic theory and 

policy.

Tobin goes on to offer his own account of why an economy might not 
bounce right back after a big negative shock. Tobin conceives of the prob-
lem as a kind of economywide coordination failure. The problem he de-
scribes is circular: output is constrained by demand for goods and services; 
demand for goods and services is constrained by the level of employment; 
and the level of employment is constrained by output. And he insists that 
this has nothing to do with irrationality. “Individual rationality does not 
necessarily create the institutions that would guarantee ‘invisible hand’ 
results,” he writes. “Keynes was not questioning the rationality of indi-
vidual economic agents; he was arguing that their behavior would yield 
optimal results if and only if they as citizens organized the necessary col-
lective institutions and government policies.”

Tobin’s basic point is that market economies can get stuck on a lower 
trajectory after a big negative shock. Most everyone might be better off 
if we could all agree to hold hands and “jump” back to precrisis levels 
of consumption and investment. But we can’t reach such a deal, and no 
one has an incentive to move unilaterally. Nor can adjustments in interest 
rates or prices be expected to (or be made to) do the job. Tobin’s story 
isn’t about excessive debt loads or balance sheet repair.100 In essence, it 
is a story about coordination failure. This is the stag hunt from chapter 2 
writ large. (Tobin described the problem as one of disequilibrium, but this 
doesn’t seem to matter; he was agreeing with Keynes.)

Other economists have formalized the idea that coordination failures 
may prevent the economy from recovering after severe negative shocks. 
In one paper— part of a body of work for which he won a Nobel Prize— 
Peter Diamond suggests an analogy to a tropical island in which the only 
good is coconuts.101 People get coconuts by climbing palm trees, which is 
costly. There is a taboo against consuming coconuts one has picked oneself, 
so people have to trade before they can consume. In this island economy, 
people will climb palm trees to pick coconuts only if they expect that 
enough other people will do the same. Thus individuals’ beliefs about what 
other individuals will do affect aggregate “production,” and the economy 
can get stuck at an inefficiently low level of output. Subsequent research 
has further developed the idea that the macroeconomy may sometimes 
be characterized by multiple equilibria owing to coordination failures.102 
If one buys this story (or some version of it), one needn’t have recourse to 
high debt loads to explain sluggish postcrisis recoveries.
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In a recent study, three Fed economists examine 149 recessions for 
twenty- three advanced economies from about 1970 to 2014.103 They find 
that output usually does not return to prerecession trend following re-
cessions, especially deep ones. It appears that economies generally don’t 
come roaring back. “Economic models usually assume that recession- 
induced gaps will close over time, typically via a period of above trend 
growth,” they write. “In our results, growth is not faster after the re-
cession than before.” This means that “economists may be too opti-
mistic about the recovery path of output following recessions.” They 
note that their findings “may imply that demand shocks have perma-
nent effects.” No doubt macroeconomic stimulus techniques can be im-
proved, but perhaps the main focus should be on avoiding severe demand 
shocks in the first place. Panics appear to be a preeminent source of such  
trauma.

* * *

Thus neither the Japan experience, nor the evidence of Mian and Sufi, nor 
the prolonged nature of postcrisis slumps undermines my argument for 
panic primacy. To be clear, my claim is not that debt- fueled bubbles are 
insignificant or that debt cycle theorists are wrong to be concerned about 
them. Rather, my claim is that panics appear to pose a far graver threat 
to the broader economy— they appear to dwarf other financial phenom-
ena in their destructiveness— and that, in a panic- proof system, we could 
probably worry much less about debt- fueled bubbles and the like. To be 
sure, the panic- centric view and the debt cycle view are not mutually ex-
clusive. But it is important to prioritize. We are looking for the main arter-
ies of damage, not capillaries.

Relatedly, it is worth highlighting here a critical point that will not be 
fully fleshed out until chapter 7. I argue there that our modern policy re-
sponse to panics— basically a standing commitment of public support for 
the financial sector’s short- term debt— may in fact be a major source of 
“debt- fueled bubbles,” “credit booms,” “overleverage,” or whatever one 
chooses to call it. In other words, such excesses might be largely a product 
of our defective approach to fighting panics. If this is right, then a more 
sensible approach to the panic problem could go a long way toward reduc-
ing the incidence and severity of these excesses.

The conclusion that panics are the central problem for financial stabil-
ity policy brings a great deal of clarity to the task at hand. It implies that 
the paramount objective should be not to prevent financial crises in some 
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generic sense, but to prevent panics, which are a pathology of short- term 
debt. In other words, financial instability is mostly about private money. In 
fact it always has been.

* * *

This brings us to the end of part 1. A brief recap is in order. Chapter 1 
made the case that the financial sector’s short- term debt serves a mone-
tary function. The chapter sought to give functional content to this idea. 
Chapters 2 and 3 examined the business model through which these 
monetary instruments are issued— the business model of banking (or 
shadow banking, as the case may be). We saw that, given the existence 
of some established medium of exchange, this business model can arise 
through the operation of background rules of property and contract. And 
we saw that this business model is unstable; it involves a coordination 
game with a bad expectational equilibrium. Finally, the present chapter 
made the case that the instability of this business model should be viewed 
as the central problem for financial stability policy— at least insofar as the 
goal is to prevent macroeconomic disasters.

Stated at this level of generality, these points are embarrassingly 
straightforward. Still, all of them are controversial. What is more, part 3 
will show that the financial reform debates of recent years have been pre-
occupied with all sorts of other things. If we accept the arguments of part 1,  
then it is hard to escape the conclusion that financial instability is largely a 
problem of monetary system design. And this conclusion suggests a need 
to rethink, from first principles, the basic design of our monetary institu-
tions. This is where we turn now.



part ii
Design Alternatives





We cannot say that the public interests to which we have adverted, and others, are not suffi-
cient to warrant the State in taking the whole business of banking under its control. On the 
contrary we are of opinion that it may go on from regulation to prohibition except upon such 
conditions as it may prescribe.— Justice Oliver Wendell Holmes Jr., 19111

The government hardly made an appearance in part 1. We just posited 
the existence of some amount of state- issued fiat money and went 

forward from there. That strategy was useful because it allowed us to iso-
late some crucial issues— but it will no longer do. The government now 
moves to center stage. This may seem like an abrupt shift of gears, but 
everything will come together in the next three chapters.

In this chapter we are state builders, undertaking a project of institu-
tional engineering. The goal is to construct a well- functioning fiat mone-
tary system. We will examine the problem through the device of a thought 
experiment, one structured to clarify the key practical challenges of mone-
tary system design. Surprisingly, many of these topics have never been sys-
tematically explored, at least not in an integrated way. Much of this chap-
ter’s discussion will concern the operations by which money is created and 
destroyed. These operations will turn out to present some unavoidable 
difficulties. We will also consider the administrative independence of the 
monetary authority, as well as the topic of “seigniorage,” or fiscal revenue 
that comes from money creation.

The thought experiment relies on an important simplifying assumption: 
we will assume that the business model of money creation does not exist. 
Perhaps fractional reserve banking is outlawed; or perhaps the “good 
equilibrium,” in which money- claimants prefer to hold redeemable claims 
on a bank instead of government- issued base money, simply never materi-
alizes. In any case, in this chapter all money is issued directly by the state.

chapter five

A Monetary Thought Experiment
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The next three chapters will bring public and private together. In par-
ticular, we will examine three broad approaches to regulating “banking,” 
understood as the business model of money creation. The first approach 
uses regulatory risk constraints, such as portfolio constraints and capital 
requirements, to deal with the instability of banking. The second approach 
adds public liquidity support through a lender of last resort. And the third 
approach is a public- private partnership, under which bank- issued money 
is sovereign and nondefaultable.

There is an analytical logic to this sequence, but also a historical one. 
Since its inception in the 1860s, US federal bank regulation has proceeded 
through three broad phases, corresponding to the three regulatory ap-
proaches just described. The present chapter ends with a brief review of 
this history, which will serve as a prelude to the chapters that follow.

A Simple Monetary System

Imagine an economy with a fiat money system. There is no paper cur-
rency. Instead, money consists of entries in an electronic database main-
tained by the government. The database has two columns. The left- hand 
column contains unique identifiers for each agent in the economy. The 
right- hand column contains nonnegative values— “money values”— one 
for each agent. To make a payment, an agent instructs the government 
to reduce (debit) his or her money value and increase (credit) the pay-
ee’s money value by an equivalent amount. There is no such thing as a 
physical transfer of money; all payments are made through these book-
keeping entries.

The money values in the database do not merely “represent” or “stand 
for” money. They are money. They do not carry a redemption option of 
any kind. They do not default, at least not in any conventional legal sense. 
They are not contracts, any more than a dollar bill is a contract. They have 
no explicit terms and conditions. It might initially seem implausible that 
agents would ascribe value to these electronic book entries. But the pro-
posed system is essentially no different from our existing fiat monetary 
system, in which people ascribe value to intrinsically valueless bits of 
paper. Our hypothetical system merely substitutes database entries for 
bits of paper.

If there is anything mysterious about this system, the mystery has to 
do with the phenomenon of fiat money itself. James Tobin, one of the pre-
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eminent monetary theorists of the past century, discussed the puzzling 
nature of fiat money in his Nobel Lecture:

[The] quest for the microfoundations of monetary theory . . . is still unfinished. 

The reason, I think, is the difficulty of explaining within the basic paradigms of 

economic theory why paper that makes no intrinsic contribution to utility or 

technology is held at all and has positive value in exchange for goods and ser-

vices. I certainly have no solution to that deep question, nor do I regard one as 

prerequisite to pragmatic monetary theory.2

So far this book has had little to say about why fiat money is valued. 
Now is an opportune time to discuss this topic. In chapter 3 I made the 
cursory observation that we can view fiat money as a coordination game: 
people value it at least in part because they expect other people to value 
it. This is a perfectly mainstream thing to say. For example, the leading 
macro textbook says that “everyone values fiat money because they ex-
pect everyone else to value it.”3 Friedman and Schwartz said much the 
same. “Each accepts them because he is confident others will,” they wrote. 
“The pieces of green paper have value because everybody thinks they 
have value, and everybody thinks they have value because in his experi-
ence they have had value.”4

Some readers will object, however. They will say that the coordination 
game view is misleading or even wrong because it supposedly implies that 
the state is unnecessary or that money is a purely “social” rather than 
a “political” phenomenon. And they will put forward a supposedly con-
trary position, placing the government front and center. Specifically, they 
will stress that it is the taxing power of the state that imparts value to fiat 
money. Abba Lerner advanced this thesis in a well- known 1947 paper:

The modern state can make anything it chooses generally acceptable as money 

and thus establish its value quite apart from any connection, even of the most 

formal kind, with gold or with backing of any kind. It is true that a simple dec-

laration that such and such is money will not do. . . . But if the state is willing to 

accept the proposed money in payment of taxes and other obligations to itself 

the trick is done.5

Adam Smith made basically the same point in 1776: “A prince, who 
should enact that a certain proportion of his taxes should be paid in a 
paper money of a certain kind, might thereby give a certain value to this 
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paper money.”6 By commanding that taxes be paid in fiat money, the argu-
ment goes, the government creates demand for it. In short, “taxes drive 
money.”7

There is, I think, less at stake in this debate than meets the eye. 
Contrary to what some taxes- drive- money proponents may believe, noth-
ing in the coordination game story implies that a well- functioning mone-
tary system should be expected to arise spontaneously from “the market” 
or from “social” practices. Just because a good equilibrium is possible does 
not mean it will be stable or that it will be realized at all. Hence one can 
buy the coordination game story while still believing that government in-
volvement in money is absolutely essential. What I do not believe— and 
what the taxes- drive- money position, at least in its strong form, seems to 
imply— is that the value of fiat money is somehow mechanically deter-
mined by expected future tax burdens. It seems far more plausible that 
the state’s issuing a particular medium of exchange, and accepting that 
medium for tax purposes, serves to anchor agents in the good expecta-
tional equilibrium. At any rate, like Tobin, we will take it for granted that 
fiat money “works.”

Recall from the introduction that, in describing the reformed mone-
tary system, we imagined there was no physical currency. The point was 
to declutter the institutional environment; bits of paper have a way of 
being conceptually distracting. The motivation is the same here. It is 
worth pointing out that in the reformed system it was the member banks 
that maintained the “r- currency” ledgers. By contrast, in this chapter we 
haven’t (yet) introduced any banks. The government maintains the led-
ger. This arrangement no doubt sets off civil libertarian alarm bells, but 
set those issues aside for now; just assume a benevolent government. Note 
that there is just one money ledger in the thought experiment, so no clear-
ing and settlement apparatus is needed.

The successful management of this hypothetical monetary system re-
quires a measure of government competence. The government must pos-
sess adequate recordkeeping capabilities, and it must reliably process 
debits and credits. Also, the government will need to establish payment 
authentication procedures to prevent fraud. These are routinized pro-
cessing functions— “back office” functions, in business jargon. This is not 
to say they are trivial; they do require a real commitment of resources and 
technology. But this kind of administrative competence appears to be nec-
essary in any monetary system the state might choose to establish. For ex-
ample, in a fiat paper system, paper currency must be printed and physi-
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cally distributed, and anticounterfeiting measures must be established and 
enforced.

Money Supply Adjustments

We have seen how transfers of money take place in our hypothetical 
economy, but we have neglected the question of money creation (and 
destruction). A permanently static money supply is unlikely to serve the 
public interest.8 If prices in the economy are “sticky,” then changes in the 
money supply will affect the real economy, at least in the short run. A  
benevolent government will want to adjust the money supply to serve 
its macroeconomic policy objectives. So how does new money come into 
existence in our hypothetical economy? In one sense the answer is obvi-
ous. Money is created ex nihilo, by increasing agents’ aggregate money 
balances. Presumably, though, these increases do not happen at random. 
They arise in the context of some operation. It is these operations that 
pose the real challenge.

In one scenario, money might come into existence through govern-
ment expenditures. When the government buys a battleship, compensates 
a postal worker, or makes a social welfare payment, the payee receives a 
credit to his or her money balance. So long as the government does not 
debit its own money balance correspondingly, it has augmented the money 
supply. Such government expenditures are financed through seigniorage: 
government “revenue” that arises from money creation.

A problem with this approach is that there is no necessary connection 
between the optimal path of the money supply and the desired level of 
government expenditure over any given period. What if optimal money 
growth over a given period were greater than the desired amount of gov-
ernment spending? The government might decide to just exceed its de-
sired spending; but that would be wasteful. The very notion of a “desired” 
amount of spending implies that the government satisfies its policy ob-
jectives at that level. Buying more battleships for purely monetary pur-
poses would divert resources from other uses. Making larger than desired 
social welfare payments could undermine incentives to work. Such waste-
ful expenditures would be socially counterproductive. (Further, spending 
the money supply into circulation would be incompatible with monetary 
policy independence, an issue I discuss below.)

Another possibility would be for the government to buy back some of 
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its outstanding debt, offering newly issued money in exchange. In effect, 
this would mean issuing money to finance past government expenditures. 
But here I want to introduce an assumption that we will relax later: as-
sume that the government runs a balanced budget every period. Revenues 
equal expenditures, so the government has no outstanding debt. This is ob-
viously contrary to current practice, but the assumption will help us iso-
late some important issues. So we’re ruling out money creation by way of 
sovereign debt repurchases.

Does the government have other ways to augment the money supply? 
Consider this option: a “money split” (analogous to a stock split in cor-
porate finance). The government could declare that by a stroke on a 
computer keyboard it has increased everyone’s money balance by some 
proportion, say 5%. Suddenly each agent would have a larger nominal 
money value than before. In theory, the money split should stimulate the 
economy.

Unfortunately, there appears to be a serious practical problem with 
the money split. To see why, suppose some agents, observing signs of a 
possible slowdown in economic activity, suspected that the govern-
ment might announce a money split in the near future. At the margin, 
such agents would seek to accumulate money in order to profit from 
the split, thereby taking advantage of sticky prices. They would reduce 
spending and monetize assets. This behavior would tend to reduce eco-
nomic activity and exert downward pressure on prices. These effects, in 
turn, would further raise expectations of a money split, thereby induc-
ing more money hoarding throughout the economy. Thus the money split 
strategy generates a perverse expectational equilibrium in which the an-
ticipation of a money split produces the very economic conditions that the 
money split is intended to counteract. This is a bad feature for a monetary  
system.

Other “keystroke” approaches to money creation give rise to similar 
incentive problems. Consider, for example, Milton Friedman’s picturesque 
notion of a “helicopter drop” of money.9 In our institutional setup, we can 
imagine doing a helicopter drop with a keystroke. When the government 
increases the money supply, everyone could just get a fixed amount. So, if 
the government issues D new dollars and the population is N, then each 
person gets D/N credited to his or her account. This approach doesn’t gen-
erate the money split’s perverse equilibrium, since payouts are not a func-
tion of existing balances. Still, the approach raises problems of its own. 
The (electronic) helicopter drop means that, over any given period, money 
supply growth per capita operates as gratuitous “income” per capita. We 
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can’t pretend that such a policy wouldn’t affect incentives to work and 
save. It isn’t “neutral” in this regard. Now, we might very well like the idea 
of gratuitous income as a matter of social welfare policy. But the optimal 
calibration of such a policy has no logical connection to optimal changes 
in the money supply over any given period. 

The trouble with keystroke approaches comes through even more 
when we consider monetary contractions. In some circumstances our be-
nevolent government may want to shrink the money supply in further-
ance of its macro objectives. Whose account should the government debit? 
There is no “neutral” way to do this either. So keystroke strategies have 
major drawbacks.

The discussion above illustrates a more general point: when it comes to 
changes in the money supply, the mechanism matters. This is far from an 
original insight. In his Nobel Lecture, Robert Lucas made this point ex-
plicitly:

From the beginnings of modern monetary theory, in David Hume’s marvel-

ous essays of 1752, Of Money and Of Interest, conclusions about the effect of 

changes in money have seemed to depend critically on the way in which the 

change is effected. . . . 

. . . There is something a little magical about the way that changes in money 

come about in Hume’s examples. All the gold in England gets “annihilated.” 

Elsewhere he asks us to “suppose that, by miracle, every man in Great Britain 

should have five pounds slipped into his pocket in one night.” Money changes 

in reality do not occur by such means. Is this just a matter of exposition, or 

should we be concerned about it! This turns out to be a crucial question.10

Interestingly, Tobin touched on a similar theme in his own Nobel Lecture:

Too often macro- economic models describe monetary policy as a stock M 

whose time path is chosen autonomously by a central authority, without clearly 

describing the operations that implement the policy. In fact money supplies are 

changed by government transactions with the public in which goods or non- 

monetary financial assets are exchanged for money, or by similar transactions 

between banks and the non- bank public. What transactions are the sources of 

variation of money stocks makes a difference.11

Lucas and Tobin are making similar points here— that monetary adjust-
ments are undertaken within a particular institutional apparatus, and that 
the apparatus matters.
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Continuing now with the thought experiment, what other options are 
available for monetary expansion? Consider this alternative: the govern-
ment could start lending (or, equivalently, buying bonds). If the govern-
ment is a competent underwriter of credit, this method of monetary ex-
pansion has attractive features. When it makes a loan, the government 
credits the borrower’s money value in exchange for a promissory note 
or bond. It doesn’t debit its own money value, so new money is now in 
circulation. Essentially the government has “rented out” new money in-
stead of spending it. Interestingly, the emergence of this institutional 
technology— the shift from a spending channel to a lending channel— has 
a real historical basis. In the late seventeenth and early eighteenth centu-
ries, American colonial governments began to issue paper money, called 
“bills of credit,” in direct payment for goods and services. “When public 
expenses declined,” notes legal historian Christine Desan, colonial gov-
ernments “devised a second way of putting paper into circulation. They 
established public land banks that lent borrowers paper money on the se-
curity of their land.”12

The lending approach to issuing money has big advantages over the 
spending approach. Under the lending approach the government never 
spends money wastefully on real goods and services. It buys financial as-
sets instead. The lending approach also has advantages over the keystroke 
approaches described above. We saw that keystroke approaches raise un-
avoidable incentive problems— bad expectational equilibria (in the case 
of the money split) or poorly calibrated gratuitous income (in the case of 
helicopter drops). It should be obvious that the lending approach doesn’t 
have these particular problems. Furthermore, the keystroke approaches 
ran into trouble when the state needed to conduct a monetary contraction. 
Some group of people needed to have their money balances debited at the 
push of a button. The lending approach doesn’t have this problem either. 
The government can shrink the money supply by letting loans/bonds ma-
ture or by selling them in the secondary market.

But why should the government adjust the money supply by buying 
and selling financial assets as opposed to other types of investment as-
sets? For instance, the government could buy real estate instead of loans/
bonds; it could acquire a portfolio of rental properties. A moment’s reflec-
tion suggests two reasons bonds are likely to be better. First, real estate 
purchases have much higher transaction costs than bond purchases. The 
government will want to keep transaction costs to a minimum. Second, 
managing a real estate portfolio is complicated. Facilities upkeep and ten-
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ant management are very resource- intensive. Clearly, a trillion- dollar real 
estate portfolio is much more “high maintenance” than a trillion- dollar 
bond portfolio.

This explains why the government should prefer financial assets over 
real assets. But why should those financial assets be credit assets instead 
of equities— why buy bonds rather than stocks? This question is harder to 
answer. We could just posit that the government is risk- averse (stocks are 
riskier than bonds) and leave it at that. But this is unsatisfying; it assumes 
the very thing we want to understand.

To see why the government might prefer bonds over stocks, we need 
to consider the topic of fiscal smoothing. Assume the government always 
earns a fair risk- adjusted return on its financial asset portfolio; it neither 
underpays nor overpays systematically. Such returns constitute seignior-
age revenues to the government. The basic idea of fiscal smoothing is that 
the public is better off if seigniorage revenues are smooth rather than vol-
atile, because volatile seigniorage revenues would complicate the govern-
ment’s fiscal management. If seigniorage revenues vary sharply and un-
predictably from period to period, then the government will need to offset 
such swings with corresponding period- to- period adjustments in tax rates 
or borrowings (yes, we assumed above that the government doesn’t bor-
row, but relax that assumption for just a moment). It is a well- established 
principle of public finance that optimal tax policy involves smoothing tax 
rates over time.13 By the same token, large period- to- period swings in gov-
ernment borrowings may be undesirable— they may “crowd out” private 
borrowings and hurt the private economy.14

Fiscal smoothing considerations thus weigh in favor of a smoother 
seign ior age revenue stream. Credit returns are less volatile than equity 
returns, of course (see fig. 5.1). Accordingly, assuming the government 
earns a fair risk- adjusted return no matter what, it should stick with bonds 
rather than stocks. Moreover, the fiscal smoothing argument implies that 
the government should limit itself to the safer end of the credit spectrum; 
it should buy high- grade bonds rather than junk bonds.

To sum up: Our benevolent government has decided to effect changes 
in the money supply by buying and selling financial assets. It has opted for 
credit assets instead of equities. The return on its credit portfolio consti-
tutes seigniorage. This basic structure should seem familiar— it sounds like 
central banking. The point I want to make is that there are, in fact, good 
reasons for doing money this way. Some readers won’t need any convinc-
ing on this score, but it is important to lay out the case explicitly and from 
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first principles. One will search the literature in vain for a clear exposition 
of these matters. Later, when we discuss banking regulation, this analysis 
will help us avoid some unproductive detours.

Administration and the Joint Venture

So far we have imagined the government as a single unified entity. In 
reality government structures are more complicated— and for good rea-
son. Some organs of the US government are designed to be insulated 
from political influence, at least to some degree. The federal judiciary is 
the most obvious example. US Supreme Court justices and most federal 
appellate judges enjoy constitutionally mandated life tenure and salary 
protection.15 These constitutional provisions— the cornerstones of judicial 
independence, part and parcel of the separation of powers— are designed 
to foster fair, impartial adjudication. 

Looking beyond the judiciary to the administrative state, one finds 
analogous structures. Administrative agencies are creatures of Congress, 
not of the Constitution. But Congress has seen fit to grant many agency 
heads specified terms of tenure, coupled with immunity from removal by 
the president other than “for cause” (such as malfeasance). These pro-
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figure 5.1. US bond versus stock returns, 1990– 2013
Source: Bond returns are represented by the Barclays Capital US Aggregate Bond Index, 
available on the Barclays Indices website. Stock returns are represented by the S&P 500 
Index, available on the S&P Dow Jones Indices website.
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tections are designed to insulate agencies from the shifting winds of poli-
tics, allowing them, at least in theory, to focus on the long- term public 
interest.

As government functions go, monetary policy seems to be a particu-
larly good candidate for insulation from politics. Ben Bernanke has ex-
plained why.16 Monetary policymakers who are “subject to short- term 
political influence may face pressures to overstimulate the economy to 
achieve short- term output and employment gains that exceed the econo-
my’s underlying potential,” he says.

Such gains may be popular at first, and thus helpful in an election campaign, 

but they are not sustainable and soon evaporate, leaving behind only inflation-

ary pressures that worsen the economy’s longer- term prospects. Thus, political 

interference in monetary policy can generate undesirable boom- bust cycles 

that ultimately lead to both a less stable economy and higher inflation.

In short, incumbent politicians often have an “inflation bias.” If they were 
allowed to pull the levers of monetary policy, the likely result would be 
undesirable levels of inflation. Empirical studies generally support this 
conclusion: monetary policy independence is associated with greater price 
stability.17

It is therefore perhaps not surprising that, within the vast US admin-
istrative state, the Federal Reserve enjoys an unparalleled degree of for-
mal independence. Members of the Fed’s Board of Governors serve for 
fourteen- year staggered terms and may be removed only for cause.18 By 
contrast, no other independent agency head (or governing body member, 
as the case may be) has a term longer than nine years, and the vast major-
ity are in the three-  to seven- year range.19 Long terms and staggered ap-
pointments reduce the likelihood that the Fed board will be dominated by 
any one presidential administration or party. What is more, unlike most 
other agencies, the Fed is self- funding: its expenses are paid out of the 
interest it earns on its giant bond portfolio.20 This arrangement frees the 
Fed from the appropriations process, insulating it not only from the presi-
dent but also from Congress.21 Legal scholars continue to debate whether 
US independent agencies are properly viewed as a “fourth branch” of gov-
ernment.”22 But if any single US government agency deserves that label, it 
has to be the Federal Reserve.23 After all, the Fed chair is often described 
as the second most powerful person in the country!

Let’s stipulate that Bernanke is right: it is important to insulate mone-
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tary policy from short- term political influence. So let’s divide our hypo-
thetical government into a monetary authority and a fiscal authority. The 
monetary authority is an independent agency (branch?) of government, 
relatively insulated from short- term political expediencies. Its leaders 
enjoy long terms of office and may be removed only for cause. The mone-
tary authority issues money (consisting of ledger entries) in exchange for 
credit assets. It earns a stream of returns on its credit portfolio, which it 
hands over to the fiscal authority as seigniorage after deducting its own 
expenses. The monetary authority follows a legal (statutory or constitu-
tional) mandate of prudent monetary management, perhaps along the 
lines of the Federal Reserve’s dual mandate of full employment and price 
stability.24

Our imagined fiscal authority, on the other hand, has no operational 
control over the money supply or monetary policy. The fiscal author-
ity spends money on public priorities: national defense, the social safety 
net, law enforcement, and so forth. It finances these expenditures with 
tax revenues and with the seigniorage revenues it gets from the mone-
tary authority. (We are still assuming the government doesn’t borrow.) For 
any given level of spending, seigniorage revenues reduce taxes dollar for 
dollar. Thus, even though the monetary authority is now administratively 
independent, the public still accrues a fiscal benefit from money creation, 
consisting of a relatively smooth and perpetual revenue stream.

At the beginning of the thought experiment we imagined the gov-
ernment to be spending money directly into circulation in exchange for 
goods and services. Note that such an arrangement would make it impos-
sible to administratively separate monetary policy from fiscal affairs— 
they would be hopelessly entangled. This is yet another reason to prefer 
lending rather than spending the money supply into circulation; it makes 
monetary policy independence possible. Under our imagined institutional 
design, the path of the money supply need have no connection at all to the 
path of government spending. The system is compatible with a large gov-
ernment (vis- à- vis the size of the economy) or a small one. (This point will 
be highly relevant when we discuss “narrow banking” in chapter 6.)

Let’s now relax the assumption that the government’s fiscal arm never 
borrows. This makes the setting more realistic, and it raises some inter-
esting questions about the relation between the monetary and fiscal au-
thorities. Previously, the monetary authority issued money in exchange for 
private credit assets. Should it now include government bonds in its port-
folio? Presumably the answer is yes, so long as government bonds are ex-
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ceptionally safe. Indeed, we might be tempted to require that the mone-
tary authority buy only government bonds.

The trouble with this strategy is that there may not be enough govern-
ment bonds to accommodate the desired money supply. This might ini-
tially seem to be a purely theoretical concern; sovereign debts today are 
huge and growing, and they dwarf central bank balance sheets. Remember, 
though, that in our thought experiment there is no bank- issued money to 
supplement government- issued money. This monetary authority has to 
satisfy all of the economy’s monetary needs. The comparison with existing 
central banks is therefore inapposite.

Even disregarding this point, it was not so long ago that Federal 
Reserve officials were in fact concerned about running out of Treasuries 
to buy. Marvin Goodfriend, who was a Fed economist during the relevant 
period, tells the story:

The emergence of large federal budget surpluses in 2000 and 2001 led to a sub-

stantial paying down of federal government debt and the possibility that the 

stock of U.S. Treasury debt could be reduced substantially in subsequent years. 

Fed assets at the time, accumulated in providing currency and bank reserves to 

the economy, consisted almost entirely of roughly $500 billion of Treasury secu-

rities. At its March 2000 meeting, the FOMC authorized a subcommittee . . . to 

consider a variety of options to study what assets it should acquire in place of 

Treasuries should they be retired.25

Federal Reserve official Don Kohn introduced the subcommittee’s 
report by remarking that “the issue cannot be put off for much longer. 
Under a wide variety of assumptions about the growth of the economy 
and the political process, Treasury debt will be repaid over coming years.” 
Kohn noted that “there are no easy, obvious solutions to the problem of 
what assets to hold under this circumstance.” He proceeded with a pen-
etrating analysis, one that sets the stage for the rest of our thought experi-
ment:

Of course, the alternative of taking on private obligations raises other issues, 

including those involved with potential effects on private credit allocation 

and the management of risk and liquidity in the System’s portfolio. . . . A key 

tradeoff would be between minimizing the effects of System portfolio choices 

on relative asset prices on the one hand, and minimizing risk and maximizing 

liquidity on the other. A broadly diversified portfolio, which included credit to 
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financial intermediaries holding nonmarketable assets, would have the great-

est chance of exerting as little influence as possible on private credit decisions. 

With such a portfolio, the System would have a low profile in each market and 

it would not be favoring one type of asset over another. But the System would 

be acquiring riskier and less liquid assets. . . . At the other end of the spectrum, 

if the Committee chose to concentrate operations in a small subset of mar-

kets that promised the least credit risk and the greatest liquidity . . . it would 

increase the odds on eventually affecting relative asset prices.26

With the benefit of hindsight we know that the Fed needn’t have wor-
ried. The 2001 recession and tax cuts sent the US public debt back on an 
upward trajectory, one that steepened sharply with the onset of the Great 
Recession some years later. Even so, this discussion shows that we are not 
talking about a fanciful scenario.27 When doing monetary system design, 
we can’t assume there will always be enough public debt to accommodate 
the entire money supply— or even just the base money supply if such a 
concept exists in one’s institutional setup. Presumably we would want the 
monetary system to work even if the government consistently balanced 
its budget.

So let’s assume that, even if the government does borrow, its outstand-
ing debt isn’t large enough to accommodate the desired money supply. 
The monetary authority must therefore buy private credit assets. We are 
then left with the problem Kohn was describing— the problem of credit 
allocation. This is an issue we haven’t yet grappled with in the thought ex-
periment, and it is the last piece of the puzzle.

The basic problem can be summarized as follows. To the extent that it 
needs to acquire private credit assets, the monetary authority would prefer 
to limit itself to liquid, high- quality bonds with observable market prices. 
Such bonds are easily bought and sold, and the government can rely on 
the mechanisms of market efficiency to avoid systematically overpaying; 
it just pays the market price. Unfortunately, such bonds may represent (in 
Kohn’s words) “a small subset of markets” with limited depth. The mone-
tary authority has a very large balance sheet, and it could end up dominat-
ing these markets. Its activities would push asset prices around and distort 
credit allocation.

To avoid this outcome the monetary authority would need to expand 
into less liquid credit markets— perhaps even direct lending to private 
borrowers. In illiquid markets, though, the monetary authority can’t rely 
on observable prices and market efficiency to protect it from overpay-
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ing. Like other credit investors, it would need to engage in fundamental 
credit analysis. We assumed earlier that the government is proficient at 
“back office” tasks, but credit investing is a “front office” operation. It re-
quires information gathering and analytical skills, local knowledge, and 
expert judgment. Characteristically, Walter Bagehot summed up the prob-
lem beautifully:

A central bank, which is governed in the capital and descends on a country dis-

trict, has much fewer modes of lending money safely than a bank of which the 

partners belong to that district, and know the men and things in it. . . . A banker 

who lives in the district, who has always lived there, whose whole mind is a his-

tory of the district and its changes, is easily able to lend money safely there. But 

a manager deputed by a single central establishment does so with difficulty. The 

worst people will come to him and ask for loans. His ignorance is a mark for all 

the shrewd and crafty people thereabouts.28

If the monetary authority is a bad credit investor, resources will be 
poorly allocated. Compounding this dilemma is another problem: when-
ever the monetary authority is investing in private credit, there is the po-
tential for political controversy and the appearance (or reality) of favorit-
ism. Such controversies, in turn, could end up undermining the cherished 
independence of the monetary authority.

So what should our hypothetical monetary authority do? There are no 
perfect answers, but with some thoughtful institutional engineering, it can 
mitigate these problems. What I have in mind is a joint venture system. 
The monetary authority could enter into joint venture agreements with 
private managers that have expertise in credit investing. Each manager 
would be required to put up some of its own resources as “skin in the 
game”— a first- loss equity position. The managers would be authorized to 
acquire credit assets on behalf of the state. The sellers (in the secondary 
markets) or issuers (in the primary markets) of these credit assets would 
receive newly created money, which still consists of entries in the govern-
ment’s ledger. The returns from each manager’s credit portfolio would be 
split between the manager and the state, with the state holding a senior 
claim. The state’s returns from the system would constitute its seignior-
age revenues.

This joint venture system provides an answer— albeit an imperfect 
one— to the monetary authority’s credit allocation problem. The mone-
tary authority no longer has a balance sheet of its own; the investment 
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function is now in the hands of the joint venture managers. The system is 
designed to harness market incentives to issue money in an efficient, non-
distortive way. Furthermore, because the monetary authority no longer 
makes individual credit allocation decisions, the arrangement should help 
shield it from allegations of favoritism and threats to its independence. 
Obviously, the joint ventures would not be the only credit investors in the 
economy. They would exist alongside other investors, and their credit mar-
ket share would depend on the size of the money supply in relation to the 
size of the entire credit market.

Of course, such a joint venture (or public- private partnership) sys-
tem raises problems of its own. All joint ventures— indeed, all financing 
contracts— raise problems of incentive misalignment, and this one is no 
exception. How best to align the incentives of the managers with those of 
the monetary authority is an important question. There is no perfect way 
to do this, but I want to set these issues aside for now. They can await chap-
ter 8, which delves more deeply into these structural issues.

A Brief History of US Bank Regulation

It may not have seemed like it, but the thought experiment above suggests 
the outlines of a concrete approach to real- world banking regulation— 
the third of three approaches we will examine in the next three chap-
ters. To set the stage for those chapters, it will be useful to briefly review 
the history of US federal banking regulation. That history can be under-
stood in terms of three phases, corresponding to the three regulatory ap-
proaches we will be considering.

Phase 1: Risk Constraints

US federal banking regulation started with the National Bank Acts of 
1863 and 1864,29 which established a federal Office of the Comptroller of 
the Currency and authorized it to create a new category of federally char-
tered banks. From the start, national banks were required to abide by a 
detailed and comprehensive array of regulatory risk constraints, including 
strict portfolio and activity limits, portfolio diversification requirements, 
cash reserve requirements, capital requirements, dividend restrictions, and 
tight limits on real estate ownership.30 The acts also imposed quarterly 
and monthly financial reporting obligations and established a supervisory 
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regime that gave the comptroller the “power to make a thorough exami-
nation into all the affairs” of national banks.31 It is noteworthy that these 
provisions, established a century and a half ago, remain at the core of US 
banking regulation today, albeit in somewhat modified form.

Despite these risk constraints, banking panics were a recurring feature 
of the US financial landscape in the late nineteenth and early twentieth 
centuries. There were major banking panics in 1873, 1893, and 1907, with 
a number of minor panics in between.32 Each major panic was accompa-
nied by a severe disruption to the broader economy. Arguably the fault 
lay not with the risk constraint approach per se but rather with its incom-
plete coverage. State- chartered banks and trust companies existed along-
side the national banking system, and they were subject to less stringent 
regulation. Perhaps a universally applicable system of banking risk con-
straints, as opposed to the fragmented system that emerged, would have 
been more conducive to stability. In any case, Congress ultimately decided 
that risk constraints alone weren’t enough.

Phase 2: Lender of Last Resort

About fifty years after the National Bank Acts, Congress introduced a 
new tool: the lender of last resort. A key impetus for its creation was 
the panic of 1907, which brought the US banking system to the brink of 
 collapse— a calamity averted only through a series of bold initiatives or-
chestrated by the era’s most prominent investment banker, John Pierpont 
Morgan. Congress, appalled to find the nation’s financial stability at the 
mercy of one powerful individual with no public responsibilities, decided 
another approach was needed. The eventual result was the Federal Re-
serve Act of 1913,33 which established a central bank and authorized it to 
supply liquidity to the banking system in times of stress. (There was prece-
dent for this approach abroad; the Bank of England, established in 1694, 
first assumed its role as lender of last resort in the second half of the eigh-
teenth century.)

Having a power is one thing; using it is another. Despite the Federal 
Reserve’s existence, waves of bank panics swept through the country in 
the early 1930s. Friedman and Schwartz attributed the Great Depression 
that followed to the Federal Reserve’s failure to take action to avert the 
liquidity crisis.34 Appropriate use of the lender of last resort “would have 
prevented the catastrophe,” they wrote. Instead, despite “ample powers,” 
the Federal Reserve followed a “passive, defensive, hesitant policy.” 
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Note, however, that the Federal Reserve’s powers were limited. Its archi-
tects had envisioned that support for the banking system would be sub-
ject to strict statutory constraints. In particular, the types of assets that 
could serve as collateral for central bank loans under the original Federal 
Reserve Act were quite narrow.35 It is not entirely obvious that a more 
vigorous exercise of the Fed’s limited powers would have succeeded in 
avoiding economic disaster.

Phase 3: The Public- Private Partnership

Either way, Congress responded in 1933 with the final major step in the 
development of modern bank regulation: it made the federal government 
the explicit guarantor of the bulk of the banking system’s monetary lia-
bilities.36 The establishment of deposit insurance fundamentally altered 
the social contract between the banking system and the rest of society. 
The government’s commitment to honor deposits was no longer contin-
gent; it was guaranteed up front. Insured deposits were now sovereign 
money.

The creation of federal deposit insurance inaugurated what Gary 
Gorton has called the Quiet Period in US banking, one that lasted nearly 
three- quarters of a century:

The period from 1934, when deposit insurance was enacted, until the current 

crisis is somewhat special in that there were no systemic banking crises in the 

United States. It is the “Quiet Period” in U.S. banking. . . . This Quiet Period 

led to the view that banking panics were a thing of the past. . . . From a longer 

historical perspective, however, banking panics are the norm in American his-

tory.37

The emergence of deposit insurance did not make regulatory risk con-
straints obsolete. To the contrary, it arguably made them even more im-
portant. But their economic purpose changed. They were no longer pri-
marily a tool of panic prevention; that objective was accomplished by 
deposit insurance itself. Rather, risk constraints now were needed to ad-
dress the incentive problems that were an unavoidable consequence of 
the public’s guarantee.

The model of bank regulation that emerged was, in effect, a public- 
private partnership. The government recognized the money supply (in-
sofar as it consisted of insured deposits) as a public good: within the in-
sured banking system, money was established as a sovereign obligation, 
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not a private one. But the government outsourced to private firms— firms 
with investment expertise and detailed knowledge of specific markets— 
the task of issuing these monetary instruments in exchange for credit as-
sets. Naturally this outsourcing contract came with a set of terms and con-
ditions, consisting of the risk constraints of traditional bank regulation. 
It also came with fees, as the government now occupied the senior- most 
position in the financing structure of insured banks, exposing it to poten-
tial losses. The resulting system was not altogether different from the one 
that emerged from the thought experiment above.

To summarize: the historical progression of US banking regulation 
has been one of increasingly affirmative measures to prevent defaults 
on banks’ monetary liabilities. This historical evolution culminated in a 
public- private partnership approach, the establishment of which led to an 
unprecedented period of stable, panic- free conditions. It was only with 
the emergence of shadow banking— private money creation outside the 
insured banking system— that instability returned.

* * *

The history above provides a nice road map for the rest of part 2. Chap-
ter 6 will analyze regulatory risk constraints as a tool of panic prevention. 
Chapter 7 adds the lender of last resort to the analysis. Finally, chapter 8 
returns us to the public- private partnership system, with a particular focus 
on how to structure the joint venture arrangement. I aim to show that the 
public- private partnership compares favorably with the realistic design 
alternatives.
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The Limits of Risk Constraints

There is a cardinal difference between banking and other kinds of commerce; you can af-
ford to run much less risk in banking than in commerce, and you must take much greater 
precautions.— Walter Bagehot, 18731

The previous chapter examined the key challenges the state faces in 
establishing a workable fiat monetary system. The thought experi-

ment ruled out the business model of money creation; there were no 
banks issuing private, defaultable money. All money was sovereign and 
default- free, and the state was the exclusive issuer. Needless to say, that 
assumption was artificial. We saw in part 1 that, given the existence of 
some established medium of exchange— and in the absence of any spe-
cial legal impediments— the banking business model can arise through 
the operation of background rules of property and contract. We now rein-
troduce this business model into the analysis.

How does the existence of the banking business model bear on the 
state’s institutional design challenge? From the state’s perspective, there 
is at least one major advantage: if private- sector banking “works,” the 
state can scale back its own monetary endeavors. That is to say, the private 
sector can take some role, perhaps a very large one, in issuing money. 
Maybe the state can get away with issuing only a relatively modest amount 
of fiat “base” money, which the banking system can then augment with re-
deemable private money. A large proportion of money creation would 
then be in private hands.

In the extreme scenario the government could get out of money crea-
tion altogether. Perhaps it could simply define the unit of account— in a 
“weights and measures” sense— without issuing any monetary instruments 
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at all. The private sector would then furnish the entire money supply. This 
may sound outlandish, but we will see later in this chapter that this laissez- 
faire approach has had some prominent advocates. For the reasons de-
scribed there, I doubt that such an approach can be relied on to produce a 
workable monetary framework. This chapter is therefore mostly occupied 
with a more moderate and familiar approach: partial rather than complete 
privatization of money issuance. The banking system supplements, rather 
than replaces, the government’s role in money creation.

There is no doubt that such a two- tiered system is feasible; it is just 
fractional reserve banking. The question is whether it is a good system, 
relative to the realistic institutional alternatives. The basic problem with 
such a system is the one we analyzed in part 1. The banking business 
model involves a coordination game with a self- fulfilling bad equilibrium. 
Banks are susceptible to runs, and a commonly observed run at one bank 
may serve as a Schelling focal point for runs at other banks. If the bad 
equilibrium is realized on a broad scale, the economy may be exposed to  
disaster.

Can the state somehow make this activity stable? One approach to 
doing so would be to require banks to abide by regulatory risk constraints. 
The present chapter evaluates this approach. In particular, it considers two 
forms of substantive risk constraint that are widely used in financial regu-
lation: portfolio constraints and capital requirements. The primary aim of 
these tools is to reduce the likelihood that the value of a bank’s assets will 
fall dangerously close to or below the value of its liabilities.

To facilitate the analysis in this chapter— as well as the next two— I will 
assume that there exists a single, identifiable set of money creation firms 
or “banks.” There is no such thing as “shadow” banking; all nonbanks are 
assumed to finance themselves exclusively in the capital markets, with eq-
uity and long- term debt, and are therefore immune to runs and panics. 
This assumption obviously departs from current reality, but we need to 
simplify the setting to make analytical progress. (Moreover, I will argue in 
part 3 that legally confining money- claim issuance to the chartered bank-
ing system should be the starting point for real- world financial stability 
policy.)

This chapter also assumes that the government does not provide any 
support to the banking sector. There is no lender of last resort and no de-
posit insurance. Those institutional technologies will be introduced into 
the analysis in the next two chapters. For now, we are looking at regulatory 
risk constraints in isolation.
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A Diagrammatic Model

To organize the analysis that follows, it will be useful to introduce the 
simplest of microeconomic models, which will prove surprisingly help-
ful in analyzing various regulatory responses to the instability of bank-
ing. It is a model of the firm— in this case, the money- claim issuer or bank. 
The firm finances itself with a large amount of money- claims (redeemable 
for fiat base money) and a smaller amount of common equity (a residual 
claim).2 The common shareholders control the firm, and they seek profit 
maximization.

The firm earns a profit by investing in the capital markets. As we saw 
in chapter 3, there are good reasons to think that, even in the absence of 
government regulation, issuers of large quantities of money- claims will 
tend to hold portfolios that consist largely of financial assets— credit as-
sets in particular. This does appear to be the historical pattern. So we will 
imagine that the bank’s portfolio consists of loans and bonds. For simplic-
ity, the firm is assumed to earn no fee income; all its earnings come from 
its “spread” business.

Figure 6.1 illustrates the firm’s production under laissez- faire. The 
firm’s marginal cost curve represents its total weighted average cost of fi-
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figure 6.1. Simple model of the money creation firm
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nancing (Rt)— that is, its all- in cost of financing, including the cost of eq-
uity. (Assume the firm has no other expenses.) The firm’s cost of money- 
claim funding is also shown (Rm). Naturally this curve sits below the firm’s 
weighted average cost of financing, but it sits above the short- term risk- 
free rate (Rf) since the firm has a positive probability of defaulting on its 
money- claims. The cost curves are horizontal, reflecting the simplifying as-
sumption that the firm’s financing costs do not change as it increases pro-
duction, all else equal.

The marginal revenue curve represents the yield the firm earns on 
its asset portfolio. The profit- maximizing firm deploys its financing pro-
ceeds first toward higher- value business opportunities— those investments 
with the highest expected risk- adjusted returns— and then progressively 
toward lower- value opportunities. The downward slope implies that the 
credit markets in which the firm invests are not perfectly competitive. That 
is, the firm can identify and capitalize on “mispriced” assets within its field 
of specialization— through superior analysis, a well- developed distribu-
tion infrastructure (such as a branch network), a well- known brand that 
attracts customers seeking financing, or some combination of these sorts 
of advantages.

The intersection of the marginal cost and marginal revenue curves 
determines the profit- maximizing quantity of production. The bank 
“produces” its investment portfolio and issues money- claims in the 
process. It ceases further production at the point where the marginal 
revenue derived from additional investment equals the marginal cost of 
 financing— in other words, when it can identify no further investments 
with positive net present value. The firm’s economic profit is depicted 
by the shaded area, representing the difference between the returns on 
the firm’s investment portfolio and its weighted average cost of financ-
ing. With this model in hand, we now consider the effects of regulatory 
risk constraints.

Portfolio Constraints— and “Narrow” Banking

As I noted above, even in the absence of government regulation, banks 
can be expected to hold portfolios consisting mostly of credit assets, or 
senior claims on other economic agents. Banks’ portfolios will therefore 
tend to be fairly safe compared with the assets of most other types of 
firms. (This was Bagehot’s point at the start of the chapter.) Nonetheless, 
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there can be no assurance that the bad equilibrium will never be realized. 
The bank game is in effect, and self- fulfilling panics are possible.

To reduce the likelihood of damaging panics, the government might 
impose portfolio constraints on the banking system, requiring banks to 
hold even safer portfolios than they would hold under laissez- faire. More 
specifically, the government may seek to confine banks’ asset portfolios to 
the safer end of the credit spectrum. It may also require portfolio diversi-
fication to further reduce risk. Those who are acquainted with US deposit 
banking regulation will find this approach quite familiar. Portfolio con-
straints have always been a core part of US federal banking law.3

Portfolio constraints should be expected to reduce the likelihood of 
damaging runs and panics, but they also require the bank to forgo its 
chosen revenue opportunities. The effects of portfolio constraints on 
the firm are illustrated in figure 6.2. With portfolio constraints, the mar-
ginal revenue curve shifts leftward: requiring the bank to forgo its cho-
sen revenue opportunities reduces its portfolio returns. The marginal cost 
curve shifts downward: insofar as the portfolio constraints are effective in 
reducing risk, the firm’s likelihood of default decreases, thereby reducing 
the firm’s financing costs. It is evident that the shifts in these two curves 
have countervailing effects on firm profits. However, we should expect the 
firm’s profits to be lower under portfolio constraints than they would be 
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under laissez- faire. Otherwise a rational firm would self- impose such con-
straints.

Lower banking profits are not a good thing, but the state may judge 
that the social costs of portfolio constraints are outweighed by the social 
benefit; namely, a lower incidence of panics. This kind of cost- benefit 
analysis is difficult, to say the least. It requires the state to determine the 
effects of portfolio constraints on both the probability and the social cost 
of a panic. As to the former, if banking is characterized by a coordina-
tion game, then there is no formulaic way to determine the likelihood of 
a run/panic. Indeed, both the Diamond- Dybvig model and the bank game 
abstracted away from portfolio characteristics altogether. Agents run, at 
least in part, because they expect others to run. How agents’ expectations 
are formed may depend on any number of things— the fundamental con-
dition of the bank being only one of them— and what those things are may 
change over time. As to the latter, the state faces an equally daunting chal-
lenge. As shown in chapter 4, whether and how panics affect the broader 
economy is a subject of wide disagreement.4 Thus, if portfolio constraints 
alone are being used to deal with the panic problem, their optimal calibra-
tion presents a very difficult policy challenge.

There is an even more fundamental problem with relying exclusively 
on portfolio constraints to stabilize banking: onerous portfolio constraints 
may compromise the banking system’s ability to produce “enough” money. 
This is because the quantity of eligible banking assets serves as an upper 
bound on the quantity of money- claims that the banking system can issue. 
If the state wants the banking system to play a large role in money crea-
tion, then portfolio constraints need to be lenient enough to accommo-
date that role.

This brings us to “narrow banking.” Narrow banking proposals have a 
distinguished lineage in the banking literature. The basic idea of narrow 
banking is to divorce the issuance of monetary instruments (checkable 
deposits in particular) from portfolios of risky assets. Under the original 
and purest version of narrow banking, called 100% reserve banking, en-
tities with demand deposit liabilities would own nothing but base money. 
Fractional reserve banking would be abolished; deposit banks would re-
semble the currency warehouses described in chapter 2. Less stringent 
narrow banking proposals would give deposit banks slightly broader in-
vestment powers, allowing them to invest in ultrasafe assets like Treasury 
bills.

Narrow banking proposals have been very influential within the eco-
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nomics profession. Henry Simons, a founding father of the Chicago school 
of economics, was a leading advocate of 100% reserve banking in the early 
1930s.5 Irving Fisher, one of the greatest economists in US history, was 
a forceful proponent too.6 So was Milton Friedman, another towering 
American economist.7 Other proponents of versions of narrow banking 
have included Nobel Prize– winning economists Merton Miller, Robert 
Merton, and James Tobin.8 More recently, Gregory Mankiw has expressed 
tentative support, and Laurence Kotlikoff has pushed for a variant of nar-
row banking that he calls limited purpose banking.9

What’s the trouble with narrow banking? The main problem has to 
do with the question we encountered above: whether such a system can 
issue “enough” money. Suppose that both the central bank and deposit 
banks confine their asset portfolios to Treasury bills. In that case the quan-
tity of T- bills outstanding serves as an upper bound on the money supply 
(assuming there is no “shadow” banking). If the supply of T- bills is too 
small, then the economy’s demand for monetary instruments will not be 
satisfied. Thus Robert Merton and Zvi Bodie note that “the demand for 
highly liquid, riskless transaction deposits” may exceed “the supply of U.S. 
Treasury bills.”10 Along the same lines, Hyman Minsky noted that among 
the “institutional prerequisites” for a narrow banking system are “a large 
government debt that can be monetized” and “a Federal Government fis-
cal posture which can readily be adapted” to accommodate the economy’s 
need for growing transaction account balances.11 This issue should be fa-
miliar from chapter 5.

Some advocates of 100% reserve banking have acknowledged this 
problem, but they have not given a satisfactory answer. Irving Fisher 
posed the question this way: “If it should come to pass, some fine day, 
that the whole national debt had been paid off, what then?”12 Fisher’s 
answer was to produce more government debt through tax cuts. This an-
swer is fine as a conceptual matter, but it has troubling practical impli-
cations. Monetary and fiscal functions would become deeply entangled. 
Monetary policy independence would be compromised; for example, in a 
divided government, a majority in one house of Congress could seek to in-
flict political damage on the president by declining to increase the public 
debt, thereby precluding monetary expansion. Moreover, a policy under 
which tax rates are adjusted for monetary purposes might have troubling 
incentive effects for individuals and businesses, since agents would seek to 
adjust their activities to realize income during low- tax periods. Finally, the 
benefits of tax smoothing (see chapter 5) would be forgone if tax policy 
were to become an instrument of monetary policy.
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Milton Friedman saw the problem too.13 While he favored 100% re-
serve banking, he had concerns about “the close connection between the 
100% reserve plan and debt management.” If the supply of government 
debt were exhausted, he wrote, then “subsequent increases in the stock 
of money” would come from either “the creation of additional debt to 
finance deficits” or the acquisition by the central bank of private credit 
assets. Friedman viewed neither option as “particularly appealing.” In 
particular, he pointed out that purchases of private assets would mean 
“putting the government into the banking business”— in his view, a dis-
tinctly unwelcome outcome.

Bob Litan, whose 1987 book What Should Banks Do? remains the 
most fully formed narrow banking proposal, reaches a conclusion similar 
to Friedman’s.14 Litan suggests that narrow bank portfolios would ideally 
be limited to T- bills. But he acknowledges that “the total supply of pri-
vately held short- term Treasury securities (with maturities of up to one 
year) is limited.” Litan discusses the possibility of letting narrow banks 
invest in private credit assets like commercial paper, but he finds this ap-
proach “problematic,” noting that it would “undermine the case” for nar-
row banking. On the other hand, Litan seems more comfortable with let-
ting the central bank invest in a broader range of assets. If narrow banks 
were to elbow the central bank out of the market for T- bills, he writes, 
then “strong consideration could be given to expanding the investment 
authority of the Federal Reserve.”

These analyses by Friedman and Litan are fascinating: they represent 
a complete inversion of the logic described in chapter 5— the logic that 
underlies the reformed monetary system I sketched in the introduction. So 
committed are Friedman and Litan to restricting deposit banks to super-
safe holdings that they are willing to entertain central bank investments 
in somewhat riskier assets. By contrast, in chapter 5 (and in the reformed 
system) the whole point of involving private firms in monetary affairs was 
to harness private incentives in the difficult task of credit allocation (the 
decision having been made to issue money in exchange for credit assets) 
and to insulate that investment process from politics. Friedman and Litan 
clearly do not see banking this way.

This discussion raises a fundamental question for narrow banking en-
thusiasts: if it makes sense to let the central bank (and not deposit banks) 
do private credit allocation, then why have any deposit banks at all— why 
not just let everyone hold an account at the central bank? After all, if 
the central bank can handle the front- office task of credit allocation, then 
surely it can handle the back- office task of transaction processing. The 
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great corporate theorist Gardiner Means, who was a White House staffer 
in the Franklin Roosevelt administration, made this very point in a 1933 
memo on banking reform.15 “‘Taking care’ of deposits requires relatively 
little judgment and can be easily routinized and administered centrally,” 
he wrote. By contrast “the making of loans requires very great judgment 
and cannot be easily routinized or centrally administered.” Means went 
on to say that “it is in the making of loans that political favoritism or irre-
sponsible judgment could play havoc in a banking system.”

This analysis might seem academic in view of the huge supply of US 
Treasury debt that exists today. However, as we saw in chapter 5, it was not 
so long ago that Fed officials were in fact concerned about the declining 
public debt— and they needed only enough public debt to accommodate 
the base money supply. (Narrow banking would compound the problem, 
for obvious reasons.) Current trends may not last forever; the fiscal pic-
ture can change. Presumably we should aim to design a monetary system 
that is compatible with a variety of fiscal environments, including a bal-
anced budget. More generally, this discussion illustrates why it is pointless 
to discuss banking regulation without considering the broader monetary 
context. Banking regulation must be considered as an aspect of monetary 
system design.

Before leaving the topic of narrow banking, it is worth touching on one 
other issue that narrow banking proponents have had to confront: how to 
prevent financial institutions from evading the system by developing close 
substitutes for bank accounts. Henry Simons became so preoccupied with 
this problem that he ultimately soured on the proposal he had spearheaded. 
Simons worried that the development of near monies “might render our 
drastic reform quite empty, nominal, and unsubstantial.”16 He remarked 
that “the whole problem which we now associate with commercial banking 
might easily reappear in other forms of financial arrangements.”17 That such 
near monies “cannot serve as a circulating medium is not decisively impor-
tant,” he wrote, “for they are an effective substitute medium for purposes 
of cash balances.” Hence “the problem of runs would still be with us.” In 
retrospect, Simons’s concerns look remarkably prescient: he was describ-
ing shadow banking. By 1936 Simons had concluded that the 100% reserve 
plan, standing on its own, “would promise little but evasion.”18

Unlike Simons, other narrow banking proponents have downplayed 
the evasion problem. Irving Fisher, for one, believed the problem was 
fairly minor; he thought transaction accounts were the main issue.19 
Milton Friedman thought the evasion problem could be handled by pay-
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ing interest on reserves to 100% reserve banks.20 Bob Litan suggested that 
the evasion problem was “a valid concern but one that should not be over-
stated.”21 In Litan’s view, issuers of near monies would be likely to main-
tain capital ratios significantly higher than those of narrow banks.

Simons was clearly right. The problem of substitute forms of money 
is critical. Indeed, I argue that facing up to this problem— the shadow 
banking problem— is the central challenge of financial reform. But I don’t 
share Simons’s occasional defeatism on this score (see chapter 9).

Capital Requirements

We turn now to the second major category of risk constraint. Capital re-
quirements are designed to ensure that banks maintain at least some 
specified proportion of residual (equity) claims in their financing struc-
tures. Figure 6.3 illustrates the effect of capital requirements on the bank. 
Capital requirements shift the marginal cost curve upward: the firm’s 
weighted average cost of financing increases to the extent that it is re-
quired to increase the proportion of equity in its financing structure, and 
therefore reduce the proportion of money- claims. The firm’s quantity of 
production decreases, and its profit shrinks.
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These conclusions may appear to violate the Modigliani- Miller theo-
rem from corporate finance, but recall from chapter 3 that the Modigliani- 
Miller theorem has to be seriously qualified when it comes to banks. 
Banks’ money- claim liabilities offer their holders a nonpecuniary mon-
eyness yield, so their pecuniary yields are very low. Decreasing banks’ 
money- claim liabilities therefore increases their all- in cost of financing. 
Hence, in the model shown here, capital requirements increase banks’ 
marginal costs, reduce their profits, and reduce the size of their balance 
sheets.

And therein lies the central problem with onerous capital require-
ments: like portfolio constraints, capital requirements may impair the 
banking system’s ability to play a large role in issuing the money supply. 
If the capital requirement is k, expressed as a percentage of assets Q, then 
each bank must have capital financing of at least k × Q. Money- claim lia-
bilities are therefore capped at (1 – k) × Q. For any given quantity of 
assets, higher k means a lower quantity of money- claims issuable. A 5% 
capital requirement would mean that a banking system with $10 trillion in 
assets could issue up to $9.5 trillion in money- claims. Increasing the capital 
requirement to 50% would mean that, holding assets constant, the bank-
ing system could issue no more than $5 trillion in money- claims. The prob-
lem is only magnified if the banking system shrinks its assets in response 
to higher capital requirements, as figure 6.3 suggests. If the state wants 
the banking system to play a large role in money creation, then capital re-
quirements must be lenient enough to accommodate that role.

This analysis provides a nice vantage point from which to evaluate the 
influential work of economists Anat Admati and Martin Hellwig, which 
we encountered in chapter 3. Admati and Hellwig, together with their co-
authors,22 argue that “the social costs of significantly increasing equity re-
quirements for large financial institutions would be, if there were any at 
all, very small.” They tentatively suggest capital requirements of 20% to 
30%— far higher than current requirements.

As I noted in chapter 3, Admati and Hellwig do acknowledge that de-
posit liabilities are special in the sense that they are bundled with transac-
tion services. (They also dismiss the idea that nondeposit short- term debt 
has moneyness, but this issue has already been dealt with.) Yet they brush 
aside concerns that substantially higher capital requirements might com-
promise the banking system’s ability to issue such instruments. In par-
ticular, they and their coauthors note that banks can comply with higher 
capital requirements without reducing their liabilities at all, because banks 
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can use the proceeds from their new equity financing to acquire more 
assets. This strategy, they say, is “always viable” for solvent banks. Thus 
“banks need not change their deposit base or the amount of debt they 
have issued in response to an increase in equity requirements.”

It is certainly true as a matter of logic that banks “need not” reduce 
their liabilities in response to higher capital requirements, because it is 
“always viable” for solvent banks to just increase their assets. But the more 
pertinent question is what we should expect banks to do. And the starting 
point for such an analysis should be that banks, like other firms, generally 
pursue investments with positive net present values. Equivalently stated, 
a bank should be expected to seek investments whose expected risk- 
adjusted returns exceed its weighted average cost of financing.23 There is 
no reason to think higher capital requirements would lower banks’ total 
cost of financing; the analysis above suggests the opposite. Nor does re-
quiring a bank to maintain more equity financing in any way alter its in-
vestment opportunities. Consequently, one should not expect banks to in-
crease their assets in response to higher capital requirements.

This analysis explains, I think, why practically no one would advocate 
90% capital requirements for deposit banks. Most people have an intuitive 
sense that such a requirement would squeeze out banks’ monetary liabili-
ties and that that would be a bad thing. We want banks to have money- 
claim liabilities, yet those liabilities are the source of the panic problem. 
Capital requirements offer no escape from this dilemma. It’s true that 
capital requirements should be expected to reduce the incidence of pan-
ics. Nonetheless, because banking is characterized by a coordination game, 
the extent of this benefit is uncertain. We have the same cost- benefit prob-
lem that was discussed above in the context of portfolio constraints. There 
can be no assurance that any system of capital requirements that is com-
patible with the state’s monetary objectives will substantially mitigate the 
panic problem. (We are still assuming there is no lender of last resort; it 
will be introduced in the next chapter.) Capital requirements, then, are an 
indirect and imperfect response to the panic problem.

More than that, capital requirements are extremely difficult to imple-
ment. This point often gets lost in discussions of capital regulation, so it 
merits some attention. There is widespread enthusiasm today for “simple” 
capital regulation, but I want to suggest there are limits to how simple 
capital regulation can be if it is to be effective. Put differently, there is 
a degree of irreducible complexity in capital regulation, at least when it 
comes to complex financial institutions.
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The point is fairly easy to illustrate. If you wanted to implement a 
“simple” system of capital regulation, how would you go about it? The 
most straightforward approach would go something like this. Every finan-
cial institution has a portfolio of assets, to which we can attach some no-
tion of fair value. Subtract the institution’s liabilities from its assets, and 
you have its equity capital. The ratio of equity capital to asset value is the 
capital ratio. Establish a regulatory minimum for this ratio, and you have a 
capital requirement. This basic approach, or variants of it, is often referred 
to as a “simple leverage ratio.”

This approach is indeed simple, but it has two major problems. First, 
it is easy to game. (I borrow the following example from Matt Levine, 
a former derivatives specialist at Goldman Sachs who is now a financial 
writer.)24 Suppose a financial firm’s assets consist of $100 in fairly safe 
bonds, which it finances with $5 of equity and $95 of debt. Now suppose 
that our simple capital requirement is imposed, say at the 15% level. The 
firm needs to raise its capital ratio by ten percentage points. It might raise 
new equity to pay down debt, or it might shrink its balance sheet by selling 
assets and reducing liabilities while holding equity constant. But consider 
this alternative strategy: the firm could sell its entire bond portfolio to a 
third party for $100 and simultaneously buy a call option on the portfolio 
from the third party at a strike price of $70. If the bonds really are quite 
safe, the call option costs about $30. The firm uses the remaining $70 to 
pay down debt. It now has assets (the call option) worth $30 and equity of 
$5. Its capital ratio is 17%, so it now complies with our simple capital re-
quirement. But the firm is no less likely to go insolvent than it was before; 
a 5% drop in the value of the original bond portfolio still renders the firm 
insolvent. To deal with this problem, we could modify the capital require-
ment by keying it to the riskiness of the firm’s asset portfolio. This, how-
ever, would take us into the controversial realm of “risk weighting,” and it 
would make capital regulation considerably less simple.25

The second problem with the simple approach described above is even 
more serious. It has to do with contingent claims on the firm. Suppose a 
financial firm writes $10 million of protection on Company X bonds under 
a credit default swap (CDS). The firm has added $10 million of potential 
loss exposure, but the value of its assets has not changed, since the CDS 
contract has a fair value of zero at inception. The simple capital require-
ment described above doesn’t account for this kind of risk. If the point of 
capital is to absorb losses, then presumably capital requirements should 
be scaled to the firm’s loss exposures— including those arising from con-
tingent claims.
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One might propose to deal with this second problem by changing the 
denominator of the capital requirement. Instead of aggregating the “value” 
of the firm’s holdings, we could aggregate the maximum potential loss on 
each instrument. This modification wouldn’t add much complexity— but 
it may not be such a good idea, either. Among other things, it would effec-
tively prohibit many short positions. For example, suppose a financial firm 
enters into a $10 million total return swap (TRS) on Company X stock, 
under which the financial firm pays the total return in exchange for an 
interest rate stream. This is a standard equity derivative. The potential loss 
exposure under this contract is infinite, since there is no upper bound on 
Company X’s stock price. So the financial firm can never comply with our 
modified “simple” capital requirement.

At this point the natural inclination might be to proceed taxonomi-
cally. We could specify the capital treatment of every category of posi-
tion or contract at a high degree of granularity. This is a viable option, but 
it is far from simple. And it leaves us with another type of problem. By 
treating each instrument in isolation, we fail to take account of the rela-
tions among different positions. Consider the TRS example again, but now 
imagine that the financial firm already owned $10 million of Company X 
stock when it entered into the TRS. The TRS has reduced the firm’s risk, 
since the long position offsets the short. It would be perverse if enter-
ing into such a hedging transaction meant the firm had to maintain more 
capital— if a matched book required more capital than a directional bet. 
Again, this problem is not insurmountable; we could establish criteria for 
what constitutes an offsetting position. Yet this adds still another layer of 
complexity.

Furthermore, if one chooses to proceed taxonomically, one must con-
front the issue of gross versus net exposures. Suppose two financial firms 
have entered into multiple derivative trades with each other. For each 
firm, some of the trades have positive value and others have negative 
value. Suppose the parties have agreed to settle their trades on a net basis 
pursuant to a master netting contract, as is the usual practice. The question 
is whether capital requirements should be keyed to the gross exposures 
(under each trade) or the net exposure (under the master contract). As an 
accounting matter, International Financial Reporting Standards (IFRS) 
generally disallow derivatives netting, whereas US Generally Accepted 
Accounting Principles (GAAP) generally allow it. From a balance sheet 
perspective the consequences are enormous. One recent analysis finds that 
five large US financial firms (Bank of America, Citigroup, Goldman Sachs, 
JPMorgan, and Morgan Stanley) would have $5.7 trillion in additional as-
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sets if reported on an IFRS basis— a 69% increase over their reported 
GAAP assets.26 The implications for the denominator of the leverage ratio 
are obvious. There is no “right” answer— there are reasonable arguments 
on both sides— but this is an issue of great quantitative significance for 
capital regulation.27

Is there a better way to deal with these issues? Perhaps it is unwise 
to apply capital requirements taxonomically, instrument by instrument; 
maybe we should look at the portfolio as a whole instead. A sensible ap-
proach might be to adopt sophisticated risk measurement tools from 
modern finance— such as value at risk (VaR) methodologies— and use 
them as the basis for capital regulation. This approach has a great deal of 
intellectual appeal, but it takes us even further from simplicity.

All of what I have just described is well known to regulatory capital 
experts. But these points are often lost on self- styled experts on finan-
cial regulation, who tend to bemoan the supposedly needless complex-
ity of capital regulation while failing to get close enough to perceive the 
very real difficulties. Much of the history of international capital regu-
lation consists of efforts to grapple with the issues just described.28 The 
original 1988 Basel Accord (“Basel I”)29 took account of the credit risk 
of contingent claims by converting them into “credit equivalent amounts” 
and including them in the denominator of capital ratio calculations. It 
also provided for special treatment of interest rate and foreign exchange 
swaps. The 1996 Market Risk Amendment to Basel I allowed banks to 
use sophisticated VaR methodologies to quantify risks from derivatives 
and other exposures in the “trading book.”30 The 2004 Basel II Accord let 
banks apply such models to the “banking book.”31

The latest iteration of international capital standards, the Basel III 
Accord of 2010,32 adds a new, purportedly “simple” leverage ratio to the 
Basel regime. The new Basel leverage ratio disallows the use of advanced 
models in measuring the denominator. Even so, no one should be fooled 
into thinking there is anything simple about the new Basel leverage ratio. 
The calculation is extremely complicated!33 Consider the treatment of de-
rivatives, which uses what I referred to above as the taxonomic approach. 
Under the new Basel leverage ratio, derivative exposures are generally 
calculated as replacement cost plus an add- on for potential future expo-
sure. Where an eligible bilateral netting contract is in effect with a given 
counterparty— and yes, the eligibility criteria must be specified (more 
complexity)— the replacement cost is the net (as opposed to gross) ex-
posure. The add- on factors depend on the category of exposure— interest 
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rates (0% to 1.5%), foreign exchange and gold (1% to 7.5%), equities 
(6% to 10%), precious metals except for gold (7% to 8%), and other com-
modities (10% to 15%)— with the precise add- on factor depending on 
the residual maturity of the contract. Written credit derivatives are sub-
ject to a special set of provisions under which the notional amount of the 
contract (plus an add- on factor) is included in the denominator, subject 
to reduction for offsetting purchased protection so long as the reference 
obligation of the purchased protection is “pari passu” or junior to the writ-
ten protection and the remaining maturity of the purchased protection is 
equal to or greater than the remaining maturity of the written protection.

As Levine points out, this treatment of credit derivatives leads to an 
absurd outcome: a five- year total return swap (with the bank receiving 
the total return) on Company X stock requires only a small fraction of the 
capital of a five- year credit default swap (with the bank writing protec-
tion) on the same notional amount of Company X bonds. “I think it is self- 
evident that trade 1 is riskier than trade 2? Bonds tend to outrank equity, 
much of the time,” Levine notes (tongue in cheek). “But Basel leverage 
counts trade 1 as 12x less risky because, basically, people don’t like CDS, 
while no one really gets exercised about equity swaps.”34 If one is inclined 
to think of a “simple” leverage ratio as just equity divided by assets, one 
is in for a rude awakening here. Levine gets it right: “If you think of the 
leverage ratio as a pure, objective, simple, unbiased, non- risk- based thing, 
you are lost.”35

My point is not to defend any particular approach to capital regulation 
but rather to point out that, despite decades of attention by very smart 
people, no simple (and effective) way of doing capital regulation for com-
plex institutions has yet been devised. A high degree of complexity is un-
avoidable if capital regulation is to be effective for such firms. I emphasize 
this point for two reasons. First, it underscores the fact that any financial 
regulatory tool will necessarily incorporate some degree of complexity 
and will be susceptible to some degree of avoidance or “regulatory arbi-
trage.” There are no magic solutions; a measure of imperfection and arbi-
trariness has to be tolerated. This conclusion will have direct relevance in 
chapter 9, when we discuss the feasibility of regulatory limitations on frag-
ile short- term debt funding.

Second, this discussion gets to a final point that, as far as I know, has 
been missing from the capital regulation literature to date. It has to do 
with the essential complementarity between capital requirements and 
portfolio constraints. Simply put, these two regulatory tools “go together.” 
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It isn’t hard to write down and implement a capital requirement for an 
institution that owns nothing but relatively high- quality credit assets and 
that isn’t in the derivatives business. Straightforward portfolios make 
capital regulation vastly easier. This fact has important implications for 
the feasibility of the reformed monetary system described in the introduc-
tion. That system does include capital requirements for member banks, but 
it also includes strict portfolio constraints. For these firms, capital regula-
tion can indeed be quite simple.

It has become conventional wisdom that capital regulation failed dis-
mally in the run- up to the recent crisis. But perhaps we have just been ask-
ing too much of it. In a panic- proof system, capital regulation could take 
on a smaller, more modest role— a weight it might conceivably bear (see 
chapter 8).

Floating Price Money?

The discussion so far has assumed that banks issue claims that have a 
stable nominal value. Does this need to be the case? Why shouldn’t claims 
on banks float in price, like claims on mutual funds? Several prominent 
economists have advanced this idea, and it merits a brief response. I have 
doubts about the workability of such a system.

Robert Greenfield and Leland Yeager envisioned a system without 
any “government- issued or government- specified medium of exchange.”36 
Instead, the government would “define the unit of account physically, in 
terms of many commodities.” The defined unit of value would be analo-
gous to a defined unit of length or weight; the government would merely 
“noncoercively [offer] a definition, just as it does with weights and mea-
sures.” And that would be the government’s only role in the monetary 
system. The authors speculate that, under this laissez- faire system, “finan-
cial intermediaries blending the characteristics of present- day banks and 
mutual funds would presumably develop.” Shares in these funds would 
fluctuate in value relative to the unit of account. Customers would write 
checks drawn on these funds. Given that “there is no base money,” the 
funds would “presumably agree” on “portfolio assets” that would be ac-
ceptable for settlement purposes.

Tyler Cowen and Randall Kroszner describe a similar system, which 
they call mutual fund banking.37 In their system, agents would hold check-
able interests in mutual funds, which “may fluctuate in nominal value,” 
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rather than deposit- type fixed claims. The authors observe that “the 
equity- nature of the liabilities eliminates the sources of instability asso-
ciated with traditional banking institutions.” Like Greenfield and Yeager, 
Cowen and Kroszner suggest that the government could significantly scale 
back its monetary activities. “We envisage mutual fund banking as a move 
toward currency competition and away from government control of high- 
powered money,” they write. They describe the system as “a likely and vi-
able scenario for the evolution of banking and financial institutions under 
laissez faire.”

The Greenfield/Yeager and Cowen/Kroszner laissez- faire systems are 
so different from existing systems that it is difficult even to envision quite 
how they would work. The payment, clearing, and settlement arrange-
ments seem to present difficulties, but perhaps they are surmountable. My 
larger concern with this class of ideas was articulated by James Tobin in 
1984, and I will outsource the critique to him:

Some discussions of “private money” in the literature seem to suggest that the 

government can define the “dollar” as the unit of account without printing and 

issuing any dollars. Private agents could issue promises to pay dollars, and these 

would circulate. But what are they promising to pay? . . . The idea of a disem-

bodied fiat unit of account, with embodiments of it freely and competitively 

supplied by private agents, seems to me to be a fairy tale. . . . 

Some writers . . . appeal to an analogy of the unit of account to a unit of 

measurement. . . . It is not a good analogy. Those agents, private or public, who 

promise to pay on demand “dollars” so defined must have stocks on hand to 

enable them to fulfill their promises. That is the only way to assure the defined 

equivalence.

I conclude that there must be store- of- value embodiments of a monetary 

unit of account, and that basically these will be and should be designated and 

supplied by the central government. . . . I have an uneasy suspicion that in the 

general enthusiasm for deregulation we are in danger of reestablishing the con-

ditions and problems which generated financial regulations in the first place.38

Milton Friedman, while less critical, was also skeptical of this class of 
ideas. “As yet,” he wrote in 1985, “they seem too radical, too unsupported 
by evidence, to be regarded as a practical proposal for institutional re-
form.”39 This remains true today.

A rather different version of mutual fund banking comes from a 
recent paper by John Cochrane.40 Cochrane argues that banks should be 
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financed with “mostly common equity, though some long- term or other 
non- runnable debt can exist as well.” Modern technological advances have 
made such a system possible. “With today’s technology,” he writes, “you 
could buy a cup of coffee by swiping a card or tapping a cell phone, sell-
ing two dollars and fifty cents of an S&P 500 fund, and crediting the cof-
fee seller’s two dollars and fifty cents mortgage- backed security fund.” 
Accordingly, “‘liquidity’ no longer requires that people hold a large in-
ventory of fixed- value, pay- on- demand, and hence run- prone securities.” 
In Cochrane’s system, financial institutions are penalized for issuing run- 
prone debt that is not backed by short- term Treasuries. Insofar as there is 
demand in the economy for fixed- nominal- value assets, today’s large gov-
ernment debt “is enough to 100 percent back any imaginable fundamen-
tal economic need” for them. This is “a bright side to our government’s 
fiscal profligacy.”

Some of Cochrane’s views align quite nicely with those advanced in 
this book.41 He asserts that “short- term debt is money” (the argument of 
chapter 1). He asserts that the central task for financial stability policy 
“should be to eliminate runs” (the argument of chapter 4). And he asserts 
that limiting run- prone liabilities, while not a trivial regulatory task, is “an 
order of magnitude easier than” current forms of financial regulation, in-
cluding capital regulation (an argument I will make in chapter 9, drawing 
on the present chapter).

Cochrane and I part ways, however, when it comes to institutional de-
sign. His vision is far more radical than my own. I argued in chapter 1 
that, in a sticky price world, we should expect to see large demand for as-
sets that have a very stable value in nominal terms. We do observe such 
demand in the real world. Its satisfaction is, in my view, a central func-
tion of the monetary system. In Cochrane’s design, it is the fiscal author-
ity that satiates this demand. As a matter of institutional engineering, this 
strikes me as a step backward. The reformed monetary system described 
in the introduction constitutes a freestanding, administratively indepen-
dent monetary framework, compatible with any fiscal environment— high 
government debt or no government debt. For reasons already discussed, I 
believe there are considerable advantages to such an approach.

* * *

The core message of this chapter can be summarized as follows. If the 
banking system is to play a major role in money creation, then regula-
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tory risk constraints— in particular, portfolio constraints and capital 
requirements— need to be lenient enough to accommodate that role. And 
because banking is characterized by a coordination game, there can be no 
assurance that any set of risk constraints that is compatible with the state’s 
monetary objectives will successfully fend off panics. For this reason, risk 
constraints, standing alone, are not a sufficient answer to the panic prob-
lem. The next chapter considers another long- standing institutional tech-
nology for banking stabilization. We will find problems with it too.
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Public Support and 
Subsidized Finance
Someday you guys are going to need to tell me how we ended up with a system like this. . . . 
We’re not doing something right if we’re stuck with these miserable choices.— President 
George W. Bush, September 16, 20081

Don’t we already have a good enough answer to the panic problem? 
Governments have long supported financial institutions during 

times of liquidity stress. Typically this support has been supplied by cen-
tral banks, operating in their capacity as lender of last resort (LOLR). 
The patron saint of the lender of last resort is Walter Bagehot, who cham-
pioned this function of central banks in his 1873 masterpiece Lombard 
Street.2 “Theory suggests, and experience proves, that in a panic the hold-
ers of the ultimate Bank reserve (whether one bank or many) should 
lend to all that bring good securities quickly, freely, and readily,” he wrote. 
“By that policy they allay a panic; by every other policy they intensify it.” 
Bagehot argued that “the only safe plan for the [central bank] is the brave 
plan, to lend in a panic on every kind of current security, or every sort on 
which money is ordinarily and usually lent.”

This advice has been influential. Charles Kindleberger’s history of 
financial crises says that “the role of the lender of last resort was not re-
spectable among theorists until Bagehot’s Lombard Street appeared in 
1873.”3 Friedman and Schwartz referred to Lombard Street as “the locus 
classicus of central bank policy.”4 More recently, a leading financial jour-
nalist has written that “to an astounding degree, Bagehot’s description re-
mains the basic guide for central bankers more than 125 years later. They 
cite it as an authoritative guide to behavior and refer to it with the same 
reverence that ministers and rabbis use when quoting from the Bible.”5

This chapter argues that the LOLR is a flawed answer to panics. There 
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are three problems. First, the very existence of the LOLR gives rise to a 
wealth transfer from the public to potential LOLR beneficiaries. This sub-
sidy is independent of any “too big to fail” policy, although TBTF is certainly 
an aggravating factor. Second, the LOLR presents an unavoidable trade- off: 
in direct proportion to its effectiveness in arresting panics, the LOLR gen-
erates bad incentives for financial firms. Third, those bad incentives can rea-
sonably be expected to introduce distortions— such as excessive credit and 
asset- price bubbles— into the financial system and the broader economy.

This third point has crucial implications for financial stability policy. 
A central claim of this book is that, insofar as financial stability policy is 
about avoiding macroeconomic disasters, it should concern itself mostly 
with panic- proofing, or stamping out run- prone funding structures. This 
position is decidedly unorthodox. Under the prevailing view (see chap-
ter 10), financial stability policy should focus primarily on combating 
various financial “excesses”: excessive credit, debt- fueled bubbles, exces-
sive risk taking, “systemic risk,” what have you. The prevailing view re-
gards panic- proofing as far too narrow a strategy, because panic- proofing 
is not responsive to these (purportedly) more fundamental problems.

However, if the prospect of public support is a major source of the 
financial system’s excesses, the picture starts to look rather different. This 
chapter makes the case that our existing monetary framework— in which 
money- claim issuance is neither confined nor capped, and in which the 
government implicitly commits to honor the financial sector’s monetary 
liabilities— should be expected to produce or amplify various financial 
excesses. With a more sensible monetary framework, we might see fewer 
such excesses. Problems like “systemic risk” might then turn out to be, if 
not illusory, then at least more manageable than is commonly supposed.

I am far from the first to point to the dangers of public support for the 
financial sector. But it is important to make the three points noted above 
explicitly and to connect them up with the broader project of monetary 
system design. The LOLR is widely viewed as a sound and adequate re-
sponse to the panic problem, at least if used judiciously. I aim to challenge 
this widespread view.

Funding Subsidies

The LOLR is a strange institution in a market economy. Here we have 
a standing commitment by the government to help certain private firms 
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meet their obligations under certain conditions. Anyone with free mar-
ket sensibilities should naturally be skeptical of such an institution.6 What 
sorts of firms should be eligible for such extraordinary support, and in 
what circumstances?

We can examine the effects of the LOLR using the diagrammatic 
model from the previous chapter. Recall the institutional setting. The gov-
ernment issues fiat base money. Money creation firms (banks, in the func-
tional sense) issue private money- claims that are redeemable for base 
money. In keeping with chapter 6, we are assuming that there exists a 
distinct and identifiable set of banks, and no shadow banking. Banks are 
susceptible to damaging runs and panics. Chapter 6 showed that regula-
tory risk constraints alone do not offer a satisfactory answer to the panic 
problem.

Now the government establishes a lender of last resort. This func-
tion might be performed by a central bank, though this need not be the 
case. For now, assume the LOLR credibly adheres to a “classical” policy: 
it lends only to solvent banks, against good collateral, and at a high rate. 
This is the usual distillation of Bagehot’s advice, and it remains the lode-
star for central bankers today. According to Brian Madigan, a key archi-
tect of the Federal Reserve’s emergency policies during the recent crisis, 
“As Bagehot recommended, we should look to the restrictions of lend-
ing only to solvent firms, only against good collateral, and only at high  
rates.”7

The LOLR’s effect on an individual bank is shown in figure 7.1. 
Because the firm’s likelihood of default has diminished, money- claimants 
accept lower yields ex ante. The firm’s marginal cost curve shifts down-
ward. Assuming the marginal revenue curve remains stationary, the quan-
tity of production increases. The LOLR leaves intact the original profit 
(light gray area). It also creates a funding subsidy (dark gray area). The 
size of the funding subsidy depends on money- claimants’ judgments about 
the likelihood that the government will intervene to support the firm in 
the event of a run. Note that I have said nothing here about any kind of 
“too big to fail” or bailout policy. Rather, I am arguing that the very exis-
tence of the LOLR— even one that adheres to the conservative, classical 
policy— increases banks’ profits simply by reducing the likelihood of de-
fault. This is a wealth transfer from the public.

Quite apart from these subsidies, it is not obvious that the classical 
policy will succeed in shielding the economy from disaster. In particular, 
the requirement of good collateral poses a problem. What if banks lack 
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the requisite collateral to support an adequate emergency loan from 
the LOLR in a panic? Bear in mind that top Federal Reserve officials 
have said that Lehman Brothers had insufficient acceptable collateral in 
September 2008 to support a loan large enough to prevent default.8 Even 
if one finds this questionable in Lehman’s case, one must admit that such 
a situation is possible. The panic may then proceed, and the economy may 
sustain severe damage.

It might be argued that a credible commitment to the classical policy 
would induce banks to fully “back” their short- term funding with collat-
eral acceptable to the LOLR. But experience suggests otherwise. When 
the Federal Reserve System was established in 1913, it was widely assumed 
that state- chartered banks would join the system to have access to LOLR 
support. Yet as of 1922 only 15% of eligible state banks had joined— and 
the trend was toward withdrawal.9 Membership required state banks to 
abide by higher cash reserve requirements than mandated under most 
state laws. According to one contemporaneous study, “probably the rea-
son most frequently [given] for giving up membership has been the loss 
of interest on the reserve balance which must be kept with the federal re-
serve bank. . . . Many [banks] regard the loss as payment for insurance, 
and cheap insurance at that. But many member banks . . . claim that the 
protection given is charged for at too high a rate.”10 Insofar as banks must 
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forgo their preferred investment opportunities in order to own collateral 
acceptable to the LOLR, they incur an opportunity cost. They will weigh 
this cost against the expected value of liquidity support, and the expected 
benefit will not necessarily exceed the cost.

The classical LOLR, then, is an unreliable solution to panics. But per-
haps a modest liberalizing of the classical policy would make it more effec-
tive. In particular, the good- collateral condition could be dropped. After 
all, it arguably is redundant; the classical policy also has a solvency condi-
tion. So long as the borrower remains balance- sheet solvent, the govern-
ment is protected against loss. Central banker Stanley Fischer describes 
the problem with this strategy:

Why does Bagehot insist that the lender of last resort lend against collat-

eral, and that the test be whether the collateral is good in normal times? The 

availability of collateral is a rough and robust test of whether the institution in 

trouble is likely to be solvent in normal times. By applying this test, the lender 

of last resort avoids the need to form a judgment on the solvency of the institu-

tion applying for liquidity, while retaining the capacity to operate at the speed 

necessary to stay a panic.11

Madigan agrees: “In a financial crisis, markets may be dysfunctional and 
price quotes volatile or even unavailable, adding to the uncertainty in as-
sessing firms’ solvency.”12 In short, solvency is not easily observable. To 
assess fundamental solvency, the LOLR must be capable of evaluating 
whatever asset portfolio the distressed financial firm happens to own. Is 
the LOLR capable of accurately valuing, on short notice, a large portfolio 
of illiquid commercial real estate loans? What about a large derivatives 
book? A private equity portfolio? A complex structured credit portfolio? 
(Lehman Brothers had all these things.) The good- collateral condition 
protects taxpayers against costly misjudgments by requiring that loans be 
secured by familiar, marketable instruments. Abandoning this condition 
could be expensive.

Once the classical policy is abandoned— once the LOLR is 
liberalized— other problems start to crop up. One of them is the “too 
big to fail” (TBTF) problem. It is obvious from the diagram above that 
the quantity of a bank’s production is an increasing function of the likeli-
hood of public support. (The more likely the support, the lower the mar-
ginal cost curve.) However, under the liberalized policy, the reverse should 
also be true: the likelihood of support should be an increasing function 
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of the firm’s production. This is because the default of a large bank is 
more likely to trigger or amplify a damaging panic than the default of a 
small one. Liberalization brings a measure of discretion and subjectivity 
into the LOLR’s decision making. It stands to reason that authorities will 
err on the side of caution. Larger financial firms may therefore get favor-
able treatment— and official pronouncements to the contrary may not be 
credible. Note that Bagehot’s classical policy does not contemplate taking 
into account the consequences of a firm’s failure when deciding whether 
to lend. But central bankers sometimes admit they do so. For example, 
Madigan notes that “the decision as to whether to lend to a given firm” 
may entail judgments “about the possible market effects of the failure of 
the firm.”13

This approach leads to a perverse result. The initial introduction of the 
liberalized LOLR shifts the marginal cost curve downward and increases 
the firm’s size. This increased size, in turn, increases the likelihood of sup-
port, causing a further downward shift in the marginal cost curve. This 
downward shift results in further portfolio growth, and so on. The result is 
a vicious circle in which money- claim issuers have incentives to grow. The 
liberalized LOLR should therefore be expected to produce TBTF subsi-
dies. A growing body of empirical evidence suggests that such subsidies do 
exist. For example, a recent IMF study finds TBTF subsidies in the 2011– 12  
period of $15 to $70 billion in the United States, $25 to $110 billion in 
Japan, $20 to $110 billion in the United Kingdom, and $90 to $300 billion 
in the Euro area.14 If these figures are even in the right zip code, they are 
staggering.

A recent study by the US Government Accountability Office (GAO) 
finds mixed evidence on whether the largest US bank holding compa-
nies enjoy funding subsidies today.15 It suggests that the creation of new 
regulatory powers to manage financial firm insolvencies— the Orderly 
Liquidation Authority (OLA), a key component of the Dodd- Frank Act 
of 2010— may have substantially reduced such subsidies. But the GAO 
study suffers from a hitherto unrecognized defect. As we will see in chap-
ter 10, OLA offers a plausible mechanism to write down long- term un-
secured debt of large financial firms while still honoring short- term liabili-
ties and derivatives contracts. But the GAO analyzed subsidies by looking 
solely at spreads on unsecured bonds, whose average time to maturity was 
six years. Clearly, large financial firms may enjoy funding subsidies that are 
not reflected in long- term bond spreads.

Finally, I should emphasize that funding subsidies are not necessarily 
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limited to institutions that are expected to be direct beneficiaries of public 
support. Like taxes, subsidies do not necessarily rest at their point of entry; 
their incidence can fall elsewhere. A likely major beneficiary of public sup-
port for Wall Street securities firms is their hedge fund customers. Hedge 
funds in effect “rent” dealer balance sheets through the dealers’ prime 
brokerage operations. (Specifically, hedge funds hypothecate their secu-
rities to the dealers, which in turn rehypothecate them in the short- term 
repo markets.)16 Consequently, implicit public support for Wall Street se-
curities firms almost certainly produces significantly lower funding costs 
for hedge funds.17

Moral Hazard

The analysis above focused only on funding subsidies. Now we turn to in-
centives for risk taking. Once the government assumes a material risk of 
loss, we have the well- known problem of moral hazard, or a party’s incen-
tive to take greater risks when somebody else bears at least part of the 
downside. Robert Solow has written, “Does a serious problem of ‘moral 
hazard’ arise whenever there is an effective lender of last resort? . . . The 
answer . . . is pretty obviously ‘Yes.’”18

Figure 7.2 shows the effects of moral hazard on the bank. Moral hazard 
shifts the marginal revenue curve rightward: the possibility that the gov-
ernment may bear losses means the firm can profit by investing in risk-
ier assets.19 The figure depicts both funding subsidy (dark gray area) and 
moral hazard subsidy (medium gray area). The light gray area is the firm’s 
original profit under laissez- faire.

It is evident that the liberalized LOLR shifts the marginal cost curve 
downward and the marginal revenue curve rightward. Interestingly, reg-
ulatory risk constraints were shown in the previous chapter to have ex-
actly the opposite effect: portfolio restrictions shift the marginal revenue 
curve leftward, and capital requirements shift the marginal cost curve up-
ward. Our two panic- fighting strategies— risk constraints and liquidity 
support— have countervailing effects on the firm.

This analysis suggests an intriguing possibility: Can the combination 
of the liberalized LOLR and regulatory risk constraints make banking 
work well? Such a combination may very well improve on using either 
tool in isolation— and on the laissez- faire alternative— but there is a prob-
lem. Recall from chapter 6 that risk constraints may impair the banking 



public support and subsidized finance 191

system’s ability to issue “enough” money. Thus, suppose the liberalized 
LOLR is introduced, but the government imposes portfolio constraints 
that keep each bank’s marginal revenue curve stationary. The government 
then imposes capital requirements so as to return each bank to its laissez- 
faire level of profits (light gray area). Necessarily, each bank’s capital level 
will need to be much higher than it was under laissez- faire. Money- claim 
issuance will therefore be correspondingly lower. If the government is re-
lying on the banking system to help it satisfy money demand, the com-
bined strategy may undermine that function.

One might argue that risk constraints should be relaxed to the extent 
necessary for the banking system to achieve the state’s monetary goals— 
and if banks enjoy subsidies as a result, so be it. But this only raises the 
question whether other tools could produce better outcomes. In principle, 
the government could require banks to disgorge the value they receive 
from the prospect of LOLR support. By analogy, lenders in the private 
sector typically charge commitment fees for undrawn lines of credit. The 
LOLR can be viewed as an undrawn line of credit for which the govern-
ment charges no commitment fee. The failure to charge such a fee consti-
tutes a wealth transfer— at least if we start from the baseline assumption 
that the benefits of public facilities should accrue to the public.

More pointedly, if the government is capable of imposing approxi-
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mately market financing costs on banks through administrative regulation, 
it is hard to see any useful social role for run- prone funding structures in 
the first place. Government insurance of money- claim funding plus an ap-
propriate fee would lead to an optimal outcome, and it would do so with-
out compromising the banking system’s ability to issue “enough” money. 
The objection to such a system must be that the government’s fee- setting 
abilities are imperfect. I deal with this objection in the next chapter. But 
note that the liberalized LOLR requires precisely the same capacity. The 
government writes the same put option on the bank’s portfolio in either 
case; it must solve the same valuation problem. That’s what it means to as-
sess solvency.

In fact, the liberalized LOLR, owing to its conditional nature, requires 
the government to make even more difficult judgments than does the in-
surance approach. As we saw above, the modern LOLR attempts to ac-
curately predict the consequences of a given firm’s default. How much 
confidence should we have in this capacity? The case of Lehman Brothers 
is instructive. At the time of Lehman’s failure, many experts thought the 
US financial system could withstand the firm’s collapse. Journalist David 
Wessel describes a conference call of senior government officials just 
before Lehman’s bankruptcy. “With Lehman clearly struggling for sur-
vival, Paulson and Bernanke assured each other— and others on the 
call— that all the companies and traders that did business with Lehman 
had been given time to protect themselves from a possible Lehman bank-
ruptcy,” Wessel writes.

One Fed official confided later in September that he had acquiesced in the 

decision to let Lehman go. Why? “Because I thought people had anticipated it. 

They [Lehman Brothers] were still very big [but] they had shrunk a lot. It was 

time to find out what would happen if we didn’t stand behind all these guys. It 

had been a long time coming.” With hindsight, that tough- guy stance looked, at 

best, naïve.20

The tough- guy stance wasn’t confined to the halls of government. 
The day after Lehman’s bankruptcy, Ken Rogoff— among the world’s 
leading experts on financial crises— wrote an op- ed titled “No More 
Creampuffs.”21 He applauded regulators for “forc[ing] some discipline 
onto the system” and expressed hope that “they hang tough for at least a 
little while longer.” It would be a “mistake,” he wrote, for the government 
to “get back into the game” before “a great deal more consolidation takes 
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place.” (To be fair, Rogoff acknowledged that “the risks are very real” and 
that “there really is no telling where the unprecedented failure of a big in-
vestment bank might lead”— but this is exactly my point.) Likewise, an-
other well- known economist opined that same day that “Lehman did not 
cast a long enough shadow over markets to warrant support. And Treasury 
Secretary Henry Paulson and his colleagues are to be congratulated for 
the courage to make that determination.”22

These expert judgments turned out to be questionable; Lehman’s bank-
ruptcy set off a devastating chain reaction. My point is not to criticize, 
but rather to note that such judgments are inherently speculative and  
error- prone— and that they are an unavoidable part of the modern, lib-
eralized LOLR. An institutional design that obviated the need for such 
judgments would be preferable.

Backstops and Bubbles

As we saw in chapter 3, most of the Fed’s lending during the recent crisis 
went to nonbank financial firms. The modern LOLR constitutes a stand-
ing commitment by the public sector to stand behind practically all of 
the financial sector’s runnable debt. I believe the ex ante consequences of 
such a vast, open- ended commitment have gone underappreciated. More 
specifically, bad incentives arising from the liberalized LOLR can reason-
ably be expected to introduce distortions— such as excessive credit and 
asset- price bubbles— into the financial markets and the broader economy.

Paul Krugman is an excellent guide in this area, and I will quote him 
extensively. In an unpublished 1998 paper titled “What Happened to 
Asia?”23 Krugman looked closely at the run- up to the severe financial 
crisis that struck Thailand, Indonesia, Malaysia, and South Korea in 1997. 
He observed that many financial firms in the relevant Asian economies 
“borrowed short- term money” and were “perceived as having an implicit 
government guarantee.” Those beliefs were “validated by experience,” as 
many Asian financial institutions “did in fact turn out to have guaranteed 
liabilities.” According to Krugman, “the excessive risky lending of these 
institutions created inflation— not of goods but of asset prices.” Krugman 
develops a model in which “the problem of moral hazard in financial inter-
mediaries . . . can lead to over- investment at the aggregate level” as well 
as “over- pricing of assets.” In his model, real estate and other assets take 
on “Pangloss values”— values that far exceed what they would be “in an 
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undistorted economy.” In subsequent writings, Krugman has expanded on 
this analysis.24 “The claim that Asian borrowing represented free private- 
sector decisions was not quite the truth,” he writes. “For Southeast Asia . . . 
had a moral hazard problem.” Krugman remarks that “throughout the 
region . . . implicit government guarantees were helping underwrite invest-
ments that were both riskier and less promising than would have been un-
dertaken without those guarantees, adding fuel to what would probably 
anyway have been an overheated speculative boom.”

Krugman applies the same analysis to Japan’s gigantic debt- fueled 
bubble in stocks and real estate in the 1980s. Here is his account of its 
causes:

Japan’s bubble was only one of several outbreaks of speculative fever around 

the world during the 1980s. . . . The most famous case was that of America’s 

savings and loan associations. . . . But similar outbreaks of dubious lending 

occurred elsewhere, notably in Sweden, another country not usually associated 

with speculative fever. And economists have long argued that behind all such 

episodes lies the same economic principle. . . . The principle is known as moral 

hazard. . . . 

. . . In the 1980s there was a sort of global epidemic of moral hazard. Few 

countries can be proud of their handling of the situation— surely not the 

United States, whose mishandling of the savings and loan affair was a classic 

case of imprudent, short- sighted, and occasionally corrupt policymaking. But 

Japan, where all the usual lines— between government and business, between 

banks and their clients, between what was and what was not subject to gov-

ernment guarantee— were especially blurry, was peculiarly ill suited to a loos-

ened financial regime. Japan’s banks lent more, with less regard for quality of 

the borrower, than anyone else’s. In so doing they helped inflate the bubble 

economy to grotesque proportions.25

With Krugman’s analysis as a backdrop, let’s turn our attention back to 
the recent financial crisis. The parallel is all too obvious. The recent crisis 
was preceded in the United States by a wave of dubious lending and in-
flated asset prices, in real estate and other areas. The causes of this credit 
boom and asset- price bubble have been extensively debated. Commonly 
cited culprits include predatory lending and other abuses; fraud; global 
imbalances of savings; loose monetary policy; flawed credit ratings; flawed 
risk management models; securitization and the “originate- to- distribute” 
model for lending; flawed compensation structures; “irrational exuber-
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ance” or “animal spirits”; various types of regulatory failure; the list could 
go on. The liberalized LOLR, however, is seldom mentioned as a proxi-
mate cause of the precrisis bubble.26

To be sure, many analysts have pointed to implicit public support for 
Fannie Mae and Freddie Mac— the government- sponsored enterprises 
that have long been major players in US housing finance— as a cause of 
the debt binge and bubble. Yet Fannie and Freddie, and US housing policy 
more generally, can’t possibly be the whole story. The precrisis period wit-
nessed a broad- based credit boom that affected all leveraged asset classes 
in the United States, including commercial real estate and leveraged buy-
outs. Indeed, as shown in figure 7.3, the commercial real estate boom and 
bust was comparable in magnitude to the residential real estate boom and 
bust. This generalized credit and asset- price boom can’t be plausibly ex-
plained by residential housing policies alone.

I suggest we look at the precrisis period through the lens Krugman 
used above. Arguably an “epidemic of moral hazard” preceded the recent 
financial crisis. After all, the crisis did witness massive government inter-
ventions in support of the financial system. Market participants presum-
ably anticipated that, in the event of a crisis, such a rescue was possible. 
Krugman’s model therefore applies. While it is certainly possible that 
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these three debt- fueled bubbles— Japan’s in the 1980s, Southeast Asia’s in 
the 1990s, and the United States’ in the 2000s— had idiosyncratic causes, 
there is a plausible case that these episodes shared important common-
alities.

This analysis adds a new dimension to the infamous “Greenspan 
put”— the long- standing belief among many US investors that the Federal 
Reserve will cut interest rates in order to prop up securities prices if they 
fall too much. The notion that such an interest- rate policy may generate 
moral hazard and inflated asset prices is well understood.27 I would only 
add that a (sufficiently liberalized) LOLR should be expected to have 
similar ex ante effects on financial markets. The central bank “put,” then, 
is two- pronged, involving both interest- rate policy and LOLR policy. Both 
components distort asset prices.

An intriguing question is whether liberalized LOLR policies might 
bear at least partial responsibility for other credit and asset- price booms 
in US history. In chapter 4 we looked at the growth of household debt 
in the United States in the 1920s. That decade also included (famously) 
a stock market boom and bust and (less famously) a real estate boom 
and bust. A recent study by Gary Gorton and Andrew Metrick examines 
the Federal Reserve’s LOLR policies in the 1920s. In the early part of 
the decade, hundreds of banks borrowed continuously from the Federal 
Reserve for extended periods and at interest rates below the market rate. 
According to Gorton and Metrick, “By the latter part of the 1920s, the Fed 
became concerned with trying to distinguish between ‘speculative secu-
rity loans’ and loans for ‘legitimate business.’ In other words, was discount 
window credit being used to pump up stock market values? Was it leading 
to high growth in real estate prices, labeled a ‘bubble’ by some?”28 It is not 
unreasonable to think that the generous LOLR policies of the 1920s may 
have played a role in that decade’s debt buildup and asset- price boom.

The policy implications of this analysis are significant. As I noted at the 
start of this chapter, the prevailing view holds, or at least implies, that a 
panic- proofing approach to financial stability policy is much too narrow 
because it fails to address the more “fundamental” excesses (such as debt- 
fueled bubbles) that precede panics. Such debt- fueled bubbles are usually 
seen as emerging from the internal workings of finance; they are viewed, 
in Minskian fashion, as endemic to financial capitalism. But if debt- fueled 
bubbles are induced, to a substantial degree, by carelessly designed public 
support facilities— the liberalized LOLR in particular— then perhaps we 
should reconsider what the “fundamental” problem really is.
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The Precrisis World Revisited

Let me conclude this chapter with a little- known story about a 1991 
change in US law that may shed some light on the precrisis years. The 
story relates to the Federal Reserve’s LOLR powers. It is widely known 
that since 1932 the Fed has had the power to lend to nonbanks (entities 
lacking a deposit banking charter) under “unusual and exigent circum-
stances.”29 This power is embodied in section 13(3) of the Federal Reserve 
Act.30 Section 13(3) was the main legal authority the Fed relied on in its 
emergency interventions in 2008 and 2009.

What is not widely known— even among experts— is that the Fed’s 
power to lend to nonbanks was highly circumscribed before 1991.31 The 
reason was collateral limits. Before 1991, US law specifically enjoined 
the Fed from lending to nonbanks against collateral consisting of “notes, 
drafts, or bills covering merely investments or issued or drawn for the pur-
pose of carrying or trading in stocks, bonds, or other investment securi-
ties” apart from US government securities.32 (Fed loans to deposit banks, 
by contrast, were free from such limitations; such loans only needed to be 
“secured to the satisfaction” of the Fed.)33 For the big Wall Street securi-
ties firms, these collateral limits meant that Fed liquidity support was not 
available as a practical matter. Their balance sheets consisted mostly of in-
eligible collateral. According to a 1991 Senate Banking Committee report, 
“Stocks, bonds and investment securities not eligible for discount are the 
greatest share of the assets of the nation’s securities firms. Because these 
assets are not eligible for discount, the Federal Reserve is limited in its 
ability to make discount advances to securities firms in emergency situ-
ations.”34

The securities industry lobbied to do away with the collateral limits. 
Robert N. Downey, a Goldman Sachs partner and chair of the Securities 
Industry Association, testified in a Senate committee hearing in April 
1990.35 “We are requesting access to the lender of last resort, if you will, 
only in times of generalized liquidity crises,” he said. Downey argued that 
the very existence of this power would make its use unlikely: “Frankly, if 
the banks note that the Fed has the power to do that, we don’t expect it 
would ever be used because, with proper collateral, they will answer the 
phone and make the loan if they know the Fed is going to do it if they 
don’t.” Needless to say, the prediction that it would never be used turned 
out to be wrong.
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The industry’s argument prevailed. In 1991 Congress did away with 
the long- standing collateral limits on Fed loans to nonbanks. The change 
was tucked into the Federal Deposit Insurance Corporation Improvement 
Act,36 where it was barely noticed. (One person who did notice was 
Anna Schwartz, who criticized the change: “As interpreted by Sullivan 
& Cromwell, a New York law firm, for its clients in a memorandum of 
December 2, 1991, this provision enables the Fed to lend directly to se-
curity firms in emergency situations. . . . In my view, the provision in the 
FDIC Improvement Act of 1991 portends expanded misuse of the dis-
count window.”)37 The amendment provided that Fed loans to securities 
firms and other nonbanks needed only to be “secured to the satisfaction” 
of the Fed. This was the same collateral standard that had long applied to 
deposit banks.

Senator Christopher Dodd championed the amendment. “My provi-
sion,” he said in the Senate debate in 1991, “allows the Fed more power 
to provide liquidity, by enabling it to make fully- secured loans to securi-
ties firms” in an emergency.38 There is a historical irony here that I can’t 
resist recounting. On September 16, 2008, two days after Lehman filed for 
bankruptcy, Ben Bernanke and Hank Paulson visited Capitol Hill to brief 
congressional leaders on the Fed’s $85 billion emergency loan to AIG, the 
giant insurance firm. Because AIG was not a bank, the loan was effected 
under section 13(3). According to one report of the meeting, “Senator 
Christopher Dodd twice asked how the Fed had the authority to lend to, 
and take control of, an insurance company. Bernanke . . . gave a brief tuto-
rial on a little- known section of the Fed’s authorizing statute.”39 Somebody 
might have informed the senator that the power came from the amend-
ment he had sponsored seventeen years before!

How should we think about the likely unintended consequences of the 
1991 amendment to section 13(3), in light of the analysis of this chapter? 
I suggested above that firms eligible for liberalized LOLR support may 
have incentives to grow. According to a recent study, US “securities in-
dustry output” accelerated sharply in the early 1990s.40 The nondeposit 
short- term debt markets might also be expected to grow rapidly. Chapter 
1 showed that this has certainly been true since the early 1990s. Hedge 
fund growth might also be expected; as described above, hedge funds 
“rent” securities firm balance sheets through prime brokerage relation-
ships. Explosive hedge fund growth has also been a notable feature of the 
US financial landscape over the past twenty years. In addition, subsidies 
arising from the liberalized LOLR might be expected to lead to bloated 
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financial sector compensation. According to a recent study, “Workers in fi-
nance earn[ed] the same education- adjusted wages as other workers until 
1990, but by 2006 the premium [was] 50% on average. Top executive com-
pensation in finance follows the same pattern and timing, where the pre-
mium reache[d] 250%.”41

This analysis is only suggestive, of course. All the phenomena just de-
scribed were undoubtedly the product of a number of factors, including 
technological change and financial market globalization. Still, it is not un-
reasonable to think that the 1991 liberalization of the US LOLR may have 
played a meaningful role. Indeed, there is a case to be made that the 1991 
amendment to section 13(3) was just as consequential, in terms of the 
subsequent trajectory of the US financial industry, as the far more contro-
versial repeal of Glass- Steagall later in the decade. Tyler Cowen recently 
wrote that “it’s as if the major banks have tapped a hole in the social till 
and they are drinking from it with a straw.”42 The liberalized LOLR may 
be a big part of the story.

* * *

In recent years, some analysts have shown enthusiasm for vastly expanded 
central bank interventions in financial markets. Under one variant, the 
central bank would assume the mantle of “dealer of last resort,” inter-
vening directly even in the derivative markets if need be to manage asset 
prices.43 Along these lines, the governor of the Bank of England recently 
announced a liberalization of its LOLR policies— in particular, widening 
the range of collateral the bank will accept; expressing openness to giving 
some nonbanks access to its “regular facilities”; and even suggesting that 
it may sometimes act as a dealer (market maker) during periods of mar-
ket disruption.44

I have deep misgivings about this policy direction. Public liquidity 
backstops are not benign. They generate subsidies and troubling incentive 
effects. These problems are not solved by layering on more regulation, nor 
can they be adequately managed by creating special resolution tools for 
complex financial firms (see chapter 10). Other institutional designs need 
to be considered. The next chapter examines a more promising alternative.
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The Public- Private Partnership

We have regulation about the government having monopoly over currency, but we allow 
these very close substitutes, we think it’s good, but maybe . . . it’s not so good.— Ken  Rogoff, 
20131

The previous two chapters examined two distinct strategies for stabi-
lizing private money creation by the banking system: regulatory risk 

constraints and public liquidity support. Both strategies were shown to 
have big problems, whether used individually or in combination. Onerous 
risk constraints may compromise the banking system’s ability to create 
“enough” money. Public liquidity support gives rise to subsidies and bad 
incentives; it may also produce or amplify debt- fueled bubbles and other 
financial excesses. Just as important, unless implemented in their most ex-
treme forms, both strategies leave open the possibility of damaging panics.

This chapter returns us to a panic- proof system of the type that 
emerged from the analysis of chapter 5 and that appeared in the introduc-
tion as the reformed monetary system. In chapter 5 we started from the 
presumption that the entire money supply was sovereign and nondefault-
able. Run- prone funding structures did not exist, at least not on any mean-
ingful scale. The analysis was concerned with how to construct a workable 
monetary framework in such a setting. What emerged was a type of joint 
venture or public- private partnership (PPP).

We now look again at the PPP system, but this time we get under 
the hood. This chapter discusses the structuring of the joint venture 
arrangement. First we will look at the economics of the deal, in par-
ticular the revenue split between banks and the government. Then we 
will look at incentive problems. All joint ventures— indeed, all financing 
arrangements— raise problems of incentive misalignment. A central con-
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cern will be how to deal with this issue. I will suggest that a well- structured 
PPP system should mimic standard features of private financial arrange-
ments.

Of necessity, the PPP system lacks “market discipline” by short- term 
debt claimants. I will argue that such discipline is overrated. When it 
comes to money- claims, market discipline is just another name for runs 
and panics.2 Further, as we will see, real- world money- claimants don’t do 
much in the way of fundamental credit analysis— raising questions about 
what their discipline is good for.

The chapter ends with a brief analysis of the US deposit insurance sys-
tem, which can be understood as a rough form of PPP system. I conclude 
that, despite its flaws, on balance this system has worked remarkably well. 
Unfortunately, we have allowed money creation to bypass this system on 
a massive scale through the emergence of shadow banking.

Economics of the Joint Venture

In keeping with the previous two chapters, we will envision an economy 
with a distinct and identifiable set of money creation firms or “banks.” In 
the PPP system, bank- issued money- claims are sovereign and nondefault-
able. Run- prone funding structures are therefore nonexistent. Holders of 
money- claims receive the short- term risk- free rate. You can think of this 
as government insurance of private obligations, or you can just imagine 
banks to be licensed issuers of sovereign instruments. These two perspec-
tives amount to the same thing. In the PPP system, the government in 
effect owns a senior claim on each bank’s asset portfolio. This claim en-
titles the government to an income stream, so the government charges 
ongoing fees. The fees are risk- based, meaning the government requires 
higher fees from riskier issuers, much as the FDIC does in the current US 
deposit insurance system.

We can look at this system using the diagrammatic model from the pre-
vious two chapters. To begin with, suppose the government can price the 
fee perfectly (an assumption that will be relaxed in the next section). The 
effect is shown in figure 8.1. Although money- claimants receive the risk- 
free rate, the optimal fee pins down the firm’s cost of money- claim funding 
at its actuarially fair level. The firm’s marginal cost curve is therefore also 
fair. “Fairness” in this context just means that the bank’s cost of financing 
approximates what it would be if the bank financed itself exclusively in the 
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private capital markets, with equity and longer- term debt. From the firm’s 
perspective, the all- in cost of financing is unsubsidized. The quantity of 
production is realized at its unsubsidized level, and so is the bank’s profit. 
A perfectly calibrated fee thus achieves an optimal result. Damaging pan-
ics are eliminated, and resource allocation is undistorted.

The government receives an income stream from this arrangement, but 
it also assumes a risk. A bank that becomes insolvent will be unable to 
honor its obligations. Money- claimants are fully protected, so the govern-
ment is exposed to losses. One might be tempted to conclude that, if the 
government truly charges a fair fee, its losses will exactly offset its gains 
over time. The government’s net revenues from the PPP system would 
then be zero in the long run.

This conclusion, however, isn’t quite right— and this brings us to an im-
portant point about the economics of the joint venture. It turns out that 
the government will earn a positive return. To see why, imagine a bank 
whose money- claim liabilities consist entirely of demandable (zero ma-
turity) instruments. These are transaction account balances; in the PPP 
system they constitute fiat money.3 Observe that the state must reduce its 
fee stream by one dollar for each dollar of interest the bank pays on such 
transaction balances. This must be the case if the state wants the bank’s 
all- in cost of financing to remain actuarially fair. (The government’s fee 
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thus consists of the difference between the actuarially fair rate and any 
interest the bank pays on its money- claims.) The bank therefore bears 
none of the cost of paying interest on transaction account balances; the 
government bears all of it. Accordingly, the determination of how much (if 
any) interest is to be paid on such balances is a policy question, to be de-
termined by the monetary authority. It is not a matter to be left to banks 
and their account holders.

Some may hear echoes here of an old- fashioned idea. Under the fa-
mous Regulation Q, US banks were subject to regulatory controls on 
the interest they paid on deposits.4 These constraints were phased out 
in the 1980s for most deposits, and the remaining vestiges were repealed 
in the Dodd- Frank Act of 2010.5 The PPP system described here would 
reinstate administrative controls over interest payments on the banking 
system’s monetary liabilities. Such interest payments would have fiscal 
revenue implications as well as potential macroeconomic implications. 
They are properly a policy matter.

Now let’s consider what this means for the government’s net revenues 
from the system. Suppose the government opts for zero interest on trans-
action account balances, just as zero interest is paid on fiat physical cur-
rency today. Suppose also that banks’ administrative costs in maintain-
ing transaction accounts are negligible. Under these conditions, the state’s 
optimal fee is just the yield on a (fairly priced) bond issued by the bank. 
This means that, so long as the government charges a fair fee, it will earn 
a profit over time. Net fiscal revenues from the system are not zero; they 
are positive.

Such returns constitute seigniorage, or government revenue from 
money creation. On reflection, this is perfectly natural. If the govern-
ment had licensed no private- sector banks at all— if it had retained a mo-
nopoly on money creation, say through a state- owned central bank— then 
it would have accrued all of the revenue from money creation. The state’s 
decision to enlist private managers in no way obligates it to forfeit the en-
tirety of the associated revenue stream. On the contrary, it should forfeit 
no more revenue than is necessary to induce the managers to do a good 
job. In the PPP system, as in all joint venture arrangements, the returns are 
split between the partners— in this case between bank shareholders and 
the government. The fair fee thus causes banks to disgorge what would 
otherwise amount to private seigniorage.6

The discussion so far has focused on transaction accounts, but what 
about banks’ cash equivalent liabilities? (Recall that cash equivalents are 
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money- claims that are not demandable and therefore do not function as 
an exchange medium.) Banks in the PPP system issue these instruments 
too, and they are sovereign and nondefaultable. Cash equivalents must 
offer a positive nominal return if anyone is to be induced to hold them.7 
Even so, the government will still earn a seigniorage profit in relation to 
the system’s cash equivalents. Recall from chapter 1 that high- quality 
short- term debt offers a nonpecuniary moneyness yield, sometimes called 
a “convenience yield.” Equivalently stated, the pecuniary yield on such 
instruments is extraordinarily low— much lower than an extrapolation of 
longer- term rates would predict. Issuers of such instruments (in this case, 
the banks of the PPP system) thus enjoy a pecuniary benefit. The optimal 
fee—designed to cause banks to incur the financing cost they would face 
in the longer- term private capital markets—will need to offset this pecu-
niary benefit. The pecuniary benefit therefore accrues to the government. 
Hence cash equivalents do generate seigniorage revenues to the state, al-
beit at a lower rate than transaction accounts. This is only logical, since 
cash equivalents have less “moneyness” than cash itself.

Stepping back, this analysis shows why it may be misleading to think 
of banks in the PPP system as financial “intermediaries” that are in the 
business of “taking funds” from savers and then investing those “funds.” 
It is more useful to think of these firms as chartered issuers of sovereign 
“funds.” Money- claims in this system do not represent claims on pools of 
assets, any more than a dollar bill today represents a claim on the Federal 
Reserve’s asset portfolio. The terms and conditions of sovereign money 
are a matter to be determined by the state.

Incentive Alignment

We assumed above that the government could perfectly price the risk- 
based fee, but this was unrealistic. The government’s fee- pricing capabili-
ties are imperfect. Banks therefore have an opportunity to extract value 
from the government. This is the moral hazard problem, which we ana-
lyzed in chapter 7. When the government can’t gauge risk perfectly, banks 
will seek to expand into riskier asset classes. This incentive problem can 
be understood in terms of options theory. In the PPP system the govern-
ment writes a put option on the bank’s assets, struck at the face amount 
of the bank’s outstanding money- claims.8 The value of such an option is 
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an increasing function of the volatility of the bank’s asset portfolio. Banks 
will try to increase the value of the option by increasing portfolio risk. In 
addition, if the government underprices the fee, banks will seek to replace 
equity financing with money- claim funding, thereby compressing their 
capital ratios.

This moral hazard problem furnishes a policy rationale for regulatory 
risk constraints— portfolio restrictions and capital requirements— in the 
PPP system. Moral hazard causes banks to want to increase portfolio risk. 
Portfolio constraints are designed to prevent this. And equity capital re-
quirements serve a loss- absorption and incentive- alignment function. 
Bank owners will take more care if they bear more of the downside risk.

Importantly, these regulatory techniques mirror private sector prac-
tices. Insurance firms— which are in the business of writing put options— 
use these very techniques. They charge premiums tailored to the degree 
of risk underwritten; impose deductibles to align incentives and absorb 
“first loss”; and impose covenants to constrain risk taking. These tech-
niques are precise analogues to the PPP system’s risk- based fees, capital 
requirements, and portfolio constraints, respectively. In other words, the 
PPP system embodies the standard private- sector techniques for optimiz-
ing insurance and debt contracts (lenders are put writers too). The ubiq-
uity of these techniques in the private sector highlights the underlying 
economic logic of the PPP system.

I have argued that the US system of insured banking that exists today 
can be understood as a rough form of PPP system. And it is noteworthy 
that the current system uses precisely the techniques just described. 
Fischer Black, Merton Miller, and Richard Posner have remarked on “the 
similarity between the requirements the government imposes on banks 
and the requirements a lender imposes on a borrower.”9 Miller has sep-
arately written that banking regulations “should resemble the measures 
adopted by freely- contracting private lenders in similar circumstances. 
And, at least in a broad- brush way, they really do.”10 This insight is ex-
traordinarily powerful— it gives us a way to understand the structure of 
banking law— but it is has yet to be internalized in the broader banking 
literature.

Lest this insight seem obvious, consider the arguments of a seminal ar-
ticle from the legal literature in this area: Robert Clark’s “The Soundness 
of Financial Intermediaries.”11 Clark conducts an extended inquiry into 
the rationale for regulating banks’ asset portfolios and capital. But he fails 
to consider the idea that such constraints might serve an important func-
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tion in counteracting the incentive problems that arise from deposit in-
surance. Clark expresses “grave doubts about the wisdom of continuing 
many existing techniques of portfolio regulation,” finding them “arbitrary 
and unduly restrictive.” He goes on to say that “there is more than enough 
doubt to warrant further research into what, if anything, is being accom-
plished by the nation’s several thousand bank examiners.” Remarkably, 
he is also skeptical of “the belief that capital cushions . . . have something 
to do with bank soundness,” at least “in situations [that] are present to 
a significant degree in the real world.” Clark sees deposit insurance and 
soundness regulation not as complements but as alternatives. Under a de-
posit insurance system with risk- based premiums, he argues, portfolio con-
straints and capital requirements “might be dispensed with, in whole or 
in significant part.” He suggests that an “ideal mix” of strategies would 
probably include “substantially curtailing” such risk constraints. Clark con-
cludes by referring to the “addictive charms” of portfolio regulation, and 
he suggests that “radical changes are called for.” He remarks that “even 
the experiment of permitting banks . . . to invest in any kinds of financial 
assets in any proportions should be seriously considered.” Let’s just say I 
find Clark’s analysis unconvincing. He clearly does not see bank portfolio 
constraints, capital requirements, and risk- based fees as components of an 
integrated and logical system, one that mirrors private sector practices for 
dealing with moral hazard.

Each of the PPP regime’s three distinct regulatory tools— portfolio re-
strictions, capital requirements, and ongoing fees— requires calibration. 
Let’s look now at how the government (or an agency or branch thereof, 
which we can call the “monetary authority”) might go about this task.

Portfolio Constraints

Consider first the calibration of the PPP system’s portfolio constraints. 
Here the monetary authority faces a trade- off. On one hand, allowing 
banks to invest in riskier assets exacerbates the moral hazard problem.12 
This consideration tends to favor the safest assets available, such as Trea-
suries. On the other hand, portfolio constraints need to be lenient enough 
to accommodate the desired money supply (see chapters 5 and 6). The 
optimal supply of money- claims might far exceed the available supply of 
government securities. This consideration favors a wider range of permis-
sible investments, encompassing riskier assets.
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The PPP system’s portfolio restrictions will therefore be a function of 
both the desired money supply and the available categories of credit as-
sets. The monetary authority starts by making the safest assets eligible. It 
then admits assets of increasing risk— presumably, various types of con-
sumer and business credit (loans and bonds)— until an adequate supply of 
investment opportunities exists. Naturally stocks and other subordinated 
instruments are excluded. The monetary authority also imposes diversifi-
cation requirements to limit concentration risks.

The techniques just described are part of the standard tool kit of US 
deposit banking regulation as it exists today. Much of banking law is about 
confining deposit banks to diversified portfolios of safe- ish credit assets. 
This point will be obvious enough to banking lawyers, but for some rea-
son it seems to be lost on much of the academic literature. So let me be 
explicit.13 US deposit banks can make loans and buy investment- grade 
bonds, but they generally can’t buy stocks or junk bonds.14 They can lend 
against real estate, but they can’t engage as equity investors in real es-
tate development or related activities.15 They generally can’t run commer-
cial enterprises directly; for example, a deposit bank can’t run a travel 
agency.16 They are generally prohibited from engaging in securities deal-
ing and underwriting as well as insurance underwriting.17 They can lease 
personal property to customers only if the lease is functionally equivalent 
to a loan secured by the property— in other words, only if the bank does 
not bear the residual risk of the leased asset.18 The same goes for leases of 
real estate.19 The point of all of this is to keep bank portfolios relatively 
safe— to keep banks away from residual (equity) interests in assets. In 
addition, US deposit banks are subject to strict portfolio diversification 
standards. A bank’s investment in the securities of any one issuer can’t ex-
ceed 10% of the bank’s regulatory capital, and loans to one borrower gen-
erally can’t exceed 15% of regulatory capital.20 It is an axiom of finance 
theory and practice that portfolio diversification reduces risk.

Thus, when it comes to portfolio constraints, US deposit banking law 
roughly corresponds to our theory of what a PPP regime should look like. 
There is, however, one major exception— an area in which bank regula-
tory practice has diverged sharply from the theory sketched above. That 
area is derivatives. This is a big issue for banking regulation today, and it 
merits a brief analysis.

Let’s start with the theory. It should be fairly obvious that if we under-
stand banks first and foremost as monetary institutions, then allow-
ing banks to take on risk in the derivative markets would be inimical to  
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the system’s underlying purposes. This has nothing to do with any prej-
udice against derivatives. Derivatives are an extremely important part 
of modern finance, and there is nothing inherently dangerous about 
them. But derivatives are a singularly ineffective way of issuing money. 
Chapter 2 described the mechanics by which banks issue money in the 
process of acquiring financial assets such as loans and bonds. With deriva-
tives, however, the amount of cash exchanged up front is almost always 
very small in relation to the risk taken. (This is why, in finance jargon, 
stocks and bonds are called “cash instruments” while derivatives are “syn-
thetic instruments.”) Indeed, often no cash is exchanged up front.

Take a concrete example. Suppose a bank wanted to write protection 
in the credit default swap (CDS) markets. This activity might be profit-
able; banks are experts in credit analysis, after all. But it would do noth-
ing to advance the banking system’s monetary function. A bank creates 
no money when it writes CDS protection; the trade does not augment its 
balance sheet. The bank merely accepts an income stream in exchange for 
a contingent payment. It takes on risk without issuing any monetary in-
struments. This is the opposite of what we want banks to do, which is to 
minimize the amount of risk taken in relation to the quantity of money 
issued (or, equivalently, to maximize the money issued in relation to the 
risk taken).

What if, instead of taking directional or speculative bets in the deriva-
tives markets, the bank maintains a “matched book”— it hedges its de-
rivatives exposures through offsetting positions? For example, when the 
bank writes CDS protection, it can simultaneously buy protection on the 
same reference asset from a third party. The bank would then be function-
ing as a dealer or market maker. This is safer than outright speculation— 
but it’s still quite risky. Derivatives dealers face the risk of counterparty 
default; they face “basis risk,” or the risk that a hedge will not move per-
fectly in tandem with the offsetting position; and they inevitably face some 
market risk. The risk taken in derivatives dealing is very large in relation 
to the amount of cash that changes hands. Our monetary theory of bank-
ing therefore suggests that derivatives dealing is properly the domain of 
nonbank financial firms.

This argument from theory is, I think, pretty straightforward. Yet US 
deposit bank regulation has gone in a very different direction in recent 
decades, in what legal scholar Saule Omarova has described as a “quiet 
metamorphosis.”21 Before 1987, national banks’ derivatives activities 
were limited to hedging the interest- rate risk of their existing banking 
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books22— unquestionably a good idea. In 1987, however, the Office of the 
Comptroller of the Currency (OCC) began allowing national banks to 
enter into commodity derivatives on a matched book basis.23 This was not 
hedging of existing risks; it was derivatives dealing. The OCC explicitly 
stated that it was moving beyond the “textbook sense” of banking and 
toward a “modern concept of banking as funds intermediation.”

With this conceptual abstraction the floodgates were open. In 1988 
the OCC allowed national banks to issue “deposits” with returns linked 
to stock market indexes and to hedge the associated risks in the equity 
swaps markets.24 Claims on banks were now competing with investment 
company shares. In the early 1990s the OCC dropped the matched book 
requirement for national banks’ derivatives positions and allowed them 
to hedge on a portfolio basis.25 In 1993 the OCC allowed national banks 
to take physical delivery of commodities to hedge derivatives risks— 
arguably departing from one of the most venerable of banking doctrines, 
the separation of banking and commerce.26 In 2000 the OCC even al-
lowed national banks to purchase equity securities to hedge derivatives 
exposures— this despite the specific statutory prohibition on purchases of 
stock by national banks.27

The Dodd- Frank Act sought to partially turn back the clock on these 
developments. Dodd- Frank’s “swaps push- out rule” would have required 
insured banks to cease some, though not all, of their derivatives dealing.28 
These activities were to be “pushed out” into nonbank affiliates. The pro-
vision was very controversial, prompting criticism and ambivalence even 
from otherwise staunch defenders of financial regulation. For example, 
during the Dodd- Frank legislative process, Sheila Bair, then chair of the 
FDIC, expressed concerns about an early draft of the push- out, noting that 
“insured banks play an essential role in providing market- making func-
tions” for certain derivatives.29 Paul Volcker, usually known as a tradition-
alist on banking matters, criticized the rule too.30 Ben Bernanke likewise 
criticized the provision for “essentially prohibit[ing] all insured depository 
institutions from acting as a swap dealer.”31 (As if that were a bad thing!) 
The swaps push- out was later substantially repealed.32

Once we accept that deposit banks should be required to abide by port-
folio and activity constraints, it is hard to see why they should be in the 
business of derivatives dealing. Again, the issue is not whether derivatives 
dealing is good or bad (it is good) but whether it is appropriate for insured 
banks. The handful of giant US financial firms that dominate today’s de-
rivatives markets prefer to book these trades in their insured bank subsid-
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iaries only because it is especially cheap, presumably owing to especially 
robust public backstops. But why shouldn’t derivatives be subject to mar-
ket pricing? Is there any reason to think they would become unduly ex-
pensive if they were booked in these firms’ broker- dealer or other non-
bank subsidiaries?

A more general lesson emerges from this discussion. In allowing in-
sured banks to get into derivatives dealing, the OCC explicitly relied on 
a generic conception of banking as financial intermediation. But this ge-
neric conception imposes no meaningful limiting principle on bank activi-
ties and portfolios. If derivatives dealing within deposit banks is accept-
able, then why not repeal the existing statutory prohibition on securities 
dealing by deposit banks? What about insurance underwriting, which is 
also prohibited by statute? For that matter, why not let deposit banks own 
large private equity portfolios? All these activities constitute “financial in-
termediation.” Without an actual theory of banking regulation— without 
some way to organize our thinking about these matters— we are left with 
nothing but ad hoc judgments and gut feelings. The notion that banking 
is synonymous with financial intermediation may sound sophisticated and 
modern, but it ends up unmooring banking law from its logical founda-
tions and depriving it of internal coherence.

The theory sketched here suggests a clear way of thinking about bank 
portfolio constraints in the PPP system. Simply put, we want the bank-
ing system to maximize its ratio of monetary liabilities to portfolio risk. 
This means owning a diversified portfolio of relatively high- quality credit, 
consistent with the accommodation of the desired money supply. Under 
this view, other financial activities— including derivatives dealing— should 
take place outside licensed banking entities.

Capital Requirements

Next, consider the calibration of capital requirements in the PPP system. 
Capital requirements serve a function of loss absorption and incentive 
alignment, thereby counteracting the effects of moral hazard. But there is 
a trade- off here too. Suppose the monetary authority wants the banking 
system to generate $9 trillion of monetary instruments. A capital require-
ment of 10% would mean the banking system must own at least $10 tril-
lion of assets. Increasing the capital requirement to 50% would translate 
into an asset portfolio of at least $18 trillion— an increase of 80%. Portfo-
lio constraints would need to be relaxed to accommodate the larger asset 
size; riskier assets would need to be made admissible. Capital requirements 
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and portfolio constraints would be working at cross- purposes. Capital re-
quirements must therefore be calibrated in conjunction with portfolio con-
straints. The monetary authority optimizes the PPP system, in theory at 
least, by selecting the combination of portfolio constraints and capital re-
quirements that maximizes the safety of the government’s senior claim.

Chapter 6 argued that portfolio constraints and capital requirements 
are ineffective tools for preventing runs and panics. It is important to 
stress that, while the PPP system incorporates both of these tools, they are 
not being relied on for this purpose. All money- claims are sovereign and 
nondefaultable in this system; panics are ruled out completely. Portfolio 
constraints and capital requirements are being used here to neutralize, or 
at least mitigate, the incentive problems that arise as a consequence of the 
government’s commitment. This is a very different role, and a far more 
modest one.

In chapter 6 I remarked on the widespread enthusiasm for making 
capital regulation “simple.” My argument was that, when it comes to de-
vising capital requirements for complex institutions like Wall Street se-
curities firms, simplicity is incompatible with effectiveness. Derivatives 
portfolios in particular pose a huge challenge for capital regulation. The 
relevance of this point for the PPP system is obvious. Banks within this 
system are confined to diversified portfolios of fairly high- quality credit 
assets, and they can’t get into the derivatives business. The capital regime 
for the PPP system can therefore be quite simple.

Ongoing Fees

Finally, the monetary authority calibrates the PPP system’s risk- based 
fees. As I described above, the government seeks to charge each issuer a 
fair premium for a put option written on the issuer’s asset portfolio, struck 
at the face value of the issuer’s outstanding money- claims. (More specifi-
cally, it charges the fair put premium plus the difference between the risk- 
free rate corresponding to the average duration of the bank’s portfolio 
and the interest paid by the bank on its money- claim liabilities.)33 The 
value of this option is a function of the issuer’s portfolio volatility (asset 
quality) and its level of capital (the difference between the fair value of 
the firm’s assets and the face value of its money- claim liabilities).

To estimate portfolio volatility, the monetary authority would take into 
account such factors as the historical financial performance of the firm; 
the historical loss experience of the asset categories on the firm’s balance 
sheet; secondary- market benchmarks for those asset categories; standard 
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asset quality metrics (such as loan delinquencies); the pricing of the firm’s 
capital market instruments, if actively traded; publicly available credit 
ratings; assessments by brokerage research analysts; the quality of man-
agement; the adequacy of risk management practices; the firm’s loan un-
derwriting standards and practices; reviews of loan files during the super-
visory process; and geographic and sectoral concentrations. These are the 
types of factors US banking regulators rely on today in prudential regula-
tion and in setting deposit insurance fees.

Once portfolio volatility has been estimated, the government can avail 
itself of widely used pricing models to value the put option. Because is-
suers’ asset portfolios are dynamic, each firm’s risk- based fee would be 
adjusted periodically (perhaps quarterly). As I noted in the sketch of the 
reformed monetary system in the introduction, such fees bear some re-
semblance to today’s deposit insurance fees. But there is an important dif-
ference: in the system described here, risk- based fees are a source of sei-
gniorage revenue to the government. This is not true of deposit insurance 
fees today.

The pricing of these fees will not be perfect, but perfection is not the 
relevant standard. As Black, Miller, and Posner point out, “The ability of 
the government to estimate the risk of a bank . . . is sometimes called into 
question. Some observers doubt that there is any way to estimate this risk. 
But private lenders estimate this sort of risk all the time.”34 They further 
note that “any system of estimating risk will have arbitrary elements in 
it.” To be sure, the PPP system requires the monetary authority to make 
difficult appraisals of value, and inaccurate appraisals are costly. But chal-
lenges of this nature appear to be inescapable in any monetary system the 
state might choose to establish. For that matter, valuation problems arise  
in every government activity— from national defense, to antitrust enforce-
ment, to environmental protection, to social insurance, to the provision 
of infrastructure, and so on. All these activities require the government 
to make difficult appraisals of value, and inaccurate appraisals are costly. 
Establishing a well- functioning monetary system turns out to be no dif-
ferent. As always, the aim is to select the best design from among the real-
istic alternatives.

Money and Market Discipline

A standard critique of deposit insurance is that it undermines market dis-
cipline by holders of insured balances. Insured claimants have no incen-
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tive to monitor the bank’s activities or deny funding to unsound banks. 
They are indifferent to the bank’s fundamental condition. The PPP sys-
tem, which can be viewed as a form of deposit insurance, is vulnerable to 
this critique. How much does this matter?

Needless to say, market discipline is not an end in itself but rather a 
means to efficient resource allocation. Extensive information gathering 
and expert analysis are essential preconditions to financial market effi-
ciency. Holders of private money- claims, however, do very little in the 
way of fundamental analysis. Because they are involved in a coordination  
game, their orientation is largely horizontal— focused on what other 
money- claimants are likely to do. Fundamental credit analysis is expen-
sive, but money- claimants can get an approximate sense of an issuer’s fun-
damental condition without much effort. They can outsource credit anal-
ysis by observing credit ratings, for example, or they can compile cursory 
credit metrics. Anything more than an approximate sense of fundamental 
condition is not very useful, because the degree of fundamental deteriora-
tion that will trigger a run can’t be ascertained in advance.

That money- claimants don’t do much fundamental investment research 
is widely known. Consider these observations from the leading money 
market reference work, Stigum’s Money Market.35 “One might expect 
most institutional [short- term] portfolios to be managed with considerable 
sophistication,” the authors say. But “many short- term portfolios are not 
managed as well as they could be, and some are not managed at all.” They 
remark that “some of the ablest [short- term] portfolio managers tend to 
steer clear of credit analysis.” In fact, “a good portfolio manager can, as 
many do, refuse to get into credit analysis.” What is more, investors in 
these markets rely heavily on credit ratings. According to a JPMorgan re-
search report issued during the crisis, “nearly all of these liquidity- focused 
[short- term] investors are credit rating sensitive and are more attuned to 
the opinions of S&P and Moody’s than they are of the other rating agen-
cies.”36 None of this is any secret. A newspaper report on the 2008 unravel-
ing of the auction- rate securities market (a short- term debt market) notes 
that “it had never occurred to [securities holders] to get [prospectuses] on 
what they thought was a cash equivalent investment. . . . Only after disas-
ter struck did people start to find out what they had bought.”37 For those 
accustomed to thinking of financial markets as quite efficient, these state-
ments may be jarring. Money market investors adopt a fundamentally dif-
ferent approach from, say, high- yield bond investors (who do extensive 
investment research).

It is sometimes argued that secured money- claimants decline to do fun-
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damental analysis on their counterparties only because they look to the 
collateral, not the counterparty, for protection. This view is mistaken. A 
2010 report by a task force of repo market participants underscores this 
point: “Discussions in the Task Force emphasized repeatedly that many 
[repo investors] focus primarily if not almost exclusively on counterparty 
concerns and that they will withdraw secured funding on the same or very 
similar timeframes as they would withdraw unsecured funding” (empha-
sis added).38 The report further observed that, during the recent crisis, 
borrowers in the repo market “did not sufficiently appreciate the sensi-
tivity of many [repo investors] to counterparty concerns even in the pres-
ence of high- quality collateral.” The experience of Bear Stearns is a case 
in point. In the aftermath of the firm’s collapse, Securities and Exchange 
Commission chair Christopher Cox noted that the agency had failed to 
appreciate “the possibility that secured funding, even that backed by 
high- quality collateral such as US Treasury and agency securities, could 
become unavailable.”39 The CEO of Bear Stearns likewise remarked that 
in March 2008 “counterparties increasingly refused to lend against even 
high- quality collateral.”40 And Bear’s head of funding told investigators 
from the Financial Crisis Inquiry Commission that some repo lenders 
stopped lending to the firm even against Treasuries.41

The notion that there would be a run on fully secured Treasury repo 
might initially seem puzzling, but it is perfectly consonant with the analysis 
of part 1 of this book. This is a crucial point: secured money- claimants are 
not indifferent between holding the money- claim and holding the under-
lying collateral. They chose to hold the money- claim (instead of an asset 
like the collateral) precisely because of its monetary attributes; they chose 
to sacrifice yield for moneyness. Even if the collateral can be seized im-
mediately upon default,42 the collateral lacks the moneyness property that 
was the very reason for holding a money- claim in the first place. (Recall 
from figure 1.6 that even Treasuries maturing in as little as six months have 
only modest moneyness.) Repo creditors don’t want the collateral. It’s all 
downside—collateral value in excess of the repo face amount must be re-
turned to the defaulting borrower—and besides it’s an operational hassle. 
Accordingly, repo creditors and other secured money- claimants do care 
about whether the issuer will default, which means they care about what 
other money- claimants will do. The coordination game is in full force.

Gary Gorton and other economists use the term “informationally in-
sensitive” to describe financial instruments, such as money- claims, on 
which detailed credit analysis is generally not worthwhile. According to 
Gorton:
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Broadly speaking, [informationally insensitive] debt does not really correspond 

to the textbook descriptions of “efficient markets,” a notion that is basically 

about stock markets. . . . [It] is sold based almost exclusively on its rating. . . . 

Intuitively, information- insensitive debt is debt that no one need devote a lot of 

resources to investigating. It is designed to avoid exactly that.43

Bengt Holmstrom makes a similar observation.44 “Money markets are 
fundamentally different from stock markets,” he writes. “Stock markets 
are about price discovery for the purpose of allocating risk efficiently. 
Money markets are about obviating the need for price discovery. . . . A 
state of ‘No Questions Asked’ is the hallmark of money market liquidity.” 
There are reasons to question whether this odd variety of market “disci-
pline” is conducive to efficient resource allocation.

The Success of US Federal Deposit Insurance

Chapter 5 noted that the advent of deposit insurance marked a revolu-
tionary change in the design of the US monetary system. In one fell swoop, 
the bulk of the money supply went from private to sovereign, inaugurat-
ing seventy- plus years of panic- free conditions. Not until the emergence 
on a huge scale of shadow banking— money creation outside the insured 
deposit banking sector— did instability return. The shadow banking panic, 
I have argued, bore substantial responsibility for the Great Recession.

A persistent theme in the postcrisis literature has been that the finan-
cial crisis was due to insufficient “regulation.” The image that suggests 
itself is of a kind of financial regulatory dial that can be turned up and 
down. The dial evidently got turned down too far, leading to disaster. This 
conception is, I think, far too general to be useful. The Quiet Period was 
mostly attributable not to “regulation” in some generic sense but rather 
to a very specific intervention: the deposit insurance system. Today the 
drive to use regulation to reduce “systemic risk”— a vague concept that 
can mean practically anything— has been counterproductive. I expand on 
these issues in chapter 10.

Deposit insurance is sometimes mistakenly viewed primarily as a tool 
for protecting small, unsophisticated account holders. For example, Robert 
Clark is critical of the idea that bank regulation serves “some vitally im-
portant economic function beyond protection of [small account holders].” 
He is skeptical of the “alleged special economic function” that banks per-
form.45 Here again I find little to agree with in Clark’s analysis of bank-
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ing. The consumer protection perspective is at best incomplete; at worst 
it misses the point. Former Federal Reserve vice chair Alan Blinder has 
remarked that “the U.S. government is in the deposit insurance business 
mainly to enhance macroeconomic and financial stability” and that “pro-
tecting the small depositor is an incidental benefit, not the main social pur-
pose of deposit insurance.”46 Other banking experts have reached similar 
conclusions. One historical study notes that

it is clear from both the statements and actions of many proponents and admin-

istrators of bank- obligation insurance systems that the primary object has not 

been to guard the individual depositor or noteholder against loss but, instead, to 

restore to the community, as quickly as possible, circulating medium destroyed 

or made unavailable as a consequence of bank failures. In this view, bank- 

obligation insurance has a monetary function, and the protection of the small 

creditor against loss is incidental to the achievement of the primary objective.47

Friedman and Schwartz agreed. “Protection of the circulating medium,” 
they wrote, “rather than protection of the small depositor against loss was 
the overriding concern of the legislators in establishing [US federal] de-
posit insurance.”48

The idea that deposit insurance is (or ought to be) mostly about pro-
tecting small account holders represents a mindless application of con-
cepts from securities and investment company regulation. In those areas 
the idea is that “big boys” (believe it or not, this is a term of art for cor-
porate lawyers) can fend for themselves; it is the small, unsophisticated 
investor who needs legal protection. This just isn’t a useful prism through 
which to understand banking regulation. Widespread bank runs expose 
the economy to catastrophe— and the big boys are precisely the ones most 
likely to run. In the recent financial crisis, institutional (as opposed to re-
tail) money- claimants were the source of the vast majority of redemptions. 
The economy promptly tanked. Thus, when it comes to banking, it is a mis-
take to indiscriminately graft concepts from securities law. Monetary insti-
tutions raise an entirely distinct set of problems.

Notably, in the heat of the recent crisis, the cap on deposit insurance 
coverage was removed: US transaction account balances were insured  
to an unlimited amount on an emergency basis.49 And the Treasury 
Department’s emergency guarantee of money market mutual funds had 
no coverage caps. The objective of these measures was of course to arrest 
the panic. Some prominent analysts have called for abolishing caps on de-
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posit insurance coverage. For example, Black, Miller, and Posner note that 
“the nature of government regulation has been such that most deposits 
are 100% insured in fact. . . . There is no obvious reason why this should 
not be made official by instituting unlimited insurance of deposits.”50 In 
particular, they observe that “with 100% deposit insurance, the govern-
ment could stop worrying about the macroeconomic effects of bank fail-
ures.” The PPP system described in this chapter adopts this very strategy, 
and there are good reasons for it.

To be sure, deposit insurance systems can be costly, especially if they 
are poorly designed.51 The history of US federal deposit insurance has not 
been one of unqualified success. The bank and thrift debacle of the 1980s 
led to a costly $124 billion taxpayer bailout.52 But it is important to under-
stand that, in the years preceding the debacle, US bank and thrift regu-
lation was characterized by glaring design defects. First, Congress gutted 
bank and thrift portfolio constraints in the early 1980s, allowing insured 
institutions to massively increase exposures to risky asset classes (e.g., 
high- risk construction loans and junk bonds).53 Second, regulators lacked 
a robust and consistent approach to capital regulation; the approach was 
haphazard and failed to account for off- balance- sheet exposures. Third, 
deposit insurance fees were “one size fits all”— they weren’t scaled to the 
risk of the institution. Fourth, regulatory accounting standards were ex-
tremely lax, allowing insured institutions to overstate their net worth and 
setting the stage for outright looting by owners and managers.54 Fifth, pen-
alties were too weak to deter misconduct by bad actors, and enforcement 
was abysmal. Finally, regulators in the 1980s were under no statutory obli-
gation to promptly shut down critically undercapitalized banks and thrifts, 
so problems were left to fester for years.

In response to the debacle of the 1980s, huge improvements were made 
to the design of insured bank and thrift regulation in the United States. 
Portfolio constraints were tightened back up considerably (albeit not in 
the derivatives area, as we have seen).55 A coherent capital regime was put 
in place; the first Basel Accord, adopted in 1988, was implemented in the 
United States in the early 1990s.56 Risk- based deposit insurance fees were 
established.57 (Evidence from the stock market suggests that the introduc-
tion of risk- based fees penalized risky banks and rewarded safer banks— 
exactly the desired incentive effect.)58 Regulatory accounting standards 
were made much more stringent.59 Civil and criminal penalties were stiff-
ened and regulatory enforcement powers bolstered.60 And prompt regula-
tory resolution of insolvent insured institutions was mandated.61
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The cumulative impact of these measures was immense. And it is 
noteworthy that, despite the staggering magnitude of credit losses in the 
United States from 2007 to 2010, no taxpayer support of the deposit in-
surance system was required— not even close. Total bank and thrift fail-
ure costs to the FDIC’s deposit insurance fund as a result of the recent 
crisis are estimated to be about $90 billion.62 These losses are being fully 
recouped from insured banks and thrifts, whose reported equity capital 
currently stands at $1.7 trillion.63 The fiscal cost to taxpayers is zero. In 
short, the deposit insurance system has done more or less what it was de-
signed to do.

Not all banking experts favor deposit insurance. Raghuram Rajan has 
argued for phasing out deposit insurance, calling it an “archaic privilege.”64 
Given his advocacy of the commitment device theory of banking (see 
chapter 3), this should not be surprising. Charles Calomiris and Stephen 
Haber, in their recent book Fragile by Design, cast deposit insurance as 
an undesirable product of “populist” political forces.65 Because I see well- 
structured deposit insurance as a quantum leap forward in monetary sys-
tem design, I can’t share their interpretation. On balance, deposit insur-
ance in the United States has been a resounding policy success.

* * *

This brings us to the end of part 2. The goal has been to offer a way of or-
ganizing our thinking about monetary system design and, in particular, 
the role of the banking system. In chapter 5 we considered the problem of 
monetary system design from the state’s perspective, in a system in which 
all money was sovereign and nondefaultable. The analysis led to a type of 
public- private partnership. Chapters 6 and 7 examined two approaches to 
stabilizing private (defaultable) money creation by the banking system. 
Both were found to pose problems. Chapter 8 looked again at the PPP 
system, this time from a structural perspective.

The PPP system embodies an intelligible logic, and its advantages over 
the alternatives are substantial. Chapter 6 showed that onerous regulatory 
risk constraints may compromise the banking system’s ability to create 
“enough” money. The PPP system doesn’t have this problem; the calibra-
tion of its components is determined by the state’s monetary objectives. 
Chapter 7 showed that, as a practical matter, public liquidity support gen-
erates unavoidable subsidies and bad incentives. The PPP system’s risk- 
based fees are an essential tool in addressing these problems; the PPP 
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system can, at least in theory, accomplish the state’s monetary objectives 
without producing subsidies and other distortions. Most important, the 
PPP system simply rules out panics. The other designs do not, unless ad-
ministered in their most extreme and questionable forms.

Part 3 returns us to the reformed monetary system from the introduc-
tion, which is a particular instantiation of the PPP approach. My argument 
is that the problem of financial instability has been widely misunderstood; 
financial instability is mostly a problem of monetary system design. This 
recognition is liberating— it brings a great deal of clarity to the task at 
hand. For it suggests that what we are facing is a manageable project of in-
stitutional engineering rather than an open- ended battle against an amor-
phous enemy like “systemic risk.” As we will see, the reformed system rep-
resents an approach to financial stability regulation that is very different 
from the one being pursued today. At its core, it would recognize money 
creation as a sovereign prerogative.





part iii
Money and Sovereignty





Sovereign and unified control of the monetary system is needed in any economy, whatever 
freedoms may be proper otherwise.— Bray Hammond, 19571

Throughout part 2 we posited the existence of a single system of li-
censed money creation firms— “banks”— and assumed that run- 

prone funding structures were nonexistent outside that system. The real 
world obviously looks quite different. Run- prone funding structures do 
exist outside the chartered banking system; indeed, this is precisely what 
we have called “shadow” banking. And we saw in part 1 that shadow 
banking was at the center of the recent financial crisis.

Does this mean the preceding chapters hold little relevance for current 
problems? Not at all. We needed to organize our thinking about banking 
regulation before turning to shadow banking. The rest of the book argues 
that parts 1 and 2 point the way toward a concrete and workable approach 
to financial stability policy in the real world. I aim to drive home my cen-
tral claim: that financial instability is, at bottom, a problem of monetary 
system design.

This part proceeds in two steps. The first step— the task of this 
 chapter— is to flesh out the reformed monetary system that I sketched 
in the introduction. The reformed system is a particular implementation 
of the more generic public- private partnership system of money creation 
that emerged from part 2. The preceding chapters laid the foundations; 
we’re now ready to finish the institutional engineering. A central topic will 
be how to confine money creation to the chartered banking system. This 
means implementing a general prohibition on a particular funding model. 
This is less radical than it sounds: keep in mind that we already prohibit 
“deposit” funding in the absence of a special charter. I also discuss inter-
national dimensions of the reformed system, as well as transition issues.

chapter nine

A More Detailed Blueprint
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The second step— the task of chapter 10— is criticism. Having engi-
neered our system, we will turn a critical eye toward prevailing opinion on 
the problem of financial instability. We will also review recent and pending 
US financial stability reforms. Those reforms, I contend, have been based 
on vague and superficial notions about the nature of the underlying prob-
lem. And the failure has been mostly one of ideas, not of politics.

Structure and Operations

Let’s start by fleshing out the reformed monetary system. Features that 
were discussed in the introduction will only be touched on briefly here.

Medium of Exchange

Record currency or “r- currency,” which has no physical existence, serves 
as the primary medium of exchange. It is issued by member banks of the 
system. R- currency is sovereign, fiat money, and it does not bear interest. 
It is denominated in the standard unit of account (e.g., dollars in the 
United States). The government accepts r- currency in payment of taxes 
and declares it to be legal tender.2 R- currency works just like a fully in-
sured checkable deposit. Agents in the economy hold r- currency accounts, 
and transfers of r- currency are done through ledger entries.

The reformed system may or may not include physical currency. If 
physical currency is included, it is legally and economically equivalent to 
r- currency. (Physical currency is r- currency in bearer form; r- currency is 
physical currency in registered form.) Introducing physical currency into 
the system is a trivial matter— it raises no conceptual or significant prac-
tical difficulties. Purely for ease of exposition, the discussion that follows 
will assume that physical currency does not exist.

Payment Mechanics/Clearing and Settlement

Payments are made as follows. If the payer and payee hold r- currency 
accounts with the same member bank, nothing more than an electronic 
ledger entry is required. If they hold accounts with different member 
banks, then clearing and settlement are needed. Here is how they work. 
The payer’s member bank debits the payer’s account and simultaneously 
books an equivalent liability, called a “sovereign debit.” The payee’s mem-
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ber bank credits the payee’s account and simultaneously books an equiv-
alent asset, called a “sovereign credit.” As payments are processed, each 
member bank continuously nets its sovereign credits against its sover-
eign debits. So, at any given moment each member bank’s balance sheet 
has either a sovereign credit balance or a sovereign debit  balance— or 
neither— but never both.3

Sovereign debits and credits have real functional significance: they 
play a role in determining each bank’s seigniorage fees (see below). Also, 
sovereign credits are not counted as assets in the denominator of capital 
requirements. The system works “as if” there were just a single member 
bank effecting payments through ledger entries.

Member Banks

Member banks are chartered by the government and owned by private 
shareholders.4 They issue r- currency in exchange for loans and bonds, sub-
ject to the risk constraints described below. When a member bank buys a 
bond or makes a loan, it augments the money supply and puts downward 
pressure on market interest rates. When it sells bonds or loans— or lets 
them mature— it shrinks the money supply and puts upward pressure on 
market interest rates. Member banks’ business models are quite simple; 
they are credit investors. Their function is to invest the money supply into 
circulation and to manage the payments system (as described above). Ob-
viously, member banks are not the only credit investors in the economy. 
They exist alongside all sorts of other financial firms.

Risk Constraints

Member banks are subject to portfolio restrictions and capital require-
ments.5 These regulatory risk constraints are calibrated along the lines 
described in chapter 8. Regulators will aim to keep member banks con-
fined to diversified portfolios of relatively safe credit assets. At the same 
time, risk constraints need to be lenient enough to accommodate the de-
sired money supply (see the discussion of monetary policy below). Mem-
ber banks are disallowed from participating in derivatives markets (apart 
from risk- reducing hedging) because such activities do not advance the 
system’s monetary function.6 Capital regulation for member banks can 
be quite straightforward, since member bank portfolios are fairly simple. 
Capital requirements may or may not be risk- based; there are reasonable 
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arguments both pro and con. A supervisory regime monitors compliance 
with the risk constraints.

Unauthorized Banking

The reformed system aims to confine money creation to member banks. 
This means establishing and enforcing a general prohibition on the issu-
ance of money- claims— essentially, short- term debt instruments, exclud-
ing trade credit— by entities that are not member banks.7 In the reformed 
system, the use of this distinctive funding model is the very legal privilege 
that a member banking charter conveys. Operationalizing this restriction is 
a crucial feature of the reformed monetary system. Because of its impor-
tance, I treat this topic in detail in the next section.

As a result of this prohibition, member banks in the reformed system 
are the exclusive issuers not only of r- currency but also of cash equiv-
alents. Furthermore, cash equivalents, like r- currency, are sovereign and 
nondefaultable; member banks’ cash equivalent liabilities simply become 
r- currency at maturity.8 Note that there are no money market mutual 
funds or other nonbank monetary institutions in the reformed system. 
Member banks are the exclusive issuers of the broad money supply.

Affiliations

The reformed system may or may not include restrictions on affiliations 
between member banks and other types of financial firms— securities 
dealers, insurance companies, and so forth. (Basically, “affiliation” means 
ownership within the same corporate group.) If such affiliations are al-
lowed, then limitations on affiliate transactions will be needed.9 In the 
broader scheme of things, the question of affiliations is not very important.

Risk- Based Fees

Member banks pay risk- based fees to the government, called seignior-
age fees.10 A member bank’s seigniorage fees are keyed off the sum of its 
r- currency liabilities, cash equivalent liabilities, and sovereign debits less 
sovereign credits. From the government’s standpoint, seigniorage fees are 
a fiscal revenue item. To a first approximation, seigniorage fees should be 
calibrated to cause each member bank to incur the financing cost it would 
incur if it financed itself entirely in the longer- term private capital mar-
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kets.11 Seigniorage fee rates are therefore lower in relation to cash equiva-
lents (which bear interest) than in relation to r- currency (which does not). 
The relative outstanding quantities of r- currency and cash equivalents are 
a function of monetary policy, as described below.

In practice, seigniorage fees need to be low enough to induce private 
managers to participate. If member banking isn’t profitable enough to 
attract talented managers, then the government is ipso facto doing it 
wrong. (This is related to what Gary Gorton has called “charter value.”)12 
Moreover, to incent member banks to provide good customer service to 
account holders, member banks receive partial fee rebates based on their 
outstanding r-currency balances. In effect, the government gives up some 
seigniorage revenue to compensate member banks for operating the pay-
ments system.

Insolvency System

When a member bank becomes critically undercapitalized, it enters a 
special insolvency system under which the bank’s monetary liabilities  
(r- currency and cash equivalents) are seamlessly honored while other 
claims on the bank are subject to impairment or extinguishment.13 The 
insolvency system aims to return the member bank to private hands, pre-
sumably under new management, as expeditiously as possible. Typically 
this will be accomplished by selling the recapitalized bank’s equity, either 
to a private buyer (most likely another member bank) or into the public 
equity markets.

An insolvent member bank must be recapitalized before it is sold. To 
the extent that this can’t be achieved from within the member bank’s ex-
isting capital structure— through conversion of long- term/nonmonetary 
debt into equity— recapitalization is accomplished by adding sovereign 
credits to the member bank’s balance sheet. This is not mere accounting 
magic. Remember, sovereign credits are netted against monetary liabili-
ties in determining seigniorage fees. Hence, for a member bank, a sover-
eign credit represents the forgiveness of an economic obligation. The loser 
here is the taxpayer: when member banks go insolvent and must be recap-
italized with sovereign credits, future seigniorage revenues are forgone. 
Member bank failures are therefore costly to the public; there is no free 
lunch. Note that there is no need for any kind of insurance fund to sup-
port member banks’ monetary liabilities, any more than today’s Federal 
Reserve needs a fund to support its monetary liabilities.
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Administration

The reformed monetary system is administered by a monetary 
 authority— an independent government agency. Its board members have 
relatively long tenures and may be removed only for cause.14 It is also 
self- funding; the monetary authority deducts its expenses from seignior-
age revenues before remitting them to the fiscal authority.15 The monetary 
authority is governed by a statutory macroeconomic policy mandate, per-
haps a dual mandate of full employment and price stability.16

Certain specific regulatory functions might be allocated to other agen-
cies. For example, regulation and supervision of member banks could be 
handled by a separate banking agency. The same goes for the special insol-
vency system. These questions of administrative structure are secondary 
issues. For present purposes, we will assume that all of the system’s func-
tions are handled by the monetary authority.

Monetary Policy Operations

Member banks operate within a “cap and trade” system, which places an 
adjustable cap on the broad money supply. A member bank must possess 
permit capacity greater than or equal to the sum of its r-currency liabili-
ties, cash equivalent liabilities, and sovereign debits less sovereign credits. 
Permit capacity is tradable among member banks. The monetary author-
ity may increase or decrease permit capacity in the conduct of monetary 
policy, thereby influencing interest rates, the price level, and overall eco-
nomic activity.17 For diversification and competition purposes, no member 
bank is permitted to hold more than 10% of outstanding permit capac-
ity.18 Note that there is no upper bound on the amount of money the sys-
tem can create; the monetary authority can always raise the cap.

In practice, cap adjustments may be a rather blunt monetary policy 
tool. But the monetary authority has a second tool: it can adjust the rela-
tive quantities of r- currency and cash equivalents outstanding. The auction 
of cash equivalents by the member banking system extinguishes a corre-
sponding quantity of r- currency and increases short- term interest rates. 
Such auctions can be analogized to open- market sales of Treasury bills 
by the Federal Reserve; the public relinquishes cash in exchange for near 
money, and the effect is contractionary. Reverse auctions have the oppo-
site effect. In a reverse auction, member banks bid for cash equivalents— 
issuing r- currency in exchange— and the effect is expansionary.
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The monetary authority might manage daily (or even more frequent) 
auctions or reverse auctions of cash equivalents by the member banking 
system. Such operations can be used to fine- tune monetary policy. Pricing 
in these operations, and in secondary market trading of cash equiva-
lents, establishes the short- term yield curve. The monetary authority may 
choose to adopt one or more short- term interest rates as policy target(s). 
Monetary policy thus determines the relative quantities of r- currency and 
cash equivalents outstanding. Seigniorage fees, if implemented correctly, 
should make member banks more or less indifferent to this split, since 
they incur basically the same funding costs in any case.

“Extraordinary” Monetary Policy

What if member banks decline to augment the money supply despite hav-
ing unused permit capacity? This situation, which some macro economists 
would call a “liquidity trap,” presents a potential impediment to the 
monetary authority’s ability to satisfy its macroeconomic policy mandate. 
If this situation were to arise, the monetary authority might consider tak-
ing extraordinary action. Specifically, it could temporarily reduce member 
banks’ seigniorage fee rates below their actuarially fair levels. This mea-
sure would reduce member banks’ funding costs and thereby reduce their 
required rate of return on new investments. At the margin, they would 
grow their balance sheets, and the result would be expansionary.

This extraordinary measure would come at a fiscal cost to the govern-
ment in the form of lower seigniorage. (We might therefore think of it 
as a form of fiscal policy.) But the government presumably would incur 
this fiscal cost even if it were operating the entire monetary system by 
itself. After all, if member banks can’t find credit investments with posi-
tive net present values, the monetary authority acting alone is unlikely to 
find them either.

The Central Bank

In theory the reformed monetary system could get along fine without a 
central bank. We have just seen that the monetary authority can conduct 
monetary policy without managing a balance sheet of its own.19 In addi-
tion, other key functions of modern central banks should be rendered un-
necessary. For example, clearing and settlement in the reformed system 
are effectuated through the sovereign credit/debit mechanism, with no 
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need for a central bank. And member banks never need liquidity support 
from a central bank; they are issuers of fiat money.

Nonetheless, it would probably be wise to include a central bank in the 
system— certainly in the first instance. A central bank would help fine- 
tune monetary policy in ordinary times. It could also assist in the con-
duct of extraordinary monetary policy should the need arise. Note, how-
ever, that such a central bank would differ from today’s central banks in 
a crucial respect. In the reformed system there is no base money/bank 
money distinction; central bank money has precisely the same legal and 
economic status as member bank money. A central bank in the reformed 
system, then, is just another member bank— one whose equity happens to 
be owned by the government.

Confining Money Creation (Herein of Unauthorized Banking)

We turn now to a discussion of what may be the most controversial as-
pect of the reformed monetary system: the general prohibition on money- 
claim issuance by entities other than member banks. In the introduction I 
referred to this species of restriction as the “first law of banking.” If we’re 
going to have a system of specially chartered banks, we need to answer 
a threshold question: Precisely what privilege does a banking charter 
 convey?

This, I would argue, has been the central question of bank regula-
tory history. It is instructive to review some highlights from that history. 
Chapter 5 described the launch of US federal bank regulation with the 
National Bank Acts of 1863 and 1864. The National Bank Acts created 
a new class of federally chartered “national” banks that were authorized 
to issue a new form of paper money (national bank notes). With the crea-
tion of this system, Congress sought to federalize money creation; the sys-
tem was intended to supplant, rather than supplement, money creation by 
state- chartered banks. Fatefully, though, Congress’s chosen device to drive 
state banks out of existence was to impose a prohibitive tax on the issu-
ance of bank notes by entities other than national banks.20

This story is well known to students of US banking history— a classic 
instance of financial regulatory arbitrage. Once the tax was enacted, state 
banks swiftly responded by changing the form of their monetary liabilities: 
they shifted from bank notes to checkable deposits. The significance of this 
shift was not appreciated at the time. Not until the turn of the twentieth 
century was there widespread recognition that deposit liabilities might 
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pose more or less the same policy problem as bank notes. According to a 
US National Monetary Commission study in 1911,

The increasing attention paid in recent years by the state legislatures to the 

regulation of the state banks . . . is to be accounted for primarily by a change 

of view as to the purpose of banking regulation. The antebellum state- bank 

regulations were intended to secure the safety of the bank note. Although the 

depositor was protected by many of the regulations, this protection was purely 

incidental. The view that note- issuing banks alone required governmental regu-

lation persisted for a considerable time after the passage of the national- bank 

act [of 1864]. Since the national banks had a monopoly of the issue of bank 

notes, the regulation of state banks was considered needless. As the impor-

tance of note issue as a banking function decreased, banking regulation, as seen 

in the national- bank act, began to be considered desirable as a protection to 

depositors.21

Amazingly, a similar sequence of events had already unfolded in 
England. Soon after the founding of the Bank of England in 1694, 
Parliament forbade any other entity in England, apart from small part-
nership banks consisting of six or fewer persons, to issue “bills or notes 
payable at demand or at any less time than six months” from issuance.22 
Subsequent acts of Parliament, such as the Banking Act of 1742, reaf-
firmed the prohibition:

And to prevent any doubts that may arise concerning the privilege or power 

given by former acts of Parliament to [the Bank of England] of exclusive bank-

ing, . . . it is hereby further enacted and declared . . . that it is the true intent and 

meaning of this act . . . that it shall not be lawful for any body politick or corpo-

rate whatsoever, erected or to be erected, or for any other persons whatsoever, 

united or to be united in covenants or partnership, exceeding the number of six 

persons, in the part of Great Britain called England, to borrow, owe, or take up, 

any sum or sums of money on their bills or notes payable at demand, or at any 

less time than six months from the borrowing thereof.23

The practical effect of this prohibition was to confer on the Bank of 
England a monopoly on issuing bank notes in London. Small partner-
ship banks in London, while technically allowed to issue bank notes, could 
not realistically compete with the Bank of England. (By contrast, outside 
London— where the Bank of England had no branches— small partner-
ship banks continued to issue bank notes.)24 Deposit banks (as opposed to 
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note- issuing banks) did survive in London, but this was still a niche busi-
ness in the eighteenth century. As Walter Bagehot observed many decades 
later, “Our present system of deposit banking, in which no bills or prom-
issory notes are issued, was not then known on a great scale, and was not 
called banking.”25

In the early nineteenth century, however, deposit banking began to 
develop rapidly in London. Checkable deposits became more and more 
popular as a means of payment, gradually supplanting bank notes. At that 
point, Bagehot reports, “people began to inquire” why deposit banking in 
London should be confined to small partnerships. Why not allow corpo-
rate (or “joint stock”) deposit banks to operate in London, so long as they 
did not issue bank notes? “And then it was seen,” writes Bagehot, that the 
law “only forb[ade] the issue of negotiable instruments, and not the re-
ceiving of money when no such instrument is given. Upon this construc-
tion . . . all our older joint stock banks were founded.” This interpretation 
was codified in 1833, when Parliament confirmed that joint- stock deposit 
banks could be established in London and its vicinity so long as they did 
not issue bank notes:

Whereas doubts have arisen as to the construction of [previous] Acts, and as 

to the extent of [the Bank of England’s] exclusive privilege; and it is expedient 

that all such doubts should be removed; be it therefore declared and enacted, 

that any body politic or corporate, or society, or company, or partnership, 

although consisting of more than six persons, may carry on the trade or busi-

ness of banking in London . . . provided that such [entities] do not borrow, owe, 

or take up in England any sum or sums of money on their bills or notes payable 

on demand, or at any less time than six months from the borrowing thereof.26

The famous Peel’s Act of 1844 reaffirmed the long- standing dichotomy 
in English law between bank notes and deposits.27 Peel’s Act gave the 
Bank of England an effective monopoly on bank note issuance through-
out England; it provided for the eventual extinguishment of note issuance 
by other banks. In keeping with long- standing English law, however, Peel’s 
Act imposed no similar limitation on deposit liabilities. Unsurprisingly, de-
posit banking flourished. According to one historical study, written in 1905,

It is not easy nowadays to realize the position of the early joint stock banks. At 

the present time many of them overshadow the Bank of England itself in the 

amount of their deposits and the magnitude of their transactions. . . . 
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. . . Deposit banking, with its great facilities for economizing capital, has 

developed to a greater extent in England than in any other country, and this is 

to a large extent due to the fact that the London joint stock banks have been 

forbidden to issue notes, and have therefore exerted all their energies in foster-

ing deposit banking, and that therefore cheques have to a large extent super-

seded notes in circulation.28

Thus, in both England and the United States, a formalistic distinction 
between bank notes and deposits had a pivotal influence on banking his-
tory. As economist Charles Dunbar wrote in 1917,

That governments have so frequently felt it their duty to take measures for 

the protection of the holders of bank- notes against the insolvency of the bank, 

but have so seldom legislated for the protection of depositors, is due to several 

reasons. Legislators have generally failed to perceive the similarity of the two 

kinds of liability, and the claim for equal consideration which can be made, with 

some show of reason, on behalf of depositors.29

To modern sensibilities, the policy failure Dunbar describes may seem 
like an elementary mistake. Checkable deposits are the quintessential 
monetary instrument in the modern world. Look at any modern textbook 
on money and banking or macroeconomics, and you will see bank money 
creation depicted as deposit creation. How could our predecessors have 
failed to recognize the functional equivalence of bank notes and check-
able deposits? Why were they so caught up in bits of paper? Surely we 
have surpassed them in our understanding— surely modern thinking on 
money and banking is far more sophisticated.

But it really isn’t. The rise of shadow banking represents yet another 
iteration of the same historical pattern. Yet again, a substitute form of 
money, pyramiding off existing money, came to prominence. Yet again, 
lawmakers and scholars only dimly perceived what was happening if they 
perceived it at all. In one conspicuous instance, money substitutes arose 
with regulators’ blessing. The emergence of money market mutual funds 
(MMFs) in the 1970s and 1980s represented a deliberate end- run around 
the US deposit banking system, one that the Securities and Exchange 
Commission abetted by granting MMFs special exemptions from its stan-
dard investment company rules on portfolio valuation and redemptions.30 
In most cases, though, the emergence of money substitutes escaped at-
tention. As we saw in chapter 1, the 1990s and 2000s witnessed explosive 
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growth in all manner of cash equivalents. The phenomenon went virtually 
unnoticed in both academic and policy circles; the stability implications 
simply were not appreciated.

The emergence of shadow banking thus represents the continuation of 
a centuries- old problem. One might be tempted to conclude from this his-
tory that circumvention is inevitable— that the creation of money substi-
tutes will always sidestep whatever legal rules are put in place. But I see 
no basis for such a sweeping and defeatist conclusion. The fact is that there 
has never been any attempt to devise a functional legal definition of what 
constitutes a monetary instrument. The history in this area is one of exas-
perating formalism. Lawmakers and scholars alike have shown a pervasive 
tendency to blindly follow existing institutional forms.

The challenge is to define what constitutes “money” for legal- 
institutional purposes. It is worth pointing out that this is a standard 
type of regulatory problem. By way of analogy, the first step of securities 
law is to define “security.”31 This is not exactly a straightforward matter. 
Students of securities regulation spend multiple class periods with this 
question; they learn that, according to the US Supreme Court, “in search-
ing for the meaning and scope of the word ‘security’ in the [federal se-
curities laws], form should be disregarded for substance and the empha-
sis should be on economic reality.”32 Similar problems of definition crop 
up in just about every area of economic regulation. In investment com-
pany regulation, “investment company” must be defined.33 How to do so 
isn’t obvious; lawyers refer to a gray zone in which a commercial firm 
can become an “inadvertent” investment company.34 In insurance law, de-
fining the “business of insurance” for regulatory purposes is notoriously 
tricky— yet we seem to do it tolerably well. Swaps regulation requires a 
definition of “swap”;35 proprietary trading regulation requires a defini-
tion of “proprietary trading”;36 antitrust law requires some notion of con-
tracts “in restraint of trade.”37 In every case there are difficult questions 
of line drawing and interpretation, and there is always room for a certain 
amount of circumvention by market participants. Yet few would argue 
that such circumvention, in itself, calls into question the whole enterprise 
of economic regulation. If we allowed ourselves to be immobilized by 
these sorts of definitional problems, no economic regulation would ever 
get off the ground.

In the interest of concreteness, the appendix to this chapter offers draft 
statutory text for an “unauthorized banking” provision in the reformed 
monetary system. It is written in the style of US federal statutory law. 
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The provision is concise; it is only a few pages long. It lays out a general 
prohibition on a particular funding model. The provision specifies that 
only member banks may issue “money- claims” in meaningful quantities. 
Money- claims are defined as, basically, short- term debt instruments and 
their functional equivalents, subject to certain exclusions (such as trade 
credit). The maturity cutoff is one year. The provision also proscribes the 
issuance of “drawable facilities”— revolving credit facilities and their 
equivalents— by entities that are not member banks. Such facilities are 
functional substitutes for money- claims,38 and they are susceptible to self- 
fulfilling runs.

The statutory text provides for certain de minimis exceptions, and it 
gives the monetary authority rulemaking powers for clarification and for 
preventing evasion. Like any legal text, the provision should be inter-
preted in light of its underlying purposes. In essence, it aims to prohibit 
the large- scale issuance, by anyone other than a member bank, of instru-
ments that have the moneyness property described in chapter 1 (check-
able deposits and their close substitutes). This moneyness property is an 
essential predicate to the coordination game described in chapter 2. And 
this coordination game, I argued in chapter 4, is a major source of macro-
economic disasters. The appendix discusses how the draft provision would 
treat several specific types of financial transactions that may be of interest 
to specialists, but these are just details. What I hope to illustrate is that 
confining money creation is neither conceptually nor practically different 
from other types of economic regulation.

The provision can be criticized as arbitrary— in particular, the one- year 
maturity cutoff. True enough, but all sorts of arbitrary lines must be drawn 
in any legal or regulatory system. As I noted in chapter 1, voting ages 
and statutes of limitation are arbitrary. The accounting definition of “cash 
equivalent” selects an arbitrary maturity cutoff of three months.39 The 
exemption from registration under the federal securities laws for short- 
term debt selects an arbitrary maturity cutoff of nine months.40 The Basel 
Committee has selected an arbitrary maturity cutoff of one year for its  
definition of “stable funding.”41 MMF portfolio securities are sub-
ject to an arbitrary maturity cutoff of 397 days.42 In short, some arbi-
trariness has to be tolerated in the design of legal and regulatory sys-
tems. And bear in mind that arbitrary does not mean random. Chapter 1  
offered reason to think that the moneyness of even the highest- quality 
debt securities is negligible at maturities above one year.

The provision also presents problems of detection and enforcement. 
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But again, this is no different from any other area of economic regu-
lation. Enforcement against currency counterfeiters is challenging too. 
The same goes for insider traders, money launderers, price fixers, and tax 
evaders. In fact, when it comes to detection and enforcement, the unau-
thorized banking provision has a major advantage over these other areas. 
Banking is inherently a “law of large numbers” business, which makes it 
much more difficult for violators to operate secretly and thereby escape 
detection.

It may be useful to compare the practical difficulty of implementing the 
unauthorized banking statute with the practical difficulty of implement-
ing capital regulation. The inherent challenges of capital regulation for  
complex institutions, particularly those with large derivatives businesses, 
were discussed in chapter 6. A prohibition on money- claim issuance is 
exponentially easier. Unlike capital regulation, the unauthorized bank-
ing statute does not rely on any quantification of risk exposures to feed 
into a ratio calculation. The quantification of such exposures is what 
makes capital regulation so vexing. As I noted in chapter 6, University 
of Chicago economist John Cochrane recently wrote that “detecting hid-
den run- prone financing . . . is an order of magnitude easier” than current 
forms of financial regulation, including capital regulation.43 While I don’t 
share Cochrane’s overall prescriptions for financial reform, I wholeheart-
edly agree with him on this score.

During the Great Depression, another University of Chicago econo-
mist wrote about these very issues. Henry Simons— whose views on bank-
ing we also encountered in chapter 6— wrote in 1934 that “a major source 
of instability is . . . to be found in the widespread practice of borrowing at 
short term.”44 Two years later he wrote that “the economy becomes ex-
posed to catastrophic disturbances as soon as short- term borrowing de-
velops on a large scale.”45 Simons continued:

Banking is a pervasive phenomenon, not something to be dealt with merely by 

legislation directed at what we call banks. The experience with the control of 

note issue is likely to be repeated in the future; many expedients for control-

ling similar practices may prove ineffective and disappointing because of the 

reappearance of prohibited practices in new and unprohibited forms. . . . But 

we perhaps approach insight when we conceive the problem broadly as that 

of achieving a financial structure in which the volume of short- term borrowing 

would be minimized, and in which only the government would be able to create 

(and destroy) either effective circulating media or [near monies].



a more detailed blueprint 237

Simons’s insight on these matters was nothing short of astounding. Un-
fortunately, as we will see in the next chapter, modern financial regulation 
has been preoccupied with all sorts of other things.

The unauthorized banking provision discussed here is not conceptually 
radical. A banking license must convey some privilege; otherwise it is a 
meaningless scrap of paper. And a legal privilege logically entails a prohi-
bition. Current law prohibits nonbanks from incurring “deposit” liabilities, 
but I hope it is apparent by now that the category “deposit” is formalistic 
and obsolete. The failure to specify a functional legal definition of what 
constitutes a monetary instrument is the original sin of banking law, and it 
is the main source of our current regulatory troubles.

International Dimensions

Suppose the US government were to implement the unauthorized bank-
ing statute just described. US domestic entities, apart from member banks, 
would be disallowed from issuing dollar- denominated money- claims in 
meaningful quantities. But what is to stop overseas entities from issuing 
such instruments outside the jurisdiction of US law? Couldn’t the activity 
just migrate abroad?

This problem is not merely hypothetical. Today, overseas financial en-
tities do in fact issue huge amounts of dollar- denominated cash equiv-
alents. We encountered these instruments in chapter 1. They are called 
Eurodollars. They are often issued to US- based institutions, and the bulk 
of the proceeds is typically invested back into the US credit markets. This 
is classic fractional reserve banking— it is money creation. It involves is-
suing cash equivalents that are denominated in dollars, but it takes place 
outside the reach of US monetary and banking authorities.

This point may seem straightforward enough, but Milton Friedman 
thought it was sufficiently misunderstood that he devoted an entire ar-
ticle to explaining it.46 “This point— that Euro- dollar institutions, like 
Chicago banks, are part of a fractional reserve banking system— is the 
key to understanding the Euro- dollar market,” he wrote. “The failure to 
recognize it is the chief source of misunderstanding about the Euro- dollar 
market.” According to Friedman, “the existence of the Euro- dollar mar-
ket increases the total amount of dollar balances available to be held by 
nonbanks throughout the world for any given amount of money (currency 
plus deposits at Federal Reserve Banks) created by the Federal Reserve 
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System. It does so by permitting a greater pyramiding on this base by the 
use of deposits at U.S. banks as prudential reserves for Euro- dollar de-
posits.”

The Eurodollar market is enormous. By my estimates (see figs. 1.1 and 
1.2) it reached a peak size of $4.9 trillion in 2007, making Eurodollars the 
single largest category of dollar money- claims on the eve of the finan-
cial crisis— bigger even than insured deposits ($4.3 trillion) and short- 
term repo ($4.1 trillion). Like the rest of the private money markets, the 
Eurodollar market saw severe stress during the financial crisis. In response, 
the Federal Reserve provided a staggering $583 billion (peak level) in US 
dollar loans to foreign institutions to support their short- term dollar fund-
ing. It provided this support indirectly, through liquidity swaps with for-
eign central banks. These liquidity swaps were the single largest Fed facil-
ity in the crisis, as measured by peak levels.

It might be tempting to dismiss fragile Eurodollar funding as other 
countries’ problem. This conclusion would be wrong. Recall the mechan-
ics of the “panic crunch” from chapter 4. Financial institutions suddenly 
lose short- term dollar funding, and they dump dollar- denominated assets 
to meet redemptions. Prices of those assets fall; equivalently stated, their 
yields rise. These elevated yields then serve as the hurdle rate for new 
originations in the primary financing markets. The result is a sharp con-
traction in the supply of dollar financing. This mechanism does not respect 
national boundaries.

We saw an illustration of this dynamic in the second half of 2011, when 
Europe’s sovereign debt crisis erupted. European banks experienced sud-
den large withdrawals of short- term dollar funding during that period. (A 
major source of redemptions was US MMFs, which were heavily exposed 
to Eurodollars.)47 According to a recent study, in response to these dollar 
funding pressures, European banks sharply curtailed their dollar lending 
relative to their euro lending in the second half of 2011.48 This might ini-
tially seem puzzling. Why didn’t the affected banks just borrow euros in-
stead, sell those euros for dollars in the spot market, make the same dollar 
loans as before, and simultaneously hedge the resulting foreign exchange 
risk in the forward market? (This combined spot/forward transaction is 
called an FX swap.) As the authors explain, this synthetic dollar funding 
strategy won’t work if there is limited capital on the other side of the FX 
trade. And this appeared to be the case: synthetic dollar borrowing be-
came strikingly expensive during the relevant period. So European banks 
abruptly cut back on dollar lending. The authors note that these overseas 
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funding markets could pose a risk to “purely domestic U.S. borrowers” 
and hence to the US economy.

This issue, as much as any other, highlights the need for a basic reorien-
tation of our thinking about financial stability regulation. Simply put, the 
Eurodollar markets— and the Eurocurrency markets more generally— 
are incompatible with financial stability. They present a serious risk of eco-
nomic harm, but this risk has gone largely unrecognized. To a remarkable 
extent, the existence of these markets is taken for granted. They are widely 
seen as somehow essential to modern finance— as though foreign banks 
couldn’t function properly without issuing enormous quantities of dollar- 
denominated cash equivalents.

Traditionally, money creation has been viewed as a matter of national 
sovereignty.49 For reasons that are too obvious to mention, governments 
have a compelling interest in preventing the counterfeiting of their curren-
cies beyond their borders. The US Treasury Department, working through  
the Secret Service, maintains significant overseas anticounterfeiting op-
erations, in conjunction with local authorities.50 And US law forbids the 
domestic creation or use of counterfeit foreign money.51 It is self- evident, 
then, that a measure of international cooperation is required if monetary 
sovereignty is to be realized. But once it is accepted that money crea-
tion is a sovereign prerogative, why shouldn’t the Eurocurrency mar-
kets be viewed as an abrogation of sovereignty? So ensconced are the 
Eurocurrency markets in modern finance that this question is virtually 
never asked. It is viewed as outside the range of acceptable discourse.

Let’s address the topic head- on. Suppose a country (say, the United 
States) wanted to prevent foreign financial institutions from creating sub-
stitutes for its domestic currency. How might it go about it? There are 
two basic avenues. The first route would be for the United States to deny 
dollar clearing services to foreign institutions that are known issuers of 
dollar- denominated money- claims. To meet redemptions, a Eurodollar is-
suer must have a fractional reserve of “dollars,” which will generally con-
sist of a deposit account with a US correspondent bank that has access 
to the US payments system. Hence domestic law can have extraterrito-
rial reach: foreign issuers of dollar- denominated money- claims could be 
denied access to such correspondent accounts. Essentially, they would be 
blacklisted from the dollar clearing system. The strategy I am describing 
here resembles existing US regulatory techniques for enforcing sanctions 
against foreign nations.

The second, more desirable route would be cooperative and multilat-
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eral. Countries (or currency areas) would mutually agree to prohibit do-
mestic financial institutions from issuing money- claims denominated in 
nondomestic currencies. Money creation would be recognized as a sover-
eign prerogative; each country or currency area would have jurisdiction 
over its own broad money supply. Lest this kind of international finan-
cial coordination seem unrealistic, keep in mind that the Basel capital 
standards have been adopted by about 120 countries.52 In principle, the 
money- claim accord I am describing is no less feasible than a capital ac-
cord. Governments arguably have a far more compelling interest in es-
tablishing jurisdiction over their broad money supplies than in aligning 
capital regulation across borders.53

To avoid any misunderstanding, let me emphasize that the step I am 
describing here is really quite narrow. I am not saying that overseas finan-
cial institutions should be restricted in any way from owning or dealing in 
dollar- denominated securities— far from it. This has nothing to do with 
capital controls. Nor am I saying that foreign institutions should be re-
stricted in any way from accessing dollar financing in the longer- term 
debt and equity capital markets. Nor am I saying that foreign central 
banks should be restricted or discouraged in any way from owning dollar- 
denominated assets. Nor, for that matter, am I expressing any objection to 
foreign institutions’ owning equity interests in chartered US banks. Such 
ownership is entirely compatible with monetary sovereignty, and it would 
pose no problem in the reformed monetary system. The step I am describ-
ing is far more modest and narrowly tailored. It relates to the activity of 
overseas money creation— money- claim issuance— and nothing else.

Getting There from Here

I have emphasized that the reformed system bears a close resemblance 
to our existing US system of money and banking. Consider the follow-
ing parallels (citations to relevant existing law were given in the notes 
above). Today, deposit banks have special charters that permit them to 
issue monetary instruments styled as “deposits.” Other entities are legally 
prohibited from issuing such instruments. Most deposits are federally in-
sured; they are sovereign money. Deposit banks are subject to strict port-
folio constraints that mostly confine them to diversified portfolios of 
credit assets. They must abide by equity capital requirements. They must 
submit to a supervisory regime. They are subject to strict limitations on 
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affiliate transactions. They pay risk- based fees to the state through the 
deposit insurance system. When a deposit bank’s capital is impaired, the 
government places it into a special insolvency system under which in-
sured deposits are seamlessly honored while the entity’s portfolio is mon-
etized in satisfaction of the government’s senior claim. Current law pro-
hibits any one deposit bank from gaining control (through acquisitions) 
of more than 10% of outstanding insured deposits. The monetary author-
ity enjoys a high degree of administrative independence. All these fea-
tures are present in the reformed system. Even the reformed system’s 
most seemingly exotic feature— the cap and trade approach to managing 
the money supply— finds a direct analogue in the current deposit bank-
ing system. Cash reserve requirements (not to be confused with capital 
requirements) play a very similar role, at least when they are binding. As 
Jeremy Stein has written, under a system of reserve requirements, central 
bank reserves function as “tradable permits” for “private money crea-
tion.”54

The reformed system thus embodies many of the core features of our 
familiar deposit banking regime. It relies on institutional technologies that 
have been in active use for many decades, and it could be implemented 
through a series of incremental reforms. Specifically, the following mea-
sures would get us to a pretty close approximation of the reformed system:

• Enact the unauthorized banking law described above, or something like it.

• Apply reserve requirements to all the money- claims (inclusive of deposits) 

issued by the deposit bank sector, thereby placing an adjustable cap on the 

broad money supply.

• Fully insure (with no coverage caps) all of deposit banks’ outstanding money- 

claims (and only their money- claims— terminate insurance of long- term certifi-

cates of deposit).

• Charge risk- based fees to the deposit banking sector for this public backstop, 

and keep charging such fees even if the FDIC’s insurance fund is fully funded 

(at which point the fees would become a fiscal revenue item).

• Reinstate administrative controls over interest on deposit banks’ monetary lia-

bilities.

• Tighten up existing deposit bank portfolio constraints— most important, imple-

ment a swaps push- out rule (see chapter 8).

• Supplement the existing Basel accord with an international accord that prohib-

its financial institutions from issuing money- claims denominated in nondomes-

tic currencies.
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These steps are far from revolutionary. The reformed system is essentially 
conservative in its basic design. It would modernize the current US sys-
tem along functional lines.

Today’s chartered deposit banks would be grandfathered into the re-
formed monetary system as member banks. They would find the reformed 
system quite familiar and largely congenial. Nonbank financial firms are 
another matter; they would have to comply with the new unauthorized 
banking statute. Again, this requirement should not be viewed as radical. 
Nonbanks are already prohibited from financing themselves with “de-
posit” liabilities. The proposed unauthorized banking statute merely up-
dates this traditional prohibition. That the provision would mean big 
changes for Wall Street’s current funding model only goes to show how 
far money creation has bypassed our system of sovereign control.

At this time, the major Wall Street firms have meaningfully extended 
the duration of their liabilities relative to the precrisis years. While this 
shift is welcome, it should not be seen as a permanent institutional change. 
Rather, as Stein has pointed out, this shift is largely a consequence of 
the availability today of historically cheap long- term debt financing— 
cheapness that he attributes in significant measure to the Federal 
Reserve’s unconventional monetary policies of recent years.55 This financ-
ing shift should not be expected to persist when interest rates return to a 
more typical configuration. It would obviously be a mistake to interpret a 
temporary fluctuation as a permanent structural change.

It is sometimes suggested that securities firms and other nonbank 
financial firms “need” to fund themselves with short- term debt— that they 
somehow can’t conduct their businesses otherwise. This argument needs to 
be put to rest. There is nothing about these firms’ business models that re-
quires unstable short- term funding. Securities firms could conduct all their 
current activities while financing themselves entirely in the capital mar-
kets, with equity and longer- term debt. Naturally their cost of financing 
would go up to some degree, reducing their profits; but so what? Nothing 
fundamental need change. Short- term wholesale funding is prevalent in 
the financial sector not because it is “necessary” or even “important,” but 
merely because it is relatively cheap.

To be sure, the unauthorized banking statute would have costs. Bid- ask 
spreads in at least some segments of the financial markets would prob-
ably go up, and trading would therefore get somewhat more expensive. 
Hedge funds would see higher prime brokerage borrowing rates, lowering 
their returns. And it is possible, though by no means assured, that consum-
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ers and nonfinancial businesses would see higher overall financing rates. 
But all these costs are a natural incident to removing distortive subsidies 
from the financial sector. Removing a subsidy is always costly to its ulti-
mate beneficiaries, but this is hardly a reason to keep the subsidy. Finally, 
costs must be weighed against benefits. If panics are a preeminent source 
of deep recessions, the benefits of panic- proofing would be immense.

* * *

There may at first seem to be a tension between my claim that our ex-
isting system of money and banking has serious flaws and my claim that 
no radical reform is needed. But these positions are easily reconciled. By 
way of analogy, an otherwise sound computer program may be rendered 
crash- prone by a few lines of corrupt code. I believe we are tantalizingly 
close to a good system of money and banking. As we are about to see, 
though, recent reforms are taking us in a different direction.

Appendix to Chapter 9: Proposed “Unauthorized 
Banking” Statute

This appendix offers statutory text for the unauthorized banking statute 
in the reformed monetary system. The draft is intended as a starting point 
for discussion. I discuss some implications below.

section 101. unauthorized banking.
(a) Definitions.— In this section, the following definitions shall apply:

(1) Money- claim.— The term “money- claim” means:

(A) any debt instrument that is payable in cash or its equivalent and 

that has a maturity of less than one year, including any such instru-

ment that is styled as a “deposit”;

(B) any sale and repurchase agreement that functionally resembles the 

instruments described in paragraph (A);

(C) any equity instrument that functionally resembles the instruments 

described in paragraph (A); and

(D) any other financial instrument or arrangement, regardless of form, 

that functionally resembles the instruments described in paragraph 

(A), provided that in no instance shall the term “money- claim” 

include:
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(i) trade credit; or

(ii) any obligation to deliver cash or its equivalent that is held on a 

custodial basis.

(2) Drawable facility.— The term “drawable facility” means:

(A) any instrument, including any revolving credit facility, pursuant to 

which one party has an effective option to borrow cash or its equiv-

alent from another party (the issuer of the facility) on an ongoing 

basis; and

(B) any other financial instrument or arrangement, regardless of form, 

that functionally resembles those described in paragraph (A).

(3) Trade credit.— The term “trade credit” means:

(A) any payment obligation that is incurred as an incident to the pur-

chase of bona fide goods or services, including any such obligation 

that is classifiable as “accounts payable” under generally accepted 

accounting principles as in effect on the date of enactment of this 

section; and

(B) any ordinary settlement obligation that is incurred as an incident to 

the purchase of one or more financial or nonfinancial assets.

(4) Maturity.— The term “maturity” means the length of the period from 

the original issuance of an instrument until earliest to occur of:

(A) the original stated date on which the principal amount is to be 

repaid, provided that if the principal is to be amortized or other-

wise paid in installments, then the weighted average of the principal 

repayment dates shall be deemed to be the date on which the prin-

cipal amount is to be repaid;

(B) in the case of an instrument with an embedded put option or other 

demand feature, the earliest date on which any substantial portion 

of the principal amount can be recovered through demand;

(C) in the case of an instrument that is designed to provide investor 

liquidity through a periodic auction process, the date of the earliest 

auction; and

(D) in the case of an instrument that has been called for redemption 

or prepayment, in whole or in part, the date on which the earliest 

redemption payment or prepayment is to be made, provided that 

the maturity of such an instrument shall continue to be determined 

in accordance with paragraph (A) if the issuer did not intend as of 

the issuance date to exercise such early redemption or prepayment.

(5) Person.— The term “person” means any person, firm, corporation, asso-

ciation, or other similar organization.
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(b) Prohibition.— Except as hereinafter provided, it shall be unlawful for any 

person to issue or have outstanding any (1) money- claims or (2) drawable 

facilities.

(c) Exemptions.— The restrictions under subsection (b) shall not apply to:

(1) any member bank;

(2) any person (A) whose issued and outstanding money- claims are held by 

not more than five other persons and (B) whose issued and outstanding 

drawable facilities are held by not more than five other persons; or

(3) any person whose issued and outstanding money- claims, when combined 

with drawn amounts under the person’s issued and outstanding draw-

able facilities, do not exceed $1,000,000 in the aggregate.

(d) Rulemaking.— The monetary authority may prescribe such rules and regu-

lations, including definitions of terms, as it deems necessary to effectuate the 

purposes and to prevent evasions of this section.

(e) Penalties.— Any person who willfully violates any of the provisions of this 

section shall upon conviction be fined not more than $250,000 or imprisoned 

not more than five years, or both, and any officer, director, employee, or agent 

of any person who knowingly participates in any such violation shall be pun-

ished by a like fine or imprisonment or both.

* * *

How would the provisions above affect existing financial arrangements? 
Here I briefly address some specific applications.

Puttable Bonds

The money- claim definition encompasses bonds with embedded put op-
tions that are exercisable within one year of original issuance. The defini-
tion does not encompass bonds with issuer prepayment options (callable 
bonds), which generally are of no concern unless the issuer uses the call 
feature in such a way as to create functional equivalents for money- claims 
(paragraph (a)(4)(D) addresses this possibility).

Money Market Mutual Funds

The money- claim definition encompasses shares of MMFs whose net asset 
values (NAVs) are “fixed” (see paragraph (a)(1)(C)). Whether MMFs 
with floating NAVs would fly would depend on whether their shares were 
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deemed to “functionally resemble” short- term debt instruments. This is an 
area in which rulemaking by the monetary authority would probably be 
appropriate. Note that, in any case, the universe of permissible investments 
for such MMFs would consist exclusively of sovereign instruments, since 
the private instruments that MMFs invest in today would no longer exist.

Commercial Paper

The money- claim definition encompasses commercial paper. So, under 
the provision above, neither financial nor commercial/industrial firms 
would be allowed to finance themselves with commercial paper, subject 
to the exemptions set forth in the statute. It is important to keep in mind 
that, contrary to widespread belief, nonfinancial commercial paper is a 
trivial market. It is not an important source of financing for corporate 
America today (see chapter 1). Commercial paper issued by midsize com-
panies could be accommodated under a de minimis exception.

Prime Brokerage

Prime brokerage credit consists of loans from Wall Street securities firms 
to hedge funds. The money- claim definition encompasses prime broker-
age credit in which the lender has the option to withdraw funding within 
one year of inception, as is usually the case. Even so, the provision would 
allow a hedge fund— or anyone else for that matter— to borrow unlim-
ited amounts on a short- term basis from up to five lenders.56 This exemp-
tion means that most hedge funds’ current borrowing practices need not 
change in any material respect. Note that prime brokers themselves would 
no longer enjoy money market funding in this system. For this reason, 
hedge funds’ borrowing costs should be expected to increase. Free credit 
balances (demandable debt that securities firms owe to hedge funds) 
would not be permissible under the statute, but securities firms can always 
hold cash for customers on a custodial basis.

Securities Lending

The money- claim definition does not encompass securities lending trans-
actions, because securities loans are not “payable in cash or its equiva-
lent.” The unauthorized banking provision therefore has no direct im-
plications for loans of securities. It does, however, have implications for 
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collateral management practices in securities lending transactions. A se-
curities borrower typically posts cash collateral with the securities lender. 
The securities lender invests the collateral and is obligated to return cash 
to the securities borrower when the security is returned. The securities 
lender is therefore the issuer of a money- claim, and such transactions fall 
within the prohibition. The unauthorized banking provision would there-
fore require changes in current collateral practices in securities lending. 
Specifically, securities lenders would be required to hold cash collateral 
on a custodial basis rather than investing it. As a result, costs of securities 
borrowing (and therefore of nonsynthetic shorting) should be expected to 
increase somewhat.

Derivatives

Generally speaking, the money- claim definition does not encompass de-
rivatives. Forwards, futures, options, swaps, and related instruments are 
contingent claims and therefore do not typically resemble debt instru-
ments. That said, derivatives can obviously be used as building blocks to 
create functional equivalents for debt instruments. A sale and repurchase 
agreement (repo) is precisely such an instrument: it is the sale of a secu-
rity coupled with a forward purchase of the same security. The money- 
claim definition above specifically covers repos (see paragraph (a)(1)(B)). 
But other types of circumvention are possible, and it may be necessary 
for the monetary authority to adopt rules to prevent avoidance through 
derivative transactions. The monetary authority should be on high alert 
whenever market participants begin to lobby accounting authorities to 
classify any given class of instruments as “cash equivalents” for account-
ing purposes (as was the case with auction- rate securities and variable- 
rate demand notes in the mid- 2000s).



chapter ten

Financial Reform Revisited

We have involved ourselves in a colossal muddle, having blundered in the control of a deli-
cate machine, the working of which we do not understand.— John Maynard Keynes, 19301

At the start of this book, and several times thereafter, I referred to a  
 prevailing view on financial instability. The prevailing view sees in-

stability as an intrinsic feature of financial capitalism. It views panics— 
widespread redemptions of defaultable monetary instruments— as just 
one part of a much broader set of problems, often grouped under a ge-
neric label like “systemic risk.” The prevailing view does not see a close 
connection between financial stability policy and monetary system design. 
Indeed, it seldom recognizes any connection at all.2

Recent US reforms have been a product of the prevailing view. And it is 
easy to see how that view might lend itself to a sprawling regulatory appa-
ratus. After all, if systemic risk can arise in unexpected places— including 
(perhaps even especially) the outer reaches of modern finance— then our 
regulatory structure needs to measure up to the challenge. Perceived risks 
multiply, and regulations multiply alongside. In the wake of the recent 
crisis, we have created a financial regulatory system of staggering scale 
and complexity.

Yet, despite this regulatory proliferation, unstable funding structures 
have remained largely unscathed. Indeed, it is no exaggeration to say that 
“free banking” remains official policy in the United States today. That is 
to say, even after the reforms of recent years, money creation remains a 
right, not a privilege. The distinctive, fragile funding model of banking still 
requires no special license; the activity of money- claim issuance is charac-
terized by free entry.

This concluding chapter offers a critique of the current direction of US 
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financial stability policy and of the prevailing view that underlies it. The 
focus is on the United States, but the thrust of the critique applies to other 
jurisdictions too. I argue that modern financial regulation is trying to do 
far too much, and there is a very real danger that it will fail in its central 
mission of fending off future economic disasters. I also make the (provoc-
ative) case that implementing the reformed monetary system could pave 
the way for a substantial reduction in other forms of financial stability 
regulation. I end the book with some final thoughts on the legal engineer-
ing of monetary institutions.

“Systemic Risk” and Regulatory Complexity

This book has defended the position that, when it comes to financial sta-
bility policy, panics are the main problem— at least insofar as financial 
stability policy is about preventing macroeconomic disasters. Even if one 
accepts this position, one might not favor panic- proofing as a regulatory 
solution. We might instead leave run- prone funding structures intact while 
taking aim at the sorts of things that trigger panics. For example, if panics 
are virtually always precipitated by one or more financial “excesses”— 
say, debt- fueled bubbles that burst— then panics can be avoided by pre-
venting such excesses from emerging.

The trouble with this indirect strategy can be illustrated with an anal-
ogy. A village sits at the base of a hill that is prone to damaging landslides. 
Landslides are triggered only by rainstorms. What might the villagers do 
to limit future landslide damage? One option would be to try somehow 
to prevent rainstorms, the triggering event. But this option might be unaf-
fordable or impossible, and it might also have terrible side effects. A better 
option would be to target the hillside directly, by removing soil, erecting 
barriers, and so on. The seemingly obvious point is that focusing on trig-
gering events can lead to bad policies. There is a natural human tendency 
to trace causal chains backward in search of more “fundamental” causes. 
In policy analysis, though, this instinct needs to be resisted. Intervening 
earlier in the causal chain isn’t necessarily better.

Much of recent financial stability policy has been akin to prevent-
ing rainstorms. Instead of taking dead aim at fragile funding structures, 
policy has been mostly preoccupied with issues that are widely thought 
to be more “fundamental.” Various excesses that are supposedly endemic 
to finance— excessive leverage, excessive risk taking, “overheating” mar-
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kets, and other “systemic” risks— are widely seen as the primary evils. The 
result has been a tsunami of new legal requirements dealing with deriva-
tives, securitization, proprietary trading, capital buffers, stress tests, credit 
ratings, and on and on.

Historically, major US banking legislation has been admirably concise. 
In chapter 5 we looked at what I called the three major phases in US 
banking history, corresponding to three landmark banking laws. The first 
of these, the National Bank Act of 1864,3 was 19 pages long. The second, 
the Federal Reserve Act of 1913,4 went to 24 pages. The third, the Banking 
Act of 19335— which established the famous Glass- Steagall separation as 
well as deposit insurance— clocked in at 33 pages. The Dodd- Frank Act 
of 20106 is of a different order of magnitude. It consists of 848 pages of 
statutory text, the bulk of them dealing with financial stability regulation. 
And this is only the tip of the iceberg. Dodd- Frank includes 390 total rule-
making requirements for financial regulators, most relating to financial 
stability.7 As of the five- year anniversary of Dodd- Frank’s enactment, only 
63% of these rulemakings had been met with finalized rules. The delays 
have not been for lack of effort; the burden on regulators has been ex-
treme. By my calculations, final rule releases under Dodd- Frank are on 
track to occupy over 15,000 pages in the Federal Register.

Admittedly, page counts and numbers of rulemakings are imperfect 
measures of regulatory scope and complexity. However, more impression-
istic assessments tell the same story. Legal practitioners who specialize in 
financial regulation will tell you the situation has gotten completely out 
of hand. Some regulators will tell you they are overworked, discouraged, 
and unsure of the value being produced. Law teachers (like me) will tell 
you financial regulation has become nearly impossible to teach in a com-
prehensive and rigorous way. The volume and technical complexity of the 
material is stunning, and it grows by the month. Financial regulation has 
suddenly morphed into a hyperspecialized field.

The very concept of systemic risk invites this kind of regulatory pro-
liferation. The concept is inherently vague. For several years now, a great 
deal of effort has gone into devising ways to measure and monitor sys-
temic risk. Such initiatives garner excitement in some corners of the regu-
latory and academic worlds. For now, though, no such measure has caught 
on, and systemic risk remains in the eye of the beholder. The specter of 
systemic risk thus operates as a kind of freestanding justification for more 
regulation. It offers no limiting principle and no way to prioritize among 
perceived problems.
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But hasn’t financial stability policy taken some meaningful steps toward 
“hillside stabilization”— dealing directly with unstable short- term debt 
structures? Two such regulatory initiatives deserve special mention. First, 
the Securities and Exchange Commission has enacted new regulations for 
money market mutual funds, including enhanced portfolio constraints as 
well as a requirement that institutional (as opposed to retail) prime MMFs 
“float” their share prices.8 Second, US bank regulators have promulgated 
new Basel liquidity regulations for the largest financial institutions, which 
will require such firms to hold enough “high- quality liquid assets” to meet  
expected outflows under a thirty- day stress scenario.9

These and related initiatives are commendable, but they need to be 
kept in perspective: they do not come close to solving the panic problem. 
Take the MMF reforms first. Enhanced portfolio constraints are all well 
and good, but we saw in chapter 6 that portfolio constraints are an un-
reliable safeguard against panics. This is particularly true for institutions 
like MMFs that maintain virtually no equity capital. As for floating share 
prices, they are no panacea either; European MMFs with floating share 
prices have proved susceptible to runs.10 In spite of recent reforms, then, 
the MMF sector remains a serious threat to the US economy. And the  
Treasury Department’s authority to provide a blanket guarantee to the 
MMF industry— arguably the single most important emergency policy 
measure in the recent crisis— no longer exists. The legal basis for the pro-
gram has been revoked.11

The new Basel liquidity rules for big financial firms have similar short-
comings. These rules are technical and complicated. They presuppose that 
it is possible to specify in advance what sorts of assets can be easily liqui-
dated in a panic. How confident should we be in this capacity? Apart from 
the highest- quality sovereign securities, it isn’t clear that any assets can 
be reliably sold at little or no discount in a severe panic. (This brings to 
mind Keynes’s remark: “Of the maxims of orthodox finance none, surely, 
is more anti- social than the fetish of liquidity, the doctrine that it is a posi-
tive virtue on the part of investment institutions to concentrate their re-
sources upon the holding of ‘liquid’ securities. It forgets that there is no 
such thing as liquidity of investment for the community as a whole.”)12 
In addition, the new liquidity rules have a gaping exception: they treat 
“matched book” repo— short- term debt funding that securities firms pro-
vide to hedge funds— as “high- quality liquid assets.”13 Calling these loans 
in a panic will mean suddenly withdrawing financing from hedge funds on 
a large scale. Hedge funds will have to dump assets to meet these prime 
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brokerage calls. The result will be a damaging financing crunch— the very 
thing we want to avoid.

More generally, by dealing with particular institutional forms in piece-
meal fashion, we run a very real danger of repeating the classic mistake 
of banking history, discussed in the previous chapter. Recall that, in cen-
turies past, lawmakers in both the United States and England focused on 
confining the issuance of bank notes to a special set of chartered banks. 
They failed to recognize the functional equivalence of bank notes and 
checkable deposits. Today we are again failing to deal with money crea-
tion comprehensively and functionally. Both issuers and holders of cash 
equivalents should be expected to adjust to the new rules in all sorts of 
ways. For example, according to one report, Boeing Inc. “has already 
moved cash into separately managed accounts in anticipation of the new 
[MMF] rules.”14 If cash parkers respond to the new MMF rules by disin-
termediating MMFs and going directly to the (runnable) private money 
markets, we aren’t making much progress from a stability standpoint. If 
you squeeze the balloon in just one or two places, it will expand else-
where.15

But isn’t there still a case for using a lighter touch to fragile funding 
than I have proposed? Perhaps the financial sector’s short- term debt can 
be fine- tuned to some optimal level through taxation or regulation. To 
be sure, fine- tuning approaches are attractive in some domains— those 
in which risks can be gauged with relatively high precision and in which 
outcomes fall along a fairly smooth continuum. But this setting isn’t like 
that. The risk of a panic can’t be gauged with any precision; this is in-
herently true if panics have a self- fulfilling dimension. And outcomes are 
 discontinuous— a panic is a discrete and extremely costly event. In such 
settings, fine- tuning isn’t realistic, and structural approaches hold more 
appeal. The idea that skilled technocrats can somehow manage systemic 
risks to an acceptable level, as if turning dials on a complex machine, is a 
persistent one in the recent financial reform literature. This mindset di-
verts energy from structural solutions.

In a 2013 speech, William Dudley, president of the Federal Reserve 
Bank of New York, asked, “How comfortable should we be with a system 
in which critical financial activities continue to be financed with short- 
term wholesale funding without the safeguards necessary to reduce the 
risk of runs and the fire sales of assets that can threaten the stability of 
the entire financial system?” His answer: “I don’t think we should be com-
fortable” with such a system. Yet, he noted, that is the system we have— 
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even after the financial reforms of recent years. “We have not come 
close to fixing all the institutional flaws in our wholesale funding mar-
kets,” Dudley remarked.16 Three months later, Federal Reserve governor 
Daniel Tarullo addressed the same topic. Tarullo did not mince words. 
“I strongly believe that we would do the American public a fundamen-
tal disservice were we to declare victory [over financial instability] with-
out tackling the structural weaknesses of short- term wholesale funding 
markets, both in general and as they affect the too- big- to- fail problem,” 
Tarullo said. “This is the major problem that remains, and I would sug-
gest that additional reform measures be evaluated by reference to how 
effective they could be in solving it.” While he noted that “there is not 
yet a blueprint” for dealing with these markets, Tarullo emphasized the 
need for policy measures that “appl[y] more or less comprehensively to 
all uses of short- term wholesale funding, without regard to the form of 
the transactions or whether the borrower was a prudentially regulated in-
stitution.”17 Not much has changed since these two speeches. No one can 
plausibly claim we have addressed run- prone funding in a comprehensive 
and structural way.

Resolution Authority and Its Limitations

In the fall of 2008, systemically important nonbank financial institutions 
(nonbank SIFIs) that were on the verge of failure faced a binary situa-
tion: bankruptcy or bailout. From a policy standpoint, neither option was 
attractive. On the one hand, the bankruptcy of Lehman Brothers set off 
a devastating chain reaction. On the other hand, the bailout of AIG, the 
giant insurance company, was appalling: it both exemplified and rein-
forced too big to fail.

An alternative was needed. Specifically, most experts agreed on the 
need for a “resolution authority,” or special insolvency system, for non-
bank SIFIs. Dodd- Frank created such a resolution authority, called the 
Orderly Liquidation Authority (OLA). Its goal is ambitious. As set forth 
in the statute, OLA is designed “to provide the necessary authority to liq-
uidate failing financial companies that pose a significant risk to the finan-
cial stability of the United States in a manner that mitigates such risk and 
minimizes moral hazard.”18 OLA is probably the single most important 
financial stability component of Dodd- Frank. It holds significant prom-
ise in certain respects, as I explain below. Nonetheless, it is important to 
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understand OLA’s limitations. OLA does not offer a plausible answer to 
the panic problem, nor does it address the other problems associated with 
our current system of private money creation (shadow banking).

To appreciate OLA’s promise— as well as its limits— it is useful to look 
briefly at the system OLA was patterned on: the FDIC’s long- standing 
resolution system for insured deposit banks. The FDIC’s “Resolutions 
Handbook” describes the origins of the latter system this way:

To understand why the U.S. Congress gave the FDIC the powers it has, it is nec-

essary to look at the structure of the banking industry and the conditions of the 

1930s. The FDIC was created in 1933 to halt a banking crisis. Nine thousand 

banks— a third of the banking industry in the United States at that time— failed 

in the four years before the FDIC was established. . . . 

In general practice, between 1865 and 1933, depositors of national and state 

banks were treated in the same way as other creditors— they received funds 

from the liquidation of the bank’s assets after those assets were liquidated. On 

average, it took about six years at the federal level to liquidate a failed bank’s 

assets, to pay the depositors, and to close the bank’s books— although in at least 

one instance this process took 21 years. Even when depositors did ultimately 

receive their funds, the amounts were significantly less than they had originally 

deposited into the banks. . . . Given the long delays in receiving any money and 

the significant risk in getting their deposits back, it was understandable why 

anxious depositors withdrew their savings at any hint of problems. With the 

wave of banking failures that began in 1929, it became widely recognized that 

the lack of liquidity that resulted from the process for resolving bank failures 

contributed significantly to the economic depression in the United States.19

As the Handbook notes, Congress responded to these problems by, 
among other things, creating deposit insurance and granting the FDIC 
special powers to resolve failed banks.

This policy response was broadly successful. With the FDIC’s creation, 
deposit bank failures became much less disruptive. But the starring role in 
this story clearly belongs not to the bank resolution/receivership system 
per se, but to deposit insurance. Resolution plays only a supporting role. 
Bear in mind that corporate bankruptcy is fundamentally incompatible 
with deposit insurance. Bankruptcy imposes an automatic stay on creditor 
claims and impairs them if there isn’t enough value to go around. Deposit 
insurance requires exactly the opposite— insured deposits must be hon-
ored seamlessly and in full. Special resolution machinery is therefore es-
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sential if deposit insurance is to fulfill its purpose. But it would be a mis-
take to conflate these two distinct functions. To quote the Handbook, “The 
FDIC as receiver is functionally and legally separate from the FDIC act-
ing . . . as deposit insurer, and the FDIC as receiver has separate rights, du-
ties, and obligations from those of the FDIC as insurer. Courts have long 
recognized these dual and separate capacities.”20

With this discussion as a backdrop, consider OLA. OLA is a complex 
tool, and how it will work in practice remains uncertain. But we can gain 
some clarity by asking a basic question: How will OLA treat the money- 
claim liabilities of nonbank financial firms? Are they in the position of 
insured deposits, certain to be honored in full and on time? The answer 
is clearly no. OLA does not create a liability insurance system. Money- 
claims of firms that go into OLA remain susceptible to default.

It is true that money- claims may be honored fully and seamlessly within 
OLA. The FDIC intends to pursue an OLA implementation strategy 
called “single point of entry” (SPOE).21 Under SPOE, the FDIC will take 
into receivership only the top- tier holding company of a failing financial 
institution. The firm will be recapitalized by wiping out equity and writing 
down debt at the parent company level. The subsidiaries will remain open 
and operating and will continue to honor all their obligations, presumably 
with public liquidity support. As a result, under SPOE, money- claim lia-
bilities that reside at the operating subsidiary level are to be honored in 
accordance with their terms.

But what if the failing financial institution doesn’t have enough loss- 
absorbing capacity at the holding company level? In that case SPOE won’t 
work, and losses must be borne by operating subsidiaries. “If there are cir-
cumstances under which the losses cannot be fully absorbed by the hold-
ing company’s shareholders and creditors, then the subsidiaries with the 
greatest losses would have to be placed into receivership, exposing those 
subsidiar[ies’] creditors . . . to loss,” notes the FDIC. “Creditors, including 
uninsured depositors, of operating subsidiaries therefore should not ex-
pect with certainty that they would be protected from loss in the event of 
financial difficulties.”22 Top practitioners share this understanding. Rodgin 
Cohen of Sullivan & Cromwell recently said that, if losses are substantial 
enough, “there will be multiple points of entry.”23

So what happens to money- claimants of operating subsidiaries in the 
multiple point of entry scenario? Notably, the OLA legislation gives the 
FDIC the power to make “additional payments” to third parties if cer-
tain conditions are met.24 In theory this power could be used to promptly 
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honor the money- claim liabilities of insolvent operating subsidiaries in 
OLA receivership— in effect, prioritizing money- claimants over long- term 
creditors. However, even if short- term claims are seamlessly honored with 
additional payments, the FDIC is required to claw back such additional 
payments if it can’t recoup its outlays in any given resolution.25 This creates 
a strong incentive for money- claimants to run before OLA receivership is 
initiated. What’s more, the FDIC has indicated that short- term creditors 
will practically never be eligible for such payments in the first place:

Short- term debt holders . . . are highly unlikely to meet the criteria set forth 

in the statute for permitting payment of additional amounts. In virtually all 

cases, creditors with shorter- term claims on the covered financial company will 

receive the same pro rata share of their claim that is being provided to the 

long- term debt holders. Accordingly, a potential credit provider to a company 

subject to the Dodd- Frank resolution process should have no expectation of 

treatment that differs depending upon whether it lends for a period of over 360 

days or for a shorter term.26

To drive home the point, the FDIC asked for public comment on the fol-
lowing question: “Are there additional ways to counteract any impression 
that shorter term debt is not at risk?” This is obviously a far cry from the 
FDIC’s posture toward insured deposits. FDIC officials are fond of em-
phasizing that no depositor has ever lost a penny of insured deposits since 
the FDIC’s creation in 1933.

Even if the FDIC decides it wants to seamlessly honor money- claim 
liabilities of operating subsidiaries under the multiple point of entry sce-
nario, it still faces a problem: the mechanics of liquidity support present 
significant execution risks. Day- one funding needs for a failing SIFI in 
OLA could be in the hundreds of billions of dollars. The Federal Reserve 
is explicitly prohibited by statute from lending to an institution that is 
in insolvency proceedings, including OLA.27 The Dodd- Frank statutory 
scheme contemplates that the FDIC will borrow the necessary funds from 
Treasury, which in turn must borrow them from the bond market.28 But  
Treasury’s borrowing capacity is limited by the statutory debt ceiling, 
and lifting it requires congressional action.29 This risk is hardly trivial; the 
debt ceiling needed to be increased in both of the major pieces of crisis- 
response legislation enacted in the second half of 2008.30 To get around 
this problem, the FDIC might guarantee bond offerings by the failing in-
stitution itself. This would sidestep debt ceiling issues, but note that such 
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bonds wouldn’t be “full faith and credit” securities. Market appetite may 
therefore be limited— and we are talking here about a bond offering of 
potentially unprecedented size, to be executed on an absurdly compressed 
time frame and under presumably distressed market conditions. Nothing 
like this has ever been done before.

Thus, whether money- claims will be honored under OLA may depend 
crucially on whether the SPOE strategy is pursued in any given case. And 
the viability of SPOE, in turn, depends on the failing institution’s corporate 
structure. As the FDIC has stressed, for the strategy to work, “it is critical 
that the top- tier holding company maintain a sufficient amount of equity 
and unsecured debt.”31 Similarly, Daniel Tarullo has said that, for SPOE 
to work, the holding company must be kept “non- operational and other-
wise ‘clean’ through limits on the issuance of short- term debt and on the 
conduct of material business operations in the parent holding company.”32 
Tarullo indicated that the Federal Reserve intends to require that SIFIs 
maintain “a minimum amount of long- term, unsecured debt at the parent 
holding company” to facilitate SPOE.33 Keep in mind, though, that no one 
contemplates that any such requirement will be made coextensive with the 
set of firms that issue money- claims. Rather, the requirement will apply 
exclusively to SIFIs. (The panic phenomenon bears no necessary connec-
tion to SIFIs; there were no SIFIs in the United States in the early 1930s.)

And here we reach the critical limitation of OLA— and of resolution 
more generally— as a panic- avoidance device. Recall again why deposit 
insurance works so well. Insured depositors know with certainty that their 
claims will be seamlessly honored no matter what. By contrast, notwith-
standing OLA, money- claimants of nonbanks can have no such assurance 
ex ante. There is no way to be sure that any given nonbank financial in-
stitution will enter OLA if it fails. Bankruptcy is the default option, and 
activating OLA requires the approval of not only supermajorities of the 
boards of the FDIC and the Fed but also the Treasury secretary in con-
sultation with the president.34 This is an extraordinary procedural hurdle, 
one that bears no resemblance to deposit bank resolution. (FDIC reso-
lution is the exclusive insolvency system for deposit banks, and its oper-
ation requires no executive branch approval.) Moreover, even if a firm 
does enter OLA, whether SPOE will be followed is determined case by 
case. Money- claimants have little to gain from sticking around to find out 
the answer. We have seen that they are informationally insensitive; they  
generally do not conduct significant fundamental analysis. When they de-
tect anything more than a minuscule probability of default, their incen-
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tives are to withdraw first and ask questions later. The bank game is there-
fore in effect, and the bad equilibrium can be realized on a broad scale. 
To sum up: notwithstanding OLA, the US financial system’s short- term 
debt remains defaultable and therefore susceptible to catastrophic panics.

Some financial policy experts are fond of “constructive ambiguity,” or 
leaving financial markets uncertain about what claims (if any) will be hon-
ored in a crisis. The idea seems to be that we can have it both ways— we 
can achieve systemic protection ex post while allowing market discipline 
to operate ex ante. This is a dubious policy strategy. If the market per-
ceives a meaningful risk of money- claim defaults, it is probably because 
that risk actually exists. By the same token, a policy of honoring money- 
claims may be self- defeating if the market doesn’t have confidence that 
it will materialize. As usual, Walter Bagehot said it best: “To lend a great 
deal, and yet not give the public confidence that you will lend sufficiently 
and effectually, is the worst of all policies; but it is the policy now pur-
sued.”35 With constructive ambiguity, policymakers risk fooling only them-
selves.36

OLA does offer something important that we lacked before. In some 
circumstances it may offer a way to extinguish equity and impair long- 
term unsecured debt of SIFIs without triggering disastrous consequences. 
The SPOE strategy is particularly promising in this regard; it permits de-
coupling long- term financing at the holding company level from operating 
liabilities. Before OLA that wasn’t realistically possible, and this contribu-
tion should not be minimized. Even so, this accomplishment needs to be 
kept in perspective. To the extent that short- term creditors are protected 
in OLA, we have the same problems discussed in chapter 7 in the context 
of the lender of last resort: implicit public support, subsidies, and the asso-
ciated distorting effects on financial markets. OLA thus reinforces finan-
cial institutions’ incentives to rely on unstable short- term funding (a point 
David Skeel has emphasized).37 At the same time, OLA is subject to very 
serious execution risks. Insofar as panics are the problem, this is an indi-
rect and unreliable way of dealing with them.

Scaling Back

Is US financial stability policy moving in a sensible direction? It will be 
some time before a verdict can be rendered. What seems clear is that 
regulation of run- prone funding structures has been timid at best. We still 
live in a system of “free banking,” or free entry into the business model 
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of money creation. Regulatory energies have mostly been focused else-
where.

The reformed monetary system represents a fundamentally different 
approach to run- prone funding structures. Broad money creation is con-
fined and capped; the broad money supply is made sovereign and non-
defaultable; shadow banking, as I have defined it, ceases to exist. And here 
I take my argument to its logical conclusion. Implementing the reformed 
monetary system, I contend, could very well obviate the need for most 
other forms of financial stability regulation. That is to say, the reformed 
system could set the stage for a major scaling back of our current financial 
regulatory apparatus.

This conclusion is admittedly provocative; it cuts strongly against the 
prevailing view. I address key objections below. First, though, let’s con-
sider what such a scaling back would look like. Member banks themselves 
would of course be heavily regulated, as I described in the previous chap-
ter. And nonbanks would be required to abide by the unauthorized bank-
ing statute. Apart from that, however, nonbank financial firms would be 
more or less completely released from stability- oriented financial regula-
tion. (I will add some important qualifications in the next few paragraphs, 
so please bear with me.) So nonbank financial firms would not be subject 
to regulatory constraints on risk taking or capital levels— at least not for 
financial stability purposes. These matters would be left to the operation 
of market forces; the ordinary rules of capitalism would apply. Nonbanks 
would not have access to public liquidity support; their costs of financing 
would be unsubsidized. (The reformed system thus clarifies the boundary 
between private and sovereign claims— the opposite of constructive ambi-
guity.) Specific markets, such as the securitization and derivatives markets, 
would also be free from stability- focused regulation.

What are the key objections to such a system? Clearly, it leaves unad-
dressed a number of issues that are commonly associated with the problem 
of financial instability. These include excessive size and interconnected-
ness of financial firms; collateral damage and domino effects from failure; 
related disruptions for customers and counterparties; correlated risk ex-
posures; the “melting ice cube” problem (the tendency for the enterprise 
value of financial firms to erode quickly during insolvency proceedings); 
excessive risk taking; excessive leverage in the financial system; opaque 
and risky derivatives markets; misaligned incentives in securitization; pro-
prietary trading risks; flawed credit ratings; the list could go on. The re-
formed monetary system does not directly address any of these issues.

My response is simple: I concede all these points. For example, there is 
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no doubt that, even if the reformed system were implemented, the bank-
ruptcy of a major nonbank financial institution— say, a securities firm like 
Lehman Brothers— would be disruptive. Customers and counterparties 
would face real problems, and other financial institutions would sustain 
collateral damage. But the key question is not whether such disruptions 
would happen, but whether they would pose a serious risk of plunging 
the economy into a deep slump. We have very good reasons to think that 
panics are a major source of macroeconomic catastrophes; they are like a 
dagger to the gut of the economy (see chapter 4). Whether other financial 
phenomena realistically pose a similarly grave threat in the absence of a 
panic is far from obvious.

What is more, there are good reasons to think the reformed monetary 
system would indirectly address some of the issues cited above. We saw in 
chapter 7 that the existence of an implicit public backstop of the financial 
sector’s monetary liabilities creates incentives for financial firms to grow 
and thereby exacerbates the too big to fail problem. We also saw that such 
public support may contribute significantly to debt- fueled bubbles and the 
like. If public support could credibly be withheld from nonbank financial 
firms, these two problems might be lessened.

I mention these two pathologies— too big to fail and debt- fueled 
bubbles— because a number of prominent analysts favor placing them at 
or near the center of financial stability policy. For example, FDIC vice 
chair Thomas Hoenig has advocated regulatory steps that would force a 
breakup of the largest US financial institutions, thereby addressing the too 
big to fail problem.38 Other policy experts have promoted similar mea-
sures.39 Likewise, it should come as no surprise that the “debt cycle” the-
orists we encountered in chapter 4 tend to favor systemwide limits on 
debt and leverage. Thus Hyman Minsky has argued that central banks 
should “continuously ‘lean against’ the use of speculative and Ponzi fi-
nance.”40 John Geanakoplos suggests “empowering a ‘leverage super-
visor’ who could simply forbid loans at too high leverage in ebullient 
times.”41 Reinhart and Rogoff, who also lean toward the debt cycle view 
at times, advocate creating “a new independent international institution” 
that would “enforc[e] regulations relating to leverage.”42 Mian and Sufi 
call for increased use of equitylike contracts rather than debt.43 And Paul 
Krugman argues for “higher capital ratios for banks, limits on risky lend-
ing, but also perhaps limits for borrowers too, such as maximum loan- to- 
value ratios on housing and restrictions on second mortgages.” This, he 
says, “would guard against bubbles and excessive leverage.”44 My argu-
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ment is that we probably should not do these things— at least not in the 
first instance. A more sensible approach to money creation might very 
well alleviate these other pathologies.

Now let me add some important caveats to the scaling back scenario 
just described. First, I am talking here only about financial stability regu-
lation, by which I mean financial regulation whose purpose is to coun-
ter grave threats to the broader economy. It goes without saying that the 
financial system raises policy problems apart from instability. Regulation 
is warranted for other purposes: consumer protection, investor protection, 
dealing with certain conflicts of interest, ensuring disclosure, combating 
fraud, promoting competition, establishing orderly and efficient market 
structures, and so forth. Such regulations are justifiable on their own terms, 
irrespective of any connection to macroeconomic disasters. I am in no way 
suggesting they be carved back.

Second, there are pockets of nonbank financial activity where “risk” 
or “solvency” regulation would still be warranted, even after implemen-
tation of the reformed system. Specifically, there are good reasons why 
retail- facing insurance and securities firms should continue to be subject 
to portfolio constraints, capital requirements, and special insolvency sys-
tems. Note that the core rationale for these regulatory systems is not the 
prevention of severe recessions but rather the protection of financially un-
sophisticated retail consumers. It is similar to the rationale for regulating 
retail- facing investment companies (mutual funds). Protecting unsophis-
ticated consumers is unquestionably an important policy objective, but it 
is not properly classified as a systemic stability issue.

Third, what about complex financial conglomerates that own mem-
ber banks? Should they be subject to firmwide stability- type regulation, 
such as consolidated capital requirements and supervision? We can get at 
this question by considering what happens to a member bank in the re-
formed system when its affiliates fail. Upon their bankruptcy, the member 
bank is yanked into the special receivership system. The member bank’s 
corporate form partitions its assets (the collateral for the government’s 
senior claim) from those of its affiliates. And member banks are subject 
to strict limitations on affiliate transactions. In theory, then, affiliate dis-
tress shouldn’t produce significant losses for a member bank. In practice, 
things may be more complicated and disruptive. If member banks can’t 
realistically be adequately shielded from the effects of affiliate distress, 
then regulation and supervision of the consolidated enterprise may be 
in order. Unfortunately, this would involve regulators in the very diffi-
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cult business of regulating and supervising complex institutional securi-
ties firms. A simpler alternative would be to prohibit such affiliations in 
the first place— in other words, impose a Glass- Steagall type of separa-
tion. There are reasonable arguments for both approaches. Given that the 
system is panic- proof in either case, the stakes here are not all that high.

Fourth, note that, while the reformed monetary system (including the 
unauthorized banking law) does render the financial sector panic- proof, 
it does not eliminate all potential sources of liquidity stress for financial 
firms. For example, financial firms that are heavily involved in the deriva-
tives business are vulnerable to collateral calls, which can drain cash and 
lead to default. But it is critical to distinguish this scenario from a panic. A  
panic involves claimants with a more or less continuous and unconditional 
option to redeem. A derivative counterparty has no such option. A deriva-
tive collateral call is contingent— it happens when the trade moves against 
you. There is no coordination game, no significant self- fulfilling dimension. 
In short, not all sources of liquidity stress are created equal. The reformed 
system does not prevent all forms of cash drains, nor does it prevent non-
bank financial firms from failing. It is not designed to do these things. It is 
designed to prevent panics.

Fifth, what if I’m wrong? My argument for scaling back depends on 
the proposition that, when it comes to financial stability policy, panics are 
“the problem” (or the main one, anyway). Admittedly, the case for this 
proposition is not open- and- shut. It is possible that other types of financial 
disruption could plunge the macroeconomy into a deep slump, even in a 
panic- proof system. But it is all too easy in this area to get caught up in 
a parade of horribles. All sorts of plausible- sounding dangers can be cited. 
I am making the case for prioritizing— for focusing our regulatory ener-
gies on known, grave threats to the broader economy rather than specula-
tive ones. In any case, the reformed monetary system is certainly compat-
ible with other forms of financial stability regulation. It comes down to a 
judgment call.

History does offer some evidence to support my case for scaling back. 
Recall that, with the advent of deposit insurance in 1933, the United 
States entered an unprecedented Quiet Period of seventy- plus years with 
no panics and no serious economic disasters. Only with the emergence 
of shadow banking— private money creation on a large scale outside the 
chartered banking system— did financial instability return; and with it 
came the Great Recession. Lawmakers did not erect a massive “systemic 
risk” apparatus in 1933. Rather, they brought money creation under the 
public umbrella. This seemed to work quite well.
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A final objection to the reformed monetary system has to do with sup-
posedly insurmountable political obstacles. This objection doesn’t bother 
me much. The political winds can always shift. Besides, the reformed 
monetary system might win support from large segments of the finan-
cial industry if it were accompanied by a major scaling back of existing 
financial stability regulation, as just described. More broadly, the reformed 
system holds the prospect of removing large public subsidies from cer-
tain privileged segments of the financial sector. The distributional impli-
cations would be decidedly egalitarian. This is a political plus in a world 
where disparities of wealth and income seem to be gaining political trac-
tion. Practically no one wants a system in which certain big financial firms 
are parasitic on the state, which, notwithstanding recent reforms, is what 
we have today.

Final Thoughts

The core thesis of this book has been that financial instability is mostly 
a problem of monetary system design. If this is right, the problem is con-
siderably narrower than is commonly supposed. We can stop thinking of 
financial instability as an endlessly complex and shape- shifting adver-
sary. And we can reject the defeatist notion— usually stated with an air of 
worldly wisdom— that financial crises and their economic consequences 
are inevitable, that they are the price we must pay for financial capitalism. 
We are dealing instead with a discrete and well- defined project of institu-
tional engineering.

As I noted at the start of the book, my argument reflects the tradi-
tional wisdom. In a remarkable 1939 memorandum titled “A Program 
for Monetary Reform,”45 six distinguished US economists observed, 
“Throughout our history no economic problem has been more passion-
ately discussed than the money problem.” The authors described the ex-
isting monetary framework as “wholly inadequate.” Chief among its de-
fects was private money creation by the banking system. “The banks thus 
exercise what has always, and justly, been considered a prerogative of sov-
ereign power,” they wrote. “This situation is a most important factor in 
booms and depressions.” With a better- designed monetary framework, 
“the disastrous effects of depressions would be lessened.” The authors 
happened to favor 100% reserve banking, a proposal I have criticized in 
this book. But it is their diagnosis of the problem that really interests me. 
They viewed the banking problem in distinctly monetary terms. Today we 
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have moved away from this insight. As a result, recent debates over finan-
cial reform have been hampered by conceptual blinders.

What explains this drift away from the traditional wisdom? Part of 
the answer may have to do with disciplinary boundaries and priorities. 
Within academia, money falls squarely within the domain of macro-
economics. And I think it is fair to say that, at least in recent decades, 
macroeconomists have been far more focused on model building than in-
stitution building. One often hears that modern macroeconomic models 
have tended to omit the institutional details of banking and finance. “To 
me,” says Joseph Stiglitz, “the strangest aspect of modern macroeconomics 
[during the Great Recession] was that central banks were using a model in 
which banks and financial markets played no role.”46 Simon Wren- Lewis 
says that “everyone admits that mainstream macro analysis took finance 
for granted before the crash.”47 Charles Plosser says that “macroecono-
mists need to consider how to integrate the institutional design of cen-
tral banks into our macroeconomic models.”48 Olivier Blanchard says that 
“our benchmark [macroeconomic] models . . . should be expanded to bet-
ter recognize the role of the financial system.”49 And Tobias Adrian and 
Hyun Song Shin say that “in conventional models of monetary econom-
ics commonly used in central banks, the banking sector has not played a 
prominent role.”50

By all accounts, macroeconomists are now hard at work incorporating 
“financial frictions” into their models. I must confess that the very term 
friction gives me some pause; is the instability of private money creation 
really a “financial friction”? If unstable private money is in fact a major 
source of deep recessions— and if it is true that standard macro models 
omit this feature of institutional reality— then it is little wonder such mod-
els have been found wanting. In any case, rather than improving models 
to better match institutional reality, perhaps it is institutional reality that 
needs improving.

Adam Smith described bank money creation as “a sort of wagon- way 
through the air.”51 I like this metaphor, which evokes an image of infra-
structure. The system of money and banking is, after all, a kind of institu-
tional infrastructure. Like property and contract, the monetary framework 
is an essential component of a well- functioning market economy. And it 
matters very much how this infrastructure is built. Monetary institutions, 
like all legal institutions, stand in need of design, and some designs are bet-
ter than others.
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